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Preface

Intelligent Information and Database Systems have been known for over thirty years.
They are applied in most of the areas of human activities, however they are also the sub-
ject of the scientific research. In this book quite deal of interesting issues related to the
advanced methods in intelligent information models and methods as well as their ad-
vanced applications, database systems applications, data models and their analysis, and
digital multimedia methods and applications are presented and discussed both from the
practical and theoretical points of view. All the presented chapters address directly or
indirectly to the concepts of intelligent information or database systems. These chapters
are extended versions of the poster presentations at the 6! Asian Conference on Intel-
ligent Information and Database Systems — ACCIDS 2014 (7-9 April 2014, Bangkok
Thailand).

The content of the book has been divided into four parts: Intelligent systems models
and methods, Intelligent systems advanced applications, Database systems methods and
applications, Multimedia systems methods and applications. In the first part filtering and
recommendation and classification methods as well as estimation and personalization
models are presented. In the second part we can find several applications of intelligent
systems in the following areas: scheduling, stock market and revenue forecasting, crime
classification and investigation, e-learning and software requirement prioritization. The
third part presents data models and their analysis together with advanced database sys-
tems applications, such as: ontology applied to information sharing and social network
recommendation, opinion mining, simulation of supply management, agent-based sys-
tems modelling, usability verification, workflow scheduling and specialized chemical
databases. The last part contains chapters that are dealing with different aspects of dig-
ital multimedia systems methods and their applications, i.e. positioning systems, image
classification, ophthalmology measurements, vehicular systems modelling, edge detec-
tion in chromosome images, texture analysis, image based tracking and ciphering on
mobile devices.

April 2014 Janusz Sobecki
Veera Boonjing
Suphamit Chittayasothorn
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Towards Intention, Contextual and Social Based
Recommender System

Romain Picot-Clémente, Cécile Bothorel, and Philippe Lenca

Institut Mines-Telecom, Telecom Bretagne, UMR CNRS 6285 Lab-STICC, France
{romain.picotclemente,cecile.bothorel,
philippe.lencal}@telecom-bretagne.eu

Abstract. This article proposes a recommender system of shopping places for
users in mobility with given intentions. It considers the user intention, her con-
text and her location-based social network for providing recommendations us-
ing a method based on association rules mining. The context is considered at
multiple levels: first in selecting the interesting rules following to the current
session of visits of the user; then into a relevance measure containing a geo-
graphic measure that considers her current geographic position. Besides the
ge-ographic measure, the relevance measure combines a social measure and an
in-terest measure. The social measure takes into account the habits of the user’s
friends and the interest measure depends on the current intention of the user
among predefined intention scenarios. An important aspect of this work is that
we propose a framework allowing the personalization of the recommendations
by acting only on the relevance measure. This proposition is tested on a real da-
taset and we show that the use of social and geographic features beyond usage
information can improve contextual recommendations.

Keywords: Location-based social networks, contextual recommender system,
association rules, shopping recommendation.

1 Introduction

With the development of social networks and the widespread use of smartphones,
users are sharing more and more contents in mobile situations. In Location-Based
Social Networks (LBSNs) like Foursquare', sharing places with friends is even the
finality. In this paper, we are interested in the recommendation of shopping places to
users in mobility conditions, considering information from a LBSN. We consider the
case where the information available on users is limited to their history of visits, their
social network, their intention and their current context. This latter includes the cur-
rent geographic position of the user and her current session of visits. We limit the
intention of a user to one of the following intent scenarios: - "discovery" scenario
where the user is not in a purchasing perspective; - "efficiency” scenario where the

! https://fr.foursquare.com/

J. Sobecki, V. Boonjing, and S. Chittayasothorn (eds.), Advanced Approaches to Intelligent 3
Information and Database Systems, Studies in Computational Intelligence 551,
DOI: 10.1007/978-3-319-05503-9_1, © Springer International Publishing Switzerland 2014



4 R. Picot-Clémente, C. Bothorel, and P. Lenca

user is visiting stores with a buying goal. These intent scenarios are targeted by a
social shopping mobile application”.

Many studies have focused on the recommendation of places. Recent works [1], [2]
have shown that taking into account the social and geographical data could improve
significantly the recommendations. However, despite the obvious influence of the
user context on her everyday choices, none has focused (to our knowledge) on the use
of contextual data to provide different kinds of recommendations of places that de-
pend directly on the user's intention. Thus, we propose in this paper a recommender
system based on association rules mining that can adapt to different user intentions
and contexts, and that takes into account the visits of their friends (from the social
network) and visits history to recommend personalized shopping places to users.

The remainder of this paper is as follows. The first part will address the related
works of the literature, tackling place recommendation, contextual recommendation
and association rules for making recommendation. The next section will present our
method for making recommendations to a user, based on her context and intention,
and her history of visit and friends’ habits. Finally, we will present some experiments
to show the benefits of using our solution for making recommendations.

2 Related Works from Literature

2.1 Recommendation of Places

Recommendation of places is a very active research field. Among the reference
works, we can cite [3], [4] proposing recommender systems using collaborative filter-
ing models to provide personalized recommendations of places to users. For the simi-
larity computation, [3] proposes to calculate it only on users who are close in profile,
for limiting the computation time. [4] shows that considering only friends for this
computation gives equivalent results than methods relying on all users. The papers
[1], [2] show that using both geographic information and social information beyond
the user preferences can improve significantly the recommendations of places. In [5],
the authors show users have temporal patterns of daily activities and usually visit
places close to their home. They also show that the recommendation of categories of
places gives better results than the recommendation of exact locations.

Although some place recommender systems have been proposed for LBSNs, none
of them considers the context of the user (including her current position, session of
visits, mood, etc...) and her intention in order to make contextual recommendation of
places in mobility conditions. Then, the next section will discuss works of the litera-
ture that consider context to provide recommendations.

2.2 Contextual Recommendation

The main objective of a contextual recommender system is to provide relevant infor-
mation to a user according to her current context. In the literature, many contextual

2 This work has been supported by the French FUI Project Pay2You Places, "labelled" by

three Poles de Compétitivité (French clusters).



Towards Intention, Contextual and Social Based Recommender System 5

recommender systems have been proposed. [6], [7] show the interest of including the
user context into the collaborative filtering approach to improve the quality of rec-
ommendations. Although they take into account the context for the similarity compu-
tation between users, they are not designed to make recommendations to users accord-
ing to their current context and intention, as we focus in this paper. The field of music
recommendation is very active in considering the user current context to propose
adapted music. In [8], the authors use the Case-Based Reasoning algorithm to provide
music recommendations based on the user current context (season, weather, tempera-
ture, etc.). They show that the precision of recommendations can be improved by
considering contextual data. More recently, [9] has proposed a music recommender
system considering the current activity of the user (working, walking, shopping, etc.).
The article shows that the use of context can provide good recommendations even in
the absence of user ratings or annotations, a situation in which traditional systems
only can recommend songs randomly.

All these works show a real relevance in considering the context into recommender
systems. Nevertheless, to our knowledge, the problem of finding personalized geo-
located items to users according to their current context and intention, and taking into
account the social network and visits history has not been tackled in the literature.

2.3  Association Rules and Recommendation

Association rules were introduced by Agrawal et al. [10] for analyzing the food
basket in order to discover relationships between the purchased items. The principle
of the extraction of association rules is as follows. First, the system considers a set of
transactions consisting of elements (called items). To extract association rules based
on these transactions, the first step usually consists in extracting groups of items
(itemsets) that are frequently present in transactions. A threshold on the occurrence
frequency in transactions called "support threshold" is set and allows eliminating
itemsets that are infrequent in the transactions (whose support is low). Given these
itemsets, the second step consists in generating, for each itemset, every possible com-
bination of association rules between the items from the itemset. An association rule
r; is of the form r;:ant(r;) — cons(r;) where ant(r;) and cons(r;) are sets of
items, respectively called antecedent and consequent of the rule. Generally, a measure
is applied to each rule to rank them and / or restrict their number using a threshold.
The confidence measure is the most used measure, it highlights the rules that are often
realized when the antecedent of the rule is present in the transaction. However, many
other measures exist (surprise, lift, conviction, etc.) and their choice is highly depen-
dent on the rule extraction objective [11]. In our context, controlling these measures
allows us to take into account the visiting intention of shops (discovery, efficiency,
rarity, popularity, friendly, etc.).

The methods for extracting association rules have often been successfully used in
real-time recommender systems of web pages [12], [13], [14]. In [15], the authors
propose a recommender system based on geo-located pictures for recommending
itineraries of places to users according to the current picture location they just took.
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In these works, the general principle is as follows. An offline component generates
the association rules based on usage histories and an online component is in charge of
providing real-time recommendations to users based on matching association rules
with the current usages of users. In [16], the authors propose a dating recommender
system by providing a list of potentially interesting men or women. They show their
recommender system provides significantly better recommendations than traditional
collaborative filtering systems.

These works show that association rules mining is well suited for real-time rec-
ommendation applications, which is one of our needed features for the system. More-
over, another feature that guided us to the use of association rules mining is that it is
easily scalable on large datasets [17], a frequent case when dealing with LBSNs. Fi-
nally, the last feature is that the principle of selecting and classifying rules according
to a relevance measure depending on the extraction objective is particularly suited to
our application case since the adaptation to different intentions could be done by act-
ing directly and in a real-time fashion on this measure.

3 Intention-Oriented, Social-Based and Contextual
Recommender System of Places

3.1  Constraints and Assumptions

We detail here the different constraints and assumptions of the application case that
have brought the proposition described in the following part. First, as explained in the
introduction, the user will have the choice between these two intention scenarios:

— “discovery” scenario: While the user is walking, proposals for shops with offers
are made to “feed her curiosity”. In this scenario, the idea is to lead the user to
make impulsive purchases in shops that would not have been visited without these
recommendations, but that are related to the visits she made during her walk.

— “efficiency” scenario: The user is walking with the perspective of buying some-
thing. While she is visiting some shops, recommendations of other shops are done
according to her previous visits with the goal to bring her to an “efficient” shop.
We try to guide the user to the most relevant shop for her future purchase.

Then, relying on [18], [19], [20], [21] showing that the check-in probability of users
according to the distance from their other check-ins follows generally a power law
function and relying on [22], [23] showing that users tend to share common interests,
we admit the two following assumptions are true for our shopping application case:

— Assumption 1: The shops that have been visited by friends of a given user are most
likely to interest him than other shops.

— Assumption 2: The probability that a user would go to a shop at a given distance
from her current location follows a power law function. Farther the shop is from
the current position of the user, less he would tend to get there.
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3.2 Proposition

Our approach in this article is based on the use of association rules to offer contextual
and intention oriented recommendations of shops to users. It consists in two steps: the
generation of the association rules model, and the generation of the recommendations
for a given user. Fig. 1 shows an overview of these steps.

Step 1: Generation of the association rules model.

This first step consists in generating the association rules model by extracting associa-
tion rules from the history of visits of all users according to the method presented in
section 2.3, except that no measure for ordering or selecting rules is applied at this
level. This step is performed periodically, every day or week, to take into account the
evolution of users behavior. Several methods can be used to extract association rules.
We have chosen the FP-Growth algorithm [24] which is one of the most efficient in
terms of computation time. The association rules model is denoted R and a rule
r; € R is composed of an antecedent ant(r;) and a consequent cons(r;) in the
next step.

. r ™ ‘ [3585%
Ul 2 -

e tho Tranzactions:
Ascodation Assodation | gy, pastyuser vishs
risemeddl | T | rubes mining porsession

_&m,‘n—

(] thak places.

Sebpcting assaclation —
g A i wcndigtoa T o
S f ), fand F. thebest rules
CUTant sesslon: s " X
Nl e ————
1 intentlon:d — T — —
‘ Frignds:F ~

Fig. 1. Overview of the association rules model generation and the recommendation process

Step 2: Generation of recommendations according to the user context.
This second step focuses on the recommendation process which is triggered regularly,
or if the user asked for it, to take into account changing contexts and intentions.

Let u, be the active user and m; € M be a shop where M = {m,m,, ..., m;} is
the set of all known shops in the system. The active session of u, is sa; =
(mual,muaz, ...,muat) and consists in her last t visited shops.

First, the system seeks all the rules from R that have a subset of sa; as antece-
dent. To do this, all the subsets of sa, denoted ssg,, are generated, then for each
subset ss, the system seeks if it is equal to the antecedent of a rule from R. The
resulting set of rules, corresponding to the active session sa; of the user is denoted
R;. A reduction space phase is then launched on R,. In this phase, the system removes
the rules 7; € R, that verify the following conditions:

— cons(r;) € sa.
— cons(r;) € hist,, AND scenario = "discovery"
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hist,,, € M is the history of shops’ visits of the user u, (the whole set of previous
visits). The first condition avoids providing places that the user has visited in her
current session, in which case the recommendation would be completely useless. The
second condition avoids providing places that the user already knows, if he is in the
“discovery” scenario because her intention is precisely to discover new places.

The objective is to evaluate the score of each m; that is consequent to a rule of R,.
In the literature, the score assigned to a shop is either the sum of the confidence of
each rule associated to this shop, either the maximum of these confidences [25]. In
our approach, the given score is not based on the confidence but on a personalized
measure, called relevance measure, depending on the intention, the geographic posi-
tion, and the friends of the user. The relevance measure denoted M, is applied to
each rule from R; and combines three measures: an interest measure M;, a social
measure M and a geographic measure Mg, as follows:

M, (1) = My(r)(aM; (1) + (1 — @) Ms(ry)) (1)

The interest measure M; depends on the intention scenario of the user. If the scenario
is “discovery”, then M; is the surprise measure (Equation 2) that highlights rules that
are not obvious. If the scenario is “efficiency”, then M; is the confidence measure
(Equation 3) that highlights rules that are very often verified. The parameter a €
[0,1] is the weight given to the interest measure compared to the social measure.

support(ant(r)Acons(r;))—support(ant(r;) A-cons(ry))

suprise(r;) =

@)

support(cons(ry))
support(ant(r))Acons(r;))
support(ant(ry))

confidence(r;) = 3)
According to the assumption 1 stated in Section 3.1, the social measure M allows
considering the habits of the friends of the active user for assigning a weight to a rule
depending on whether this rule is often or rarely verified for the friends:

My(ry) = Confidencefriends(ri) 4

According to the assumption 2, the geographic measure M, allows considering the
position of the user and assigns a weight to a rule r; depending on the distance be-
tween the consequent shop cons(r;) and the user position pos, . This measure fol-
lows a power law function and is defined such that:

My (1) = a x d(cons(ry), Posua)b ®

a and b are the parameters of the power law function that fits the density of probabil-
ity that the user will visit a shop according to its distance to her previous visits
m; € hist, . These parameters are computed periodically for each user together with
the calculation of the model to not slow down the recommendation process.

The relevance measure is calculated on every rule from R;. Each shop m; that is
consequent of these rules is assigned a score S; (mj) which is the maximum of the
relevance values of the rules whose it is the consequent. We denote Rt‘mjthe set of

rules whose m; is the consequent.
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St(mj) = max (Mp (ri)|\7’rl- € Rt_mj) (6)

Finally, the shops are sorted in ascending order of relevance and the k shops with the
highest scores are recommended to the user.

4 Evaluation of the Method

This section proposes some experiments to show the interest of our method. In the
literature, there are several measures to evaluate a recommender system [26] [27]. As
many studies, we choose to evaluate it on a Gowalla® dataset by measuring how the
system predicts a future usage of the user, using the recall and precision measures.
However, the act of measuring the quality of recommendation by comparing the best
predictions with real usages in an existing dataset implies that we can only measure
the quality of recommending methods that have a predictive ability. Thus, we will be
able to only evaluate the method on the “efficiency” intention scenario and not the
method for the “discovery” scenario, because this latter is supposed to produce un-
usual recommendations. Gowalla dataset actually does not reflect visits of users ex-
posed to this kind of recommendations. In other words, the recommendations for the
“discovery” scenario do not have a predictive ability unlike to the recommendations
for the “efficiency” scenario. Measuring the quality of the method in the “discovery”
intention scenario will be the subject of future works when user feedbacks in real
condition of use will be possible on our project. We will then process user-centric
methods [28].

The Gowalla dataset for the evaluating the method in the “efficiency” intention
scenario consists in a dataset of 196591 users, 950327 friendship relations and
6442890 check-ins of these users in 1279228 different places. The period of check-ins
goes from Februray 2009 to October 2010. Gowalla was a LBSN which closed in
March 2012 after being acquired by Facebook in late 2011. This dataset has been
chosen because it is publicly available and often used in research papers. To our
knowledge, no LBSN dataset dedicated to shopping is available.

12,00% 4,00%
P
10,00% Washington 3,50% ———— Washington
’ Efficiency Efficiency
measure 3'00% measure
8,00% - g
g v Washington 2 2,50% Washington
] Confidence > rm————— — . Confidence
2 6,00% - measure § 2,009 | gerrriiieees s dal s measure
© ‘@ ol
S 2 &
1 = == New York 2 9 £ === New York
= 4,00% Efficiency 2 1.50% P Efficiency
measure 1'00% - measure
2,00% 4 eeeeen NewYork | | . New York
Confidence 0,50% Confidence
measure measure
0,00% 0,00%
123456 7 8 9101112 123456 7 8 9101112
Training period in months Training period in months

Fig. 2. Recall and precision values for New York and Washington based on the efficiency
scenario and the confidence measure

3 Available on http://snap.stanford.edu/data/#locnet
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The evaluation method we are proposing is as follows. First we limit the tests to
the cities of New York and Washington. For each city, an active period is arbitrary
chosen (2010-05-01 to 2010-05-10 for Washington, and 2010-08-01 to 2010-08-10
for New York). Then, the association rules model is constructed for each city accord-
ing to the visits that occurred before the active period. Support thresholds, eliminating
rare items, have been defined by hand to limit the computation time of the association
rules due to time constraints for these tests (support threshold of 4 for Washington
and 7 for New York). The training period for mining association rules will vary in
order to see how the number of rules (and the age) influences the quality of recom-
mendations. Then, each session of one day of visits for each user is taken in the active
period (107 sessions for Washington and 489 sessions for New York). The average
number of visits in the sessions is about 5 visits for Washington, and 6 visits for New
York. Each day of each user is split into two subset of visits: an active session and a
test session with a 2/3 ratio. The active session is used to compute the recommenda-
tions and the test session is used to measure the quality of recommendations. The last
visited place of the active session defines the current position of the user. According
to the method described in Section 3, 5 recommendations with the “efficiency” inten-
tion scenario are generated. The parameters a and b of Equation 5 are calculated
using the gradient method, once for each considered user [29]. The parameter a in
the relevance measure (see Equation 1) is first set to 0.5. For comparison, five rec-
ommendations are provided by replacing our proposed relevance measure M, with
the conventional confidence measure. The comparisons are done based on the recall
and precision measures according to the real visits in each test session.

Fig. 2 presents the recall and precision values for the “efficiency” intention scena-
rio (called efficiency measure on the figure) and the confidence measure, for each
city. These values are presented for each training period of the rules model varying
from 1 to 12 months before to the active period. These results show that the method
using our relevance measure based on the “efficiency” scenario gives at least as good
results (it is generally better) as the method using only the confidence measure. This
shows that taking into account the social and geographic data for contextual recom-
mendation (with a predictive objective) is relevant for improving the quality of rec-
ommendation based on the recall and precision measures. In addition, they show that
more the considered period for training the rules is important (i.e. more the number of
rules is important given the fixed support threshold), better the recommendations
based on our method are, with a ceiling of about five months (that can vary according
to the data).

Beyond these experiments, we looked at what would be a measure of relevance
taking into account only the interest and the geographic measures (@ = 1). Results
show that even if we take only into account the geographic criteria beyond the use of
the confidence measure, it gives better results than using the simple confidence meas-
ure and gives worse results than taking into account social and geographic criteria.
Thus, this shows clearly that each criterion (geographic and social) improves the rec-
ommendations compared to a simple confidence measure.

The reader may notice the low quality of both precision and recall, but one has to
keep in mind that only 5 recommendations are triggered by only considering 2 or 3
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visits (the context is really short, which is not the case in musical listening sessions).
When we consider the history (no context, or a context that would last several
months), 5 recommendations lead to a recall of 30% for Paris Gowalla subset but is
only of 6% in a place like San Francisco [2].

Despite these interesting results, we cannot deduce that it would be identical for the
final application based on the recommendation of shops. It will be necessary to later
evaluate our method on a real use case of the system, especially for testing the “dis-
covery” intention scenario. Nevertheless, we are proposing in this paper a new me-
thodology for providing contextual and intention-based recommendations to a user
considering habits of her friends. Future works will consists in showing that contex-
tual data are really relevant for this recommendation type, especially by comparing
with classic recommendation methods that do not consider the user position, her ses-
sion of visits and her intention.

5 Conclusion

This article presents a contextual recommender system for visiting shops based on a
location-based social network. We are proposing a methodology based on extracting
association rules for generating recommendations that take into account the user con-
text, her shopping visit intention and the habits of her friends. The context consists in
the current user location and her current session of visits. It is first considered in the
selection of rules which is done according to the visits in the active session of the
user. Then, the context together with the user intention and friends habits is consi-
dered in the computation of a relevance measure which combines a geographic meas-
ure, an interest measure and a social measure. Thus, the relevance measure allows
assigning a relevance score to an association rule depending on the current position of
the user, the habits of her friends and an intention scenario. An important aspect of
this work is that our proposition allows personalizing the recommendations on acting
only on the relevance measure by changing the interest measure according to the user
intention and by modifying the weights given to the social and the interest measures.

Our few benchmarks show that taking into account social and geographic criteria
for making contextual recommendations can improve the quality of recommendation.
Nevertheless, we tested our method on a Gowalla dataset that is not focused on visit-
ing shopping places. This induces that we cannot conclude it will be the same for the
future application that will be based on check-ins in shopping places. The context-
based recommendation problem remains a difficult problem since it is necessary to
generate few recommendations in real-time and on the basis of a context of reduced
effective things.
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Abstract. Email spam is an unsolicited message sent into the mail box; it
requires the need of an adaptive spam detection model to eliminate these
unwanted messages. The random detector generation in negative selection
algorithm (NSA) is improved upon by the implementation of particle swarm
optimization (PSO) to generate detectors. In the process of detector generation,
a fitness function that calculates the reach-ability distance between the non-
spam space and the candidate detector, and use the result of the reach-ability
distance to calculate the local density factor among the candidate detector was
also implemented. The result of the experiment shows an enhancement of the
improved NSA over the standard NSA.

Keywords: Negative selection algorithm, Particle swarm optimization, Local
outlier factor, Spam, Non-spam.

1 Introduction

Different techniques as been proposed in dealing with unsolicited email spam; the
very first step in tackling spam is to detect spam email, this brought about the
constant development of spam detection models. The quest for an adaptive algorithm
is the reason negative selection algorithm is proposed. Most work on negative
selection algorithm (NSA) and particle swarm optimization (PSO) solves problems of
anomaly detection and intrusion detection. The implementation of particle swarm
optimization with negative selection algorithm to maximize the coverage of the non-
self space was proposed by [1] to solve problem in anomaly detection. The research
of [2] focuses on non-overlapping detectors with fixed sizes to achieve maximal
coverage of non-self space; this is initiated after the random generation of detectors
by negative selection algorithm. No research as implement particle swarm
optimization to generate detector in negative selection algorithm. This paper will
replace the self in the system as non-spam while the non-self in the system will be
referred to as spam.

In this paper, we propose a new algorithm for detector generation with the aim of
upgrading the existing random detector generation in negative selection algorithm.

J. Sobecki, V. Boonjing, and S. Chittayasothorn (eds.), Advanced Approaches to Intelligent 15
Information and Database Systems, Studies in Computational Intelligence 551,
DOI: 10.1007/978-3-319-05503-9_2, © Springer International Publishing Switzerland 2014
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The proposed algorithm yields two advantages namely, increasing the accuracy and
secondly helping to provide a viable detector that can be applied in the learning of
negative selection algorithm. The local outlier factor is also implemented as fitness
function to calculate both the reach-ability distance and the local density factor of the
candidate detector. The rest of the paper is structured as follows: Section 2 discusses
the related work in negative selection algorithm and spam detection, the methodology
is presented in Section 3 while section 4 explains the experimental setup and section 5
presents results and conclusion.

2 Related Work

Many researchers have done useful work on detector generation in negative selection
algorithm, though, not with respect to spam detection [3]. The work on the biological
immune system with regard to spam detection is proposed by [4], it uses pattern
matching in representing detectors as regular expression in the analysis of message. A
weight is assigned to detector which was decremented or Incremented when
observing expression in spam message with the classification of the message based on
threshold sum of the weight of matching detectors. The system is meant to be
corrected by either increasing or decreasing of all matching detector weight with 1000
detector generated from spam-assassin heuristic and personal corpus. The results were
acceptable base on few number of detectors used. A comparison of two techniques to
determine message classification using spam-assassin corpus with 100 detectors was
also proposed by [5]. This approach is like the previous techniques but the difference
is the increment of weight where there is recognition of pattern in spam messages.
Random generation of detector those not help in solving problem of best selected
features; though, feature weights are updated during and after the matching process of
the generated detectors. The weighting of features complicates the performance of the
matching process. In conclusion, the present techniques are better than the previous
due to its classification accuracy and slightly improved false positive rate. More
experiment was performed by [6] with the use of spam-assassin corpus and Bayesian
combination of the detector weight. Massages were scored by simple sum of the
message matched by each non-spam in the detector space and also the use of Bayes
scores.

A genetic optimized spam detection using AIS algorithm was proposed by [7, 8].
The genetic algorithm optimized AIS to cull old lymphocytes (Replacing the old
lymphocyte with new ones) and also check for new interest for users in a way that is
similar. In updating intervals such as the number of received messages, the interval is
updated with respect to time, user request and so on, many choices were used in
selecting the update intervals which was the aim of using the genetic algorithm. The
experiment was implemented with spam-assassin corpus with 4147 non-spam
message and 1764 spam message. A swam intelligent optimization algorithm was
proposed by [9]. The work optimized parameter vector with swarm intelligent
algorithm which is made up of parameter of classifier and that of feature extraction
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approach which considers the spam detection problem as a optimization process. The
experiment was conducted with the use of support vector machine as its classifier,
fireworks algorithm as its swarm intelligence algorithm and the local concentration
method as its feature extraction approach.

3 Methodology

3.1 The Original Negative Selection algorithm

Negative selection algorithm (NSA) has been used successfully for a broad range of
applications in the construction of artificial immune system [10]. The standard
algorithm was proposed by Forest et al [11]. The algorithm comprises of the data
representation, the training phase and the testing phase. In the data representation
phase, data are represented in a binary or in a real valued representation. The training
phase of the algorithm or the detector generation phase randomly generate detector
with binary or real valued data and then consequently use the generated detector to
train the algorithm [12]; while the testing phase evaluate the trained algorithm. The
random generation of detectors by a negative selection algorithm makes it impossible
to analyze the type of data needed for the training algorithm. Figures 1 and 2 show
the training and testing phase of NSA.

random i j—
Input new email sample
Match non-spam sample
N‘o No
i Match any detector? ————» Nonspam —
Accept new detector

yes

Spam

End

Fig. 1. Detector generation of negative Fig. 2. Testing of negative selection
selection algorithm algorithm
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The main concept of the NSA as developed by Forrest et al. [11] was meant to
generate a set of candidate detectors, C, such that Vx; € C and Vz, €S,

fmarcu (xi,zp) <1, where x; is a detector, z, is a pattern and fyarcy (xl-,zp) is the
affinity matching function. The algorithm of NSA as given by Forrest et al [11] is
presented in figure 3.

3.2  Generation of Detector with Particle Swarm Optimization

Particle are made up of 57 features {f5,} while the accelerated constant C value is
0.5.

The Position and velocity of particle swarm optimization are represented in the N-
dimensional space as:

P, (p} p?.pP) (1)
Vi (i v vl 2)

Where p;q is the binary bits, i = 1,2...m (m is set to be the total number of
particles), d = 1,2...n (n is the dimensionality of the data). Each particle in the
generation updates its own position and velocity base on equation (19) and (20).

In this scenario we generate random candidate detector as follows.

i1 v Tim
r= (n.%m) = [ o ] 3)

o1 - Tkm
rij € (O,l)m, i =1 ...,k; ] = 1,...,m

1; is said to be the i*" detector and 7;; is the j*"* feature of the i*" detector.

In generating a random initial velocity matrix for random candidate detector we
have v (0).

vy 41(0) - v1m(0)
v(@= | i v @
Equation (16) and (17) calculate the new velocity and particle position
Vig (t + 1) = v;4(¢) + c(Pbest;(¢) — xi4(t)) 4)

Xig(t +1) = x;4(t) + via(t +1) (6)
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//pb is the local best
//gb is the global best
//LOF is the local outlier factor
//p is the population size
Initialize all particles
Initialize
Repeat
For each particle i in p do
Compute the fitness function as shown in equation (11) and (12)
with LOF
If fitness value better than best fitness x;
//Update each particle best position
If f (x;) < f(pb;) then
pb; = x;

//Since we need pbest as the optimal solution
//Update local best position (pb;)
If f(pb;) = f(gb) then
pb; = gb

End if

End for
//Update particle velocity and position for each particle i in p do

For each dimensional d in D do

Vig = Vig + C; * Rnd(0,1) * [pbl-’d - xi’d] + C, * Rnd(0,1) =

[Pbd - xi,d]
Xig = Xig + Vig
End for
End for

While maximum iteration or stop criteria reached.

Fig. 3. Particle swarm optimization algorithm

3.3 Implementation Model

Each of the particles was initialized at a random position in the search space. The
position of particle i is given by the vector:

X = (xil,xizl ..........,xiD) (7)
Where D is the problem dimensionality with velocity given by the vector:
v = (Uil,viz,... """""UiD) 8)

The movement of the particles was influenced by an implemented memory: In the
cognitive memory.

pi = (pil'piZ' !plD) (9)
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The best previous position visited by each individual particle i is stored.

Ppest = (pbestl' Dbest2r === woe ee wen e pbestD) (10)

The vector in equation (24) contains the position of the best point in the search
space visited by all the particles. At each iteration, each pbest is use to compute the
density of the local neighborhood.

rd (i) =1/ (

Y. seNg(i)reachability—distancey (i,s))
INg (D]

(1)

After which the local reach-ability density is compared with those of its neighbour
reach-ability distance.

rd(s)
ZSENk(l)l:d(si) __ YseNp(Dird (s)

LOFx () = —55 0]

Jlrd (i) (12)

Given each particle a degree of being an outlier each iteration of pbest velocity
were updated according to equation (27)

vt +1) = w.v;(8) + nyr (pr — % () + nary (Ppese — (D)) (13)

Where w is the local outlier factor for each particle of the velocity, n, and n, are
positive constants called “cognitive” and “social” parameters that implements the
local outlier factor of two different swarm memories and r; and r;, are random number
between 0 and 1. The proposed procedures those not require the swarm to perform a
more global search with large movement, it only require a small movement and fine
tuning in the end of the optimization process. After calculating the velocity vector, the
position of the particles was updated based on equation (28).

xi(t + 1) = Xi(t) + Ui(t + 1) (14)

We then employ a maximum number of iteration as termination condition for the
algorithm based on the task.

3.4  Fitness Function Computation

The technique will model the data point with the use of a stochastic distribution [13]
and the point is determined to be an outlier base on its relationship with the model.

e Let’s assume kdistance (i) be the distance of the candidate detector or
particle (1) to the nearest neighborhood (non-spam).

e Set of k nearest neighbor (non-spam element) includes all particles at this
distance.

e Set S of k nearest neighbor is denoted as Ny, (©).

e This distance defines the reach-ability distance.

e Reach-ability-distance, (i, ) = max{k — distance(s),d(i,s)}
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The local reach-ability distance is then defined as:

Ird(i) = 1 /(

Y. seNg(i)reachability—distancey (i,s))
INg ()]

5)

Equation (15) is the quotient of the average reach-ability distance of the candidate
detector i from the non-spam element. It is not the average reach-ability of the
neighbour from i but the distance from which it can be reached from its neighbor. We
then compare the local reach-ability density with those of its neighbor using the
equation below:

' ZseNk(i)% Y SEN(Dird (s) :
LOFy (1) = —— 0 = =55 S0 /lrd (i) (16)

Equation (16) shows the average local reach-ability density of the neighbour
divided by the particle own local reach-ability density. In this scenario, values of
particle approximately 1 indicates that the particle is comparable to its neighbour (not
an outlier), value below 1 indicates a dense region (which will be an inlier) while
value larger than 1 indicates an outlier. The major idea of this technique is to assign to
each particle degree of being an outlier. The degree is called the local outlier factor
(LOF) of the particle. The methodology for the computation of LOF’s for all particles
is explained in the following steps:

Let’s assume G as the population of particles, S is the non-spam space and i is the
ith particle in G

For each particle i we have i € G. Max (k-dist.(s) a7
/ Reach-dist G/* max (dist(s, i)) (18)

IGI" (Minpt (s, 1)) (19)

|G|" (similarity (i, G) (20)

3.5 Computing the Generated Detector in the Spam Space

Let’s assume the non-spam space to be S
S is defined as follows:
S11 - Sim
s =(51..8,) = [ I : l
Sp1 o Snm
Sy €K™, i =1-,n j=1-m
Sis normalized as follows:
Si
i TS ey
From equation (21) of the normalized non-spam space, the non-spam space is
represented in equation (22) with radius Rs as:

S={Xli=1,2-mRs =1} 22)

X; is some point in the normalized N-dimensional space of both velocity and
position as defined in equation (1) and (2)
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Xi={xi1, X2, Xi3 = Xw 1, 1= 1,2,3--m (23)
All the normalized sample space’ C[O'”N, the spam space can then be represented

as S = [-NS. Where S is spam and NS is non-spam.
d; = (G.RY)) 24)
Equation (24) denote one detector where C; = {Cj;, Cjp, Cj3 -~ Cjy } is the detector
center respectively, R; is the detector radius. The Euclidean distance was used as the

matching measurement. The distance between non-spam sample X; and the detector
d; can be defined as:

L(X;, dj )=y (xir — G)? + -+ (xiy — Cin)? (25)
L(X;,d; ) is compared with the non-spam space threshold Rs, obtaining the match

value of x
x =L(X;, d;) - Rs (26)
The detector d; fails to match the non-spam sample X; if x> 0, therefore if d;

does not match any non-spam sample, it will be retained in the detector set. The
detector threshold R%, j of detector dj can be defined as:
R%,j =min (x),if x < 0 27
If detector d; match the non-spam sample, it will be discarded. This will not stop
the generation of detector until the required detector set is reached and the required
spam space coverage attained. After the generation of detectors in the spam space,
the generated detectors can then monitor the status of the system. If some other new
email (test) samples matches at least one of the detectors in the system, it is assume
to be spam which is abnormal to the system but if the new email (test) sample does
not match any of the generated detectors in the spam space, it is assume to be a non-
spam email.

4 Experimental Setup

The corpus bench mark is obtained from spam base dataset which is an acquisition
from email spam message. In acquiring this email spam message, it is made up of
4601 messages and 1813 (39%) of the message are marked to be spam messages and
2788 (61%) are identified as non-spam and was acquired by [14]. The evaluation of
the NSA model and the proposed improved model was implemented by the division
of the dataset using a stratified sample approach with 70% training set and 30%
testing set to investigate the performance of the new model on an unseen data. The
training set was used in the construction of the model by training the dataset on both
models while evaluating the capability of the model with the testing set. The process
of implementation did not use any ready-made code and all functions needed are
coded using Delphi 5 platform. The evaluation of both NSA model and its improved
model are implemented with a threshold value of between 0.1 and 1 while the number
of generated detector is between 100 and 8000. The different threshold value and
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number of detector generated as tremendous impact on the final output measure. The
criteria used to measure the performance evaluation are Sensitivity (SN), Specificity
(SP), Positive prediction value (PPV), Accuracy (ACC), Negative prediction value
(NPV), Correlation coefficient (CC) and F-measure (F1).

5 Results Discussion and Conclusion

The testing results for 4601 dataset with 8000 generated detectors and threshold value
of 0.1 to 1; gives summary and comparison of results in percentage for NSA and
NSA-PSO model.

Accuracy

mNSA
m NSAPSO

Detector Number
Fig. 4. Accuracy of NSA and NSA-PSO

From the plot presented for accuracy, it could be easily observed that accuracy
with threshold value of 0.4 at 5000 detector generation is best with negative selection
algorithm (NSA) model at 68.86% and the proposed improved negative selection
algorithm-particle swarm optimization (NSA-PSO) model at 83.20%. Other
evaluation criteria are as thus: with threshold value of 0.4 at 5000 generated detectors,
correlation coefficient (MCC) of NSA model is 36.07% while NSA-PSO model is
64.40%. F-measure (F1) is also best at 5000 generated detector and threshold value of
0.4 with NSA at 36.01% and the proposed hybrid NSA-PSO at 76.85%. Sensitivity
(SN) is best at 7000 generated detector and threshold value of 0.3 with NSA model at
37.87% and the proposed hybrid NSA-PSO model at 75.37%.

5.1 Conclusion

The detector generation phase of NSA determines how robust and effective the
algorithm will perform. PSO implementation with local outlier factor (LOF) as fitness
function no doubt improved the detector generation phase of NSA. The proposed
improved model serves as a better replacement to NSA model. Spam-base dataset was
used to investigate the performance of NSA and the improved NSA-PSO model.
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Performance and accuracy investigation has shown that the proposed improved model
is able to detect email spam better than the NSA model.
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Abstract. Enterprise Resource Planning (ERP) is one of the most im-
portant parts of company’s information system. However few ERP
implementation projects are delivered on time. Configuration of ERP
based on questionnaires and/or interviews is time consuming and expen-
sive, especially because many answers should be checked and corrected
by ERP consultants. Supervised learning algorithms can thus be useful
to automatically detect wrong and correct answers. Comparison done
on real free open-source ERP data shows that random forest of oblique
decision trees is very efficient.

Keywords: ERP configuration, free text classification, random forest
of oblique decision trees, ERP5.

1 Introduction

Enterprise resource planning (ERP) systems or enterprise systems are software
systems for business management, encompassing modules supporting most of (if
not all) functional areas in companies [1]: planning, manufacturing, sales, mar-
keting, distribution, accounting, financial, human resource management...An
ERP can thus be the most important part of companies information system. Its
software architecture should facilitate integration of modules, providing flow of
information between all functions within the enterprise in a consistently visible
manner [2].

In the actual context of global competition and the raise of customers ex-
pectancy, the companies must have the capability to adapt quickly to market
changes and the use of an ERP is one of the solutions. Depending on their
implementation, the ERP systems will positively or negatively impact the com-
panies business in a challenging world. Unfortunately, ERP implementation is
not always successful. A recent study reports that 56% of ERP project imple-
mentations have gone over budget and only 34% of the projects were delivered
on the time [3].
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The factors that determine the success of an ERP system implementation is
a constant research question [4,5,6]. Many factors may influence an ERP im-
plementation success (e.g. cultural factor [7], users training [8], alinement’s be-
tween the ERP and the company in terms of data, process, and user interface [9],
fine-tuning [10], fit between company type and ERP type [11], knowledge shar-
ing and cooperation [12], standardization of business process and organizational
structure [2], configuration team organization [13]). Among these factors, fine-
tuning, configuration/customization of the ERP implementation, i.e. the process
of setting up the ERP in order to correspond to the organisational structure
and business process [13], is a key factor [14,10,2,3]. Some effort is thus done
to enhance ERP configuration. In order to improve the flexibility of configu-
ration process, [15] proposed to extract an atom decomposition of a business
process. The authors use workflows logs when running the ERP on which fre-
quent patterns can be found. The frequent patterns are used later to improve the
ERP platform configuration. Another method, based on Material Requirements
Plannning (MRP) approach [16] is proposed in [17] for automatic SAP inven-
tory management module configuration. The authors have successfully applied
their proposal for stocks management. However MRP requires many complex
decisions to be properly implemented and this approach seems suitable for large
companies only.

Yet, Small and Medium size Enterprises (SMEs) adopt more and more ERP
systems. Indeed, the price of ERP implementation in SMEs becomes acceptable
and the benefit is more clearly established. In addition, there are open-source
ERP solutions (OpenERP, Compiere, ERP5, ...) available for the SMEs and
the major vendors of ERP solutions (e.g. SAP, Microsoft, ...) develop their of-
fers to SME sector [12,6]. The implementation cost for an ERP (proprietary
or Open Source) solution could be especially high comparing with the price of
ERP licence [18,19,20]. The free, open-source, ERP solutions are viable alter-
native for SMEs as they tackle their specific problems. Thus, for SMEs using
off-the-shelf ERP packages, where the implementation is done mainly by con-
figuration, reducing the configuration cost and automation are opportunities for
their businesses [21,22,20]. In this context, supervised machine learning approach
is a track that can be explored in order to build a semi-automatic configuration
tool for free open-source ERP as initiated in [22] for the ERP5 system (see
www.erp5.org). The ERP5 system will be our case study.

The paper is organized as the following. Section 2 briefly presents the first
stage of ERP5 configuration and the data preparation. It is based on the analysis
of a questionnaire on the company information (business, organization, etc.). One
main issue is to identify questions with wrong answers. When done manually,
this task is expensive (in money and in time). Supervised learning approaches
are presented in Section 3 to automatically classify the responses. Results are
presented and discussed in Section 4. A conclusion is drawn in Section 5.
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2 Data Analysis of Questionnaire’s Answers

In this section we present one of the main step used during the ERP5 configu-
ration. It consists of fulfilling a questionnaire about the company’s information
and its business process.

Questionnaire on the Company

The first stage of ERP5 configuration consists in fulfilling a questionnaire. The
questionnaire contains questions about the company’s business, organisation,
customers, etc. The chief executive officer (CEO) is typically in charge of that
task.

Some questions allow free text answers (for example What does the imple-
mentation field sell, offer or produce? with a free text answer zone) and other
questions are presented with predefined answers (for example What types of
clients do you have? with a list such as consumer, business, administration,
not-for-profit).

In many case, the answers are ill formulated (either wrong, vague, incom-
plete, out of topic, etc.) or empty. These imperfections are detected later in a
post-processing step by the ERP5 consultant when each question is analysed
(a questionnaire contains ¢ = 42 questions at the date of our study). As a
consequence, a costly and time consuming iterative process between the ERP5
consultant and the CEO is started to manually correct the questionnaires.

One way to reduce the time of this iterative process, it to help the ERP5
consultant to only focus on answers that certainly need to be corrected. An
automatic tool that detects if an answer has to be corrected or not can thus be
very useful. With the help of an ERP5 consultant, we then build a learning set
of questionnaires and thus propose to study supervised classifiers efficiency for
the binary task of deciding if an answer is correct or has to be corrected. The
data set and data preparation are presented below.

Data Sets

The initial real data set contains 3696 lines in a triplet format < Question; An-
swer; Correction>. Examples of such triplets are presented in Table 1. The
Correction field is empty if the Answer was considered as correct. Otherwise,
Correction field contains the ERP5 consultant’s correction. The Correction field
is thus the target variable and an Answer is considered as good (w.r.t Question)
if the Correction field is empty. The binary target variable can be correct (the
answer is correct) or to correct (the answer needs a correction).

Obviously, such an unstructured data set with free text needs an important
pre-processing step (data cleaning and data representation). In addition such a
data set contains many identical Questions with different Answers.
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Table 1. Example of < Question; Answer; Correction> triplet

Question Answer Correction

What does the implementation field MAGIX is a leading international no marketing
sell, offer or produce? provider of high-quality software,

online services and digital con-

tent for multimedia communica-

tions. Since 1993, MAGIX ...

What kind of clients does the com- check for up-

pany have? date

Explain what the organization ex- The 2nd priority is to computerize specify

pects from an ERP as 2nd priority their budget management. budgeting

to improve its own management? improve-
ments

Data Cleaning

— non ASCII symbols are replaced by ASCII ones (e.g. < Ctrl-Enter> character
is replaced by the <space> character);

— duplicate triplets are removed keeping only one instance of each triplet; we
then obtain 972 unique triplets < Question; Answer; Correction>.

Data Representation

The bag-of-words (BoW) model [23] is used in order to transform the clean
unstructured text data set to a structured data set. After applying BoW, the
data set contains 4007 different words. Six triplets contain very few words and
were deleted at this stage. Last, a feature selection was applied to select the n
most discriminant words using mutual information with the LibBow library [24].
The data set is then represented by a 966 x (n + 1) matrix BoW where:

— the first n columns represent a discriminant word (n words);

— the n + 1** column represents the class label (correct or to correct);

— BoW [i] [j] is the frequency of the word j of the < Question; Answer; Cor-
rection> triplet with the ID = ¢ (there are 966 rows and the ID is the row
number).

There are 112 (12%) < Question; Answer; Correction> triplets in the category
correct and 854 (88%) in the category to correct. The initial data set has also
the following characteristics: it is a high-dimensional data set (large number of
features w.r.t number of examples), it is unbalanced (large difference in target
variable distribution) and it contains few examples. These issues are challenging
for supervised learning.
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3 Supervised Classification

Several supervised algorithms can be used to learn the binary target variable
(correct or to correct). Let’s recall that we face a high-dimension and unbalanced
data set with few examples in R™. In order to save as much time as possible
when the ERP consultant has to examine the questionnaires, one of the main
objective is to have the best accuracy as possible. However simplicity should also
be investigated.

Thus the k& nearest neighbour algorithm (kNN) [25] has been tested due to
its simplicity. The well-know C4.5 [26] decision tree algorithm and its extended
version C4.5-OCE with the Off-Centred-Entropy OCE [27] which has shown
to be very efficient for unbalanced data [28] have been also tested. We also
investigate the performance of support vector machines [29] and random forests
[30] for which many comparative studies (see for example [31]) showed that they
are very accurate in case of high dimensional data, especially random forests of
oblique decision trees [32,33].

Performance of all algorithms to detect answers that have to be corrected are
very similar but there are large difference on correct answer accuracy (see Fig. 1).
The 3NN (k = 3 was the best number of neighbours) and univariate decision trees
(C4.5, C4.5-OCE) make much more wrong decision when the answer was correct
(i.e. the ERP consultant will waste time while checking a correct response). Thus
these algorithms are no more discussed. We here report the results of the two
best approaches, SVM and ensemble of decision trees.

3.1 Support Vector Machines (SVM)

SVM algorithms [29] try to find the best separating plane to separate the class
labels. For that purpose it maximizes the distance (or margin) between the
supporting planes for each class. Thus a point falling on the wrong side of its
supporting plane is considered to be an error. Therefore, a SVM algorithm tries
to simultaneously maximize the margin and minimize the error. The SVM algo-
rithms thus pursue these two goals by solving quadratic programs (using several
classification functions e.g. linear, polynomial, radial basis or a sigmoid function,
and a cost constant to tune the errors and margin size).

3.2 Random Forest

Random forests, introduced in [30], are an ensemble learning method that aim to
create a collection of decision trees (the forest). It combines bagging (bootstrap
aggregating) idea [34] and the random selection of features [35]. Each tree is
grown to maximum depth, i.e without pruning, considering a bootstrap replica
of the original data set, i.e. a random sampling with replacement, as training set.
The splitting function only consider a randomly chosen subset of the dimensions.
These strategies ensure to keep low bias (i.e. high performance classification) and
low dependence (i.e. high diversity) between trees in the forest. Each individual
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decision are then aggregated to classify a new individual. A popular aggregation
function is a (unweighted) majority vote of the trees.

Classical random forests (RF) uses a single variable for node splitting. We
tested RF-C4.5 with the Shannon entropy like in C4.5 [26] and RF-C4.5-OCE
with the Off-Centred-Entropy OCE [28]. However in case of high-dimensionality,
i.e. when dependencies among variable are more likely to occur, multivariate
splitting can be preferred. We thus also used random forests of oblique decision
trees (RF-ODT) that perform multivariate node splitting with linear SVMs [33].

4 Results

All results presented in this section are obtained using our own software! based
on generally available software library: decision tree toolkit [28], RF-C4.5 [33],
RF-ODT [33] and LibSVM [36]. In order to evaluate the performance of classi-
fication algorithms, a hold-out cross-validation protocol is used: the data set is
randomly partitioned into a training set (646 rows, 67 %) to learn the models
and a testing set (320 rows, 33 %) to test the models. This process (random
partition/learn/evaluate) is repeated 10 times and the results are averaged.

The influence of the output of the BoW representation, i.e. the size n of input
vector, has to be optimized. We tested n from 50 (very few number of word)
up to 1000 (about 25% of the 4007 words in the initial dictionary). RFs need
to tune the number of the trees in the forest and the size of the random subset
of attributes used for splitting. The number of trees, nb trees, has been tuned
from 50 to 2000 and the size of random subset of attributes, dim size, from 50 to
1000. The SVM algorithm has been tested with a linear and a non-linear kernel
both with a cost constant C' = 10?, i=1,...,8.

The common classification performance measures (based on the confusion
matrix) are used to evaluate the algorithms: F'1 measure (Eq. 1), Gmean (Eq. 2)
and Accuracy (Eq. 3) (global accuracy, accuracy for correct and accuracy for
to correct) [37]. The Gmean measure represents a trade-off between positive
accuracy (class correct) and negative accuracy (class to correct).

2.TP
F172~TP+FP+FN (1)
TP TN
f— . 2
Gmean \/TP +FN TN+ FP (2)
TP+ TN

A =

CCUraY = mrp L FN+ TN + FP (3)

Where

— TP (true positive): the number of examples correctly labelled as belonging
to the positive class;

1 Our software was developed under General Public License V3.
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— FN (false negative): the number of positive examples labelled as negative
class;

— TN (true negative): the number of examples correctly labelled as belonging
to the negative class;

— FP (false positive): the number of negative examples labelled as positive
class.

The data set is highly imbalanced and F'1 measure is often used, in this case.
But, in our application, the user attempts is also to have a high rate of ”true
positive”. So we also focus here on Accuracy and Gmean measures.

Based on these measures of performance and extensive experimentation, the
optimal parameters have been fixed as the following: nb tree = 200 and
random dim = 150 for RFs and C' = 10° with a linear kernel for SVM.

Performances are presented in Table 2 and in Fig. 1. The global Accuracy
and the Accuracy to correct are very similar for all algorithms. However they are
large differences for the correct class. Only RF-ODT and SVM provide very good
results. RF-C4.5 and RF-C4.5-OCE will make many mistake while considering
correct answers and then ask the ERP to check the corresponding questions.

RF-ODT and SVM have very similar performance (differences are not sig-
nificant). But at this stage we can recommend to use the RF-ODT algorithm.
RF-ODT does no dominates SVM on all measures but it is slightly better for
F1 and GMean and better for Accuracy correct. RF-ODT outperforms SVM in
predicting correct answers and thus ask less the ERP consultant to check the cor-
responding questions, saving more consultant’s time. Taking into account these
performances and after a discussion with ERP consultants it has been decided
to select the RF-ODT algorithm.

Table 2. Performance measure (in %)

Algorithm Acc. correct Acc. to correct F1  Gmean Accuracy
RF-C4.5 91.77 99.75 94.74 95.67  98.88
RF-C4.5-OCE  92.89 99.68 95.10 96.21  98.81
RF-ODT 98.16 99.50 97.20 98.82 99.34
SVM 96.83 99.72 97.08 98.26  99.38

The RF-ODT algorithm is thus implemented in the Classification and Sug-
gestion System (C.A.S.), a semi-automatic ERP configuration tool. C.A.S has
been evaluated in real situation with real data provided by the Nexidi company
(http://www.nexedi.com/) and first results are excellent leading to a gain of
productivity [38]. Two groups of experts were in charge of correcting 750 ques-
tionnaires. The first group (7 experts) was assisted by C.A.S while the second
group (8 experts) proceeded as usual i.e. without help. With C.A.S the first
group corrected 93% of wrong answers in less than one minute while the second
group achieved only 83%.
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Fig. 1. Performance measure. Graphic representation of Table 2. We integrated the
results obtained with kNN (k = 3) and C4.5 algorithms for comparison purpose.

5 Conclusion

Entreprise Ressource Planning systems are an important part of companies in-
formation system. A well-configuration is a key factor for the success of an ERP
implementation. Typically, the configuration based on interviews and/or ques-
tionnaires is costly and time consuming. Indeed questionnaires contain many
inappropriate responses. They thus need to be corrected by an ERP expert. In
this paper, we explore supervised learning to improve the process of correct-
ing questionnaires by comparing several supervised learning algorithms. The
Random Forest of Oblique Decision Trees model gives the best and very high
performance. It has been implemented in a configuration assisting tool and
successively tested with real data. It has provided a gain of productivity.
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Abstract. In this paper, we present the concept and model of a conflict
resolution strategy for a multi-agent system that covers all aspects of
conflict processing, from collecting agents’ opinions, recognition of possible
conflict status, and through a joint final decision. Our approach is to specify a
novel structure for classifying conflict states in decision-making in which
related factors, such as number of conflicting agents, agent’s confidence level
and strength of conflict play essential roles in guiding and selecting the conflict
resolution strategies. We provide an example scenario as a proof of concept to
show the model’s applicability in multiple conflict situations.

Keywords: Software Agent, Multi-agent System, Conflict Resolution.

1 Introduction

In multi-agent systems, agents must communicate with each other and resolve
conflicts between them [1]. To do so, the agents must be able to select one of multiple
strategies to eliminate conflicts between them. Conflict resolution in multi-agent
systems entails a comprehensive investigation of factors that relate to the cause,
identification and resolution of conflicts [2].

In this paper, we examine conflicts between agents that have different confidence
levels about a particular problem domain. We assume that the confidence levels of
agents are given, and that each agent has a different opinion about the domain that
generates the conflicts. We seek an optimal algorithm to classify the conflict states by
considering our model that resolves conflicts between two agents discussed in [3]. In
this paper, we extend the model to include conflicts between three or more agents.

While we assume that the confidence value for each agent in the domain is known,
the confidence value is different from other agents. The objective is to develop an
optimal solution to the conflict classification problem, which provides a procedural
approach to the classification and resolution of conflicts leading to a final decision.
To this end, we construct a model that considers three factors: number of conflicting
agents, strength of conflict, and confidence level of agents. We firstly consider the
states of two-party conflicts, and followed by more than two-party conflicts.
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The first part of this paper contains a review of the previous classifications of
conflicts in humans’ and agents’ societies. The review discusses the proposed model
of conflict classification. We then propose our technique, in which we suggest a new
classification of agents’ conflicts based on their confidence and numbers. We
organize the rest of the paper as follows: Section 2 reviews the type of conflicts in
humans and multi-agent systems. In Section 3, we propose a framework for
classification and resolution of conflicts in multi-agent systems. Section 4 elaborates
an example scenario of multiple conflict resolutions for our proposed framework and
Section 5 concludes the paper.

2 Types of Conflict Resolution Strategies

2.1 Conflicts in Humans

Conflicts in humans occur for many reasons. However, resolving conflicts depends on
the nature of the conflicts, the number of stakeholders involved in the conflicts and
the interest of each stakeholder has on the outcome of the conflicts. Crawford et al.
[4] proposed that stakeholders have two choices, either continue with the conflict or
resolve it. Tessier et al. [2] classified the types of conflict in human as shown in
Figure 1. He mentioned that only parts of these types have been modeled in multi-
agent systems environment due to two reasons. Firstly, the basis of these conflict
types is emotions, but the realization of emotional agents is so limited. Secondly,
these conflicts types need reflection content in the agents, which current theoretical
models of multi-agent system lack.

Types of human conflicts
Individual Seocial

Pair  Triangle Organizational Group

Restricted  Contradictory  Different interests

Rivalry Normative Member Leader

Temmitorial  Hicrarchical Scparation  Defence

Fig. 1. Human Conflict Types [2]

Rummel [5] detected power as a source of social conflict, and he classified
conflicts into three types. The first type is when two individuals are interested in the
same thing and to solve this conflict one of them must be excluded (conflict of
appropriate interests). The second type of conflict includes i wants x that j does not
wants (inverse interest). The third type involves two individuals i and j, and i wants g,
but j wants b, where a and b are opposed (incompatible interests).
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2.2 Conflicts in Multi-agent Systems

Conflicts between agents occur in multi-agent environment in many instances and
are resolved depending on their types and dimensions. Many factors can lead to
conflicts in multi-agent environments, like differences in goals, disputes in
preferences, changes in expectations about behaviors of others, and conflicts in
mental attitudes [5].

Many researchers have proposed different strategies to resolve conflicts in multi-
agent systems. Some of these typical strategies include negotiation by Sycara [6],
which provided a model for conflict resolution of goals. She proposed a program that
resolves labor disputes. Her model performs the negotiation through proposal and
modification of goal relaxations, which she proposed by using Case-Based Reasoning
with the use of multi-attribute utilities to portray tradeoffs. Barber et al. [7] produced
multiple strategies for conflict resolution such as negotiation, self-modification and
voting. Selecting each one of these strategies depends on several characteristics like
cost and required time.

Toannidis et al. [8] studied the problem of resolving conflicts of rules that assign
values to virtual attributes. They assumed that the set of rules defined by a user
is consistent, which means that there is no fact that can be obtained by the rules. They
proposed a new model that subsumes all previously suggested solutions, and suggests
additional solutions. Jung [9] attempted to solve agents’ conflict problem by
implementing a new system called CONSA (Collaborative Negotiation System based
on Argumentation) based on agent negotiation strategy. Through negotiation, agents
propose arguments as justifications or elaborations to explain their decisions.

Tessier et al. [2] classified conflicts into several types: conflicts of ideas, facts,
practices, and goods. Miiller et al. [10] classified conflicts into three types:

e Conflicts within an individual when he/she is torn between incompatible goals.

e Conlflicts between individuals when they want different things, and they must
reach an agreement about the same thing.

e Conlflicts between individuals when they want the same thing and must reach an
agreement of selecting a different thing.

2.3  Classification of Conflicts in Multi-agent Systems

Classifying conflicts is an essential part of realizing and understanding the nature of
conflicts. Understanding the nature of conflicts reduces the search space of potential
resolution strategies and enables agents to focus on behaviors that are most important
for the type of conflict they are attempting to resolve [10].

Tessier et al. [2] classified conflicts into two main classes: Physical Conflicts -
conflicts of external resources; and Knowledge Conflicts - agents conflict in beliefs,
knowledge and opinions. Liu et al. [11] opined that agents should select an
appropriate strategy for conflict resolution depending on three factors: type of
conflict, agent’s rule, and preference solution. They classified conflicts into three
classes: Goal conflicts, Plan conflicts, and Belief conflicts.



38

3

G.S. Basheer et al.

The Proposed Conflict Classification Framework

In our earlier work [3], we analyzed the social theory of conflict and proposed a
conflict resolution model depending on conflict classification. In our approach, agents
assign confidence values to their opinions from domain specific pre-defined factors.
Our model is developed based on six types of conflict resolution model identified by
Tessier et al. [2] as follows:

Nk e =

6.

Flight: Represent fleeing by one of two opponents.
Destruction: Takeover one of opponents.

Subservience: Gives up by one of opponents.

Delegation: Add a third party to judge between opponents.
Compromising: Obtain the result of negotiation.
Consensus: Obtain the agreement of opponents.

Inspired from human’s conflict resolution strategies, we proposed a framework for
conflict resolution as shown in Figure 2 [3].

Conflict Resolution Strategies

- -

Delegation Forcing

7 \ _:'
Negotiation Ignoring >
i

—

—— B

Strong Conflict Weak Conflict

@ HLC: LLC: @

High Level Confidence Agent Low Level Confidence Agent

Fig. 2. Selecting Appropriate Conflict Resolution Strategy [3]

Forcing: Corresponds to Destruction/Flight in some conflict state. We
recognize that there is no chance to resolve the conflict.

Submitting/Ignoring: Corresponds to Subservience. In this case, there is no
force, but inducement between both sides.

Delegation: Corresponds to Delegation when the conflict cannot be resolved,
both opponents request a third party that has deep knowledge to judge.
Negotiation: Corresponds to Compromising through negotiation when one of
the opponents is willing to yield. This state includes an agreement in a
different style.

Agreement: Corresponds to Consensus. Each opponent must give all details
about its decision to a third party. For this reason, this process comes as a
result of a delegation process.
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In this paper, we expand the framework of conflict classification in multi-agent
systems based on three dimensions:

e Number of conflicting agents, which includes:

- Conlflicts between two agents.

- Conlflicts between three or more agents.

e Confidence level of conflicting agents, which includes:

- Conlflicts between two agents that have the same level of confidence, e.g.,
both agents have high level of confidence (HLC/HLC), or both have low
level of confidence (LLC/LLC).

- Conlflicts between two agents that have different level of confidence, e.g.,
a high level of confidence against a low level of confidence (HLC/LLC).

e Conlflict strength between agents, which includes:

- Strong Conflict (SC), when more than 50% of agents conflicts in
opinions with another agent.

- Weak Conflict (WC), when less than 50% of agents conflicts in opinions
with another agent.

Figure 3 depicts the analytical process of classifying a three-dimensional conflict.
The framework consists of three stages:

e Collect agents’ opinions and detect conflicting agents in the system.
e Use confidence table to detect confidence value for each agent.
e C(lassify conflicts states based on three factors:

- Number of conflicting agents.

- Conflict strength.

- Confidence value of conflicting agents.

Agents”
Confidence Table

Collecting Detecting Detecting Confidence
Agents' == | Conflicting Agents j=ps Values ot Conflicting s
Opinions Agent

\ /

Confidence Nisaher of

Classifying the Conflict levels of et
Conflicts Strength Conflicting Agents <
Agents
®  suong % pitferent Conflict between ]
Confiict \ Confldence level Two Agents
X
" Weak \ Same Between More
Contlict Confidence Level Than Two Agents

Fig. 3. A Framework for Classifying Conflicts in MAS
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3.1 Classification of Conflicts

The conflict classification model proposed in this paper is based on the following
definitions:

Definition 1: Given a set of agents, A={a;, a, . . ., a,}, each agent a;€ A has a set of
specification, S;, that includes Opinion, O;, and Confidence, C, i.e., S;i=(0;, C). An
agent’s opinion, O; may conflict with another agent’s opinion, O;, or a set of other
agents’ opinions {O, ..., O}.

Definition 2: Let a; be an agent, such that a,€ A. Each agent in A has an agent
Confidence Value, C, as a positive integer in an Agent Confidence Table, ACT that
represents the confidence levels which are determined by the agents themselves.

Definition 3: A Conflicting Agent Set, CAS, is a set of pairs of conflicting agents,
i.e., if a; conflicts with a;, then CAS={(a;, a;)}.

Definition 4: For each pair of conflicting agents (a;, a;)€ CAS, their Conflict Strength
is represented by CS; with two levels of agent’s confidence, e.g., High Level
Confidence (HLC) and Low Level Confidence (LLC). Three situations are apparent:
Ci=Cj,orC>CjorCi<C;

Definition 5: Referring to Figure 2, for each pair of conflicting agents (a;, a))€ CAS,
we define six possible Conflict Resolution Strategies, CRS;;, by detecting the conflict
strength, CS;;, and the agent’s confidence level (C;, C;).

If C; = Cjand both are HLC agents and CS=Strong, then call Evidence Function, EF,
and third party Mediator to judge (CRS;=Delegation).

If C; > C; and CS;; = Strong, then (CRS;=Forcing).

If C; = C; and both are HLC agents and CS;=Weak, then CRS;=Negotiation).

If C; < C; and CS;; = Weak, then (CRS;;=Submitting).

If C; = C; and both are LLC agents and CS;=Weak, then (CRS;=Ignoring).

If C; = C; and both are LLC agents and CS;=Strong, then (CRS;=Delegation).

3.2  The Proposed Algorithm

The conflict resolution algorithm considers all the agents and conflict states in the
system. Classifying conflicts states can be used for conflict resolution enhancement.
For each agent a;, in the system, we define the following:
Define a set of agents’ opinions, O,
Define a set of Conflicting Agent in the system, CAS,
Define a set of Conflict Resolution Strategies as the set of all
possible strategies that include {Delegation, Ignoring, Forcing,
Submitting, Negotiation},
Define the Conflict Strength as the set of two levels {Strong
Conflict (SC), Weak Conflict (WC)},
Define Confidence Level as an array of two levels {High Level

Confidence (HLC), Low Level Confidence (LLC)} for each agent in CAS,
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Evaluate the Confidence values for each agent in CAS,
Classifies conflicting agents array into groups depending on conflict
points,
Calculate a confidence value for each group in the CAS,
While CAS is not empty, Do
Find two groups conflicts weakly, then
If the conflict state is between HLC and HLC Then Return Delegation
If the conflict state is between HLC and LLC Then Return Forcing
If the conflict state is between LLC and LLC Then Return Delegation
Delete these two groups from CAS and add a dominant agent
(depending on the result from each selecting strategy) to CAS
For each two groups in CAS
If conflict strength is strong, Then
If the conflict state is between LLC and LLC Then Return Ignoring
If the conflict state 1is Dbetween HLC and HLC Then Return
Negotiation
If the conflict state is between HLC and LLC Then Return Submitting
Delete these two groups from CAS and add a dominant agent
(depending on the result from each selected strategy) to CAS

4 An Example Scenario of Conflict Classification
and Resolution

We clarify our approach through a scenario in which our proposed model helps to
coordinate and manage conflicts states. In this scenario, we consider a commercial
company, in which a Manager meets with his/her Head of Departments to decide on a
strategic plan for the company’s development. He/She requests their opinions to
select an appropriate plan for each stage (of five stages). What strategies could be
adopted if there are conflicting views?

In this case, we assume that the Manager has high confidence level due to his
experience and knowledge, while the other members of the meeting (i.e., Head of
Departments) have varying levels of confidence depending on their confidence
factors.

Initialized in the first stage with five agents and five choices, at each stage, the
algorithm determines: a set of conflicting agents, the total of its confidence value, and
the conflict strengths. Let ay; be the Manager agent and a,, a,, a;, and a4 be the Head
of Departments agents and that the agents select the five plans for the five stages.
Figure 4 shows the five agents (ay, a;, a,, a3, a4) and their selected plans (P1-P5) in
five stages. Notice that the paths from Stage 1 to Stage 5 may have several strong
conflicts (SC), e.g., a conflict state at Stage 4 when one agent (ay) conflicts with four
other agents (a;, a, a3, a4), or a weak conflict (WC), e.g., the conflict state at Stage 1
when two agents (a;, a;) conflicts with three other agents (ay;, a, a4).
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Fig. 4. Five Agents with its Selected Plans

In Stage 1, as shown in Table 1 and Figure 4, in iteration 1, there are two conflict
cases, i.e. CAS={(a,, a3); (a1, [am, s, a4]); (a3, [am, A2, a4])}. In the first case, agents a,
conflicts with a3 and the confidence value for a; is 4 and for a; is 3. Since the conflict
between them is weak, the selected strategy based on the conflict resolution model of
Figure 2 is Submitting leaving the selected plan as P2. Agent a; is then removed
from the set, eliminating the third conflict case.

In the second iteration, the second conflict case is resolved, in which agent a;
conflicts with the agent group (ay;, a, a4). As shown in Table 1, the confidence value
for the group is equal to (6+3+2)=11. Referring to the conflict resolution model that is
proposed in Figure 2, we discovered that the conflict is strong, dictating the selected
strategy as Forcing, leaving the selected plan in Stage 1 as P1.

Table 1. Selecting a Conflict Resolution Strategy

Stage  Iteration Conlflicting Confidence Conflict Conflict Contents of CAS at Selected
No. No. Agents Value of Type Resolution each Iteration Plan
Conflicting Strategy
Agents
1 1 a; 4 ‘Weak Submitting aj, az,(ay, ap, ag) P2
a3 3
2 a; 4 Strong Forcing aj, (ay, ap, a4) P1
ay, Ao, Ay 6+3+2 =11
2 1 ay 6 Weak Submitting aw, 1,84, (az,3) P4
a; 4
2 ay 6 Weak Negotiation ay, ag, (2, a3) P3, P4
ay, a3 3+3=6
3 ay 6 Weak Submitting a, a4 P4
ay 2
3 1 am 6 Strong Forcing am,(aj, a4 ap), a3 P4
ay, a, a4 4+342=9
2 ay, ap, a4 9 Strong Submitting (aj, a4 @), a3 P5
a3 3
4 1 am 6 ‘Weak Submitting ay(ay, az), P5
aj, as 4+3=7 (as.22)
2 a, as 4+3=7 Weak Forcing (ar,a3), (as.22) P5
ay, 4y 3+2=5
5 1 am, a3 6+3=9 Weak Submitting (am,a3) (a4, a1),a2 P2
aj, ay 4+2=6
2 a 3 Weak Submitting (am, a3), @ P2

am, a3 6+3=9
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In the second stage, there are six conflicting cases, i.e. CAS={(ay, a,), (am, [a2,
as]), (am, a4), (a;, [ay, a3]), (a1, a4), ([a2, a3], a4)}. Each of ay;, a;, a4 agents selects a
different plan and the other two agents, (a,, a;) select the same plan.

In the first iteration of the algorithm, the conflict between agents ay and a; is
resolved by detecting the conflict strength and the confidence value. Since ay has a
higher confidence value and the conflict is weak, the resolution strategy is
Submitting, leaving P4 as the selected plan. Agent a; is removed from the set, thus
eliminating the fourth and fifth conflicts.

In the second iteration, the conflict is between ay and the agent group (a,, az). The
confidence values for each of them are equal (i.e. 6 for ay; and (3+3)=6 for a, and a3).
Since the conflict is weak, the strategy to resolve the conflict is Negotiation, leaving
the selected plan as either P3 or P4.

In the third iteration of Stage 2, the conflict between ay and a4 is similarly
resolved. Since the confidence value of ay; (i.e. 6) is higher than that of a, (i.e. 2), and
the conflict between them is weak, then the selected strategy is Submitting. Agent a,
is removed from the set, thus eliminating the sixth conflict.

In the third stage, there are three conflicting cases, i.e. CAS={(ay;, [a;, a2, a4]), (aym,
a3), ([a;, a, a4], a3)}. In the first iteration of stage three, conflict is between ay; and the
agent group (a;, ay, a4). In this case, the total confidence value of the triplet (4+3+2=
9) is greater than confidence value of ay; (6), and the conflict is strong. The resolution
model suggests that the strategy to resolve this conflict is Forcing, so that the selected
plan is P4 favoring the agent group. Agent ay; is removed from the set, eliminating the
second conflict case.

In the second iteration, the conflict is between the agent group (a;, a,, a4) and as.
Since the confidence of the agent group is higher and the conflict is strong, the
strategy used is Submitting, leaving the selected plan as P4.

In the fourth stage, there are three cases of conflicts, i.e. CAS={(ay;, [a, as]), (am,
[az, a4]), ([a1, as], [az, a4])}. Clearly, the confidence value of ay (6) is less than the
confidence value of (a;, a;3) (i.e. 4+3=7) and the conflict between them is weak, so that
the strategy to use is Forcing and the selected plan is P5. Agent ay; is removed from
the set, eliminating the second conflict case.

In the second iteration, the conflict is between two agent groups, (a;, a3) and (a,,
a4). Since the conflict between these two groups is weak and the first group has a
confidence value (4+3=7) that is higher than confidence value of the second group
(3+2=5), the Forcing strategy resolves the conflict and the selected plan is P5.

In the last stage, there are three conflict cases, i.e. CAS={([ay, a3], [a1, a4]), ([am,
as,] @), ([a1, a4,], a)}. In the first iteration, the conflict is between two agent groups
(am, a3) and (a;, a4). The conflict between them is weak and the first group, (ay, as),
has a higher confidence value (6+3=9) than that of the second group, (a, a,), (4+2=6).
The selected conflict resolution strategy is Submitting and a selected plan for this
stage is P2. The agent group (a;, a4) is removed from the set. In the second iteration,
the conflict between the agent group (ay;, a;) and a, is weak, and the confidence value
of the group (6+3=9) higher than the confidence value of agent a, so the strategy to
resolve the conflict is Submitting leaving the selected plan as P2.
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Fig. 5. The Conflict Resolution Model

From the above analysis, it is clear that the most effective plan for the company
after resolving all the conflicts is: (Stage 1: P1, Stage 2: P3 or P4, Stage 3: P4, Stage
4: PS5, Stage 5: P2).

5 Conclusion

In this paper, we propose a conflict classification algorithm in a multi-agent
environment to resolve conflicts between two or more agents or groups of agents. We
analyze the social theory of conflict and propose a conflict resolution strategy based
on the new conflict classification scheme. The proposed conflict resolution algorithm
considers all the conflict states of the agents in a multi-agent system. Classifying
conflict states is used for conflict resolution enhancement. We demonstrate that by
considering the confidence table as an input to the proposed algorithm, our
classification technique is able to resolve multiple conflict situations and arrive at a
decision.
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Abstract. The key idea of active learning is that it can perform better with less
data or costs if a machine learner is allowed to choose the data actively. However,
the relation between labeling cost and model performance is seldom studied in
the literature. In this paper, we thoroughly study this problem and give a crite-
rion called as cost-performance to balance this relation. Based on the criterion, a
cost-driven active SSC algorithm is proposed, which can stop the active process
automatically. Empirical results show that our method outperforms active SVM
and co-EMT.

Keywords: Active Learning, Semi-supervised Learning, Cluster Tree.

1 Introduction

In intelligent information and data mining, less training data but with a higher per-
formance is always desired[11,20,17]. However, it is empirically shown in most cases
that the performance of a classifier is positively correlated to the number of training
samples. Active learning is then proposed to solve this contradicting but meaningful
problem[9,11]. Because trained on the most informative data, the active classifier can
also achieve a high performance, even though less training data is used than ordinary
classifiers. This famous phenomenon is called “less is more”[9].

In general, the procedure of an active learner is summarized as follows[11,17]. 1,
Only the most uncertain data (e.g. near to the class margin) are sampled from the un-
labeled data set; 2, The sampled data are labeled by the “oracle” and added into the
labeled data set; 3, On the new and enlarged labeled data set, the active classifier is re-
trained. Through repeating the above three steps 7" times, the active classifier becomes
stronger and stronger. It is noticed that, in most active algorithms, 7" must be pre-set
(e.g. T=50). That is, the drawback of current active algorithms is that there is no mech-
anism to stop the active process automatically. In other words, there is no criterion to
compare two classifiers in the process of active learning. Although performing better
than the prior classifier generally, the posterior classifier used more labeled data for
training, thus has the higher cost. So, it needs a criterion to balance the performance
and the cost of the active classifier.

J. Sobecki, V. Boonjing, and S. Chittayasothorn (eds.), Advanced Approaches to Intelligent 47
Information and Database Systems, Studies in Computational Intelligence 551,
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In this paper, we thoroughly study the relation of performance and cost, and pro-
pose a criterion for assessing the active classifier, which is termed as cost-performance.
Moreover, based on the classification model of active SSC (Semi-Supervised Cluster
tree), we give a method to estimate the cost-performance and design a mechanism for
automatically stopping the active process.

The rest of this paper is organized as follows. Section 2 reviews related works about
active learning, in which the active SSC algorithm is emphasizing. Section 3 gives the
theoretical analysis of the cost-performance. Section 4 proposes our cost-driven active
SSC algorithm, which can automatically find out the classifier with the highest cost-
performance. Section 5 and Section 6 are experiments and conclusions respectively.

2 Related Works

2.1 Active Learning Methods

The key idea of active learning is that if a machine learner is allowed to choose the
data actively then it can perform better with less costs. So as far, it has widely applied
to the field in which labeled samples are hard or expensive to extract, such as speech
recognition[4], image retrieval[5], web page categorization[19,16], and so on. In gen-
eral, based on a classification model (e.g. SVM or logistic regression), active learning
focuses on the strategy of sampling the most informative data. It includes Uncertainty
Sampling[3], Query-By-Committee[13], Expected Model Change[12], Expected Error
Reduction[8], Variance Reduction[2], Density-Weighted Methods[10], etc. In recent
years, some researchers also combined semi-supervised learning and active learning
to obtain a better learner[20].

2.2 Active Semi-Supervised Cluster Tree Review

SSC (Semi-Supervised Cluster) algorithm is a semi-supervised method, which build
a tree classifier (illustrated in Fig.1) with both labeled data and unlabeled data. Not
like C4.5 [7] or CART [14], a clustering algorithm, specially k-means, is adopted to
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Fig. 1. Semi-supervised cluster tree. Black dots denote unlabeled data, others are labeled data.
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group close data (including both labeled samples and unlabeled samples) into different
sub sets. With the help of unlabeled data, the semi-supervised tree has more stable
nodes and a higher performance. Empirical results have shown that SSC have a better
generalization ability and suits to deal with the data with very few labeled samples. For
more details, please refer to our past work [15].

In [16], we also proposed an active SSC algorithm based on batch mode active
strategy. For most active algorithms, only one sample is sampled in each active step.
This one-one strategy may induce inefficiency, especially on complex classification
models[6]. Hence, in each active step, we sampled unlabeled data from all leaf nodes.

QT) = J Q(Cy) (1)

where C}, is a leaf node of tree T.
Because our active strategy balances clusters of tree, active SSC is an effective and
stable active approach.

3 The Analysis of Cost-Performance

Given a classifier and N labeled training data, ©(N') denote the classification accuracy
of learned classifier, and we have the following properties.

Property 1. ©(z) gradually increases when the labeled data is few and is concave
over the whole data space.

This property inherits the general decision tree’s property that with the increase of
training examples, the model accuracy increases. However, if overwhelming training
data are provided, then the classifier tree is overfitting and thus is concave.

Property 2.0 < O(z) < 1 and O(z) = 0 when = 0.

If there is no labeled samples, then there is no class information. In this case, the
classifier is invalid and the corresponding model accuracy equals to zero, i.e. ©(0) = 0.

The term “cost” we used in this paper especially refers to human’s effort to label on
a given data sample.

Assumption 1. The cost of training a classifier only relies on the number of labeled
training samples.

Denoting the cost as 7w(N), our study is to balance ©(NN) and w(NN) to get a better
classification system.

Property 3. 7(z) is an increasing and convex function.

The cost () is increasing obviously. For convex property, it is caused by two rea-
sons. 1, With the scale enlarging, the human will becomes bored to label the sample
more and more. Since working efficiency decreases, the cost of labeling one sample in-
creases. 2, In active learning, the earlier queried samples are simple to label relatively.
If an active classifier performs very well, the queried sample has little differentiable
characteristics actually. With the number of labeled samples increasing, it is harder and
harder to classify the queried samples for the human.

Based on Property 3, we give a formulation of cost function.

Assumption 2. 7(N) = eV

Note that, p is a parameter. It relies on the users and/or the difficulty of labeling data.
For example, Tagging a long blog costs different to tagging a short blog.
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In active learning, the higher performance and the lower cost are both desired. Thus,
we define a new criterion to balance them in this paper.
Definition 1. The cost-performance of a classifier is the ratio of performance to cost.

O(N)

PN = )

@)

The functions of performance, cost and cost-performance are shown in Fig.2. When

Fig. 2. The functions of performance, cost and cost-performance

0<O() <l,n(z)>1, (3
For cost-performance function, there is,
0<¥(x) <1 @)

Theorem. In (0, 00), there is one and only one x satisfies ¥’ (zg) = 0.
Proof. Suppose there are xg, x1 > 0 satisfies

!p/(.’l,‘o) = O,Q//(lj) =0 (5)
That is,
6’(x0)7r(x0) — @(xo)’fr/(l’o) o
(o) =0, (6)
and,
O (z1)m(z1) — O(x1)7 (1) —0 A

m2(21)

Let F'(z) = ©'(z)n(z) — O(z)n'(x), there exists z*, z* € (zg, x1) or x* € (z1,x0),
that satisfies

F'(2*) = 0 (8)
That is,

F(z*)=0"(z")n(z*) — O(x*)n" (") =0 ®)
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Otherwise, O(z) is strictly concave and 7(z) is strictly convex.
0"(z) < 0,7"(z) >0 (10)
There is,
F(x) = 0" (z)r(z) — O(z)r" (x) < 0 (11)

Eq.9 and Eq.11 are conflicting. So, the supposing does not stands. There is only one
point x that satisfies ¥/ (z¢) = 0. O

This Theorem tells the uniqueness of extremum. If the performance dose not in-
crease, the active process stops.

4 Cost-Driven Active Semi-Supervised Cluster Tree

4.1 The Estimation of Performance

As discussed, the performance of a classifier usually is verified by the classification
accuracy. But in training of an active classifier, the classifiers are blind to the test data
set. The classification accuracy is unable to get. Hence, it is important to estimate the
accuracy only by the training data.

An intuitive idea is the generalization error. For example, SVM reduces error by con-
trolling the upper bound of VC-dimension[18]. But for tree classifier (e.g. C4.5,CART),
it is hard to estimate a general error. However, our cluster uses clustering to generate a
tree. Samples in the same node are similar very much. The quality of a cluster can be
estimated by labeled samples in it.

In this paper, we use the information entropy to estimate the performance of a clas-
sifier. Suppose the leaf set of cluster tree T is L. For each cluster C, in T, it includes
labeled set C’,{f and unlabeled set C’,g . Suppose there are M classes, wi,ws, -+ ,wars,
on CkL . Let the frequency for wy, is ¢n,. The entropy of C}, is defined as,

M
E(Ck) = Z dm IOg(QM) (12)
m=1

The entropy E(C},) embodies the quality of C. The smaller the entropy, the higher
the quality. Summing all entropies of leaves with weights, the entropy of tree T is get.

B(T)= Y '&’“ E(Cy) (13)

CreL

Using the entropy E(T), the performance of our semi-supervised cluster tree is es-
timated. According to the relation of performance and entropy, we can estimate the
cost-performance by cost and entropy.

Definition 2. The cost-entropy is defined as

- 1— E(T,N)

U(T,N) = (N) (14)

We expect cost-performance is equivalent to cost-entropy, ¥ ~ W.
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4.2 The Cost-Driven Active SSC Algorithm

Summarizing the above content, this section proposes a cost-driven active SSC algo-
rithm. Comparing to current active algorithms, there is a mechanism to stop the active
precess automatically. We exam the cost-entropy @(T N) in each step of the active
process. If the cost-entropy of the posterior classifier is lower than that of the prior
classifier, Wt+1 < W,, it is considered that the active classifier reaches the maximum
of cost-performance, thus the active process is stopped. In addition, to our experience,
in the beginning of the active process, the performance may fluctuate sharply. Hence,
we set a threshold T to avoid the fluctuation of cost-entropy. That is, Only when the
active process becomes stable, the cost-entropy is compared to finding the best active
classifier. The detail of our algorithm is listed in Algorithm 1.

Algorithm 1. The cost-driven active SSC algorithm
Input: Unlabeled training examples DY
Output:  Semi-supervised cluster tree T
1: initialize factors, lf/o =1, lf/l =0,t=1.
2: initialize the labeled pool, DT = 0.
3: randomly query examples from DY and add them into D,
4: while ¥;,_; < ¥ and t < Ty do
5 generate a semi-supervised tree T with D¥ and DY;
6:  query examples from DY with N2other strategy and add them into DT
7 Uy =y
8 update 7, (as Eq.14);
9 t=t+1;
0: end while

5 Experiments

In our experiment, the public Reuters-21578 data set is chosen as the data set. The orig-
inal Reuters-21578 data set consists of 21578 web pages from 135 different categories.
We selected the first 10 categories for the classification task. The detailed characteristics
is reported Table. 1

Table 1. Characteristics of Reuters 10 Classes Data Set

Category Earn Acq Money-fx Grain Crude Trade Interest Ship Wheat Corn
Documents 3713 2055 321 298 245 197 142 114 110 90

Our experiments include two parts. In Section 5.1, we verified the feasibility of
the proposed cost-entropy strategy. The trend of entropy and classification accuracy
is given to illustrate their relation. Based on cost-entropy, an auto-stoping strategy in
active learning is shown. In Section 5.2, we compared our algorithm to some famous
active classifiers. The evaluation index includes cost-performance, classification accu-
racy, F-measure, etc.



Cost-Driven Active Learning with Semi-Supervised Cluster Tree 53

5.1 Empirical Studies on Cost-Entropy Strategy

The purpose of this experiment is to evaluate the effectiveness of the active SSC of
which the active learning is controlled by the proposed proposed cost-performance cri-
terion. We expected to find from the experimental results that: (1)the trend of model per-
formance increases, whereas the trend of entropy decreases when the labeled samples
are enough; (2) the cost-entropy can be used to help to find the best tradeoff between
cost and performance.

Table 2. Details of 4 subsets used in the experiment

sub set classes instances categories contained

Set R2 2 5768 Earn & Acq

SetR3 3 314 Ship & Wheat & Corn

Set RS 5 648  Trade & Interest & Ship & Wheat & Corn
SetR10 10 7285 Earn & ... & Corn

0 b . . - T o T RTIRRRIYA VR RER TR TR
o 10 2 0 4 50 0 0 20 40 &0 80 100 120 140
number of labeled samples number of labeled samples

(a) on set R2 (b) on set R3

(c) on set RS (d) on set R10

Fig. 3. Experiments of Performance V.S. Entropy

From the data shown in Table 1, we generate four group of data sets for this experi-
ment. The data sets are called as R2;R3;R5;R10, which include two, three, five and all
ten classes respectively. More information about these data sets can be seen in Table 2.
For the model training process, only one web page per class is randomly selected out to
form the initial labeled data set, and the class label of the rest web pages are removed to
form the unlabeled data set. Then active SSC is run with this experimental settings. At
each active learning step, the corresponding model accuracy (stands for performance)
as well as the entropy calculated are reported in Fig.3. Each active SSC per data set is
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plotted in a sub figure, in which the model performance and entropy are plotted in red
line and blue line, respectively.

From the results on all 4 sub data sets, the performance of active SSC increases
gradually with the increase of labeled samples. The entropy cure of each active SSC
fluctuates when the labeled samples are few, which is reasonable. In the largest data
set R10, the number of web pages is over 7000, and more labeled samples are used in
this setting. It can be seen that both the performance and entropy of three active SSCs
are steadily converged. Similar observations could be found in the data set R3 and
RS, which is reported in Fig.3 (b) and (c). Although R2 contains more than 5000 web
pages, a comparably smaller number of labeled samples are used in this data set, and the
corresponding entropy curve fluctuates greater than that of the rest settings. However,
the entropy trend gradually decreases. These empirical results meet our expectation very
well. This is reasonable that the sum of accuracy and entropy is approximately equal to
1, which is expected.

As discussed in previous section, the cost-entropy ratio is the best candidate to ap-
proximate the cost-performance ratio, which is used to seek the best tradeoff between
cost spent and model accuracy. The study on the relationship between cost-performance
and costentropy is performed on two datasets and the results are reported in Fig.4. In
this experiment, the cost coefficient p was set to 0.001. It is well noticed that the cost-
entropy curve fluctuates a lot at the beginning stage of the learning process. After this
fluctuating stage (the left area of the dotted vertical line), the cost-entropy curve be-
comes more stable. As discussed in section 4, the selection of this stage is an empirical
value. The circled part in all sub figures of Fig.4 is reported as the maximum value of
the cost-performance acquired after the fluctuating stage. In this experiment, we simply
set this value to be in proportion to the number of labeled samples used to learn the
active SSC.
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(a) on set R3 (b) on set RS

Fig. 4. Experiments of Cost-Performance V.S. Cost-Entropy

5.2 Comparison Experiment

In this experiment, we compared the proposed cost-driven active SSC to active SVM[1]
and co-EMT[20]. We first randomly grouped the sub sets of Reuters to form 5 differ-
ent experimental data sets consist of web pages from 3, 4 and 5 classes, respectively, to
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form a multi-class environment. Description about the data set refers to Table 3. The
active SSC learning process will be terminated if the cost-entropy reaches its maximum
value after the fluctuating stage. Because active SVM and co-EMT do not have an auto-
termination mechanism, they reach the maximum learning steps. Only results with the
best cost-performance is reported. The evaluation criteria includes precision, recall, and
F-Score. The calculated results are reported in Table 4.

Table 3. Details of multi-class datasets

subset classes instances categories
S1 4 456  Interest, Ship, Wheat, Corn

S2 4 563  Trade, Interest, Ship, Wheat

S3 3 864  Money-fx, Grain, Crude

S4 3 740  Grain, Crude, Category

S5 5 653  Category, Trade, Interest, Ship, Wheat, Corn

Table 4. Results of comparing with Co-EMT

Subset Method labeled samples cost-performance TP Rate FP Rate Precision Recall F-Measure

S1 Co-EMT 49 .8998 9450 .0196  .9465 .9450  .9447
active SVM 57 .8524 9645 .0057 9611 .9697  .9703
active SSC 48 9426 9890 .0021  .9896 .9890  .9890

S2 Co-EMT 57 9270 9814 .0192 9821 .9814 9814
active SVM 65 9115 9887 .0156 .9895 .9885  .9887
active SSC 44 .9037 9444 0339 9515 .9444 9450

S3 Co-EMT 36 .9382 9726 .0110 .9749 9726 9726
active SVM 73 .8445 1 0 1 1 1
active SSC 52 9493 1 0 1 1 1

S4 Co-EMT 61 .9046 9615 .0123 9627 .9615  .9603
active SVM 58 .9263 1 0 1 1 1
active SSC 32 9685 1 0 1 1 1

S5 Co-EMT 82 7834 8503 .0810 .8588 .8503  .8425
active SVM 89 7812 8621 .0669 .8635 .8570 .8514
active SSC 56 .8362 8979 .0488  .8987 .8979  .8968

It is well noticed that active SSC achieves the highest cost-performance value on four
data sets: S1; S3; S4andS5. And on these data sets, precision, recall and F-measure of
active SSC outperforms the Co- EMT every well. Moreover, the number of labeled sam-
ples of active SSC is much lower than that of Co-EMT on S4andSS5, and exceeds that of
Co-EMT in S3. When the Co-EMT outperforms the active SSC in S2, the number of la-
beled samples of active SSC is much fewer than that of Co-EMT. This might be caused
by the inappropriate empirical set up for the fluctuating stage. For active SVM, The
F-measure is close to active SSC. But it uses more labeled samples than Co-EMT and
active SSC. The reason is that both active SSC and Co-EMT are active+semi-supervised
learning algorithms ,while active SVM is an active learning algorithm. Semi-supervised
learning uses unlabeled samples to help train the classifier, which will reduce the num-
ber of labeled samples and save the cost. To summarize, based on these observed results,
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we can conclude that the proposed cost-sensitive strategy works well in terms that, in
most cases, it can acquire a better model performance but with a much lower labeled
samples.

6 Conclusions

To further reveal the relation between labeling cost and model performance, the cost-
performance is proposed in this paper which is then approximated by cost-entropy to
be as the cost-sensitive strategy. This cost-sensitive strategy could be used to terminate
the active learning process as well as to find the best tradeoff between labeling cost and
model performance. Experimental results show the effectiveness of our method.
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Abstract. A problem of parameter estimation for non-linear models
may be solved using different approaches, but in general cases it can
be always transformed to an optimization problem. In such a case the
minimized objective function is a measure of the discrepancy between
the model solution and available measurements. This paper presents the
ADFIT program — a tool for numerical parameter estimation for mod-
els that contain systems of non-linear ordinary differential equations.
The user of the program provides a model in a symbolic form and the
experimental data. The program utilizes adjoint sensitivity analysis to
speed up gradient calculation of the quadratic objective function. The
adjoint system generating the gradient is created automatically based
on the symbolic form of the model. A numerical example of parameter
estimation for a mathematical model arising in biology is also presented.

Keywords: Identification, parameter estimation, nonlinear systems,
ordinary differential equations, sensitivity analysis, automatic differenti-
ation.

1 Introduction

The problems of numerical parameter estimation for nonlinear mathematical
models are not trivial. Although today available numerical software, like for ex-
ample Matlab, supports this task by using specific built-in toolboxes, in many
scientific areas this task is still a challenge and cannot be solved by general-
purpose tools. For example, identification of models of biological processes, such
as cell signaling pathways or metabolic reactions, is still a difficult task. These dif-
ficulties arise mainly from complicated models (non-linear and high-dimensional)
and limitations in available measurements (noisy and rare in time).

There are many possible approaches to parameter estimation of linear and
non-linear models [5], [6]. In the general case a problem of parameter estimation
for non-linear models may be solved by transforming it to an equivalent opti-
mization problem. In such a case the minimized objective function is a measure
(usually quadratic) of a discrepancy between the model solution and the avail-
able measurements. The optimization process is non-trivial and slow because
computation of the value of the objective function requires numerical simula-
tion (integration of ODEs) of the model in each iteration of the optimization
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procedure. The time of computation rises greatly with the number of estimated
parameters of the model. In such a case it is very useful to obtain the information
about the gradient of the objective function. This gradient may be calculated
approximately using a finite difference approach or precisely (apart from the
numerical errors) by using so-called forward sensitivity analysis. In both situa-
tions the time for the gradient computation rises with the number of estimated
parameters. Fortunately, there is another possible way to calculate the gradient
— by using so-called adjoint sensitivity analysis which requires only one simu-
lation of the adjoint system in order to obtain the whole gradient and the time
of computation is independent of the number of estimated parameters. Such an
approach was proposed in our former papers [1], [2], [3].

This paper presents a computer software — the ADFIT program — written in
Matlab that uses adjoint sensitivity analysis for non-linear model identification.
The key element of the program is a fully automated process of adjoint system
construction based on the model given by the user in symbolic form.

The paper also presents an example of application of the ADFIT program
to parameter estimation for the mathematical model of DNA damage repair
described in [4].

2 The ADFIT Tool

The ADFIT tool is a set of scripts in Matlab environment, which create the
C code from the symbolic form of the model. This C code can be compiled
directly to MEX a file and used in internal Matlab functions. This tool can
be used for parameter estimation (based on discrete-time experimental data) of
mathematical models containing a system of ordinary differential equations (the
current version can load up to 30 model equations). The graphical user interface
(GUI) of this tool is shown in Fig. 1.

2.1 ADFIT Features
The main features of the ADFIT tool are:

— Parameter estimation for models containing system of up to 30 ordinary
differential equations,

— Two built-in numerical methods for solving differential equations: the Euler
method and the 4-order Runge-Kutta with a constant step of integration,

— Ability to estimate the initial conditions for each equation in the system

— Two methods of gradient calculations: adjoint sensitivity analysis or the
finite difference method.

The program fits parameters of the model to experimental data by minimiza-
tion of the scalar objective function:

n N;
J = ZZ (yi(t;) — di(t)))? (1)

i=1 j=1
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Fig. 1. Graphical user interface of the ADFIT tool

where: n is the number of measured variables, IV; is the number of measurements
of the ith variable, y;(¢;) and d;(t;) are the ith outputs of the model and the

corresponding experimental data at time t;.

In order to minimize the objective function the ADFIT program utilizes a
trust-region method. However the results of this method are strongly dependent
on the initial point of estimation. Hence, the ADFIT program uses a genetic
algorithm to find a suboptimal starting point for the trust-region method that
finally uses the gradient obtained by the adjoint sensitivity analysis. See Fig. 2

for a complete dataflow diagram of the ADFIT tool.

2.2 Graphical User Interface of the Program

The graphical user interface (GUI) of the ADFIT tool, presented in Figure 1,

contains a set of options:

Number of equations — means the number of equations in the system,

Y0 — column of values that means the initial conditions for specific equations (if
the checkbox Estimation Y0 is enabled then this column is disabled),

d/dt — column of state variables,
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Fig. 2. Dataflow of the ADFIT tool, in ellipses are data provide/retrieve by user

F(*) — right side of ordinary differential equations (symbolic form),

Estimated parameters — names of estimated parameters (separated by spaces),

Measured state variables — names of state variables (separated by spaces) that
are given by experimental data,

File name — name of the file containing the output C code,

Load — load the the file that contains the previously saved model,

Save — save to the the file with the current model,

YO0 estimation — if enabled, the program also estimates the initial conditions for
every variable in the system, otherwise the user must provide a column Y0
with all initial conditions,

Gradient — if enabled, the program utilizes adjoint sensitivity analysis in order
to obtain a gradient, otherwise a finite difference method is used,

Name of data file — name of the file that contains a matrix of the experimental
data,

ODE solving method — allows the user to choose the method for differential equa-
tion solving (Euler or 4-order Runge-Kutta method),

Integration step — selects the integration step,
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Generate C code — generates the C code of the function that calculates the ob-
jective function (and the gradient if the option Gradient is enabled),

Compile — compiles the generated C file to a MEX file,

Minimize — executes the internal script to minimize the objective function using
the generated MEX file.

The experimental data in the ADFIT tool is provided by a matrix named Data
which contains in the first column the times of measurements and in the next
columns the values of state variables (or combinations of these variables) in the
order that they are entered in the field Measured state variables. The experimental
data should include values sampled at the same times — the program is not
suitable for data where different variables are sampled at different times.

2.3 Availability

The ADFIT program may be downloaded from the web page cellab.polsl.pl.

3 Example of Application

The ADFIT tool was used to estimate the parameters of a model of repair of ir-
radiated DNA repair [4]. Ionizing radiation creates two types of breaks in double
stranded DNA: single strand breaks when breaks are created in only one strand,
or double strand breaks when breaks are created close to each other in both
opposite strands. The model presented in this section was made to describe
the behavior of a supercoiled circular viral DNA called a minichromosome in
cells. After irradiation DNA forms in analyzed cells a specific supercoiled struc-
ture called minichromosome. After irradiation of cells, two forms of damaged
minichromosome DNA are obtained:

— the circular form which contains only single strand breaks,

— the linear form which contains a double strand break and single strand
breaks.

The circular form is repaired directly to the supercoiled form by repair of single
strand breaks, but the linear form may be repaired by two possible paths:

— First, the single strand breaks are repaired to obtain the linear form and
next the double strand break is repaired to produce the circular supercoiled
form, or

— First, the double strand break is repaired to produce the circular form and
next the single strand breaks are repaired to produce the supercoiled form.
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Considering the above information the model may be described using a system
of ordinary differential equations:

((15 =ky-CssB+INH -kq-L
dC'ssB
Cdsts — INH -ky - LssB — k, - CssB

(2)
dLj:B — _INH -ky, - LssB — ko - LssB

if:ksststINH%wL

To estimate the parameters of this system, data from experiments done in
Laval University on the repair of irradiated Epstein-Barr virus DNA present in
Raji cells were used. In this experiment the repair of irradiated Epstein-Barr
virus DNA present in Raji cells was examined. Additional information about
these experiments is presented in [4].

The experimental data contains information about the quantities of the super-
coiled DNA form (variable S in the model) and of the total linear form (LssB+L
in the model). Each sample is measured under two different experimental condi-
tions: normal and with inhibition of repair of double strand breaks (logic variable
in the model TN H takes 1 in normal condition, and 0 otherwise). We don‘t have
any information about the quantity of circular forms of minichromosome DNA
(variable C'ssB in the model).
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Fig. 3. Parameter estimation results: the supercoiled form (S variable in the model).
Solid line — output of the model, points — the mean of experimental data, vertical lines
- standard deviation of three separate measurements.
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Fig. 4. Parameter estimation results: the total linear form (variable L+ LssB in model)
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Fig. 5. Parameter estimation results: the supercoiled form (S variable in the model)
with inhibition of double strand breaks repair
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Fig. 6. Parameter estimation results: the total linear forms (variable L + LssB in
model) with inhibition of double strand breaks repair
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Fig. 7. Simulation of the model after parameter estimation in normal condition —
variable INH in model is set to 1. Variables: S means the supercoiled form, CssB
means the circular form with single strand breaks, LssB means the linear form with
single strand breaks and L means the linear form without single strand breaks.
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Fig. 8. Simulation of the model after parameter estimation with arrested double strand
breaks repair — variable /N H in model is set to 0. Variables: S means the supercoiled
form, C'ssB means the circular form with single strand breaks, LssB means the linear
form with single strand breaks and L means the linear form without single strand
breaks.

Four parameters K, K4, Ksq,K4s (which are kinetic constants for particular
repair pathways) and four initial conditions for all variables are estimated. In
order to do this, we put the data into the ADFIT tool (as in Fig. 1) and started
minimization of the objective function encoded in the output MEX file. After the
minimization process we obtained the estimated parameters of this model and
initial conditions. The results of fitting the model after this estimation process
to the experimental data are shown in Figures 3, 4, 5, 6. Vertical lines represent
the standard deviation of three independent measurements. We see that the
optimized model describes the data well. In Figures 7, 8 we can see the simulation
of the optimized model showing the change of particular fractions of DNA during
repair. Additionally, in these Figures we see the changes of the circular DNA
forms that we cannot obtain by experimental methods.

4 Conclusion

The ADFIT tool presented in this paper is a universal tool for automatic param-
eter estimation of models containing systems of ordinary differential equations.
Through the use of C language a significant acceleration of the process determin-
ing the model parameters has been obtained. The built-in method for obtaining
the gradient, which is based on sensitivity analysis, makes the process faster and
efficient in comparison to the finite difference method (the procedure converges
to the solution after fewer algorithm iterations).
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The ADFIT program is being constantly developed, and we plan to improve
it by elimination existing limits and introduction of the ability to estimate pa-
rameters of models containing delayed differential equations.
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Abstract. With the rapid development of low cost airlines in the Taiwan’s
airlines market, there are both positive and negative critiques of low cost
airlines. Inexpensive prices are the way for low cost airlines to attract the
public; however, unstable service quality is criticized by travelers. This study
seeks to incorporate the effect of word-of-mouth, customer expectations, and
emotional contagion into the dimensions to be explored, focusing on whether
such factors affect the behavioral intentions of travelers to take low cost
airlines. Results show that online word-of-mouth for low cost airlines would not
affect consumers' intention to take low cost airlines. However, the expectations
and emotional contagion of consumers would affect the intention to take low
cost airlines.

Keywords: Electronic word-of-mouth, Customer Expectation, Emotional
contagion, Behavior intention.

1 Introduction

The economic growth in Taiwan has led the public to demand better quality of life.
Furthermore, the increasing conveniences of international travel help the rapid
development of leisure activities overseas. According to the statistics of the Tourism
Bureau of Taiwan in 2011, 19.1% of Taiwanese people have traveled abroad, which
increased to 20.6% in 2012; the total person-times of outbound travel increased from 9.5
million in 2011 to more than 10 million in 2012 [1]. The Taiwanese tourism market has
evolved from the early tour groups to semi- or even full-backpacking trips as people are
familiar with outbound travel, and now seek new and different types of travel.

In order to enjoy more travel destinations or save on total travel costs, tourists
strive to effectively lower transportation costs. In recent years, a number of low cost
airlines have been established worldwide, which is conducive to the promotion of
outbound travel. Early on, low cost airlines first started in the U.S., later expanding to
Europe, Australia, and Asia. The first low cost airline that provided service in Taiwan
was Jetstar Asia Airways of Singapore, which was established in 2004 [2]. Over the
next few years, Air Asia of Malaysia, Cebu Pacific Air of the Philippines, Qatar
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Airways, Tigerair, Air Busan of Asiana, Eastar Jet, Jin Air, t’way, Flyscoot, and Peach
also entered the Taiwanese market.

With the rapid development of low cost airlines in the Taiwanese airline market,
there are positive and negative critiques of low cost airlines. Inexpensive prices are
the way for low cost airlines to attract the public; however, unstable service quality is
criticized by travelers. Thus, this study seeks to incorporate the effect of
word-of-mouth, customer expectations, and emotional contagion, into the dimensions
to be explored, and focuses on whether such factors affect the behavioral intention of
travelers to take low cost airlines.

2 Literature Review

2.1 Electronic Word-of-Mouth

The transmission of information between people originally relied on face-to-face
communication; however, due to advancement of Internet technology, the exchange
of online information has become an important channel for people of the new
generation. Electronic word-of-mouth can deliver large amounts of diverse data, can
be operated at low cost [3] and is very convenient to use; therefore, it is utilized by
many people online. Blogs and social networking sites (SNSs) are important forms for
the transmission of electronic word-of-mouth, where people can express their
thoughts, share their feelings, and comment on various matters [4]. Meanwhile,
through social networking, people can quickly transmit information to various corners
of the world, and even become a powerful format for social issues. Research has
shown that, in the online world, electronic word-of-mouth can affect the purchase
intentions of consumers [5]; therefore, this study incorporates the factor of electronic
word-of-mouth into exploration, deducing Hypothesis 1:

H1: For consumers, more positive electronic word-of-mouth has a greater effect on
intentions to take low cost airlines

2.2 Customer Expectations

Scholars have pointed out that customer expectations are consumer beliefs regarding
products or services, the expected benefit of the product prior to purchase, and that
customer expectations can be predicted and observed in terms of overall feelings,
individualized services, and reliability [6]. Consumers frequently use word-of-mouth,
experience, and mass media to acquire their expectations for products or services.
After they have personally experienced the product or service, they would compare
their actual experiences with expected experiences. When satisfaction with their
actual experiences is greater than the expected experience, they would feel satisfied; if
they are equal, then there is no positive or negative feeling; however, when the
expected experience is greater than the satisfaction with the actual experience, there
would be complaints or dissatisfaction. Therefore, the establishment of customer
expectation relies on continuous communication between corporations and
consumers, in order to benefit positive information transfer. This study deduces
Hypothesis 2:
H2: When expectations are low, the intention to take low cost airlines is greater
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2.3  Emotional Contagion

Scholars have defined emotional contagion as the automatic imitation of the other
person's expressions, gestures, voices, postures, and actions in the process of
interacting with other people, and they are also inclined to capture the feelings of
others; this process is called emotional contagion [7]. The topic of emotional
contagion has be explored from several dimensions, with research pointing out that
people would be under the effect of contagion, resulting in negative emotional
changes; the stronger the negative event, the stronger the feelings, and the stronger the
individuals negative emotions [8]. In the service industry, when service employees
show a cold countenance, dispassionate language, and flippant service actions, these
would all be perceived by customers. When customers receive negative service
attitudes, their brains would quickly respond with negative emotions, resulting in poor
overall service impression [8]. Therefore, positive or negative information and
commentary regarding low cost airlines on the Internet all have considerable effect on
potential consumers who intend to use low cost airlines. When customers shop, they
hope to gain good emotional experiences; therefore, the emotional effect of reading
website commentaries would deeply affect their consumption intentions. This study
deduces Hypothesis 3:

H3: For consumers, emotional contagion positively affects the intention to take low
cost airlines

3 Methods

This study explores to how customers are affected by eWOM, Customer Expectation,
and Emotional Contagion when customers use blogs or websites to search low cost
carrier information. Thus, the construct measurement, and reliability and validity
analysis of the variables of the measurement models in this study are described, as
follows:

The independent variables in this study are eWOM, Customer Expectation, and
Emotional Contagion. In eWOM construct, revised from network News. In the
Customer Expectation dimension, this study modified Turel and Serenkom (2006),
with 7 points measured using a 7-point Likert scale (7=highly disagree, 1=highly
agree) for testing[9]. Emotional Contagion primarily referred to questionnaires by
Doherty (1997); there were a total of fifteen questions, using a Likert 7-point scale
(1=highly disagree, 7=highly agree)[10]. Regarding the dimension of Behavioral
Intention, the scale is modified from Zeithaml et al.(1996), with a total of 5
questions[11]. This study uses Partial Least Square (PLS) to conduct reliability and
validity testing, as well as overall model analysis. The software used is smartpls, with
overall reliability and validity as shown in Table 1. The dimensions of the
measurement model have good reliability, with composite reliability greater than 0.7,
and average variance extracted (AVE) over 0.5, both of which reach the standard for
convergent validity.
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Table 1. The fit index of the model

Construct Compo AV  Cronb eWO Custom Emotio Behavi

site E ach's M er nal oral
Reliabil Alpha Expecta Contagi Intentio
ity tion on n
eWOM 1.00 1.00  1.00 1.00
Customer 0.92 0.78  0.86 0.11 0.88
Expectation
Emotional 0.94 0.73 092 -0.06 0.41 0.85
Contagion
Behavioral 0.92 0.75 0.83 0.13 0.62 0.43 0.87
Intention
4 Results

This study uses interviews to collect information in Taiwan. There are 104 valid
questionnaire samples in this study.

This study established 3 hypotheses. The hypotheses are confirmed using PLS for
structural equation analysis, with the structural model results as shown in Table 2.
Standardized coefficient and significance testing show that customers who accept
positive electronic word of mouth have higher behavioral intentions (Estimate
value=0.089, p=0.116), but as this is not statistically significant, HI is not supported;
however, when customers have less positive customer expectations, it would actually
elevate their behavioral intentions (Estimate value=0.524, p=0.005), thus, H2 is
supported. Research results show that when customers are susceptible to emotion, it
would affect intention to take the low cost carrier (Estimate value=0.221, p<0.001),
H3 is supported. The model in this study has Average R*=0.43, which is significantly
greater than 0.35[12], GOF=0.59, thus, the model has good fit. The framework of this
study is shown in figure 1.

Table 2. The results of the structural equation model

Structural Path Estimate  tvalue p value Verify
Value
HI eWOM—Behavioral 0.089 1.584  p=0.116 Not
Intention Support
H2  Customer 0.524 7.521 p=0.005 Support
Expectation—Behavioral
Intention
H3  Emotional 0.221 2.895  p<0.001 Support
Contagion—Behavioral
Intention

p<0.05 significant
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Customer
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. 221
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Fig. 1. The framework of this study

5 Discussions and Conclusion

Travelling abroad has become an important way for people to maintain quality of life,
engage in leisure and entertainment activities, and conduct business. The main
purpose of this study is to use electronic word-of-mouth, customer expectations, and
the personal emotions of consumers to explore the intentions of customers to take low
cost airlines. The results show the following:

Electronic word-of-mouth regarding low cost airlines does not affect consumers'
intention to take low cost airlines. A possible reason is that, even though the media
frequently reports on delays of low cost airlines, or cancellations due to short-notice
adjustments of flights, as low cost airlines have clear stipulations posted online, and
people post reminders on SNSs, traveler unhappiness is quickly replaced by the other
conveniences provided by low cost airlines; therefore, the commentary quality of low
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cost airlines on the Internet would not directly affect the intention of consumers to
take low cost airlines.

Next, this study shows that the expectations of consumers would affect their
intention to take low cost airlines. A possible reason is that travelers do not expect
low cost airlines to provide good service quality, may have delays or cancellations,
and do not provide convenience goods on the plane; however, compared to regular
airlines, airfare is very inexpensive, and can be conveniently purchased online without
going through travel agencies. For consumers who expect reduced travel costs, low
cost airlines are indeed very attractive modes of transportation. Therefore, this study
shows that when customers have lower expectations regarding the quality of low cost
airlines, they would have greater intentions to take low cost airlines.

In terms of individual consumers, when their emotions are affected by factors and
their surroundings, intentions to take low cost airlines are more likely to change.
Research shows that, when consumers feel stronger emotional contagion, they are
more effective in their intention to take low cost airlines. When a traveler has friends
and relatives who have positive attitudes regarding low cost airlines, then a traveler
with strong emotional contagion would more likely take the low cost airline; and vice
versa. Therefore, while the service quality of airlines would affect the usage
intentions of consumers, the personalities of customers would also have considerable
effect on usage intentions.

5.1 Limitation

The explanatory model proposed by this study has room for improvement. In
addition, measurement items for the constructs can incorporate more areas for
measurement. There were constraints of research issues and design. It is suggested
that future studies explore different low cost airlines, as they have different service
qualities, thus, future researchers can incorporate different brands for analysis.
Furthermore, this study did not compare customers of different age groups. As
different age groups have different demands and levels of tolerance for travel quality,
customers should be divided into groups for further analysis.
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Abstract. In this paper, we present ETOMA a multi-agent framework dedicated
to developing and testing floor shop production schedules. It is applied for both
production and joint production and maintenance scheduling as well. ETOMA
architecture is composed of three modules: Develop, Test and Blackboard. The
first one defines all agents that model the floor shop and their behavior. The
second one takes care of testing the scheduling solution by using Taillard
benchmarks depending on floor shop types. The considered types are Flow-
shop, Job-shop and Open-shop. Finally, the Blackboard insures communication
between the two predefined modules. ETOMA allows developing and testing
any scheduling solution without imposing a specific architecture for agents.
Moreover, ETOMA provides at the end of simulations a report composed of a
recapitulative table or a curve according to user choice.

Keywords: Multi-Agent Framework, Simulation, Scheduling, Production,
Maintenance, Taillard Benchmarks.

1 Introduction

Scheduling is an important activity for manufacturing systems. It allocates tasks to
machines over time by satisfying constraints related to tasks (precedence constraints,
due dates ...) or to machines (availability, cuammutativity, renewability....) and optimiz-
ing objective functions (minimizing Cmax', minimizing jobs’ tardiness....) [1]. Floor
shop organizations vary according to products to be manufactured. Flow-shop, job-
shop and open-shop are principally the theoretical types of floor shops.

In production floor shops, and after a certain period of use, machines can break
down and then provoke production disturbance. Preventive maintenance has been in-
troduced to carry out maintenance operations in machines and equipments before the
failure takes place. The objective is then to prevent failures before they happen and
thus to minimize the probability of failure. As a consequence, preventive maintenance
activities have to be scheduled with respect to production schedules because they use
the same machines. Joint production and maintenance schedules are composed of pro-
duction and maintenance tasks scheduled simultaneously in order to prevent machine
failure and thus propose realistic deadlines.

' Cmax : completion date of the last operation of the last job.
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Multi-agent technology has been widely applied to resolve scheduling problems [2]
[3] [4]. Indeed reactivity, distributed decision making and collaboration are proprieties
that make agents a good support for modeling floor shops. Agents that may represent
any actors in the floor shop (jobs, machines, tasks... etc.) negotiate to get an agreement
on how to allocate tasks and deadlines to machines. It is obvious that for implementing
multi-agent solutions, we have to use a multi agent framework. This latter is a tool that
offers services (agents’ creation, destruction and communication) for developers in
order to implement their solutions. Nowadays, many frameworks exist for this aim like
JADE [6], MaDKit [7], Magique [8], etc. They are general frameworks each one has
its specificity over the others but not dedicated to the scheduling problem. All existing
tools that treat the scheduling problem [14] are only simulators of floor shops i.e. they
illustrate how jobs pass through machines.

Implementing and testing scheduling solutions is essential for proving their efficien-
cy by comparing them with existing ones. Several experimentations have to be done. It
is about varying the problem data, calculating objective functions and comparing it
with existing benchmarks. This test method is called “the benchmarking”. According
to [5] “a benchmarking is a learning process structured so as to enable those engaging
in the process to compare their services-activities-processes-products-results in order to
identify their comparative strengths and weaknesses”.

In order to facilitate developing and testing multi-agent scheduling solutions, we
propose in this paper a tool called ETOMA (Environnement de Test des Solutions
d’Ordonnancement Multi-Agents). It is composed of three modules: the first one called
“Develop” allows defining proposed solutions by specifying agents and their behavior.
The second one called “Test” generates automatically tests by comparing results with
existing benchmarks. Finally, “the Blackboard” is the third module which insures
communication and data exchange between the two previous components.

{The rest of the paper is organized as follows. In section 2 we present the ETOMA
architecture and detail all its components. Section 3 illustrates through an execution
example the ETOMA services. The last section enumerates the ETOMA advantages
and presents some work perspectives.

2 ETOMA Architecture

As mentioned previously, ETOMA is composed of three main modules Develop, Test
and Blackboard (figurel). In what follows we detail them.

2.1  Develop Description

This module offers necessary services for defining user’s solution. Services are about
agents’ creation, destruction and communication. It respects FIPA* [9] norms regard-
ing agents’ identification, life cycle and provided services.

2 FIPA : The Foundation for Intelligent Physical Agents.
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Fig. 1. Block diagram of ETOMA

2.1.1 Agent Characterization: Develop agent can offer one or many calculation
services. It has its own state, behavior, control thread and a capacity for interacting
with other agents. We propose an agent model based on the concept of competence as
it is identified in Magique platform [8]. An agent is an empty shell in which we insert
competences. These latter can vary from simple behaviors as responding to messages
to realization of complex calculations. The idea is to separate the agent from what it
can do. Thus, an agent is defined as « an entity talented with competences » [10]. We
fix minimal set of competences for an agent. We admit that two initial competences
are necessary for defining an atomic agent: “the ability of communicating” and “the
ability of getting new competences”.

2.1.1.1 Agent’s Identification: Each agent is identified by a unique identifier called
Agent IDentifier (AID) so it can be distinguished on the platform. The AID is attri-
buted to the agent when it is created; it is composed of two fields:

e Globally Unique IDentifer (GUID) : local name of the agent at the platform
e The platform name: by default, it is machine host’s name.

Exemple: machine_agent@user-pc

2.1.1.2 Agent Competences: A competence is defined as a sequence of operations
needed to execute a specific task. It can be perceived as a java class that can be added
to an agent. In programming, this approach favorites reusability and modularity. Once
a competence is developed, it operates in different contexts. It can be considered as a
reusable software component. An agent behavior is composed of several compe-
tences that interpret agent’s behavior in the environment.

2.1.1.3 Agent’s Education: At the beginning, all agents have similar behavior. They
have only two competences: communication and new competences acquisition. Con-
sequently, the difference between agents is generated by their different education.
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Their competences can be fixed by the programmer at their creation or learned dy-
namically due to interactions with other agents.

2.1.1.4 Machine Agent Description: From literature review [11] [12], we find that no
generic methods exists for production scheduling based on multi-agent systems.
However, all of these define a Machine Agent that represents the production resource.
For this reason, we define a “Machine Agent” with elementary competences needed
for users. The defined competences are:

e Proposing Duration: a Machine Agent has to propose processing times for tasks it
can execute. It brings these processing times from current test’s scenario.

e Getting Maintenance Benchmark: for each production scenario, our system gene-
rates a maintenance plan (section 2.2.4). In order to propose production task’s
processing time, Machine Agent has to take into consideration maintenance tasks
programmed on the same machine. For this, it retrieves the maintenance bench-
mark from the blackboard.

2.1.2  Develop Services: We identify some FIPA agents for the framework man-
agement. We retain the Agent Management System (AMS) and the Directory Facilita-
tor (DF).

2.1.2.1 Agent Management System (AMS): In general, this agent insures the follow-
ing functionalities:

e Inscribing a new agent: every agent has to be inscribed at the AMS in order to
save its identifier (AID) in the AMS directory.

e Modifying existing AID: the AMS verifies first that no agent is identified by the
new AID.

e Deleting existing AID: when an agent exists no more at the platform, its AID has
to be removed.

e Searching an agent.

e Creating, throwing, suspending, waking and killing other agents: every agent’s
father can effect theses actions by a request to the AMS.

2.1.2.2 Directory Facilitator (DF): The DF is an agent that offers yellow pages ser-
vice. It allows the correspondence between agents and their competences or services.
It can do two actions: inscribing agents at the directory with their services and finding
agents that can perform searched services.

2.1.2.3 Inter-agents Communication: Inter-agent communication is direct by sending
and receiving asynchronous messages. Agents can communicate directly without need
to an intermediate agent like the FIPA ACC (Agent Communication Channel). In
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order to keep received messages, each agent is endowed with a mail box called a
BAL. The BAL operates like a post mail and it follows a FIFO strategy. We propose
three communication models:

e Mono-diffusion (one-to-one): there is only one receiver of the message.
e Multi-diffusion (one-to-many): It exist many receivers for the posted message.

e Broadcasting (one-to-all): all platform agents must receive the message.

We have implemented many structures of messages. We propose a library of basic
messages. These structures allow exchanging strings, objects, competences or mes-
sages in accordance with FIPA specifications. All messages must contain parameters
that vary according to exchanged data. The obligatory ones are: performative, sender
identifier, receiver identifier and the content.

2.2 Test Description

This module offers the following functionalities:

2.2.1 Saving and Configuring a Scheduling Solution: Before starting a simula-
tion, user has to specify the floor shop to be represented and the objective function
that it wants to optimize. After that, the system chooses adequate benchmark for tests.

e Floor shop types: the developed system allows testing solutions for job-shop,
flow-shop and open-shop configurations.

e  Objective function: This information serves only for displaying results. It
represents the function that the user wants to optimize.

o  Used benchmarks: we use Taillard benchmarks [13] for several reasons. First,
these benchmarks are frequently used in production scheduling. Second, they in-
clude the three principal floor shop types (flow-shop, job-shop and open-shop).
Finally, their good documentation makes them easy to understand.

After defining a scheduling solution i.e. agents and their behaviors, we can save it
under an XML format in order to reuse it later. Also, our system can configure a pro-
duction shop floor from an XML description.

2.2.2 Interface Agent: Test module contains an agent called “Interface Agent”. It
is a subclass of the atomic agent class. It is a mediator between user, Develop and
Test Module (fig. 2). It identifies one or two test scenarios according to floor shop
configuration selected by user. Then it puts down it on the blackboard. Finally, it
retrieves results after the solution execution in order to display it. Interface Agent
competences are:

e Putting a benchmark on the blackboard.
e Putting maintenance plan: this point will be explained at section 2.2.4.
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e Results retrieval: allows results recuperation from the blackboard in order to dis-

play it.
e Running Simulation. Interface Agent is responsible of starting simulations.

N

— Putting down Y
Identifying :

- production and’or Wait for
tests - - - -
bene ke maintenance termination

him benchmark on the

- blackboard + nmning
sirmulation

Fetrieving results

+updating couples
{Test, result)

Fig. 2. The Interface Agent behavior

2.2.3 Managing Results: We include the following functionalities:

e Tests report generation: by generating a report, tests and all information about
studied shop floor can be grouped. It summarizes floor shop type, ran tests number
and final results i.e. the objective function value.

e Graphical visualization: graphical visualization is preferred for comparing results
with those of the benchmark and so evaluating the objective function. In this or-
der, our system offers two graphical visualizations: curves and tables.

2.24  Generating Maintenance Benchmark: Our system supports production and
maintenance joint scheduling. By lack of benchmarks dedicated to this kind of sche-
duling, we have proceeded as follows: several maintenance tasks can be planned for
one machine. Their processing time takes its value randomly from an interval fixed by
user. Example: [10, 30]. Actually, we cannot specify randomly maintenance tasks
because it depends on machines’ operating duration. Consequently, we admit that a
period between two maintenance tasks can be calculated by equation 1.

Ti= MP, * NTM . 1

Where MP; is the operating duration average of the selected production benchmark
and NTM is the number of production tasks between two maintenance tasks. It’s a
parameter that can be fixed by user.

2.3  The Blackboard

It’s an important component within the platform. It insures communication between
Develop and Test modules. Indeed, the user solution needs data from the test module
and this later need at its turn data from the former. In plus, as no generic scheduling
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method exists, we don’t know which agent is responsible for solution calculation. So
this structure allows results recuperation in order to display it by the test module. It is
composed of three components. The first one is used for benchmarks deposition and
retrieval. The second one, for results deposition and retrieval and the last one, for
maintenance plan deposition and retrieval.

3 Experimentation

In order to illustrate all above functionalities, we consider a solution example (figure
3) and we run it on our framework. Let consider a multi agent scheduling for a flow-
shop where the objective function is the Cmax minimization. In plus of platform’s
Machine Agent and Interface Agent, we identify two other agents:

(0} Identifying benchmarks by user 2) (3) CFP()
(1) putdown_benchi) retrieve_
B — e Black bench[} OF Agent

Board
-—
(T) retrieve_result() T

(6) putdown_result()

3) CFR)

Interface Agent

(4} duration_proposal()

Optimization Agent

(%) caleul ()

Fig. 3. Interaction among agents for scheduling

e OF Agent: is responsible of inializing the negotiation process for scheduling by
sending a call for proposals (CFP) to Machine Agents.
e Optimization Agent: its role is to calculate resulting schedules.

As illustrated in figure 3, after user selection of benchmarks, the Interface Agent puts
down every benchmark on the blackboard while creating Machine Agents. The OF
Agent sends a CFP to existent Machine Agents. These latter, send their proposals
according to the selected benchmark to the Optimization Agent. Optimization Agent
calculates the resulted Cmax by executing the “calcul()” competence and puts down it
on the blackboard. Finally, the interface Agent retrieves the result in order to save it.
We run the precedent example on our framework and we illustrate agents’ behavior
and framework functionalities via some screen captures. Figure 4 shows the ETOMA
main GUL. It is composed of four parts:

3 GUI : Graphique User Interface.
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Part one: describes defined agents for the scheduling solution. At the beginning, there
is only the AMS, the Interface Agent and the DF. After that, the user can create agents
corresponding to its solution (figure 5). In the previous example, we create OF Agent
and Optimization Agent. Finally, we add competences to the created agents. For OF
Agent, we add the “Ask_Proposal()” competence and for Optimization Agent, we add
the “Calcul()” competence. Notate that Machine Agents are created automatically
when the benchmark is selected (part three).

¥ 3
|| copesn | besnosts | rivams | wonror x|

o b 3 -'.<‘=|kN ! ""'D;'| ™

= - H Qoppa $ )
S ~ = s 3 uares

H
PRamEINTIS) ) 9

e tmpdnes

)

Fig. 4. The main GUI of ETOMA Fig. 5. Creating agents defined by user’s solution

Part two: a console panel that keeps track of solutions execution is showed. Indeed, it
is very important for users to follow their software execution. So, this part displays
each performed task by agents principally exchanged messages.

Part three: Allows users to define floor shops type (flow-shop, job-shop or open-
shop), the objective function (Cmax, Lmax and Rmax) and maintenance parameters
(NMT and M). In our example, we select (figure 6) a flow-shop configuration, Cmax
as an objective function and we do not consider maintenance parameters. In the same
part, we can identify tests benchmark at the “benchmark” tag. As mentioned previous-
ly, we use Taillard banchmarks. Notate that if we want to use other benchmarks, they
must have the same structure of Taillard benchmarks. When we identify a benchmark
type, we create corresponding Machine Agents (figure 7) (the number of Machine
Agents depends on selected benchmark). We select for example “tail 20_20_4". That
means that the flow shop is composed of 20 Jobs which pass through 20 machines.
Number 4 corresponds to the identification of the instance. Finally, we select a set of
benchmarks for execution and we run the simulation.
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Part four: After simulation’s termination, we can view results as a curve (figure 8) or
a table (figure 9). Furthermore, we can generate a recapitulative report that contains
all information about the executed simulation.

Fig. 8. The resulted curve
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4 Conclusion and Future Work

In this paper, we presented a new tool called ETOMA for developing and testing mul-
ti-agent schedules. It is composed of three modules. The first one called Develop de-
fines the user multi-agents’ solution by defining all system agents and their behavior.
The second one called Test manages tests and the third one called Blackboard insures
indirect communication between the two previous modules. ETOMA does not impose
any architecture for the system that represents the floor shop nether for agents to be
defined by users. The concept of competence adopted by our system insures flexibili-
ty of agents’ behavior and reusability of agents’ functionalities. ETOMA covers the
three existent floor shops’ configuration: Flow-shop, Job-shop and Open-shop what
make it designed to a large number of applications. The platform is extensible in such
manner to add other functionalities and options. In future work, we aim to improve
the platform by considering other flow shops type like single machine and parallel
machines.
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Abstract. This paper addresses stock market forecasting indices. Generally, the
stock market index exhibits clustering properties and irregular fluctuation. This
paper presents the results of using real volatility clustering (RVC) to analyze
the clustering in support vector regression (SVR), called “real volatility cluster-
ing of support vector regression” (RVC-SVR). Combining RVC and SVR
causes the parameters of estimation to become more difficult to solve, thus con-
stituting a highly nonlinear optimization problem accompanied by many local
optima. Thus, the genetic algorithm (GA) is used to estimate parameters.

Data from the Taiwan stock weighted index (Taiwan), Hang Seng index
(Hong Kong), and NASDAQ (USA) were used as the simulation presented in
this paper. Based on the simulation results, the stock indices forecasting accura-
cy performance is significantly improved when the SVR model considers
the RVC.

Keywords: Support vector regression, Forecasting index of stock market, Ge-
netic algorithm, Real volatility clustering.

1 Introduction

Forecasting the stock market is a prevalent research topic [1], as are forecasting
methods such as the adaptive network-based fuzzy inference system (ANFIS) in
Taiwan’s stock market forecasting [2], generalized autoregressive conditional hete-
roskedasticity (GARCH) in econometrics [3], the support vector machine (SVM) in
Taiwan’s stock market forecasting [4], and support vector regression (SVR) in the
forecasting research on stock indices [5]. Using these forecasting methods is appro-
priate when the fluctuation of stock market indices is regular; however, when it is
irregular, the performance degrades.

To overcome this degradation, many researchers in recent years have proposed us-
ing robust methods, such as SVR, in the stock market [6]. Using this model for fore-
casting is effective, but it loses its efficiency in strong-fluctuation stock markets.
Therefore, this paper proposes a method in which the stock data is clustered according
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to its degree of real volatility, and then combines the robust characteristics of SVR to
forecast a stock index. The problem in this model was complex and nonlinear; thus,
the genetic algorithm (GA) was used for parameter estimation.

The GA, which was proposed in 1975 [7], emulates the process of natural evolu-
tion to achieve optimization. Undergoing selection, copying, crossover, and mutation,
similar to genes, yields the next optimal generation; therefore, the GA is suitable for
solving nonlinear problems [8].

2 Proposed Method

SVR implements the structural risk minimization principle to achieve optimization
[9]. In linear regression function f(x,)=w'x,+b , where x,eR” for
i=1,2,..N . x, is the input attribute values of the ith training data in D dimen-
sional space, N is the size of training data, W is normal to the hyperplane, and
—b/ |W| is the perpendicular distance from the hyperplane to the origin.

Regarding nonlinear functions, the mapping function was adopted to transfer the
functions to a hyper-surface to be considered as linear functions. In SVR, the mapping
function is also called the “kernel function.” The radial basis function (RBF) used in
this study is expressed as

o X[
K(x) = exp(-=—~1) ()
o

where o is the kernel bandwidth parameter.
Thus, the nonlinear function through the kernel function is described as
f(x,)=w'K(x,,x)+b, where x,e R” for i=1,2,..N, and the SVR problem is

expressed as [6]

N
min%wTW +CY (& +ED
i=l1
subjected toy, — (W K(x,,x)+b)<e+& )
(WTK(Xi,X)+b)— y=e+é&
E.E'20 Vi=1..N

where &, fim is the slack variable that specify the upper and the lower training
errors subject to an error tolerance &£, ¢ indicates the loss function, and including
the cost function C as trade-off between the flatness of f(x;) and the training

error. The role of the slack variables, loss function and support vectors are shown in
Fig. 1.
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Fig. 1. The slack variables, loss function, and support vectors of SVR

As Eq. (2) is a quadratic optimization problem with inequality constraints, it is
solved by the following Lagrange form [6]

max—%ii(di —o)(a, -2 ) K(x,.x)" K(xj,x)—gi(ai +04.*)+ﬁyi(04 -a))
“ i=l =1 i=l =

3)

i i

subject toi(a a.) =0and0< ¢’ <C

i=1

where o, are Lagrange multipliers. After the «,¢; have been determined, the

parameter b can be estimated under Karush-Kuhn-Tucker as follow

f(xi):i(ai —o ) K(x,.x)+b
N @)
max{-e+y, - > (&, - ) K(x,,x) e, < C or & >0}<b

i=1

< min {-£+y, —ZN:(aI. —aj)K(xi,x)Ia,. >0or ¢ <C}

i=1

Three parameters are in SVR: cost function C, ¢ -insensitive loss function, and
the bandwidth ¢ of the kernel function. The ¢ -insensitive loss function makes the
model robust. If the difference between estimated values and objective values is less
than &, the difference is considered as 0. When the value of ¢ is high, the stock
situation cannot be determined. By contrast, when & is too low, it is not robust and
does not provide an accurate model for strong-fluctuation stock markets. Mandelbrot
observed the volatility clustering characteristic, stating that “large changes tend to be
followed by large changes, of either sign, and small changes tend to be followed by
small changes” [10-11]. Therefore, the stock closing index’s real volatility was
adopted in this study for clustering.
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Fig. 2. RVC-SVR’s manual flow chart

The rate of a weighted stock price return and its real volatility is obtained using

r,=In(p,)—In(p, )

.2
V.—}';.

i

)

where p, is the stock index at time I, r, is the rate of stock return at time I,and

v, is the volatility at time 7 [10].
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The proposed method for forecasting stock indices by using the SVR model is ex-
pressed as

1 i .
mmEW,TWy +Cy;(fyi +§y,- )

subjected to y , —(wyTK(xW. X,)+b )g £+,

(w7, x)+b )=y, =¢,+¢&,; 6)
&6, 20 Vi=1..N
re{o,1}

where ¥ indicates either high or low volatility, which is clustered using k-means
[12]. When ¥ equals O, it refers to high volatility, and when ¥ equals 1, it refers to

low volatility.

In general, the optimization problem is a very highly nonlinear function. Many lo-
cal extreme values may exist. Therefore, we will use GA to specify these parameters,
C,, &, and o, tosolve the RVC-SVR problem. In this paper, a simple genetic algo-
rithm is composed of four operators, which are select, copy, crossover, and mutation

[13] to search the parameter set {Cy,87,0'7 I ye{o, 1}} in Eq. (6). Fig. 2 describes the

manual flow chart of the proposed-method, in which the unknown parameters in Eq.
(6) are estimated using the GA.

3 Simulation

Taiwan stock weighted indices, Hang Seng indices, and NASDAQ indices from Octo-
ber 13, 2009 to December 22, 2011 were adopted in the experiment in this study, in-
cluding October 13, 2009 to May 27, 2011 for training and May 30, 2011 to December
22, 2011 for testing. Fig. 3 represents the sample autocorrelation and sample partial
autocorrelation for the stock index volatility in Taiwan, Hong Kong, and NASDAQ
respectively, all with a 95% confidence interval. Based on Fig. 3, most lags were out-
side the boundary, meaning that the stock index volatility had significant autocorrela-
tion. The idea of using the autocorrelation and partial autocorrelation of volatility for
determining time series behavior was proven using the GARCH model [14].

The estimation of error in the experiment is a root mean square error (RMSE),
which is obtained using

%[yi_f(xi)]z
RMSE = || = y (7

where f(X;) is the forecasting value of the ‘th data, Yy, is the true value of the ‘th

data, and M is the size of the forecasting data.
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Fig. 3.Sample autocorrelation and sample partial autocorrelation of the stock index volatility

Table 1. Test results of the forecasting for Taiwan, Hong Kong, and NASDAQ data based on
SVR [5], RVC-SVR, and ANFIS

Stock Method RMSE
Taiwan SVR 84.336
RVC-SVR 79.808
ANFIS 331.976
Hong Kong SVR 233.294
RVC-SVR 215.676
ANFIS 5945.617
NASDAQ SVR 36.227
RVC-SVR 34.691

ANFIS 61.194
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Table 2. The parameters for Taiwan, Hong Kong, and NASDAQ data based on SVR and RVC-

SVR
Stock Method Class Parameters
C £ g=1/c’
SVR 215 P D
Taiwan RVC- 7=0 14.957 2(-0.680) H(5713)
SVR y=1 514.909 16.264 (0851)
SVR 215 26 2(-4)
Hong Kong RVC- y=0 21499 22027 2(-2.695)
SVR y=1 714663 2383 (-5.649)
NASDAQ SVR 215 7¢-19) 29
RVC- 7=0 14998 94737 (-4.045)
SVR y=1 91499 4636 (0273)
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Fig. 4. The differences between the real stock index and the forecast stock index

Table 1 lists the test results of SVR [5], ANFIS [2], and RVC-SVR for the fore-
casting stock market indices. Fig. 4 illustrates the differences between the real stock
index and forecast stock index in the RVC-SVR experiments, and it demonstrates that
the RVC-SVR model determines the trend of the stock index. Table 2 lists the
detailed parameters of the RVC-SVR model. We further observed that the optimal
parameters are significantly different in each cluster of data set clustered by real
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volatility, meaning that RCV-SVR reduces its heterogeneity and enlarges each data
set to obtain a more robust model for forecasting.

4 Conclusion

Because of clustering properties and irregular fluctuation in stock market indices, the
designed method, RCV-SVR, for estimating stock market indices, combines real vola-
tility characteristics for clustering to reduce the behavioral heterogeneity in stock
indices with SVR. The estimated performance improved significantly. Therefore, the
proposed method is effective for obtaining accurate estimations when encountering
strong fluctuation.
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Abstract. Crime prevention is one of the important roles of the police system in
any country. One of the components of crime prevention is crime rate classifica-
tion. Thus, this study proposed a crime classification model by combining Artifi-
cial Neural Network (ANN) model and Particle swarm optimization (PSO) model.
PSO is used as feature selection to select the significant features that affects the
capability of ANN as classifier. This combination is expected to generate more
accurate classification result with minimum error. To evaluate the performance of
the proposed model, comparison with ANN model without PSO is carried out on
the Communities and Crime dataset. The proposed model is found to produce bet-
ter classification accuracy as compared to ANN model alone in classifying crime
rates. Besides improving the classification accuracy, the proposed model has re-
duced the learning convergence time in training phase.

Keywords: crime, classification, prediction, particle swarm optimization.

1 Introduction

Recently, increasing volumes of crime had brought serious problems in the communi-
ty. Therefore, crime prevention is one of the important roles of the police system in
any country. One of the components of crime prevention is crime rate classification.
Crime classification is one of a prime focus in the field of Criminology. Research on
crime forecasting has increased because of the potential and effectiveness of classifi-
cation in crime prevention programs. Crime classification can assist the police to
make a proper operational and tactical strategies in the future, such as to allocate po-
lice patrols in the right area, install CCTV in the right place and plan other operations.
A common practice is to identify hot spots in the preceding period based on their
geographical location and assume these hot spots will persist into the next period [1].
Some researches in crime classification have been done by several researchers [2,
7,9, 11, 12]. Several methods have been applied in crime classification research such
Naive lag, exponential smoothing methods and classical decomposition, Decision
Tree, Regression and ARIMA. Even though the application of Artificial intelligence
(AID) techniques especially artificial neural networks (ANNs) have shown a great clas-
sification performance, their applications in crime dataset are still rare. ANN is a
model inspired by brain. ANN with back propagation learning algorithm is typically
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used as a benchmark model for any classifier. However, ANN is a black-box learning
approach where it cannot determine automatically the significant input features. To
overcome the limitation of ANN in choosing relevant features as input, feature selec-
tion is needed. Particle Swarm Optimization (PSO) is one of the popular optimization
techniques that have capability to perform the feature selection task [4]. Thus, the
objective of this paper is to propose a new classifier that combines PSO and ANN to
classify the crime rates. Therefore, in this paper we intend to combine ANN and PSO
as a classifier to classify crime categories.

2 The Proposed Classification Model, PSO-ANN

Figure 1 shows the overview of classification process using ANN and PSO as feature
selection in classifying violent crime categories. There are four phases involve name-
ly data preparation, feature selection, classification and evaluation. The detail expla-
nation of each phase will be given in the following section.

Data Preparation Feature Selection
| Normalization, Particle Swarm Selection of Best
Crime Dataset remove missing M N
1 Optimization Features
value |

Evaluation ; Classification
Artificial Neural Divide data into
Result Evaluation ; Confusion Matrix Network [« training and testing
: P Classifier set

Fig. 1. Classification Process for of Crime Rate Categories

2.1 Crime Dataset

The Communities and Crime data set is obtained from the UCI Machine Learning
Repository. This dataset focuses on communities in United States of America (USA).
The data comprises of socio-economic data from the ‘90 Census, law enforcement
data from the 1990 Law Enforcement Management and Admin Stats survey and crime
data from the 1995 FBI UCR. The dataset consists of 147 number of attributes and
2215 number of instances with missing values [16].
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2.2  Data Preparation

Data preparation is essential for successful data classification. Poor quality data typi-
cally result in incorrect and unreliable data classification results. Thus, the following
data preparation mechanisms were carried out to obtain the final set of attribute in an
appropriate form for further analysis and processing.

e All the attributes with large number of missing values were removed

e The newly added nominal attribute named ‘Categories’ is created from the attribute
named ‘violentPerPop’ — if the value is less than 25% than the Categories is
‘Low’. If the value is equal to or greater than 25% than the Categories is ‘Me-
dium’. If the value is equal to or greater than 40% than the Categories is ‘High’ [6].
There are 1871 instances classified as ‘Low’, 242 instances classified as ‘Medium’
and 102 instances classified as ‘High’.

e All attributes are set to numeric except ‘Categories’ which is set as nominal.

e The final number of attributes after data preparation are implemented is 104. This
number of attribute will undergo feature selection process.

e All the data will be normalize into [0, 1] using min-max method by using (1).

vi—minv;
Vi= ——— (1)
max v;—min v;
Where V; is normalized variable at i;, row. Min v;is minimum value for variable
v. and max v;is maximum value of v.

3 Experiment

3.1 Feature Selection

PSO is used as feature selection tool to select a subset of relevant features to be used
in model construction of ANN classifier. PSO will examine and then recognize the
irrelevant and redundant features. Redundant features are those which provide no
more information than the currently selected features, and irrelevant features provide
no useful information in any context. Hence removing these features can improve the
classification accuracy and learning times. Based on the review of the existing litera-
ture [4, 5, 14, 15], PSO is one of the frequently used feature selection techniques since
it provides an accurate classification result and easy to implement. The overview
process of PSO feature selection is shown in figure 2 [4, 5].

PSO is initialized with a population of random solutions, called ‘particles’. Each
particle is treated as a point of an S-dimensional space. The iy, particle is represented
as X; = (x;;, X, ..., X;s). The pBest is the best previous position (best fitness value) and
represented as P; = (p;;, pi» -.- Pis)- The best among all the particles is represented as
‘gBest’. The velocity is the rate of change of the position for particle i and represented
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Generate particle swarms
with random position(x)
and velocity(y)

[ Particle n

[ Particle 2

v Particle 1

Evaluate position
(fitness)

v
If fitness(x) >
fitness(pBest) Update position
pBest = x X=X+V
. I
If fitness(x) >
fitness(gBest) gBest Update velocity
=X

NO Meet termination criteria?
 — (gBest = sufficient good fitness
or maximum generation)

Return best solution

Fig. 2. PSO Process

as V; = (v, vip, ..., vis). The particles are manipulated according to the fitness function
which is a positive linear function of time changing according to the generation itera-
tion and can be represented as equation (2) and (3).

Via = Wxvig + ¢y xrand( ) * (Dig — Xiq) + cz *rand( ) * (Pga - xid) ()

Xig = Xia ~ Via 3)
where d =1, 2, ..., S, w is the inertia weight. The learning rate c; and c; represent the
weighting of the acceleration terms that pull each particle toward pBest and gBest

positions. Lastly, rand() is a random function in the range [0,1]. Basically, the steps
involves in PSO are as follow:

1. Initialize parameters such as the acceleration constants, inertia weight, number of
particles, maximum number of iterations, velocity boundaries, initial and constrained
velocities and positions, and eventually the error limit for the fitness function.

2. Evaluate the particles' fitness function values, comparing with each other, therefore
setting the local best (pBest) and global best (gBest).

3. In accordance with Equations (2) and (3), calculate a particle's new speed and posi-
tion, and then update each particle.
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4. For each particle, compare the current fitness value with the local best. If the cur-
rent value is better, update the local best fitness value and particle position with the
current one.

5. For each particle, compare the current fitness value with the global best. If the cur-
rent value is better, update the global best fitness value and particle position with
the current one.

6. If a stop criterion is achieved, then stop the procedure, and output the results. Oth-
erwise, return to step 2.

Table 1 lists the parameters setting for PSO which are based on suggestions in the
previous studies [4-6].

Table 1. PSO Parameters Setting

Learning Rates Number of Particles (n)
Experiments

C1 C2
1 1.0 1.0
2 1.0 2.0 5
3 2.0 1.0
4 2.0 2.0
5 1.0 1.0
6 1.0 2.0 20
7 2.0 1.0
8 2.0 2.0
9 1.0 1.0
10 1.0 2.0 100
11 2.0 1.0
12 2.0 2.0

Figure 3 visualize the result of PSO feature selection in term of number of features
and fitness value. For, the first graph, the x-axis represents the iy number of experi-
ment and y-axis represents the number of features used in each experiment. In the
second graph, x-axis represents the i, number of the experiment and y-axis represents
the fitness value used.

Figure 3 shows that the number of features is decreasing and the value of fitness
function is increasing when the experiment is iterated. The PSO algorithm will stop
searching after it found the optimal solution which is the lowest number of features
with the highest fitness value [4]. Result from this study shows that the experiment 10
produces the optimum number of features with highest fitness value. Out of 104 ini-
tial features used, only five features are identified by PSO as significant features. The
new selected attributes (represented as number) are 17, 51, 72, 100, and 103. Table 2
shows the detail information of selected significant attribute for crime classification
after implemented feature selection.
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Number of Features Fitness Value
80 1.5
60 1
20
0 0
12345678 9101112 1234567 89101112
e Number of Features Fitness Value
Fig. 3. Number of features and fitness value for PSO feature selection
Table 2. Attribute description for selected significant feature
Attribute Attribute Name Description
No.
17 pctWsocsec percentage of households with social securi-
ty income in 1989
51 pctKidsBornNevrMarr | percentage of kids born to never married
72 houseVacant number of vacant households
100 popDensity population density in persons per square
mile
103 violentPerPop total number of violent crimes per 100K
popuation

3.2 Classification Evaluation

The effectiveness of PSO feature selection is evaluated using ANN classifier. To vali-
date the performance of PSO as feature selection, comparison with ANN classifier
without PSO is conducted. 10-fold cross validation methodology was chosen to split
data into training and testing. In 10-fold cross validation, the complete dataset is split
randomly into 10 mutually exclusive subsets of approximately equal size. Each classi-
fication model will be trained and tested 10 times which mean one round of cross
validation involves the partitioning of data into two subsets of training and testing
data. Validating the analysis for testing subset is based on the training subset. The test
outcomes of all folds are compiled into a confusion matrix. Table 3 shows the Confu-
sion Matrix for the classification result. The rows represent the actual categories and
the columns represent predicted categories.

The bold numbers represent the number of correct classification produce by
classifier. From the classification result obtained, PSO-ANN produced better classifi-
cation performance compared to ANN. PSO-ANN correctly classifying for both
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Table 3. Confusion Matrix

Confusion Matrix
Prediction Method (Predicted Class)
Low Medium High

Low 1864 7 0
PSO-ANN Medium 2 240 0

High 0 2 100

Low 1851 20 1
ANN Medium 17 218 7

High 1 14 87

categories ‘Low’ and ‘High’ classes 13% higher than ANN. For ‘Medium’ class,
PSO-ANN improved the ANN classification ability about 22%. This result indicates
that the application of PSO in ANN classifier has successfully removed the irrelevant
factors that affect the performance of ANN classifier in crime classification.

To further validate the performance of PSO-ANN model, five statistical perfor-
mance measurement criteria are also applied. They are average accuracy, error rate,
precision and recall [6]. The formula for each measurement is given as follow:

Average Accuracy Error Rate
! TP+TN; 1 FPi+FN;
_ Zi:lTNL-+FNl-+FPL-+TNL- 4) _ Zi:lTPi+FNL-+FPi+TNl- (5)
l l
1 TP; L TP
.. i=1Tp,+FF, i=1TP 7FN;
Precision = ——+— ©6) Recall = ———— @)

l l

Where TP, TN, FP and FN denote true positive, true negative, false positive and false
negative. Average accuracy measure the average per class for the overall number of
correct classification of classifier. Error rate measure the average of classification
error per class. Precision is an average per class for the positive label given by clas-
sifier. Recall is an average effectiveness of a classifier to identify class labels.

4 Result

Table 4 shows the classification results obtained from PSO-ANN model and ANN
model. PSO-ANN outperformed ANN in terms of average accuracy (99%, 98%), error
rate (0.0033, 0.0181) and processing time (52s, 3862s). In fact PSO-ANN need only
five features to beat ANN classification performance. Therefore, it will improve the
computational time of PSO-ANN since the network’s structure used is smaller. PSO-
ANN only need 52 second to correctly classified crime rates category while ANN that
used 104 features need 3862 second to do the same task. Table 4 shows the detail
statistical results of the classification on crime dataset.
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Table 4. Classification Result PSO-ANN vs. ANN

Number Of Fea- Average Accu- Error Tim

tures racy Rate e(s)

PSO-ANN 5 0.9917 0.0033 52
ANN 104 0.9819 0.0181 3862

Figure 4 visualize the recall and precision for PSO-ANN and ANN. PSO-ANN
improved the capability of ANN’s recall and precision about 7% and 6% respectively.

0.98
0.96
0.94
0.92

0.9
0.88
0.86

PSO-ANN ANN

W Recall M Precision

Fig. 4. Recall vs Precision

To wrap up, the application of PSO in ANN classifier has helped ANN to recog-
nize the optimum number of relevant features that can improve the ANN classifica-
tion performance and reduce the computational cost.

5 Conclusion

In this paper, PSO feature selection was proposed as feature selection to overcome the
limitations of ANN classification on the crime dataset. Experimental results shows
that the application of PSO on ANN improved the classification accuracy of general
ANN, reduce the node amounts of the input and hidden layers (reduce the complex
structure of ANN) and decrease the learning time or computational cost of ANN. It
offers a promising alternative to improve the application of ANN in knowledge dis-
covery and data dining from a large —scale information pool.
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Abstract. The e-learning recommender systems are based on the users past
history, ratings, likes or dislikes. The low-rated (less rated history profile) users
may cause of zero or non-relevant recommendations issue in these days, which
lose the users interest. This research proposed the goal-based hybrid filtering
approach that used to perform the personalized similarities between users
personalized profile preferences collaboratively. The aim of this research study
is to improve the low-rated user’s recommendations by tackling the
collaborative filtering and k-neighborhood personalized profile preferences
similarities in e-Learning recommendation scenarios. The experiments has been
tackled with famous ‘Movielens’ dataset while the experimental results has
been performed with the help of (average mean precision Pr: 79.90%) and
(average mean recall Re: 83.50%) respectively. A conducted result
demonstrates the effectiveness of proposed goal-based hybrid filtering in the
improvement of low-rated users profile recommendations in e-learning
recommendation systems.

Keywords: Goal-based, hybrid filtering, recommender systems, e-learning,
collaborative filtering, k-nearest neighbors.

1 Introduction

The intensification of web informational content increased the difficulties of find the
relevant content quickly and efficiently. For end-users, Idiosyncratic e-Learning
scenarios are diverse in learning information / guidance and content-based electronic
learning environment (sometimes called e-Learning) is one of them [2]. Where
electronic learning provides many benefits to users, there are some drawbacks too; the
one and major drawback is Large Content Mismanagement because traditional
learning organizations cover their mismanagement by increasing the number of pages.
This page-to-page running environment has not been considered an effective and
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good management strategy for content handling [3]. The reason of discouraging this
strategy is that the user spends a lot of time for visiting every page and retrieving the
required learning content. This process cuts the users interest. However,
Recommender Systems in e-Learning knows as e-Learning Recommender Systems
[4]; offers more flexibility for users to overcome the large content management issue.
It helps to decrease the content searching time, increase the user’s interest, and
provide the recommendations relevant to user’s goals / interests [5].

1.1 Recommender System Approaches

Recommender or Recommendation System is a branch of information retrieval,
gradually it filters the result in three ways; namely Content-based Filtering (CBF),
Collaborative Filtering (CF), and Hybrid Filtering (HF) [6]. the Content-based
Filtering (CBF) only recommends relevant items/learning contents to users that are
similar to the ones they preferred them self’s in the past [7], while in Collaborative
Filtering (CF), the users recommend relevant items/learning contents that other users
with similar interest and preferences liked in the past [8]. The Hybrid Filtering (HF) is
a third way of e-Learning Recommender Systems to tackle the filtering results [9].
Simultaneously, these approaches play a controversial role to tackle the users required
goals although with respect to traditional research aspects, every filtering approach
has its own limitations. The HF basically, hibernates the features of CF and CBF,
somehow the encouraged researchers combine some adopted machine learning
techniques / approaches with CBF or CF (sometimes with the combination of both) to
emerge the Artificial Intelligent aspects in it.

1.2  Low-rated User Profile Recommender Issue

The growing user-based challenges affect the performance of recommender systems
in e-Learning, one of them is low-rated (less rated history) user’s profile
recommendation issue. This issue moderated against the user profile preferences and
user’s past / history ratings (sometimes called voting or like/dislike) on specific
learning contents / items. The contemporary literature induced that the low-rated users
(who do not have much past / history profile rating against any learning content / item
in the system) may facing the forecasting recommendation issues. In other words, the
recommender systems are unable to forecast the recommendations to low-rated user
profiles [10, 11]. Critically, this issue has two causes; (1) user is not regular in the
system, or (2) user has not rated or visited much learning contents / items in the past /
history. In both cases, the recommender systems unable to recommend the required
learning content / item to the end user, which loss the user’s interest too.

1.3 Research Contribution

Salient aspects of our research work contribution towards e-learning recommender
systems are as follows:

— Drive a goal-based hybrid filtering approach to improve the performance of
e-learning recommender systems on low-rated profiles recommendations.
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— Improve traditional collaborative filtering with hybridization of k-nearest
neighbors features to overcome the low-rated user’s profile recommendations.

— Operate validation / normalization to improve the traditional dataset driven
method.

— The goal-based hybrid filtering approach is flexible with user’s profiles; the
flexible in terms that it do not need users extra information, the “age, gender,
and occupation” profile preferences are enough to compute the
recommendations for low-rated users.

2 Related Work

The author [4] combined the collaborative and content-based filtering approaches and
used a keyword maps technique for extracting the low-rated content automatically.
Researchers are proffered the approaches hybridization (partially used machine
learning) to tackle the low-rated users profile recommendation issues on more
appropriate and systematic way. For example, Bharadwaj in 2013 proposed user-
oriented content-based recommender system (UCB-RS) [1] with two stages. In the
first stage, the [1] used fuzzy theoretic content-based filtering to generate the initial
population of users’ preferences by interactive genetic algorithm (IGA) using
reclusive methods (RM’s). In second stage, the [1] used k-mean algorithm for
clustering the item in order to handle time complexity of interactive genetic algorithm
(IGA). Usually, the traditional k-mean is unable to handle time computational
complexity with genetic algorithm if K is small [12]. Mostly with large set of data, the
traditional k-mean does not give sufficient performance. K.I.Bin Ghauth in 2010 also
proposed a hybrid system of recommendation to overcome the low-rated users issue
for the e-learning environments.

M.Lee In 2006 proposed a collaborative filtering recommender system combined
with the SOM Neural Network for low-rated users profile recommendations. The
author [13] categorized the users based on their demographic information, and used a
clustering technique to cluster the users in each category according to their preference
to items using the SOM Neural Network. M.Jahrer in 2010, used several approaches
such as SVD (Singular Value Decomposition), Neighborhood Based Approaches
[14], restricted Boltzmann Machine, Asymmetric Factor Model and Global Effects to
build recommender systems. The author [15] show that linearly combining these
algorithms increases the accuracy of prediction.

Many researchers have been used / adopted different techniques (i.e. k-nearest
neighbors “a branch of neural networks,” data mining, data clustering and patterns
recognition, etc.). These techniques have been categorized in machine learning
approaches that have been used in recommender Systems in order to domain
requirement and the cause of sorted issue. Nevertheless, many researchers have
adopted different machine-learning techniques (i.e. k-nearest neighbors “a branch of
neural networks,” data mining, data clustering and patterns recognition, etc.) in
recommender systems in order to domain requirement and the cause of users profile
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recommendation issue [16-18]. These techniques increase the efficiency that has
ineffectual in tackling the learning contents by analyzing users past preferences.

3 Goal-Based Hybrid Filtering

This research work proposed a Goal-based hybrid filtering approach, which
hybridized selected features of collaborative filtering and k-nearest neighbors to
improve the low-rated users profile recommendations. Here, neighborhood
personalized profile similarities measures the resemblance between the collaborative
user’s profiles preferences (age, gender, occupation) without using any extra user
profile information with the help of famous ‘Movielens’ dataset [19].

3.1 Dataset in Used

This research used the famous ‘Movielens’ dataset for experiments [19]. The specialty
of ‘Movielens’ is that it is a real-time validated dataset with and famous for
experimenting the constructed hybrid recommendation systems [20-22]. Through the
previous literature and our understanding, we noticed some key-points in dataset that
mentioned in Table 1.

Table 1. ‘Movielens’ dataset D key-points

Key-Point 1: | The strength of users ‘U’ is 943.

Key-Point 2: | Low-rated user’s profiles are 872.

Key-Point 3: | High-rated user’s profiles are 61.

Key-Point 4: | The strength of learning contents / items ‘I’ is 1682.

Key-Point 5: | Each user ‘U’ vote / rate ‘R’ at least 20 learning contents / items
‘T from 1682
Key-Point 6: | The rating scores from 1 to 5

Key-Point 7: | The rating strength (Ru,i) of 943 users ‘U € u’ against 1682
learning contents / items ‘I € i’ is around 100,000

Table 1 defines the clear aspects of ‘Movielens’ dataset. In general, classification,
the user U profile is fully depending on the ratings ‘R’ against each learning content /
item L. Although, it is expressed that 1,682 different items ‘I’ contains 100,000 ratings
‘R’ (sometimes called vote) by 943 users ‘U’ [10, 21-23]. The density of the user-item
matrix with respect to ratings created from the ‘Movielens’ dataset is;

total ratings Ru,i total users u€U) = totalitems i €1)

ey
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ZRu,i
/(ZuEU)X(Zi €D

_ 100,000

(943) x (1,682) — 1>-86%

In equation (1), 15.86% considered as appropriate fine in terms of sparsity for the
evaluation and validation of the dataset. The validation / normalization ‘Movielens’
dataset helps to rearrange the dataset as (a) training set: low rated users and (b)
testing set: high-rating profiles sequences.

3.2  Testing and Training Set

The rearrangement of ‘Movielens’ dataset ‘D’ in training and testing sets has been
employed using the users ‘U ‘profiles as per their ratings ‘R’ information. In the
general method of training / testing set portionalization [1], the dataset have been
divided as 50% of training set and 50% testing set [1]. Alternatively, in this proposed
work allocate the training and testing sets in a slitter different way. The detail view is
shown in Figure 1. The dataset portionalization helps the system to classify the
training set (presents as TR) and testing set (presents as TS) from ‘Movielens’ dataset
‘D’. The definitions of these training and testing sets are shown in Table 2.

Table 2. The definitions and purposes of derived training set (7%) and testing set (T’s).

Subset Definition Purpose
TR Training set of users ‘U’ profiles with
ratings ‘R’ of range (1 = ‘R* € r < To improve the low-rated
1000). users profile
TS Testing set of users ‘U’ profiles with recommendation
ratings ‘R’ of range (‘R’ € r > 1000).

This research study classifies training Ty and testing T sets in a slighter different
way from the previous literature [1]. Methodologically, training and testing sets (Tg
and Ts) has been used in collaborative filtering with k-nearest neighbors features
(mentioned in section 3.1) and it works to overcome low-rated users profile
recommendations in proposed goal-based hybrid filtering approach for e-Learning
recommender systems.

3.3  Hybrid Filtering Approach

This section discusses the inheritance of a famous machine learning (k-neighbors)
features with collaborative filtering approach. This inheritance helps to overcome the
low-rated user’s recommendations issue that shows the usefulness of user’
personalized profile similarities using k-neighbors features collaboratively.
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Collaborative Filtering with ]

1= ‘R’ < 1000 (a) (Low-rated)
K-Nearest Neighbors
R > 1000 }@ (b) (High-rated) ¥
[ Low-rated Users

Recommendations

Fig. 1. Operational flow of collaborative filtering with k-neighbor features for low-rated users
‘U’ recommendations.

Fig 1 shows the operational flow of collaborative filtering with k-nearest
neighbor’s scheme to the improvement of low-rated users ‘U’ recommendations.
Generally, in the collaborative filtering approaches [11, 21, 24], the system
recommend relevant items / learning contents to the target user that other users with
similar interest and preferences visited / liked or high rated in the past. This means,
the traditional collaborative approaches did not worked well with the low-rated users
‘U’ if the user is not regular or less visited / liked or rated items in past. To handle
this, the research work proposed foremost a slight different way, this work used the
total ratings ‘R’ of per user to classify the (a) low-rated users and (b) high-rated users
(discussed in section 3.2) in the system.

4 Implimentation
The implementation of proposed goal-based hybrid approach has been made by
following operational steps:

Step 1 - (Initialization): Initialize the (a) user ‘U’, (b) item / learning content ‘I’ and
(c) ratings ‘R’ data sets from ‘Movielens’ dataset ‘D’.

U={u,u,,uy,...,u, lue U} (a)
1={iiyi5,...,i, lie I} (b)
R={n,n.1,1,15 Ire R} (c)

Step 2 - (Classification): The system arrange low-rated users which total ratings ‘R’
(1 ~ 1000) as training set (TR) and high-rated users which total ratings ‘R’ are
(1000 above) as testing set (TS).

Step 3 - (Collection): With respect to the training (TR) and testing set (TS), the
system collects the profile preferences (age, gender, occupation) from the users
personalized profiles for computing the collaborative similarity measurement.

Step 4 - (Hybridization): Hybridize the collaborative and k-neighborhood features to
conduct following parameters:
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— Profile Similarities: Profile similarity has been calculated between the training
set Tr (low-rated users ‘u’ profile preferences) and testing set Ty (high-rated
users ‘v’ profile preferences) to improve the low-rated user recommendation
accuracy. The following similarities have been measured by using Euclidean
cosine vector-based similarity method in equation (2) and (3).

_ dOt(u'v)
Z w= Z (normy), x (norm,), @)
Sim(u,v) = ZurX Quxv) (3)

JEu? x GwAYEv? x T v)?)

With the help of equation (2) and (3), the similarity has been tackled between
the low-rated user (as vector ‘u’) and high-rated user (as vector ‘v’)
personalized profile preferences (age, gender, and occupation). The similarities
of user ‘u” and user ‘v’ are represented as Sim(u,v). The similarity results are
demonstrated in section 4.

— Similar k-neighborhoods: Compute the similarities Sim(u,v) of users ‘u’ and
users ‘v’, choose only those k-neighbor users ‘v’ profiles, which are highly
similar to user ‘u’ profile preferences.

— Neighborhoods related items / learning content: Collects the items i that rated
by the k-neighbors similar users of user’s ‘v’.

Step 5 - (Recommendation): Receives the recommended items / learning-contents ‘I’
and recommend them to low-rated users. The recommendations are denoted as rm.

5 Results and Discussion

The experimental result has been tackled with the help of equation (2) using cosine
vector-based similarity matrix factorization [Un x Vn]. This study randomly elects 10
low-rated users profiles (as mentioned in section 2.3) as (U1, U2, U3, U4, U5, U6,
U7, U8, U9, U10) and the N number of users profiles with ratings greater than 1000
identifies as Vn high-rated user’s profiles. The low-rated / users ‘u’ € ‘U’ have been
considered as training set TR and high-rated user’s ‘v’ € *V’ are as testing set TS
(discussed in section 2.3). Table 3 shows the resulting matrix of conducted
experiment with (U1, U2,...,Un=10 | ‘0’ € ‘U’) training and (V1, V2,...,Vn | v’ €
’V?) testing set. The similarity resultant matrix of [U10 x Vn] has been measured
(from 0.1 to 1.0) parameters between low-rated users (U1, U2,...,Un=101| ‘v’ € ‘U’)
as training set and high-rated users (V1, V2,...,Vn | ‘v’ € ’V’) as testing set from the
‘Movielens’ Dataset D. This similarity matrix element has computed with the help of
following similarity parameters in equation 4:
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0.9 to 1.0 if there isperfect similarity between user u and user v

= 0.1 and < 0.9 if there is mature similarity between

S1m1lar1ty[b.mxv“] = Nuser u and user v
0 if there is no similarity between user u and user v

With the help of equation (4) similarity parameters of [U10 x Vn] from 0.1 to 1.0
between low-rated users (U1, U2,...,Un=10 | ‘v’ € ‘U’) and high-rated users (V1,
V2,...,Vnl ‘v €’V).

Table 3. Similarity matrix of training-set TR, and testing-set 7S, as U,_;o X V,,

Vi | Vo, | Vs V4 Vs Vs v Vs | V,
U, [0.957[0.938]0.911 | 0.944 [ 0.938 | 0.729 [ 0.952 [ 0.944 | 0.949
U, | 0.938 [0.957 ] 0.954 [ 0.956 | 0.892 | 0.788 | 0.878 [ 0.752 | 0.948
U; | 0.947 [0.982]0.957 | 0.955 | 0.934 | 0.584 [ 0.621 [ 0913 | 0.499
U, | 0.788 [0.878 [ 0.752 [ 0.957 | 0.956 | 0.715 | 0.842 [ 0.949 | 0.701
Us [0.8190.899 [ 0.621 | 0.697 | 0.957 | 0.934 | 0.584 [ 0.621 | 0.913
Us [0.946 [0.715[0.842 [ 0.949 | 0.701 | 0.957 | 0.788 | 0.878 | 0.752
U, [0.949 [0.715[0.842 [ 0.949 | 0.701 | 0.952 [ 0.957 | 0915 | 0.955
Us | 0.955[0.955[0.584 | 0.621 [ 0.913 | 0.956 | 0.955 [ 0.957 | 0.938
U, | 0.899 [0.621[0.957 | 0.948 | 0.947 | 0.925 [ 0.899 [ 0.935 | ....... 0.499
U, |0911[0.897|0.893 [ 0.944 [ 0.899 | 0.621 | 0.697 [ 0.952 | 0.957

The table 3 stated that low-rated user’s profiles similarity results exhibit almost
identical accuracy that would be indicated by Precision Pr (equation 5) values. Their
recall Re (equation 6) values differ considerably, hinting at similar behavior with
respect to the types of users scored profile content similarities.

Total size of recommended learning contents _ Ty,
Total size of learning contents Y

Precision (Pr) =

)

Recall (Re) Total size of recommended learning contents Trm ©
eca e) = =
Total size of relevent learning contents T, .
(uv)er

The results evaluation has been done with the help of precision equation (5) and
recall equation (6) respectively. In equations (5) and (6), T,,, embodies the total
number of recommended contents / items, 7; represent total contents / items stored in
the system and Tje- is considered as total relevant content / items with respect to
ratings. The conducted experimental study on the improvement of traditional
collaborative filtering features with k-neighborhood to improve the low-rated users
profile recommendation issue. The evaluation stage compared the research work of

)
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Table 4. The results evaluation of Proposed Goal-based hybrid filtering, measured by Average
Mean of Precision Pr and Average Mean of Recall Re

Kant, V. and K.K. Proposed Goal-based
Bharadwaj [1] Hybrid Filtering
Average Mean of Precision Pr 66.43% 79 90%
(equation 5)
Average Mean of Recall Re 78.53% 83.50%
(equation 6)

(Kant and Bharadwaj, 2013), the researchers stat that Kant and Bharadwaj’s work
based on machine learning based recommendations method. The evaluation results of
[1] and the proposed goal-based hybrid filtering are given in table 4.

In the table 4, the average mean of precision Pr (equation 5), used to calculate the
precision mean average rate of recommendation on behalf of the similarity between
training set U and testing set V users profiles similarity measurement with the help of
table 3. While the average mean of recall Re (equation 6), used to measures the
average rate of desired learning content / items appearing among the low-rated users
profile recommendations. The results show that the proposed goal-based hybrid
filtering improved results as compared to the work of [1]. Figure 3 shows the results
using bar graph diagram.

90 'y 83.50% a

o,
<o J S 79.90%
70 66.433%

60
50
40
30
20
10

0

(Kant & Bharadwaj, 2013) Proposed Goal-based Hybrid Filtering

Fig. 2. The results evaluation of proposed Goal-based Hybrid Filtering by Mean of Precision Pr
and Mean of Recall Re

Fig 2 shows the evaluation results of proposed goal-based hybrid filtering and [1]
using bar-graph. The results demonstrate that proposed work helps to improve the
work if the parameters will be passed accurately. The approach of (Kant and
Bharadwaj, 2013) contains (Precision Mean: 66.43%, Recall Mean: 78.53%). The
proposed goal-based hybrid filtering combined k-neighborhood features in traditional
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collaborative filtering features, which improves the low-rated user profile
recommendations as revealed in the result (Precision Mean: 79.90%, Recall Mean:
83.50%). The results demonstrate that proposed Goal-based hybrid filtering works
well to improve the low-rated users profile recommendations. The improvement has
tackled with only one machine learning (k-nearest neighbor) technique for the
enhancement and improvement of the content-based filtering technique in the normal
way with collaborative features for e-learning recommendation systems. The
experiments (Figure 3) demonstrate the importance of proposed goal-based hybrid
filtering as through these experiments generates the good recommendation results are
achieved from multi user personalized similarity process.

6 Conclusion

Recommender system is a very active research field. A number of works has already
mentioned in (section 2) related work of this paper. This study includes a partial
element of research with aim to work with collaborative filtering and k-neighbors
scheme features to improve the low-rated personalized profile preference similarities
scheme. The proposed goal-based hybrid filtering approach works with minimum
profile preferences (age, gender, occupation) without using any extra information
(highly rated / visited items history) information for low-rated user’s
recommendation. Methodologically, the proposed approach compute the similarity of
low-rated users profile preferences with other high-rated users personalized profile
preferences, and recommend the similar high-rated users learning content / item to the
low-rated users with respect to their similarity parameters (equation 4). This proposed
research has used the famous ‘Movielens’ dataset for experimental descriptive
personalized profile similarities. Table 2 defines the flow of training and testing set
and figure 1 shows the operational flow of the proposed work. The equation (3) and
(4) helps to compute the profile similarities between low-rated users U10 and high-
rated users V, (shows in table 3). The recommendation average a result of low-rated
users has been calculated with the help of average means precision Pr (equation 5)
and recall Re (equation 6). The experimental results of proposed approach and results
evaluation in table 4, demonstrate that the proposed goal-based hybrid filtering
improves the recommendation rates of low-rated user profile collaboratively.

7 Future Work

The user’s requirements are increasing with the passage of time, for this, more
research is required to be applicable in real world situations in the field of e-Learning
recommender systems [25, 26]. Therefore, the work on low-rated users profile
recommendations in e-Learning recommender systems should reviewed with an eye
toward the next generation and will be experimented on different other datasets too.
This future work will help to improve the recommendation approaches / methods /
techniques and results to offer more secure and useful appropriate learning contents
that are most relevant to the user’s goal.
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Abstract. The explosion of world-wide-web has offered people a large
number of online courses, e-classes and e-schools. Such e-learning appli-
cations contain a wide variety of learning materials which can confuse the
choices of learner to select. In order to address this problem, in this paper
we introduce an e-learning application named StudyAdvisor which inte-
grates a context-aware recommender system to suggest suitable learning
materials for learners. Particularly, StudyAdvisor provides lessons and
exercises or questions related to Fundamental of Database domain. Af-
ter learners do exercises and take examinations, we then use the study
result of learners to determine the learning levels (context) and base on
this information to give suggestions by using a context-aware recommen-
dation technique named STI. As a result, lessons to preview and exercises
to practice are recommended for learners.

Keywords: e-learning, context, recommender systems.

1 Introduction

E-learning applications play a very important role in supporting online learners
in recent decades. These are network-based applications which provide internet
users flexible environment to learn actively, every time and everywhere with in-
ternet connection. As in the majority of applications in e-commerce, e-learning
applications contain the plentiful learning materials namely courses, lessons, ref-
erences and exercises. As a result, learners face the problem in selecting learning
materials which are suitable for their learning levels from the potentially over-
whelming number of alternatives.

In order to address this problem, the recommender system (RS) is one of
the effective solutions. RSs indicate software tools having techniques to generate
suggestions which are suitable items users might prefer [1]. In e-learning, RSs
suggest appropriate learning materials (items) for learners (users). Yet RSs do

J. Sobecki, V. Boonjing, and S. Chittayasothorn (eds.), Advanced Approaches to Intelligent 119
Information and Database Systems, Studies in Computational Intelligence 551,
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not take into consideration additional information such as time, place, compan-
ion and others which can influence preferences or tastes of user. This additional
information is called contextual information or context briefly (more details in
section 2). The RSs which deal with contextual information are called context-
aware recommender systems (CARSs) [1].

In this paper, we present an e-learning application, StudyAdvisor, which uses
one of techniques from CARSs to provide recommendations. This application
contains lessons, examinations, practice tests and questions related to the Fun-
damentals of Database domain. It is undeniable that each learner has different
competence to study. For instance, an exercise could be easy for a learner, how-
ever it may be difficult for others to do. Thus we are motivated to consider the
learning level to make recommendations.

We first identify the learning level for each user in the system. This information
is determined automatically and considered as context. We then acquire ratings,
the rating for a learner (a user) and a question (an item) indicates the probability
this learner is able to answer this question correctly. Finally, a method from
CARSs is applied to recommend learning materials for learners.

In the rest of this paper, the structure is organized as follow: section 2 presents
the related work about CARSs and prior work which applies RSs in e-learning
environment. Section 3 describes the main points of StudyAdvisor application,
section 4 reveals the technique to infer contextual information implicitly and sec-
tion 5 describes method to obtain ratings. Next, section 6 and section 7 present
the modeling and recommendation processes respectively. Section 8, conclusions
and future work, appears last.

2 Related Work

Context is any information that can be used to characterize the situation of an
entity. An entity is a person, place, or object that is considered relevant to the
interaction between a user and an application [2]. Entity is often a user, an item
and the rating from a user over an item in terms of RSs.

There are three ways [3] to obtain contextual information include:

— Explicitly from the relevant objects by asking direct questions or eliciting
through other means.

— Implicitly from the data or the environment such as the change in location
automatically detected by devices or the time stamp of a transaction.

— Inferring the context using statistical or data mining methods.

CARSs indicates RSs which incorporate contextual information into recom-
mendation process to model and predicting tastes of users. As in RSs, collab-
orative filtering (CF)[1],[4] is often used in CARSs to make recommendations.
Recall that CF uses a 2-dimensions matrix (the rating matriz U x I) made up
by a list of users (U) and a list of items (I) (as shown in Fig 1(a)). The rating
matrix represents preferences’ users which are explicit ratings with scale 1-5 or
implicit indications such purchasing frequencies or click-throughs [4]. Because of
the appearance of context, the rating matrix is extended as a multi-dimensional
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matrix (denoted U x I x C) with contexts. Fig 1(b) shows an example of multi-
dimensional rating matrix where contextual information is time. There are miss-
ing values in the matrix where users did not give their preferences for certain
items (in certain contexts) and CF has to predict them. CF is extended to deal
with contextual information called context-aware collaborative filtering (CACF).

R(101,7,1)=5
101 5
flom User 102
ID_| Name | Age
v | i | i3 | . | da 101 | John | 25 103
102 [Bob | 18 3
u | 1 [4]5 1 103 | Alice | 27 104 % 2 4
104 | Mary | 11 ime
2 3 5 7
Uz 2 3 4 3 2 8 5 7, i
Y 4 3 2 ? 1 Weekday
- 3 ttem 2 | Weekend
ID | Name | Cost 3 T Holiday
2 | B747 | 250
Un | 2 | 1|74 4 3 | A320 | 108
5 [ DC10 | 207
7 [ DC9 [ 101
(a) U x I rating matrix (b) U x I x C rating matrix

Fig. 1. Rating Matrices

The prior work of CARSs are implemented in e-commerce [5], entertainment
(music [6], tourism [7], movie [3], [8]) and food [9] domains.

Regarding e-learning domain, recommendation task is implemented with meth-
ods in RSs without the using of context. In particular, in [10], neighborhood-based
CF is applied to recommend suitable learning materials. Additionally, [11] maps
educational data into user xitem matrix [4] and applies matrix factorization tech-
nique to predict student performances.

Furthermore, recommendation processes use hybrid methods as well. Spe-
cially, [12] applies both user-based and rule-based methods to suggest relevant
courses for learners. A scientific paper recommendation engine using model-based
CF and hybrid techniques is built in [13]. The work in [14] proposes equations
to adapt CF into e-learning meanwhile [15] combines RS with ubiquitous com-
puting to enhance learning with memory-based CF and association mining tech-
niques in botanic subject. In [16], a recommender system with ApiroriAll and
memory-based CF methods is constructed to suggest java lessons.

E-learning RSs also use item’s attributes to generate suggestions. The work
in [17],[18] propose hybrid attribute-based methods with CF and content-based
techniques to recommend books for learners, attributes consist of subjects, ed-
ucation levels, prices and authors or implicit attributes from history ratings of
learners.

In relation to context-aware e-learning systems, [19] analyzes the user’s knowl-
edge gap (context) to filter suitable learning contents instead of using a recom-
mendation technique.
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Prior works mentioned above do not use any CACF technique. Therefore,
the main contribution of this paper is to build an e-learning application with a
CACF technique to recommend learning materials for learners.

3 The StudyAdvisor System

The StudyAdvisor system is an e-learning website which provides useful learning
resources related to the Fundamentals of Database course for online learners.
Such learning resources consist of : (1) a list of lessons related to Fundamentals
of Database course, (2) examinations and (3) practice tests. Each examination
or practice test includes questions. There are many types of question such as
true-false, multiple-choice, matching, completion (as shown in Fig. 3) and others
with different hard levels in this application. This application targets Vietnamese
students; therefore, we use Vietnamese as the main language for all lessons,
questions, examinations and practice tests.

Céu 2 : 1aen

Cau i : iaen M@ hinh ¢ 5§’ dF liéu Client-Server:
DAk besis s hirg bty St = A dir iu, midy chiixi i va giFitra ai ket qua va miy khch.
QL I3 vigt tt ciia: Structured Query Language © B. Cicmay khch chia sé ganh n3ng xif i clia méy chi trung tam
© A. ping © €. My chi va mdy déu tham gi qua trinh XU 1.

O B sai O D, May khach yu ciu méy chi cung o3 cic loai dich vu.

Diém cho cau tra 101 nay: 1/1 Diém cho cau tra 151 nay: 1/1

(a) True-False (b) Multiple-choice
Cau 3 : 1aén
Chon cip diing Cau 4 : 1aén

Chon cp diing -
A ‘ L ign vao chd trong :
1 [3
A1-B2 P

insert, delete B Truy vén dif igu Tinh lfong trung binh cia cic nhan vign theo tiing phang ban.
et o w | P2 e ;
selact Thém, xéa dit iéu SELECT phong, avg(LUONG) as LUONGTB FROM NhanVien :Group BY phong
Biém cho cau tra I&i nay: 1/1 Diém cho cau tra I nay: 1/1

(c) Matching (d) Completion

Fig. 2. Types of question (Vietnamese GUI)

This application supports four types of user (student, teacher, faculty secre-
tary and administration system) with different functions. Nonetheless, students
(or learners) are the main actors of this application. They register, log in and
use the application to access lessons, take examinations and do practice tests.
In order to highly support for learners, we build a recommender engine based
on learning levels, it gives recommendations such as lessons and questions for
learners to review and practice.

The recommendation function is the most important in this application and
Fig. 3 demonstrates how recommendations are produced. We rely on a CACF
algorithm to generate recommendations. The input data for every CACF algo-
rithm must be a rating matrix (U x I x C') which is partially filled by ratings for
items (I) from users (U) in different contexts (C). To adapt to our application,
the terms “user, item and context” are interchangeably used as “learner, ques-
tion and learning level” respectively. The method to achieve the rating matrix
and generate recommendations is now shortly presented.
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Fig. 3. Method to produce recommendations

First Through user’s interfaces, learners take examinations or do practice tests
and study results data is then recorded. The study results data contains
information about the timestamp, answers, score, correct answers, incorrect
answers, related-lessons, users and others.

Second At server side with offline mode, the study results data is regularly
processed with three main steps executed consecutively.

— Context Inferring: The study results data and questions data of system
are used to infer context. As a result, the C' component of the rating
matrix is identified.

— Rating Acquisition: The main purpose of this step is to collect ratings
extracted from the study results data. This step aims to find out the U,
I and ratings components of the rating matrix.

— Modeling: A model-based CACF algorithm (STT method [20]) is applied
with the rating matrix obtained from two steps above to build the rec-
ommender model which is stored/updated in the system database.

Finally Recommendation is processed. The model is retrieved to predict ratings
and to produce recommendations. The recommendation list is normally a list
of lessons or a list of questions displayed in the user’s interface. The users
continue taking examinations and doing practice tests to enrich the study
results data for the next modeling processes.

Details of context inferring, rating acquisition, modeling and recommendation
processes are clarified in the next sections.

4 Context Inferring

Context in StudyAdvisor system is the learning level which depicts the academic
performance of a learner in the fixed period of time. It means that a learner
could have a variety of learning levels which depends on study results of this
learner. The learning level is inferred implicitly and periodically in this applica-
tion. We define the learning level (context) has 7 values: beginner, elementary,
pre-intermediate, intermediate, upper-intermediate, advanced and fluent with
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the corresponding indexes {0,1,2,3,4,5,6}. The learning level of a new learner
in the system is marked as 0 and it is then modified when this learner does
practice tests or examinations.

We propose a method to determine automatically the learning level for each
learner in the system. To infer context, the hard level attribute of questions and
the study results data are examined. The hard level of a question is manually
pre-defined by teachers and it has value range [1,h],h = 10 in our application.
The larger the hard level is, the more difficult a question is.

For each the u'” learner, a score vector when the context inferring step is
occurred, s, = (21,22,..., %5, ..2n),J = l..h, is constructed. The value of z; is
computed as the number of times the u!* learner answers correctly questions
with the hard level j, divided by the total number of times this learner answers
these questions. Note that z; = —1 when the u*" learner does not answer any
question with the hard level j. Then the value of Score, is calculated as follow:

h .
JZj
=12, #—1
Score, =’ ij (1)
J
jil,Zj;éfl

Table 1. The Score,, value table for context inferring

Range of Score, Context value
[0,0.3) 0

SO W N

The value of Score, indicates the study result of the u** user from doing
exercises until the context inferring step is occurred. Having the value of Score,,
we use Table 1 to decide the context of the ut® learner. This table is based on
the marking scale (0 —10) and ranking in our university, we transform it to scale
(0 — 1) to identify the learning level.

5 Rating Acquisition

As in the vast majority of RSs, the rating 1-5 or like-dislike scale is the most
commonly used and it often shows the preference of a user to an item (in a certain
context). However, in StudyAdvisor, giving the rating for each question (item)
in a long practice test or an examination seems to be unreasonable. Moreover, a
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question learners might like could be very easy and vice versa. Thus, to obtain
the ratings, we propose the following expression:

Twie = Puic (2)

Suic

Where 7. is the probability the u!* learner answers correctly the i*" question
in context ¢, sy; indicates the total number of times the u'” learner answers
the i*" question in context ¢ and p,,; is the number of times this user gives the
correct answers in context c.

The value of ry;. is in range [0, 1] and the larger this value is, the larger
probability a learner can the right answer. Notice that, we use the ratings with
the meaning the probability a question answered correctly in the rest of this
paper. The new rating larger than the previous one can reveal that this learner
has improved the competency in the better way.

6 Modeling

As usual in RSs (CARSSs), an algorithm is applied to predict ratings for unrated
items and then items with high predicted ratings are recommended for the active
user. There are numbers of CACF algorithms; however, we use the STI algorithm
[20] for this task because this algorithm is quite good at addressing the sparsity
problem. This algorithm is our prior research, a model-based CACF algorithm,
lies on clustering and matrix factorization (SVD) [1] techniques to generate a
model for recommending.

The rating matrix gained is used to build the recommender model. The recom-
mender model is periodically re-built and stored/updated in a database. Model-
ing is an off-line mode process; therefore, it does not affect the speed of real-time
response to the user’s interface.

7 Recommendation

StudyAdvisor provides two recommendation tasks (as shown in Fig. 4) include:

Lessons Recommendation It is true to say that if a lesson is extremely hard
to understand and the probability a learner give the answer for a question is
high. Thus, this task is to make learners pay attention to important lessons
which they need to understand clearly. Lessons are recommended immedi-
ately when a learner finishes an examination and it offers a list of lessons
which this learner should review.

Questions Recommendation This task assists learners understand the con-
tent of lessons through doing related questions or to prepare for incoming
examinations. Questions are recommended as the request of learners.
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Study Advisor
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Fig. 4. Recommendation (Vietnamese GUI)

7.1 Lessons Recommendation

Given L = {lo,l1,...,lj, ..., g}, j = 0..k contains lessons whose questions appear
in the examination. For each lesson /;, StudyAdvisor finds @); set, which includes
questions belong to this lesson and predict ratings for questions in @;. The
predicted rating for [; is the average rating of questions in @);. Then such ratings
are ranked in ascending order. Lessons with ratings smaller than a threshold
(1 = 0.5 in our application) are recommended to the active learner.

The rating for a lesson in this case reveals the probability a learner can answers
correctly all questions belong to this lesson, that is the reason why the lessons
with the smallest ratings would be on top in the recommendation list and the
learner should make them priorities to review.

7.2 Questions Recommendation

Unlike RSs (CARSs) normally recommend items which users do not give their as-
sessments, StudyAdvisor considers all questions to recommend. This is because,
an extremely difficult question could be recommended many times although there
are ratings for this question.

Although we consider all questions include questions done by learners, we
just recommend done questions if their predicted rating values are smaller than
a threshold 7,. For instance, in StudyAdvisor, a learner answers correctly an
easy question 3 times, and the predicted value is approximately 0.82 which is
larger than the threshold 7, = 0.6, then we do not recommend this question.

StudyAdvisor will recommend questions base on the learner’s options. There
are two options for questions recommendation:

1. The first one is overall practice test which has the same structure as a real ex-
amination with questions related many lessons included. Learner is required
to provide the number of questions.
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2. The second one is the personalized practice test which learners can choose
lessons they want to practice and how many questions belongs to the each
chosen lesson.

Learners can provide duration and the hard level to obtain the suitable prac-
tice test. There are two types of hard level: ascending (default) and descending.
The system predicts ratings for all questions related to the learner’s configuration
and recommends questions with highest predicted ratings in case the ascending
hard level is selected and vice versa.

8 Conclusions and Future Work

In this paper, we introduce StudyAdvisor, an e-learning application which recom-
mends learning materials for learners. We first present the method to determine
contextual information implicitly. We then describe the technique to gain ratings
from the study results data of learners. Finally, a CACF technique (STI), our
prior research, is applied to predict ratings and generate suitable questions and
lessons for active users. The different point of our work compared to examined
prior work is considering the learning level as context role to apply a CARS
algorithm and offer recommendations.

In the future, we intend to learn ubiquitous computing and combine it with
CARS and mobile environment in e-learning field to assist learners study more
actively and efficiently, every time and everywhere.
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Abstract. Software elicitation process is the act of extracting and sorting
requirements of a proposed system perceived to reflect the projected
performance of the software under consideration for development. For software
systems to be long-lived and satisfy stakeholder’s expectations; there will be
need to prioritize choices at the elicitation level. However, these choices could
be distorted or misleading if appropriate techniques are not utilized in analyzing
and prioritizing them. Consequently, if software systems are developed on
vague prioritization results, the end product will not meet stakeholder’s
expectations. In this research, we present a scalable innovative prioritization
model that is capable of comparing sets of elicited requirements by computing
the weights of each criterion that makes up specified requirements. To achieve
our aim, the weights assigned to each requirement by relevant stakeholders are
normalized and a confidence function is computed to ascertain the ranking
order of requirements. To validate the applicability of our model, we describe
an empirical case scenario detailing the adaptability prowess of the proposed
model.

1 Introduction

In most software development projects, there are more candidate requirements
specified for implementation with limited time and resources. A meticulously selected
set of requirements must therefore be considered for implementation. For software
systems to be acceptable by users or stakeholders, its requirements must be well
captured, analyzed and prioritized [1]. There are so many advantages of prioritizing
requirements during software development process. Firstly, prioritization aids the
implementation of a software system with preferential requirements of stakeholders.
Secondly, due to the complexities and constraints associated with software
development such as limited resources, inadequate budget and insufficient skilled
programmers amongst others, requirements prioritization can help in planning
software releases since not all the elicited requirements could be implemented in
single release. Thirdly, it enhances software testing since test cases can be generated
based on prioritized requirements rather than ambiguous or vague requirements.
Finally, prioritization can eliminate breaches in agreement, trust and contracts.

J. Sobecki, V. Boonjing, and S. Chittayasothorn (eds.), Advanced Approaches to Intelligent 129
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To prioritize requirements, stakeholders will have to pair-wisely compare each to
determine their relative importance by weighting scores. These scores are then
computed across all relevant stakeholders to display prioritized requirements. The
pair-wise comparison increases with rise in the numbers of requirements [2-5].
Therefore, prioritization can also be considered to be a multi-criteria decision making
process. Existing prioritization techniques demonstrate high potentials; however,
some limitations still exist. These limitations include scalability [6]; rank updates [7]
and computational complexities [8]. Consequently, this research attempts to address
the second problem (rank updates).

Rank updates refer to a situation where a prioritization technique is unable to
reflect or compute the relative weights of stakeholders when a requirement is added or
deleted from the set. When this problem persist, prioritization results may not be
useful since it does not support requirements evolvability and reusability which are
essential attributes of long-lived systems.

The rest of the paper is structured as follows: Section 2 discusses the multi-criteria
decision making problem, Section 3 presents the proposed approach, section 4 deals
with results and discussions of the proposed approach while section 5 concludes the

paper.

2 Multi-criteria Decision Making (MCDM) Problems

Multi-criteria decision making process is the act of choosing preferential elements
from some sets of alternatives based on pre-defined criteria. The MCDM problems
can be divided into two types [9]. The first is referred to as classical MCDM problems
[10], where ratings are achieved by computing the weights of criteria in crisp
numbers; while the second is referred to as fuzzy multi-criteria decision-making
(FMCDM) problems [11, 12], where ratings are achieved by computing the weights
of criteria based on imprecision, uncertainty and vagueness, usually executed with the
help of linguistic terms. The classical MCDM process deals with the determination of
preferential elements using criteria weights provided by decision makers (DM). Crisp
values are usually used to represent the ratings and weights. However, the limitation
of the classical MCDM has to do with the inability to precisely assess weights and
ratings due to (1) unquantifiable information, (2) incomplete information, (3)
unobtainable information, and (4) partial ignorance [13]. To address this limitation,
the fuzzy set theory was proposed in order to cater for the uncertainties of human
judgments. Bellman and Zadeh [14] first introduced fuzzy set theory into MCDM as
an approach to effectively deal with the inherent imprecision, vagueness and
ambiguity associated with human decision making process. In fuzzy MCDM, ratings
and weights are represented with fuzzy numbers. A preferential element is then
calculated by aggregating all criteria weights and alternatives ratings across decision
makers where elements with higher weights are considered to be the most valued.
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3 Method

Basically, a fuzzy MCDM process has to do with the collection of some sets of M
alternatives that are to be assessed based on C criteria. This will lead to the
generation of a decision matrix which will consist of M rows and N columns. Each
element is either a single numerical value or a single grade, representing the
performance of alternative A on criterion C .

In the context of software development which is the focus of this research,
requirements R can stand for the alternatives to be assessed based on C criteria
(Figure 1).

Level 1: Goal Level 2: Level 3: Criteria

Quality of service (R;)

Performance Scalability (R;)
| Ry

—

Security (Ry3)

Installations ease (R))

| Flexibility | 1| User friendliness (R,3)
(R»)
| Compatibility (Rj3)
Requirements
— Code changes (R3;)
L] Reusability | |
(R3) || File changes (R33)
| Documentation (Ry4)
|| Maintenance plan (Ry,)
L] Maintainabilit | |
y - Installation Manual

— Users’ training (Ryy)

Fig. 1. Requirements and pre-defined criteria
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In many cases, budget, resources and contract breeches are reasons why
requirements are prioritized. Stakeholders are therefore required to find a set of
requirements that maximizes the desired project objective. Figure 1 shows example of
requirements and their respective criteria awaiting prioritization.

Based on linguistic variables, the weights (W) of requirements (R) across

stakeholders (S) with respect to all the criteria C can be computed as follows:

Ry =S 1u(W) + Su(Wa) +...+ Sn(W))

Ry =S8 12(W)) + S0(W2) +..+ S n(W))

Ry =8 13(W)) + S23(W2) +...+ Sp(W))

Ry=81u(W)) + S24(W>) +...4+ S n(W)) (1)
Ry =S 1(W)) + Su(Wa) +..+ S (W)

All the stakeholders’ relative weights are elicited through questionnaire (Table 1).
The valuation is done in Saaty’s nine degree scale and is given as linguistic terms
used for the comparison between requirements R, R,, R; and Ry.

Table 1. Questionnaires for comparaison

Requirements
.. . Aand B
Superiority of requirements .
Equality
Absolute More Medium | Less

R,
R,
R
Ry

The results from each questionnaire obtained from the stakeholders are summarized
in one matrix, where R; represents the requirements; i €[/,..., n] stands for the
requirement number, r; are results from the comparison between the requirements. The
relative weights of requirements elicited from the questionnaire across all stakeholders
are computed in a decision matrix in the form shown in Equation 2.

Cl C2 Cn
R1 X11 X12 Xln

2

e v
Rm Xml me Xmn
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For every requirement R, the following conditions hold:

1

Xy

The value for the element x;;1s obtained as follows:

for i#j.

Wy =1fori=j; w =
ij

x;= 1, if R; and R; are of an equal importance;
x; =3, if R; is less important to R;;

x; =5, if R; is moderately important to R;;

x; =, if R; is more important to R;;

x; =9, if R; is absolutely superior to R;.

After obtaining the relative weights of requirements from all the stakeholders, the

next task is to compute the rank vector V' for the given matrix A. The mean
geometric values for each requirement are normalized using Equation 3.

‘71:‘/1/2‘4
i=1
v_|a=v 3, )
i=1
\/T:Vﬂ/ivi
i=1

The rank vectors give the weight coefficients for every requirement. However, to
calculate the relative weight of each requirement, Equation 4 is utilized.

max S _, ZSi —minSZSj
+ = = o)

S, n).S,
i=1
Equation (5) is also used to compute the aggregated relative weights across all the

stakeholders.
S,

W=8, +—=L (5)
S, S,
i=1

After computing the aggregated relative weights, the priority order of compared
requirements are determined on the basis of their relative weights. The requirement
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with higher relative weights has higher priority (rank), and the requirement with the
highest relative weight becomes most valuable requirement.

To initiate the final ranking process, the maximum d " and minimum d "~ relative
weights in each decision matrix row, is obtained using 6 and 7. Thereafter, the
variance V between, the maximum and minimum weights are computed using
Equation 8. The results generated from Equation 8 is divided by the total numbers of

stakeholders to determine the relative ranks KRR while the final rank FR is
obtained by summing the relative rank weights under each category.

AT A max W, =(x x " X ') (6)

1272

l

Where, xj* - the maximum values of the requirement entries in the aggregated decision
matrix;

A =14

min W, {xl',x'z,...,x‘nj @)

l

Where, x;' = the minimum values of the requirement entries in the aggregated decision
matrix.

s, =X -ay)) ®)

Where j=1,2,---,m

4 Results and Discussion

The essence of this section is to identify issues of relative disagreement and
agreement on priorities between nine stakeholders. The strength of this approach has
to do with the ability to identify substantial disagreement which can be isolated and
subjected to more in-depth analysis so as to reach consensus or tradeoffs. The raw
weights from each stakeholder matrices were normalized (by dividing the cell entry
with the column total) to allow comparisons between criteria and to show the range of
relative priorities. The cardinal consistency index was within the acceptable limits for
all weights. Figure 2 shows the differences in priorities of the raw weights provided
by the stakeholders over all the requirements while Figure 3 shows the stakeholder’s
preferences or relative weights in normalized form. The ranking process was
conducted over four major requirements with twelve criteria. It can be seen that the
largest difference lies in the reliability and flexibility requirements with a distinct
divergence of priorities evident amongst many stakeholders. There is a high level of
consistency amongst the separation distances between ranked requirements as seen in
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Figure 4 while the final prioritized requirements are displayed in Figure 5.
Meanwhile, as a reflection of the stakeholder’s weights, Tables 2, 3 and 4 depict the
pair wise comparison, normalized weights and priorities of specified requirements,
which has led to the ranking order of R, - R, = R, > R,. The geometric mean over all

weights of each matrix cell was implored in addressing rank update problems. For the
four main requirements, the most cherished requirement is maintainability (0.0621),
followed by performance (0.0620). Flexibility was ranked third (0.03026) and the
fourth was Reliability (0.0266).

Table 2. Pairwise comparison

Requirements Sy S, Ss S4 Ss Se S, Sg So
Performance

Quality of service 1 0.11 020 020 1 1 1 020 1
Scalability 1 1 1 1 1 1 1 1 1
Security 033 1 1 1 020 011 033 1 0.33
Flexibility

Installation ease 0.11 033 020 033 033 1 020 0.1 1
Use friendliness 0.14 020 033 020 1 1 1 022 1
Compatibility 020 0.14 0.14 0.14 1 020 1 0.14  0.20
Reliability

File changes 0.14 0.11 020 0.14 020 1 1 1 1
Code changes 020 033 011 033 0.14 1 1 1 1
Maintainability

Documentation 1 0.14 1 0.2 1 0.20 0.20 0.20 0.20
Maintenance plan 020 011 1 011 1 1 033 033 0.14
Installation manual | 0.33 0.33 1 1 1 033 1 1 1
Users’ training 0.14 020 1 1 1 1 1 1 1

Therefore, prioritizing software requirements is actually determined by subjective
perceptions and weights of stakeholders based on the criteria used for the choice.
Interestingly, fuzzy MCDM approach can be used to explain how stakeholders make
decisions to select the best software requirements. Crisp data are inadequate to model
the real life situations in MCDM; consequently, linguistic variables are implored to
describe the various membership degrees of criteria used for ranking. In order to
facilitate the making of subjective assessment by the stakeholders using fuzzy
numbers, five sets of linguistic terms are used for assessing criteria weights and
performance rating on each qualitative criterion respectively. A linguistic variable is a
variable which apply words or sentences in a natural or artificial language to describe
its degree of value. These kinds of expressions are used to compare each requirement
based on pre-defined criteria.
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Table 3. Normalized weights

Requirements Sy S, S S, S5 S S; Sg Sy
Performance
Quality of service[0.2088 0.0275 0.0279 0.0354 0.1127 0.1131 0.1104 0.0278 0.1127
Scalability 0.2088 0.2500 0.1393 0.1770 0.1127 0.1131 0.1104 0.1389 0.1127
Security 0.0689 0.2500 0.1393 0.1770 0.0225 0.0124 0.0364 0.1389 0.0372
Flexibility
Installation ease [0.0230 0.0825 0.0279 0.0584 0.0372 0.1131 0.0221 0.0153 0.1127
Use friendliness [0.0292 0.0500 0.0460 0.0354 0.1127 0.1131 0.1104 0.0306 0.1127
Compatibility 0.0418 0.0350 0.0195 0.0248 0.1127 0.0226 0.1104 0.0194 0.0225
Reliability
File changes 0.0292 0.0275 0.0279 0.0248 0.0225 0.1131 0.1104 0.1389 0.1127
Code changes 0.0418 0.0825 0.0153 0.0584 0.0158 0.1131 0.1104 0.1389 0.1127
Maintainability
Documentation  [0.2088 0.0350 0.1393 0.0354 0.1127 0.0226 0.0221 0.0278 0.0225
Maintenance plan[0.0418 0.0275 0.1393 0.0195 0.1127 0.1131 0.0364 0.0458 0.0158
Installation 0.0689 0.0825 0.1393 0.1770 0.1127 0.0373 0.1104 0.1389 0.1127
manual
Users’ training  [0.0292 0.0500 0.1393 0.1770 0.1127 0.1131 0.1104 0.1389 0.1127
Table 4. Prioritized requirements

Requirements d” V RR FR P

Performance

Quality of service 0.2088 0.0275 0.1813  0.0201

Scalability 0.2500 0.1104 0.1396  0.0155 0.0620 2

Security 0.2500 0.0124 0.2376  0.0264

Flexibility

Installation ease 0.1131 0.0153 0.0978  0.0109

Use friendliness 0.1131  0.0292 0.0839 0.0093 0.0306 3

Compatibility 0.1127 0.0194 0.0933 0.0104

Reliability

File changes 0.1389  0.0225 0.1164 0.0129 0.0266 4

Code changes 0.1389 0.0153 0.1236  0.0137

Maintainability

Documentation 0.2088 0.0221 0.1869  0.0207

Maintenance plan 0.1393  0.0158 0.1235 0.0137

Installation manual 0.1393 0.0373 0.1020 0.0113 0.0621 1

Users’ training 0.1770  0.0292 0.1478 0.0164
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requirements

5 Conclusion/Future Work

Determining the weights of stakeholder’s requirements was achieved by synthesizing
the priorities over all levels obtained by varying numbers of requirements. In
conclusion, this research implored the fuzzy decision matrix to solve prioritization
problems. However, the performance analysis of the results demonstrated promising
capabilities. The approach was empirically evaluated. Four user’s requirements with
twelve respective criteria were identified for the design and implementation of the
proposed approach. Furthermore, fuzzy numbers were used in establishing the pair-
wise comparisons of requirements and their respective criteria through linguistic
scales. By using this model, the subjective judgments can be quantified to make
comparisons more efficient and reduce assessment biasness in pair wise comparison
processes. For future work, it will be expedient to develop relevant algorithms that
will aid prioritization processes, implement them and carry out evaluation with real-
life project.

Acknowledgement. The Universiti Teknologi Malaysia (UTM) under research grant
03HO02 and Ministry of Science, Technology & Innovations Malaysia, under research
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course of this research work.
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Abstract. The Forensic Science Police Center 4 in Thailand wants to have a
system that can help the officers to produce a report of a crime scene investiga-
tion. An obstacle is the sentence that is needed to be typed is a long sentence.
However, the format of the report can be structured. Nouns or phases of 50
criminal cases were extracted and analyzed using noun-phase analysis. Ontolo-
gy was constructed from the analysis. The ontology has five topics that are In-
door scene, Outdoor scene, Clue at scene, Evidence, Lost asset and Criminal
gate. Each topic comprises of several categories. The system was also devel-
oped to test the coverage of the ontology. As measured by Precision, Recall and
F-measure which is 74.21%, 95.71% and 83.86% respectively.

Keywords: recommendation filling, ontology, noun phrase analysis, crime
scene investigation.

1 Introduction

Crime scene investigation is a critical step in the scientific investigation of a case.
Crime scene investigators and crime-scene specialists are responsible for identifying,
securing, collecting, and preserving evidence, which is submitted to the crime labora-
tory. An important thing to do at the scene is recording the detail of scene description.
The Forensic Science Police Center 4 of Thailand currently uses the paper for taking
note of initial data regarding the crime scene investigation and they will generate a
full report later. It took a lot of time and there were many redundancies. Afterward,
technology is playing an increasingly large role in organizations [1]. Currently elec-
tronic devices are downsizing to a smaller size. A tablet can now perform equivalent-
ly to a notebook. It can be used for taking a note, taking a picture, recording voice,
and connecting to the internet, etc. There are many advantages of using a tablet, such
as easy to carry and use, saving paper resource and reduce document storage. Never-
theless, the recorded data is unstructured that means the data and image cannot be
easily queried. So, it should have a standard form for fill out data to create a
structured form.

J. Sobecki, V. Boonjing, and S. Chittayasothorn (eds.), Advanced Approaches to Intelligent 139
Information and Database Systems, Studies in Computational Intelligence 551,
DOI: 10.1007/978-3-319-05503-9_14, © Springer International Publishing Switzerland 2014
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In crime investigation form for record data, a user must fill in data of several topics
and each topic has continuity and a sequential list. For example, when a user fill in the
outside scene in first topic, suppose that, that is home, the data in second topic about
the inside scene is a room of the home. And the data in the next topic should also
relate to the home. If there is a framework for suggestion the data of next topic re-
garding the previous data, the filling-in should be faster, more accurate and more
convenient.

There are several literatures that used relation from text to produce ontology for the
system to support several agencies. Maira Gatti [2] proposed an approach to use the
user tagging information to learn the domain ontology and then used the tag ontology
to re-rank the recommended tags. This approach can improve accuracy of the tag
recommendation. Takumi Kato [3] developed a system to provide herbal recommen-
dation based on ontology and applied them to an application. The research showed
that ontology can describe the domain of interest and can link the relationship of
things within that domain. Vi-sit Boonchom [4] proposed the Automatic Thai Legal
Ontology Building (ATOB) algorithm which is an algorithm for constructing legal
ontologies automatically. ATOB consists of three main modules: automatic seed on-
tology building, legal document retrieval and the legal ontology expansion module.
ATOB can use Thai legal terminology to generate and expand ontology. And the
precision, recall, F-measure and diversity values are 0.90, 0.91, 0.90 and 0.39, respec-
tively. This suggests that the performance of the ATOB algorithm is better than the
Baseline method. Rung-Ching Chen [5] developed a Diabetes Medication Recom-
mendation system for hospital specialist by using ontology. In this system, researchers
use Protégé to build patient ontology knowledge and drug knowledge, SWRL was
used to build association rules and used JESS to make inference of system. This sys-
tem can analyze the symptoms of diabetes and select the most appropriate drug.

Therefore, the researcher realized that development of a recommended clause
framework for record data in crime investigation report which the information re-
quired in each topic is recommended by analysis of previous data. And then the clause
recommendations which query based on ontology of crime scene investigation are
represented in the list instead of type the full sentence. When apply this clause rec-
ommendation system into the crime scene investigation application on the tablet for
record preliminary data at the scene, it will allow users to work faster and more accu-
rate. So, we have developed a recommended clause framework for record crime scene
investigation data based on ontology to provide recommended clause to users whose
system is running on a mobile device. We create ontology structure specifically for
property crime scene investigation with structural analysis of the clause that must be
completed and uses data entered previously for query meet user’s needs. Moreover,
our approach can define pattern of recommended clause to support the conversion of
data into a report.

This paper is structured as follows: Section 2 describes the architecture of the pro-
posed system and explains how each part works and interacts. An ontology develop-
ment process is described in Section 3. Section 4 explains about query the ontology to
recommended clause and Section 5 contains the experimental results and discussion.
Finally, we conclude this paper in Section 6.
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2 System Overview

The system architecture illustrated in Figure 1 represents process in the system.
Firstly, a user can access to the system via the application on mobile deviceby choos-
ing topic that a user want to fill which was described in Section 5. Then client side
request recommended clause to server side. A web service in server side receives
recommended clause request, and then execute query crime scene investigation ontol-
ogy using SPARQL query language [6] and return to web service. All recommended
clause is being send to client side and presented on the application by explained in
Section 4. When a user selects clause, system will send clause to server side and store
keywords which are specified in web service to database. A small database on a mo-
bile device was used to store keyword for limit recommended clause to exactly as
growing demand. When a user chooses next topic that a user want to fill, client side
request keyword from database for scope recommended clause of this topic, and then
client side send keywords to server side and request recommended clause of this top-
ic, While execute query crime scene investigation ontology, a keyword is used as a
conditions for query. Next, all recommended clause sent to client side and presented
on the application again. In each query, the system will use rules to increase accuracy
which rules are used by inference engine. The inference engine infers the facts and
priority of each recommended clause.

Crime Scene Investigation

ontology
| Web
| "
Service ko

recommendation
recommendation
recommendation

request
request
request

query

|

8

|

85 g & 5
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S et keywor g 8
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request Inference
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keyword Engine

@ import rules
l Rules l

Crime Scene

Investigation Database

Fig.1. System architecture

We implement application on client side and web service on server side using Java
programming language, which application is running on mobile device with Android
operating system [7]. We have used Jena for building recommendation system. Jena is a
framework to make Java technology and ontology and inference engine compatible [8].

3 Crime Scene Investigation Ontology Construction

In this section, we are presenting a process for building ontology from original data as
text. We analyzed the cases of 50 documents from the crime scene investigation report
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about properties of Forensic Science Police Center 4, each case contains 5 topics. These
topics included “aomiiamgmouen” (Outside scene), “amuﬁtﬁﬂmqmﬂu” (Inside scene),
“madhasnauiew” (Criminal gate), “sessonfivning” (Clue), “imqwmmm:ﬁnmmﬁmaawu” (Evi-
dence and its position), and “ﬂ%fwﬁauﬁgcymﬂ” (Lost asset). When users go to the
scene, he fills out to application. Then report is generated from the application.
Text in the report is a long sentence which the user has filled in the form. For exam-
ple, topic “Gate of criminals”, standard form that a report required is
“aranunssudszgiasaiignialasiaquiniuanmaaniadasenld” (Found the bolt of the kitchen
door was pried broken by a solid object, made the door opened.) or
“amanuinalzguminaagnnialasiaguisnadutasmnanlifiasaadnldld”  (Found the screen-
door torn apart, made a hole to fit a hand in.), etc.

We will create ontology using the syntactical structure of original data. The de-
tailed process can be described as follows:

3.1 Noun Phrase Analysis

Noun phrase analysis is component in Natural Language Processing, it used for rela-
tion extraction from noun phrase [9]. We are using Word Formation which as one of
Noun phrase analysis solution. Due to Term (What used to mean a specification of a
conceptualization) is important to build ontology because it instead of subject, con-
ception, idea and process in ontology. We must use this method to extract terms out.
Noun phrases can be generated ontology shown in Table 1.

Table 1. Example Instance

Pattern Example

NP = [cnnlctn+cnn] + [cnnlppn] 81ms(cnn) asunia(cnn)

NP = [cnnlctn+cnnlppnINP]+adj vh(cnn) 2 fu(adj)

NP = [cnnlctn+cnnlppnINP]+Prep wszg(cnn) gnia (vi)iludes(cnn)
VP = vil[vt+NP]

NP = [cnnlctn+cnnlppnINP]+Prep mivha(cnn) dwmda(prep) eoadsi(cnn)
PP = prep+NP

NP = pref+VP ms (prep) Tesnssu (Vi)

VP = vil[vt+NP]
Annotation:cnn = common noun, ctn = collective noun, ppn = proper noun, adj = adjective, vi
= intransitive verb, vt = transitive verb, prep = preposition, pref = prefix, VP = Verb Phrase, PP
= Prepositional Phrase.

The original data analysis finds Semantically Related in sentence. When separate
sentence into word or phrase, each word or phrase will serve as subject or verb or
object which based on situation and a word to have its category. For example,

o 2

“auipiauszszg” (criminals tamper the door.) can extract to “au$w” (criminal), “Jausz
(temper), “dszq” (the door) and “auirsiauszwindns” (criminals tamper the window.) can
(135

extract to “audw” (criminal), “Sausz” (temper) and “dszq” (the window). The phrase
“aute” is Noun and Subject and it is in category “person” (identified by WordNet
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[10]). The phrase “Yausz” is Verb. The phrase “iszq” and “wihere” is Noun and Object
and it is in category “Object”. Each word or phrase will serve as the subject or verb or
object which based on situation, the example report shown in Figure 2 and can be
divided to instance data as Table 2.

NANIIATID mﬂmmiwamuﬁtﬁﬂma Unngmoszdoadail
1. aEneananing a3anY

1.1 naawullszgriaini Qn{i”miﬂﬂi‘mlﬁn%mmwmmﬁnLﬂmaanvlﬁ

1.2 fanalguinaagnnialasiaguisiennaiusesmansnldlessaudnluld

Fig. 2. Example report of crime scene investigation

Table 2. Example Instance extract from sentence in reports

case furniture part  furniture preposition clue material effect

242  naaw iszg #aya3a gnia Taquia WFuanwanansaifasanld

We extract noun phrase the following. (See Figure 3)

Sentence: nasulszgiasaiignialasiaguisdosniwaaniniasanle

(The latch of the door in kitchen was yank by solid object until it broken and can open.)

naow  1seg Ra9ain ania lag Taquda wWeanwawnsaiasenld
latch door kitchen was yank by solid object broken and can open
cnn cnn cnn cnn* prep cnn cnn*

Fig. 3. Example sentence is separated by Noun Phrase Analysis approach

We provide a noun phrase for class of ontology. A phrase of verb is relation between
classes and two adjacent words. Likewise, two adjacent words is relation class. (* star
we decide that it is Class.)

3.2  Crime Scene investigation Ontology

We are building crime scene investigation ontology after extract phrase and define
phrase type by taking those words to create a term or terms of the relations in ontolo-
gy. The ontology was developed from information gathered by domain experts and
assigned to the ontology expert in concepts, relationships and definitions. This me-
thodology is finish by using steps defined in [11]. The steps are:

Step 1: Determine domain and scope of the ontology
Step 2: Consider to reusing existing ontology

Step 3: Enumerate the important terms in the ontology
Step 4: Define the classes and hierarchy
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Step 5: Define the properties of classes
Step 6: Define relation of classes
Step 7: Create instance of class

First step is determining scope. We desire to build crime scene investigation ontol-
ogy based on case study of the crime scene investigation report about properties for
Forensic Science Police Center 4 in Thailand. We use OWL [12] language to create
ontology and use SPARQL language to query recommended clause. Next step, consi-
dered reuse existing ontology. Due to desired ontology is a specialized ontology, so
there is no such ontology exists. But we provide WordNet ontology for support about
type and category of word. Third step, enumerated the important terms in the ontolo-
gy. We define phrase of class or relation of class. The word, type of word, meaning of
word and sample data must be clearly defined to reduce redundancy. Then we define
the classes and the class hierarchy. The data divided into phrases from a sentence, and
each phrase has specifically categories. One category is one class. Due to some topics
in form use the words in the same category, so each topic has a unique relationship
with another topic. We design ontology using a top-down approach that is identified
root class first, and then identified subclass. Next step is defining the properties of
classes. We define ID of instance in each class is English word and Thai name proper-
ty which has type of Literal. Sixth step is defining relation between classes, this step
is important. Each topic sentence requires recommended clause, we have to consider
category of phrase in sentence and then create the relation between topic class and
phrase class. Finally, we create instance of class for query recommended clause. The
instance has English word as ID and Thai names property as meaning of the word.
There is also a grouping of related instances to make the query more accurate. The
word for query is formal or frequently words to use.

When the building ontology is complete, Figure 4 demonstrates the structure of
ontology.

case

hasScene hasLostAsset hasEvidence hasClueatscene hasGate
»

Ell lostAsset Bl cvidence 5 3
o 1 .

gl Outdoor Ll Indoor

Ing,
Outhas 54 e
g, Llep
Oy, ,/

=)

9 l(l materials | Q88 around j#4 preposition I-«l IS Il‘r 17 Iﬁ
"m{.%
L
L"i equipment ‘ matter PEY furniturcpart

Fig.4. Crime Scene Investigation ontology structure
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4 Recommendation Filling Application

In Section IV presents the result of query when require recommended clause. For
example, topic “sessenfilsing” (Clue at scene) must be query relation between Case
class and Clueatscene class which relationship is named hasClueatscene and query
class that is associated with Clueatscene class. We consider that Clueatscene class
consists of the following relation: GateHasPrep, GatehasEffect, GatehasFur, Gateha-
sEffect and GatehasFloor which correlated with Preposition class, Clue class,
Furniture class, Effect class and Floor class respectively. Moreover, Furniture class
correlated with FurniturePart class and relation between 2 classes represented as
hasFurPart. We present sample instance in Table 3.

Table 3. Example Instance

Properties
Class

ID Name in Thai
Preposition front dunih

left Mg
Clue tamper Jausz

& o

ransacked Jon
Furniture Part ~ hasp oy

jamb WY
furniture door sz

window wids
Floor floor TUA

second floor  Tusas
Effect undetected oy linuiassasTaduluuSinndiueg 9 osEmuiiLiaing

can Turnout LROENIWENNNTD Lﬂ(ﬂaaﬂ‘lﬁ

Example query as follow:

Query 1
prefixthiv: <Thieveontology.owl#>
SELECT ?furniture WHERE {
?clueatscene thiv:CluehasFurniture ?furniture }

Query 1 is query RDF language SPARQL language which consist of two parts :
SELECT statement and WHERE statement. SELECT statementis desired results
from a query and WHERE statement is condition of query. WHERE statement has
“Iclueatscene” is Subject and “?furniture” is Object. There is relation between subject
and object is CluehasFurniture relation. After the execution of Query 1, the system
show instance in Furniture class which has CluehasFurniture relation with Clueats-
cene class.
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Query 2

prefixthiv: <Thieveontology.owl#>

SELECT ?furniturepartthai WHERE ({

?furniturepart thiv:haspartfurthai ?furniturepartthai.
FILTER regex(?furniturepartthai, "keyword") }

From Query 2, WHERE statement has “?furniturepart” is subject and “?furniturepart-
thai” is object and relation between subject and object is thiv:haspartfurthai. The
desired result is “?furniturepartthai”’. The meaning of Query 2 is “return all furniture-
partthai that is range of furniturepart, and only query furniturepartthai that contain
‘keyword’.”

Then, query Furniture, Preposition, Floor, Clue and Effect same as Query 2 and
match all. The result of query is show in Figure 5.

Output 2 |
[l | PelletsPARQL (run) % |Retriever Output =
W | o

ASEDALSEEU WA DWATUHEIZ AT §AGH
o a"gammJ'is@mu:ﬁn&ﬁﬂuﬁa‘hi?}éwgnm‘n
ABYU T LA D RATUMAITIAN 8 AER
WAVUTOUTLA B RATWHAITIAN 8 AER
ATEOAUTIQLKLABUAT UK BT UAIIG AR
FIAIALTERUTMIAD WA WK BT UA T gARR
A0PUTEAUTILA DRATWHINT AT AR
WALUTERLIRLA D UATUH TR TG AR
A5:AUS=E UL A D RATWEN BT UAT 8 AETR

Fig. 5. Example recommended clause

5 System Evaluation

From the test filling in the information of the real situation by investigating the prop-
erty crimes scene 30 scenarios and experts determine the recommended sentence from
the system, we evaluated precision and recall of each topic, the experimental results
as follows.

Table 4. Precision and recall for each topics.

Topic precision recall F-measure
Outdoor scene 95.56% 96.67% 96.00%
Indoor scene 80.00% 100.00% 87.00%
Clue at scene 67.95% 96.15% 76.15%
Criminal gate 53.33% 90.00% 76.29%
average 74.21% 95.71% 83.86 %
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The evaluation has found that the system can be recommended as well which have
a precision 74.21%, recall 95.71% and F-measure 83.86%. Limitations of the system
included a lot of lexicon and requires several recommended sentences to guide each
time, result in a precision decreases. But the system has a high recall because the an-
swer is always the same as the answer of experts. And because in Evidence topic and
Lost Asset topic have a lot of lexicon and need to suggested many sentence result in a
low precision and recall, so we ignore those topics.

6 Conclusion

In this paper, we proposed the recommendation filling system using semantic relation
of ontology developed to use in the recommendation filling which each topic, a user
can select clause that is frequently used and has relation with the previous clause. One
of the technical problems remaining to be solved is words or phrase used to recom-
mended clause is a term used only in the agency. A major next step is show the most
accurate sentence is expected to be in the first order of the introduction for quick se-
lection and link the words from WordNet conjunction with own ontology to provide
comprehensive sentence.
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Inter-annotator Agreement
in Coreference Annotation of Polish*

Mateusz Kopeé¢ and Maciej Ogrodniczuk

Institute of Computer Science, Polish Academy of Sciences

Abstract. This paper discusses different methods of estimating the
inter-annotator agreement in manual annotation of Polish coreference
and proposes a new BLANC-based annotation agreement metric. The
commonly used agreement indicators are calculated for mention detec-
tion, semantic head annotation, near-identity markup and coreference
resolution.

1 Introduction

A substantial annotation of Polish coreference has been recently carried out in
the course of creation of the Polish Coreference Corpus (PCC) — a large manu-
ally annotated resource of general Polish coreference. The annotation procedure
consisted of marking up the following entities:

— mentions — all nominal groups constituting reference to discourse-world
objects

— mention semantic heads — the most relevant word of the group in terms
of meaning; typically equal to syntactic head, but different for numerals or
elective expressions (cf. onesynn of the girlssemn)

— identity clusters — groups of mentions having the same referent

— near-identity links — associations between a pair of semi-identical mentions,
carrying some of their properties (cf. prewar Warsaw and Warsaw today')

— dominating expressions — a mention in a cluster which carries the richest
semantics or describes the referent with most precision.

For each of the above-mentioned subtasks inter-annotator agreement can be
evaluated to show difficulty of each assignments individually. In this paper we
present conclusions stemming from the investigation of 210 texts (60,674 seg-
ments) from 14 domains (15 texts per domain).

* The work reported here was carried out within the Computer-based methods for
coreference resolution in Polish texts (CORE) project financed by the Polish Na-
tional Science Centre (contract number 6505/B/T02/2011/40). The paper was also
co-founded by the European Union from resources of the European Social Fund,
Project PO KL “Information technologies: Research and their interdisciplinary ap-
plications”.

! See [1] for general introduction to the concept and section 4 of [2] for details of Polish
annotation of near-identity in PCC.
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2 The Annotation Process

The texts for annotation, 250-350 token each, had been randomly selected from
the National Corpus of Polish [3]. The samples were automatically processed to
detect mention candidates with a newly implemented software based on existing
language processing tools for Polish: Spejd shallow parser [4], Pantera tagger
and Nerf named entity recognizer [5]. Baseline coreference resolution tool Ruler
[6] was used for initial mention clustering.

Each pre-processed text from the sample selected for the experiment has been
annotated independently by two annotators (hence: A and B) from the team of
eight linguists co-operating with the project. The annotation was performed in
a customized MMAX2 tool [7]. The annotators were instructed (with detailed
guidelines?) to correct the pre-annotation results by removing existing markup,
changing it or adding new entities or associations. As a result of the process, 420
annotated texts were produced with a total of 41,006 mentions, 4,410 clusters
and 1,009 near-identity links.

It is worth pointing out that the quantity of the annotated content is rela-
tively large and surpasses the previous attempts of evaluation of inter-annotator
agreement in coreference annotation, while the number of annotators per text is
minimal. For example, the authors of AnCora-CO-Es corpus [9] evaluated agree-
ment of 8 annotators processing only 2 texts (approx. 1100 segments altogether).

3 Mentions

According to [10], estimation of the inter-annotator agreement including the
chance-based factor for the task of marking up mentions (which can be nested,
discontinuous and overlapping) has not been yet investigated. Since it is difficult
to estimate the probability of a random markup of a mention, we present the
observed agreement only.

In our sample of 210 texts the annotation of the annotator A contained 20,420
mentions while for annotator B — 20,560 mentions. 17,530 mentions were shared
which means they had exactly the same borders (including the inner borders
for discontinuous mentions). Regarding annotation A as gold and B as system,
precision is 85.26%, recall = 85.85% which gives F; = 85.55%.

When comparing mention heads only, the annotation A contained 19,394 men-
tions (after excluding mentions having the same heads), annotation B — 19,522
mentions; 18,317 mentions were shared. For this setting precision = 93.83%,
recall = 94.47%, F} = 94.14%.

4 Semantic Heads

Agreement in annotation of mention heads can only be investigated for shared
mentions. For 17,363 mentions out of 17,530 the same heads were marked, which
gives the observed agreement: p4, ~ 0.9905.

2 For the PCC annotation schema and strategies see [8].
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The chance agreement (pa,) was calculated in the following way. For each
mention its head was selected by pointing out one segment from all mention
tokens. We assumed that the probability of choosing the same head by chance
for given mention was equal to the inverse of its token count. Chance agreement
was therefore calculated as an average of chance agreement probabilities for
individual mentions and yielded: p4, ~ 0.6832. This value is high due to a high
count of one-token mentions, having the chance agreement equal to 1.

Having computed both the above-mentioned values the S inter-agreement
measure [11] (as the chance probability distribution is uniform) could be calcu-
lated, yielding satisfactory result:

§ = PAo T PAs 6 9700
1—pag

5 Near-Identity

As in the case of semantic heads, the agreement of near-identity linking was
investigated only for mentions present in both annotations.

For each mention pair in a text the annotator could decide on their linking.
Combined agreement results for each mention pair are presented in Table 1.

Table 1. Near-identity link agreement in all texts

Annotation B
Near-identical Non-near-identical
Near-identical 67 306

Annotation A Non-near-identical 367 741,584

For this table the Cohen « [12] could be calculated, but this