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Abstract. Cross-lingual sentiment classification aims to conduct sentiment 
classification in a target language using labeled sentiment data in a source 
language. Most existing research works rely on machine translation to directly 
project information from one language to another. But cross-lingual classifiers 
always cannot learn all characteristics of target language data by using only 
translated data from one language.  In this paper, we propose a new learning 
model that uses labeled sentiment data from more than one language to com-
pensate some of the limitations of resource translation. In this model, we first 
create different views of sentiment data via machine translation, then train indi-
vidual classifiers in every view and finally combine the classifiers for final de-
cision. We have applied this model to the sentiment classification datasets in 
three different languages using different combination methods. The results 
show that the combination methods improve the performances obtained  
separately by each individual classifier. 
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1 Introduction 

Together with the very rapid increasing of the internet access in the world, the volume 
of user generated contents have also been increased on the web. Due to the high quan-
tity of user-generated contents, the task of summarizing their information into a useful 
format is a very hard and challenging problem. This challenge motivates the natural 
language processing (NLP) communities to design and develop computational  
methods to analyze these text documents.  

Opinion mining or sentiment analysis is one of the most interesting fields in this 
area that analyzes people’s opinions, attitudes and sentiments towards entities such as 
products, individuals, events, etc. [1]. Text document sentiment classification is the 
task of determining the sentiment polarity (e.g. positive or negative) of a given  
text document [2] and has received considerable attention due to its many useful  
application in product reviews classification [3] and opinion summarization [4].  
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Up until now, different methods have been used in sentiment classification. These 
methods can be categorized into two main groups, namely; lexicon based and corpus 
based. The lexicon based methods classify text documents based on the polarity of 
words and phrases contained in the text [5, 6]. This group of methods needs a senti-
ment lexicon to distinguish between the positive and negative terms. In contrast, cor-
pus based methods train a sentiment classifier based on labelled corpus using machine 
learning classification algorithms [7, 8]. The performance of these methods intensive-
ly depends on the quantity and the quality of labelled corpus as the training set. 

Sentiment lexicons and annotated sentiment corpora are the most important re-
sources for the sentiment classification. However, since most recent research studies 
in sentiment classification are in the English language, there are not enough labelled 
corpus and sentiment lexicons in other languages [9, 10]. Further, manually construc-
tion of reliable sentiment resources is a very hard and time-consuming task. There-
fore, the challenge is how to utilize labelled sentiment resources in one language (i.e. 
English) for sentiment classification in another language and leads to an interesting 
research area called cross-lingual sentiment classification (CLSC). The most direct 
solution of this problem is the use of machine translation systems to directly project 
the information of data from one language into the other language[9-15]. The most 
existing research works develop a sentiment classifier based on the translated labelled 
data from the source language and use this classifier to determine the sentiment polar-
ity of test data in the target language [12, 13]. Machine translation can be employed in 
the opposite direction by translating the test documents from the target language into 
the source language [9, 14, 15]. In this situation, the sentiment classifier is trained 
based on the original labelled data in the source language and then applied to the 
translated test data. A few number of research works used both direction of translation 
to create two different views of the training and the test data to compensate some of 
the translation limitations [10, 16]. But because the training set and the test set are 
from two different languages with different writing styles and from different cultures, 
these methods cannot reach the performance of monolingual sentiment classification 
methods in which the training and test samples are from the same language. The per-
formance also can be influenced by the low quality of translation because machine 
translation is still far from satisfactory and therefore the translated text documents 
cannot cover all the vocabularies in the original text documents. Different term distri-
bution between the original and the translated text documents is another important 
factor that can reduce the performance of CLSC. It means that a term may be fre-
quently used in one language to express the opinion while the translation of that term 
is rarely used in the other language. 

In this paper, we propose a new cross-lingual sentiment classification model that 
use more than one language (for example two languages) as the source languages  
to compensate some of the aforementioned limitations of resource translation in 
CLSC. We use labelled corpus from two different languages as the training data and 
also use both translation directions to create three different view of data, one in the 
target language and two in the source languages. Accordingly, three different classifi-
ers are trained based on these three views and finally the predictions of these classifi-
ers are combined using ensemble method. The proposed model was applied to the 
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book review datasets in three different languages and experiments showed that using 
multiple source language in multiple views obtains better performance in comparison 
with the methods that use only one language as the source language. 

The reminder of this paper is organized as follows: The next section presents re-
lated works on cross-lingual sentiment classification. Section 3 describes the proposed 
model. The experimental setup is explained in Section 4, while results and discussion 
are given in Section 5. Finally, Section 6 concludes this paper.     

2 Related Work 

Cross-lingual sentiment classification has been extensively studied in recent years. 
These research studies are based on the use of annotated data in the source language 
(always English) to compensate for the lack of labelled data in the target language. 
Most approaches focus on resource adaptation from one language to another language 
with few sentiment resources. For example Mihalcea et al. [17] generate subjectivity 
analysis resources into a new language from English sentiment resources by using a 
bilingual dictionary. In other works [13, 18], automatic machine translation engines 
were used to translate the English resources for subjectivity analysis. Banea et al. 
[18], showed that automatic machine translation is a viable alternative for the con-
struction of resources for subjectivity analysis in a new language. Wan [19] used un-
supervised sentiment polarity classification in Chinese product reviews. He translated 
Chinese reviews into different English reviews using a variety of machine translation 
engines and then performed sentiment analysis for both Chinese and English reviews 
using a lexicon-based technique. Finally, he used ensemble methods to combine the 
results of analysis. Another approach is that of cross-lingual classification, that is 
translating the features extracted from labelled documents [20, 21]. The features, 
selected by a feature selection algorithm, are translated into different languages.  
Subsequently, based on those translated features; a new model is trained for every 
language. This approach only needs a bilingual dictionary to translate the selected 
features. It can, however, suffer from the inaccuracies of dictionary translation, in 
that, words may have different meanings in different contexts. In another work, Wan 
[10] used the co-training method to overcome the problem of cross-lingual sentiment 
classification. In this paper, he exploited a bilingual co-training approach to leverage 
annotated English resources to sentiment classification in Chinese reviews. In this 
work, firstly, machine translation services were used to translate English labelled 
documents (training documents) into Chinese and similarly, Chinese unlabeled docu-
ments into English. The author used two different views (English and Chinese) in 
order to exploit the co-training approach into the classification problem. In an early 
work, Martin-Validivia et al. [9] proposed a meta classifier system that integrated the 
corpus based and lexicon based methods in order to create a sentiment classifier in 
Spanish language. In the first place, they used Spanish corpus along with its translated 
version in English and create two individual models based on these two corpora and 
applied machine learning to train the models. Next, they integrated SentiWordNet into 
the translated data to generate a new lexicon based model. Lastly, they combined 
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these systems by Meta classifiers. To the best of our knowledge, using multiple 
source languages in multiple views has not yet been investigated in the field of cross-
lingual sentiment classification.    

3 Proposed Model 

In this section we present a new cross-lingual model for sentiment classification that 
uses multiple languages as source language in multiple views. In this model, after the 
construction of different views in the target and the source languages, a classifier is 
trained based on the labeled data in every view and is applied to the test data in cor-
responding view and finally, the prediction results of each individual classifiers are 
combined to form the final results. 

 Labeled 
documents Machine 

translation

 Unlabeled 
documents

 Labeled 
documents

 Unlabeled 
documentsMachine 

translation

Source Language 1 Target Language

 Labeled 
documents

 Unlabeled 
documents

Source Language 2

Machine 
translation

Machine 
translation

View 1 View 3 View 2

 

Fig. 1. Creation of multiple views of documents in the case of two source languages, using 
machine translation 

3.1 Multi-view Data Creation 

To create multiple views of labeled and unlabeled documents in the source and 
target languages, we perform machine translation in two different directions. At the 
first step, unlabeled document (test data) are translated from the target language 
into the source languages. Next, labeled documents (training data) are translated 
from the source languages into the target language. Fig. 1 diagrammatically shows 
the process of multi-view data creation for the situation that two source languages 
are used. As we can see in this figure, when two different languages are used as 
source language, we have training and test documents (labeled and unlabeled) in 
three different views. It means that each document is presented based on three dif-
ferent feature sets, one in the target language and two in the source languages. 
Therefore, classification process can be performed based on three different feature 
sets from three different languages.  
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3.2 Classification Combination in Different Views 

Multiple classifiers combination is a well-known learning strategy when a set of  
classifiers is trained for a same classification. Combination of classifiers is the most 
reasonable solution when more than one single training set exist or different presenta-
tions of the training set are available [22]. Combining multiple classifiers can be  
advantageous since different classifiers would induce complimentary information for 
the classification. 

In our proposed method, first, the training documents in every view are used to 
train a member classifier. Then, the trained classifiers are applied to the test set, 
represented based on the feature sets of corresponding views to determine the predic-
tion label of each sample. After that, a combination rule is used to integrate the output 
predictions of the member classifiers to make the final classification decision. Several 
combination algorithms can be used to integrate the results of member classifiers. 
Definitely, we tried three groups of the most widely used methods, namely: majority 
voting, fixed rules and stacking, which are explained in the following subsections. 

Majority Voting. Majority voting is the simplest method used for classifier combina-
tion. In this method, the final predicted class is selected by polling all the classifiers to 
see which class is the most popular.  Whichever class that receives most votes is 
selected. Majority voting is always successful when the classifiers’ output are binary.   

Fixed Rules. Individual classifiers always provide not only the predicted label,  
but also one kind of confidence measure, such as posterior probability. The fixed  
rule combiner is used to combine these probabilities. Suppose that ݌௖ሺݓ௝|ݔሻ  is  
the posterior probability in predicting class ݓ௝  for instance ݔ provided by member 
classifier ܿ.  

• Product rule integrates individual classifiers by multiplying the posterior possibili-
ties and use the result for final output based on (1).where  ݉ is the number of the 
individual classifiers. 

 ௉݂௥௢ௗሺݔሻ ൌ argmax௪ೕ ∏ ሻ௠௖ୀଵݔ|௝ݓ௖ሺ݌  (1) 

• Sum rule integrates individual classifiers by summing the posterior possibilities 
and use the results for final output based on (2). 

 ௦݂௨௠ሺݔሻ ൌ argmax௪ೕ ∑ ሻ௠௖ୀଵݔ|௝ݓ௖ሺ݌  (2) 

Stacking. The stacking combiner adds a new classifier (called combiner classifier) 
that uses the outputs of the member classifiers as input feature vector and learns the 
best method to integrate these classifiers. In this paper, we used the prediction confi-
dence of every member classifier to form the input feature vector for the combiner 
classifier. At the first, the member classifiers are trained based on training set and 
then applied to a development set for prediction task. After that, the prediction confi-
dences are used to form the input feature vector for the combiner classifier. Finally, 
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the combiner classifier is trained based on these new training data to learn the best 
combination rule. We used four different machine learning algorithms to learn the 
combination rule: Support Vector Machine (SVM), Naïve Bayes (NB), Artificial 
Neural Network (ANN) and Linear Least Square (LLS).  

4 Experiment 

In this section, we evaluate our proposed approach in cross-lingual sentiment classifi-
cation on three different languages in the book review. 

4.1 Experimental Datasets 

To create an evaluation dataset, we selected 2000 book reviews (1000 positive and 
1000 negative) from Prettenhofer and Stein dataset [23] in three different languages: 
English, French and German. By combining these three languages, we obtained three 
different dataset for evaluation. In each dataset, one language is considered as target 
language and two other languages are the source languages. Documents in each lan-
guage are translated into two other languages using Google translate service 
(http://translate.google.com/) to create different views of data. Table 1 shows the 
characteristics of evaluation datasets. In the pre-processing step, all English reviews 
are converted into lowercase. Special symbols and other unnecessary characters are 
eliminated from every review document.  

Table 1. Different datasets used for evaluation 

Data Set 
Languages 

Source 1 Source 2 Target 

EF-G English French Germany 

EG-F English Germany French 

FG-E French Germany English 

 
To reduce computational complexity, we performed feature selection using the in-

formation gain (IG) technique. We selected 5000 high score unigrams and bi-grams as 
final features. Every document is represented by a feature vector. Each entry of a 
feature vector contains a feature weight. We used term presence as feature weights 
because this method has been confirmed as the most effective feature weighting  
method in sentiment classification [7, 24]. 

4.2 Experimental Setup 

In all experiments, we used the support vector machine classifier (SVM) as the mem-
ber classifiers in every view. SVMlight (http://svmlight.joachims.org/) is used as the 
SVM classifier in the experiments with all parameters set to their default values. 
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However, SVMlight does not directly output the posterior probabilities of predicted 
labels. Therefore we use a strategy that introduced in [25] to compute these probabili-
ties. Labeled documents in every view are randomly divided into training and devel-
opment sets with the portion of 80% and 20% respectively. The development set is 
used to train the classifier combiner in stacking methods.  For the classifier combiner 
in stacking methods we used the original MATLAB implementation of machine 
learning algorithms. For the ANN we used one hidden layer with 20 neurons. Other 
algorithms were used with default parameters.  

5 Results and Discussion 

We conducted several experiments with different combination methods in three  
different languages. In this section, we compare the accuracy of each combination 
technique with other techniques and also with the accuracy of the member classifiers 
as base classifiers. The main goal of the classifier combination is to correct the errors 
of the member classifiers.  In our experiment, we can approve the improvement 
achieved by using this approach since all the combination methods improve the final 
classification results in compare with individual classifiers.   

Table 2. Accuracy of the member classifiers and the combining methods 

Data Sets EF-G EG-F FG-E Average 

M
em

be
r 

cl
as

si
fi

er
s  View 1  77.57% 77.10% 74.99% 

 
View 2 76.41% 74.85% 74.99% 

View 3  78.62% 78.40% 80.64% 

C
om

bi
na

ti
on

 M
et

ho
ds

 

Majority Voting 80.07% 80.45% 80.54% 80.35% 

F
ix

ed
 

R
ul

e Product 80.82% 80.35% 81.19% 80.79% 

sum 80.47% 80.25% 80.44% 80.39% 

St
ac

ki
ng

 

SVM 81.27% 80.45% 81.29% 81.00% 

NB 80.87% 80.15% 81.39% 80.80% 

ANN 81.27% 80.65% 81.19% 81.04% 

LLS 80.97% 79.70% 80.89% 80.52% 

 
As we can see in Table 2, all the classifiers combination methods outperform the 
member classifiers. This means that the information of multiple source languages can 
cover each other in predicting the sentiment labels of the target language documents.  
This table also shows that the accuracy of target language view (View 3) is grater then 
two other views. Because in this view, features are extracted from the training data that 
translated from two source languages and therefore cover more vocabularies from 
target language documents so documents in target language are presented much better 
with this feature set. Figure 1 also shows the comparison results in graphical format. In 
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