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Abstract. Whereas traditional data warehouse systems assume that
data is complete or has been carefully preprocessed, increasingly more
data is imprecise, incomplete, and inconsistent. This is especially true in
the context of big data, where massive amount of data arrives contin-
uously in real-time from vast data sources. Nevertheless, modern data
analysis involves sophisticated statistical algorithm that go well beyond
traditional BI and, additionally, is increasingly performed by non-expert
users. Both trends require transparent data mining techniques that effi-
ciently handle missing data and present a complete view of the database
to the user. Time series forecasting estimates future, not yet available,
data of a time series and represents one way of dealing with missing
data. Moreover, it enables queries that retrieve a view of the database
at any point in time —past, present, and future. This article presents
an overview of forecasting techniques in database management systems.
After discussing possible application areas for time series forecasting, we
give a short mathematical background of the main forecasting concepts.
We then outline various general strategies of integrating time series fore-
casting inside a database and discuss some individual techniques from
the database community. We conclude this article by introducing a novel
forecasting-enabled database management architecture that natively and
transparently integrates forecast models.

1 Introduction

We can observe the transition of traditional data warehouse systems to big data
stores where massive amount of data arrives continuously in real-time from vast
data sources. Whereas traditional systems assume that data is complete or has
been carefully preprocessed using ETL tools, this is not true any more in the
context of big data and real-time requirements. Nowadays, data is increasingly
characterized by incompleteness, inconsistency, and imprecision. Nevertheless,
we can observe the requirements for sophisticated adhoc queries that extract
higher-level information out of the vast and incomplete data sets. This leads to
tremendous challenges of dealing with missing (past, present, and future) data
that arrives at a later point in time or might even never be available.

In fact, we require data mining techniques that fill in such non-existent data.
Various techniques from the statistical field aim at dealing with different kinds
of incomplete data, for example:
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– Forecasting estimates future, not yet available, data of a time series.
– Imputation replaces missing data with substituted values based on similar

values observed in the same data set.
– Interpolation estimates a function between known data points to construct

new data points.
– Extrapolation estimates the characteristics of a whole population based on

the selection of a subset of individuals.
– Recommendation provides user ratings of items that have not been rated yet.

In the past, these techniques were often performed by highly qualified statisti-
cal experts, with long experience in the company, who manually experiment with
different algorithms and parametrization. Such manual approaches are infeasible
or even impossible for large data sets that grow and evolve at a rapid pace. More-
over, the non-expert user does not care about advanced data mining techniques.
The user expects a complete view of the data set at any point in time, inde-
pendent of its actual characteristics. Along with the traditional ANSI/SPARC
architecture of a DBMS, which has the goal to separate a users’ view of the data
from its physical representation, incomplete data should be handled transpar-
ently to the user by the underlying database system. As a consequence, data
mining techniques dealing with incomplete data should be seamlessly integrated
into the existing infrastructure of a database management system, maintaining
the declarative interface of a DBMS.

For example, assume a market research company that collects sales data
according to various retailers and product lines. Retailers communicate their
data to the market research company in regular time intervals. In this context,
it happens quite regularly that retailers fail to deliver data, provide incomplete
data or delay data delivery. Suppose a decision manager wants to create an
aggregated report of products sold between yesterday and tomorrow:

SELECT pname , time , SUM ( s a l e s u n i t s )
FROM f a c t s f , products p
WHERE f . p roduct id = p . product id
AND time in ( yes terday ( ) , tomorrow ( ) )
GROUP BY pname , time

Within this time interval, some stores might have failed to deliver their sales
data, so here an interpolation model could fill in such missing data. Alterna-
tively or additionally, an imputation model can be used to derive missing data
from similar stores. Finally, the data for tomorrow is not available at all, there-
fore, forecast models can be used to estimate future data. All these models are
created and transparently processed by the query engine, the user just receives
a traditional relational table containing the complete result set.

In fact, as most mining techniques are based on some kind of statistical model,
this will lead to a model-based database system, where incomplete, inconsistent
or imprecise data is represented trough statistical models. New query process-
ing, optimization, and execution techniques are required that work with models
instead of real data. Besides query processing, such a model-based database sys-
tem also impacts the design of a database to select and parametrize models that
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allow efficient query processing as well as accurate query results. Finally, new
data has to be efficiently incorporated into the existing model configuration.

The design of such a model-based database system opens up many chal-
lenges. We have to deal with large amount of data incorporating real-time data
streams from many data sources. There are loads of existing statistical models,
ranging from very simple to rather complex ones with many parameter and tun-
ing opportunities. Both aspects, data size and parameter possibilities, pose high
challenges to the design of such a model-based database system. In addition,
data characteristics as well as query workloads are rapidly changing requiring a
self-adaptive and self-tuning approach.

Along with this overall goal of designing a model-based database system, in
this article, we turn our attention to one specific statistical technique, which is
time series forecasting. Hence, we are only interested in providing future, not yet
available data of a time series. Hereby, we focus on integrating forecast models
into a database management system in order to transparently support queries
on a future time interval, i.e., forecast queries.

The remainder of this article is organized as follows: We first outline the main
challenges of time series forecasting using three application examples (Sect. 2).
We continue by discussing the mathematical foundations of forecasting, includ-
ing frequently used statistical methods in this area (Sect. 3). We then dive into
technical aspects of extending database systems and give first of all a high level
overview of integrating statistical methods, but not necessarily time series fore-
casting, into database management systems (Sect. 4). Subsequently, in Sect. 5,
we review specific database techniques that explicitly address forecasting of time
series data. Based on the discussion of existing work, in Sect. 6, we introduce
a novel forecasting-enabled database management system that aims to fully
and transparently integrate time series forecasting within a DBMS. We finally
conclude in Sect. 7 and outline some further research challenges.

2 Forecasting Applications

Time series data appears in numerous domains and often forecasting of such
data is required for planning and decision making processes. In this section, we
discuss the characteristics of time series forecasting on three selected application
areas, namely production planning, energy load balancing, and online display
advertisement.

2.1 Production Planning

Typically, large volumes of historical sales data is stored in data warehouse sys-
tems and collected according to various characteristics of products, stores, and
customers. Often a multidimensional data model is used for such kind of appli-
cations where different facts (often called measures) are organized along several
dimensions [23]. The measures within a dimension are further divided into hier-
archies to support multiple granularities. In this context, analytical database



Transparent Forecasting Strategies in Database Management Systems 153

queries are not interested in single measures but in some form of summarized
data (e.g., sales in a certain area). The dimension hierarchies provide the key nav-
igation paths for interactive OLAP (Online Analytical Processing) on the data,
allowing for meaningful query formulation via drill-down, roll-up, or slice-and-
dice operations [47]. Besides querying historical data, forecasts of sales figures
form the basis for planning in many commercial decision-making-processes in
logistics and supply chain management.

According to Mentzer and Bienstock [57], a sales forecasting system should
follow several principles. First, sales forecasts should be provided in a central sys-
tem and tightly coupled with the database management system, allowing fast
access by various departments, such as production, distribution, and marketing.
Second, forecasts have to be available for various horizons (short-, mid-, and
long-term) and hierarchical levels, depending on the company’s needs. For exam-
ple, supply chain managers require long-term sales forecast to plan production
and storage facilities, whereas short-term forecasts are required for timely trans-
portation decisions. Third, the complexity of forecasting should be hidden from
a decision manager, who is usually not an expert in the statistical area. Forecast
results need to be provided in an easy-to-use format. Fourth, a sales forecasting
system should include a suite of time series techniques and provide a combination
of different techniques to benefit from their specific advantages, where Mentzer
and Bienstock see time series, regression and qualitative techniques (see Sect. 3)
as the most important approaches in sales forecasting. Finally, the best fore-
casting techniques for a time series should be selected automatically, by trying
a number of different techniques and selecting the technique that provides the
best forecast accuracy.

2.2 Energy Load Balancing

As another example, consider the energy market domain. One major challenge
is the constantly increasing capacities of renewable energy sources (RES) due
to governmental regulation efforts (e.g., climate saving propositions) and exces-
sive funding policies [21]. Renewable energy sources pose the challenge that
production depends on external factors (wind speed, amount of sunlight, etc.).
Hence, available power can only be predicted but not planned, which makes it
rather difficult for energy distributors to efficiently include RES into their daily
schedules.

The key to balance an energy distribution network successfully is to predict as
many of the most influencing (correlated) parameters for operations as possible.
Such forecasts are often made by domain-specific forecasting techniques specif-
ically designed for energy demand or supply. To forecast energy demand, for
example, Ramanathan et al. [72] propose a multi-equation forecasting technique
that creates a different statistical model for each hour of a day and includes
various variables that capture the seasonality of the data as well as external
influences (e.g., temperature).

In the past, energy balancing was typically done once per day at a specific
time and, accordingly, one-day ahead demand forecasts were calculated only on
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a daily basis. The need for fast response times to react to new market situa-
tions (e.g., weather changes) as well as the continuous streams of new demand
and supply measurements poses additional real-time demands on the forecasting
process [26]. Thus, the runtime of forecasting is very critical and, more impor-
tantly, forecast models have to be continuously adapted to changes in the time
series behavior. Moreover, the hierarchical organization of the energy market
requires a careful selection of the forecasting granularity (e.g., single wind instal-
lation vs. complete regions), the efficient handling of real-time mass prediction
processes and the guarantee of consistency between hierarchy levels.

2.3 Online Display Advertisement

As a third example, online display advertisement allows advertisers to promote
products to users by having publishers display their graphical ads on web pages.
For example, a brokerage firm may wish to target males from California who visit
a Finance web site, and show an ad promoting its special offers to those users.
Such kind of targeted ads are channeled to users via ad networks — intermediates
that package and sell ad space from multiple publishers’ websites [82]. In order
to be able to accept contracts and allocate inventory, an ad network has to
have access to reliable forecasts of user visits. Overestimating user visit volumes
may result in penalties for the publisher if guarantees are not met, whereas
underestimating user visits may leave unsold user visits that often result in
substantial revenue loss.

The forecasting problem in online display advertisement has several chal-
lenges [1]. First, the data to be forecasted is very high-dimensional. Specifically,
each user visit is characterized by hundreds of attributes, including the demo-
graphics of the user (e.g., age, gender, location), explicitly stated interests of
the user (e.g., travel, spots), implicitly inferred interests of the user (e.g, plan-
ning a vacation), characteristics of the web page being visits (e.g., sports page,
travel page), and characteristics of the system being used by the user (e.g., PC vs.
mobile, IP address location). Second, as a consequence of the high-dimensionality
of the data, the number of combinations that needs to be forecasted is of the
order of trillions. A forecast can be requested for any combination of the hun-
dreds of attributes using arbitrary forecasting methods, ranging from traditional
time-series forecasting techniques up to latent class models [12]. Nevertheless,
forecasts have to be returned in real-time, of the order of a few hundred millisec-
onds. Several queries are issued to the forecasting system within a short span of
time to decide if an advertisers’ contract should be acceptable.

3 Mathematical Foundations of Time Series Forecasting

All three application areas are based on the traditional model-based time series
forecasting process, which we outline in this section. After introducing the basic
idea and terminology of forecasting (Subsect. 3.1), we detail the three main steps
of forecasting, namely model creation (Subsect. 3.3), model usage (Subsect. 3.4),
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and model maintenance (Subsect. 3.5). For further readings we refer to standard
literature about time series analysis and forecasting [9,10,13].

3.1 Basic Idea and Terminology

A time series is sequence of observations taken sequentially in time, spaced at
equidistant time intervals. A time series up to the current time t is denoted as:

X = (x1, x2, ..., xt). (1)

In general, each point in time might be associated with multiple observations,
where we distinguished dependent and independent observations or variables.
Dependent variables, also known as measure or output variables, are those vari-
ables we actually want to forecast (e.g., product sales, solar energy production).
In contrast, those variables that we believe influence the value of the dependent
variables are referred to as independent or explanatory variables (e.g., product
price, sun radiation).

Forecasting refers to the estimation of values of a time series at some future
point in time. These future values are called forecast values or short forecasts
x̂t+k. The forecasts x̂[t+1;t+h] in the interval from the next point in time t+1 up
to time t+h are usually of most interest. The length of the interval is denoted as
forecast horizon h. Note that the term prediction is often used in a more general
sense and covers different problem types, e.g., classification, recommendation or
moving object prediction. In contrast, the term forecasting is only concerned
with estimating the next and future values of a sequence, i.e., a time series.

The quality of forecast values can be expressed by calculating prediction
intervals, which, for a certain probability, give an estimate of the interval in
which forecast values will fall. If new real data is available, the error of the
forecasts can be calculated by comparing forecasts with real time series data
using an error metric, e.g., the mean squared error (MSE).

A forecasting method is a procedure for computing forecasts from present
and past values. Most forecasting methods are based on a forecast model, which
is learned over historical training data and used to compute the forecast values
(model-based forecasting). Examples of approaches that do not belong to this
class of methods are judgmental or similarity-based forecasting methods.

A forecast model consists of the following parts:

– definition of input and output time series,
– definition of the forecasting method, which determines how forecast values are

calculated,
– model parameters of the forecasting method that have to be determined in

the model estimation step, and
– model state, representing internal variables of the forecasting method that

change with time.

The input of a model consists of n dependent and m independent variables,
whereas the output yields from the associated forecasts of the n dependent vari-
ables. The model parameters and model state directly depend on the used fore-
casting method.
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Fig. 1. General forecasting process

Finally, the different steps of forecasting can be summarized into a general
model-based time series forecasting process (Fig. 1):

1. Model Creation: A forecast model is created by defining input, output as well
as the forecasting method (model specification), and by estimating the model
parameters (model estimation).

2. Model Usage: Forecast values based on the created forecast model are calcu-
lated.

3. Model Maintenance: The forecast model is evaluated by comparing real time
series data with forecast values (model evaluation) and, optionally, model
adaption is triggered by recalculating the model parameters or choosing a
new model.

In what follows, we first discuss the characteristics of different forecasting
methods and describe two of them in more detail. We then have a closer look at
the three main steps of the forecasting process.

3.2 Overview Forecasting Methods

Numerous forecasting methods have been proposed in the literature, e.g., Gooi-
jera and Hyndman [36] summarized over 940 papers in the period 1982–2005.
Forecasting methods are often classified into time series methods (or univariate
methods) and causal methods (or multivariate methods) [13]. Time series meth-
ods assume that forecasts depend only on present and past values of the single
series being forecasted, possibly augmented by a function of time such as linear
trend. In contrast, in causal methods forecasts depend, at least partly, on one or
more additional (independent) variables (e.g., price, weather). Finally, forecast-
ing can also be implemented by machine learning approaches that exploit artifi-
cial intelligence techniques, e.g., neural networks [8]. Machine learning approaches
are not specifically designed for time series data and might be applied for
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Table 1. Classification of forecasting methods

Time series methods Causal methods Machine learning

ARIMA [9] Multivariate linear Neural networks [88]
Exponential Regression [86] Support vector
Smoothing [40] ARMAX [9] Machines [60]
Multiple linear Bayesian networks [87]
Regression [34] Decision trees [56]

arbitrary predictive tasks, e.g., classification. Table 1 summarizes the different
forecasting methods and gives some literature examples where these methods
have been applied for time series forecasting. Many extensions to the basic for-
mulation of those forecasting methods have been developed, including domain
specific methods that are specifically designed to solve a prediction task in a
certain domain.

Various studies have compared the accuracy of the different forecastingar-
bitrary methods with varying results depending on the domain and forecasting
target. Exponential smoothing and ARIMA models have shown empirically to be
able to model a wide range of real world time series [54], and are usually compu-
tationally more efficient than elaborate machine learning approaches. The main
idea of both approaches is sketched in the following.

Exponential Smoothing. Exponential Smoothing is a popular scheme to pro-
duce smoothed time series, where past observations are weighted with exponen-
tially decreasing weights [33]. In other words, recent observations are given more
weight in forecasting than older observations. Different variants of exponential
smoothing have been proposed, varying in the number and characteristics of the
smoothing weights. The most common variants are called single, double, and
triple exponential smoothing.

For example, single exponential smoothing has only one weight parameter,
also known as the smoothing constant α:

at = αxt + (1 − α)at−1 with a0 = x0. (2)

The forecast of single exponential smoothing is a constant value based on the
last smoothed value at, independent of the forecast horizon h:

x̂t+h = at. (3)

This method is mainly used for stationary time series fluctuating around a
constant mean. In contrast, double exponential smoothing introduces an addi-
tional trend component, whereas triple exponential smoothing (also known as
Holt-Winters [40]) further applies a seasonal component.
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ARIMA Models. ARIMA models describe the behavior of time series using
an auto-regression process [9] and consist of three main parts; the autoregression
part (AR), the integration part (I) and the moving average part (MA).

The autoregressive part AR(p) is computed by a linear combination of pre-
vious values up to a defined maximum lag (denoted p) combined with a random
error term εt:

xt =
p∑

i

φixt−i + εt. (4)

In contrast, the moving average part MA(q) describes a time series as a random
error term plus some linear combination of previous random error terms up to
a defined maximum lag (denoted q):

xt =
q∑

i

φiεt−i + εt. (5)

Hereby, the random error terms result from a white noise process, i.e., a set
of uncorrelated, normal-distributed, random variables with an assumed equal
variance. Most time series can not be described solely by an AR or MA forecast
model, as they show behavior of both models at the same time. For this reason, a
combination of both models is useful. Additionally, an integrated part I adjusts
the model for non-stationary time series, leading to so called ARIMA(p, d, q)
models. This basic formulation of ARIMA models can be extended to include
seasonality (SARIMA) or exogenous data (ARIMAX).

A variety of research has studied the relationship between exponential smooth-
ing and ARIMA models [33,59]. In general, all linear exponential smoothing meth-
ods have equivalent ARIMA models. However, exponential smoothing is often
preferred over ARIMA due to its simplicity, robustness and the surprising accu-
racy that can be obtained with minimal effort in model selection.

3.3 Model Creation

Model creation is the process of defining (model specification) and training
(model estimation) a forecast model for given time series data. In this section,
we discuss each of these steps separately. However, in automatic model identi-
fication approaches these two steps are often combined as models are built and
evaluated iteratively.

Model Specification. Model specification requires the definition of the input
and output time series as well as the definition of the forecasting method.

Input and Output Selection. The output time series (i.e., the dependent variables)
depends on the aim of forecasting and has to be specified by the application,
whereas the input time series (i.e., the independent variables) might be manually
or automatically selected. Hereby, the goal is to find those variables (often called
features) that are highly correlated and significantly contribute to the time series
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to be forecasted. Statistical techniques, such as principal component analysis,
are often applied to find relationships between different features and to reduce
the number of features [32]. Another issue in input selection is given by the
time series history, e.g., how much history should be used for model estimation.
Hereby, existing research has studied the minimal historical length required for
specific forecasting methods [43] as well as the influence of the history length on
the forecast accuracy [5] and the runtime of the parameter estimator [77].

Forecasting Method Selection. For a given data set, we need to select the fore-
casting method with the highest accuracy, which can be done manually or auto-
matically. The manual approach requires knowledge of statistical theory and
uses diagnostic tools such as the correlogram. Choosing a model manually is not
possible if a large number of time series is involved or if the forecast is done by
non-experts in the statistical area. In the automatic approach, the best model
is selected empirically according to the in-sample error or a model selection cri-
teria such as the Akaike’s Information Criterion (AIC). AIC chooses the model
that maximizes the so-called likelihood function and includes a regularization
term, which basically avoids overfitting by increasing the training error with the
number of parameters fitted in the model. Hyndman et al. [42] developed a state
space framework for the class of exponential smoothing methods, where the best
method is chosen automatically based on AIC. Heuristic model identification
approaches for the class of ARIMA models have also been developed [41]. All
automatic approaches still have the drawback that they select a single model
that has to be best at all times. Ensemble approaches increase robustness by
combining forecasts of several models using weighted linear combinations [36].

Model Estimation. In model estimation, the parameters of the forecasting
method (called model parameters) are fitted to a given training time series. Thus,
model estimation tries to find the best parameter combination for the training
data. This process involves two main components — an optimization function (to
specify which parameter combination is best) and an optimization approach (to
control the search strategy). Most common optimization approaches follow an
iterative search process based on the steepest descent or hill climbing technique.
In each iteration one or several parameter combinations are evaluated using the
optimization function and subsequently, based on the outcome of the evaluation,
a new parameter combination is chosen for the next iteration. After termina-
tion, the best parameter combination according to the optimization function is
outputted (Fig. 2).

The optimization function is composed of the forecasting method and the
error metric used to evaluate the forecast values. Commonly used error metrics
are least squares or maximum likelihood approaches.

Optimization approaches are mainly distinguished into derivative-based and
derivative-free algorithms. Derivative-based methods (e.g., gradient descent,
quasi-newton) exploit the optimization function’s first or second derivations to
move directly into the direction of the steepest descent. If the optimization
function is not derivable gradient approximation techniques can be applied.
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Fig. 2. Parameter estimation process

In contrast, derivative-free algorithms (e.g., simulated annealing, nelder-mead)
make only direct evaluations of the optimization function, i.e., treat it as black-
box. Finally, the optimization approach can be configured with various parame-
ters, such as the maximum number of iterations or the maximum step size for
selecting the next parameter combination.

3.4 Model Usage

Model usage applies the created model to forecast future values of the time series
for a given forecast horizon h. In model-based forecasting, the time-consuming
part is given by the model creation step, whereas model usage requires only the
application of a function (with the trained parameters).

A more complex aspect of model usage concerns the aggregation of time
series data. Time series data may be aggregated either across time, called tem-
poral aggregation, or across several time series, called contemporaneous aggrega-
tion [13]. For example, suppose we have sales figures for different brand sizes of
different products in successive weeks. Such data may be quite volatile and dif-
ficult to forecast without some form of aggregation, either across time (e.g. over
successive 4-week periods) or across products (e.g. sum all brand sizes for the
same brand). A common problem in inventory control is whether to develop a
summary forecast for the aggregate of a particular group of items and then allo-
cate this forecast to individual items based on their historical relative frequency,
called the top-down approach, or make individual forecasts for each item, called
a bottom-up approach. This line of research is called hierarchical forecasting [31].

3.5 Model Maintenance

As time proceeds, new values of the time series are observable, which impact the
forecast model. First, the state of the model has to be updated to the current
time series values, which we refer to as model update. Second, the parameters
of the model or even the forecasting method might change, which is meant by
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the term model maintenance. Complex seasonal patterns or unexpected changes
in time series’ characteristics (also called concept drift) like customers’ buying
preferences or the influence of weather predictions usually require such an adap-
tion of the model. Model maintenance exhibits two major challenges: (1) when to
trigger forecast model maintenance (model evaluation) and (2) how to efficiently
adapt the forecast model parameters (model adaption).

Model Evaluation. If new real data is available, the model can be evaluated
by calculating the forecast error using a specified error metric. Commonly known
error metrics are the mean absolute error (MAE) and mean squared error (MSE).
Such error metrics, however, depend on the scale of the time series values, are
hard to judge and do not allow comparisons between time series of different scale
or mean. In contrast, percentage error metrics evaluate the error’s magnitude
instead of its size. One example is the symmetric mean absolute percentage error
(SMAPE) [53], which was also used in the M3-competition — a mayor time series
competitions in the business forecasting domain [54].

Simple model evaluation approaches trigger model adaption independently
of the actual time series data and might be time-based (after a time interval),
update-based (after a fixed number of new values) or event-based (after updating
an exogenous variable or on request). More advanced approaches monitor the
temporal development of the time series. For example, error-based approaches
evaluate the forecast error after each new real value and trigger adaption when-
ever the error surpasses a predefined threshold [16]. Other approaches use statis-
tical information about the time series like minimum and maximum values [39]
or statistical tests [51].

Model Adaption. A simple way to realize model adaption is by starting from
scratch and by re-executing the model estimation and, optionally, the model
identification step as done in the initialization. This can easily be improved by
reusing previous information, e.g., by providing the last parameters of the model
as starting parameters to the model estimation step. A more advanced app-
roach stores previous model parameters in a decision tree according to specific
context information (e.g., type of day, temperature) and uses them as starting
point in the estimation step if the same context reoccurs [17]. Another approach
extends genetic algorithms with dynamical features, where previously good mod-
els are given an advantage in future selection rounds [83]. Orthogonal approaches
adapt the training set of the models and include only recent observations in
the model creating step, either employing fixed-size or dynamic windows [85].
All these approaches use offline parameter estimation approaches, where the
parameters are fully reestimated using any of the previously discussed optimiza-
tion approaches. As an alternative, approximate online optimization algorithms
[90] may be applied, which evaluate the objective function after each new time
series value and alter the parameter estimate made so far accordingly. However,
the parameters by this approach are only approximative and will deviate from
parameter estimates produced by full optimization. Finally, the forecast model



162 U. Fischer and W. Lehner

itself might be designed in an adaptive way, which aims at completely avoid-
ing the need for recalculating the model parameters. Self-adaptive forecasting
methods extend existing forecasting methods with time-dependent parameters
(e.g., [72]). Ensemble methods combine forecasts of several models and adapt
the weights of the ensemble members over time.

4 Architectural Integration

Recall our vision of a model-based database system outlined in the introduc-
tion. In terms of time series forecasting, our overall objective is the transparent
integration of forecast models inside a database management system. We dis-
cussed the main challenges of typical forecasting applications in Sect. 2, such
as high-dimensional data, real-time requirements, complex and domain-specific
forecasting methods, diverse workloads, non-expert users, and fast evolving data
sets. Moreover, in Sect. 3, we highlighted the most important steps of the fore-
casting process and outlined challenges in this context, such as the selection
of the best forecasting method, long parameter (re-)estimation times, and the
importance of a smart maintenance strategy.

We now turn our attention to the actual integration of forecasting inside a
database management systems. First of all, in this section, we review general
solutions to the integration of any kind of statistical method, not necessarily
time series forecasting, into a DBMS and outline to what extent they support
our overall objective as well as the discussed challenges. We classify existing
methods into (1) no integration approaches (Subsect. 4.1), (2) partial integra-
tion approaches that try to keep changes to the database as small as possi-
ble (Subsect. 4.2), and (3) full integration approaches that actually extend the
functionality of a database system (Subsect. 4.3).

4.1 No Database Integration

No database integration approaches refer to the use or integration of statistical
approaches in other system categories, such as external software or Map-Reduce
environments.

Statistical Software Environments. Traditionally, statistical computations
have been performed outside the database system by specialized software, which
uses the DBMS primarily as backend data server. Ganesan and Shenoy [50]
provide a survey of forecasting software up to the year 2006. Probably the most
well-known commercial software environments are Matlab [55], SAS [75] and
SPSS [78]. All include a large variety of specific forecasting methods including
approaches for automatic and ensemble forecasting.

A popular open-source statistical software package is the R framework [71].
With over 2,000 add-on packages, it is comparable to the big commercial pack-
ages SAS and SPSS. In the context of time series forecasting, it contains a wide
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variety of model types and parameter estimators. Model types range from lin-
ear models, exponential smoothing, ARIMA up to machine learning approaches.
Additionally, automatic model identification approaches for ARIMA and expo-
nential smoothing models are available [41]. A general-purpose optimization
functions including five different optimization approaches (e.g., Nelder-Mead,
Simulated Annealing) is used to estimate the parameters of the various model
types. As R is open-source it can be easily extended with new, domain-specific,
forecasting methods. A number of approaches aim at improving the handling of
large amount of data in R [76]. The proposed techniques range from simple ones
that require rewriting and adapting of existing scripts and functions up to more
complex ones that try to adapt the R environment in a transparent manner. For
example, an approach called RIOT [89] focuses on storing and querying arrays,
and tries to make R more I/O efficient by introducing a new expression algebra.

Map-Reduce Environments. Massive data sets and and large clusters of
machines have led to an increased interest in implementing statistical algorithms
on Map-Reduce environments. Several research has investigated the implement-
ing of scalable versions of machine learning algorithms on Map-Reduce, ranging
from proprietary (e.g., [67]) to open source implementations [6]. In contrast,
declarative machine learning approaches try to avoid the low-level implementa-
tions of specific algorithms on Map-Reduce. For example, SystemML [35] pro-
vides a declarative high-level language for writing machine learning algorithms,
which is automatically compiled and optimized into a set of Map-Reduce jobs.
Another declarative approach is MLbase [49], which proposes an optimizer that
selects and dynamically adapts the choice of the learning algorithm.

All discussed approaches exhibit the general problem of being outside the
database system. This might be valid in application scenarios where data is
stored in external files or fits into main memory, and database characteristics
such as transaction management are not required. However, if data is managed in

Fig. 3. Exploiting SQL and UDFs
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a traditional database management system those approaches have several draw-
backs. They require data transfer from the database to the statistical software
system and vice versa, might lead to inconsistencies between data and models
and miss optimization potential such as the reuse of models by multiple queries.
Surely, some or all of this functionality could be implemented in the external
system. This, however, requires the re-implementation of existing concepts of the
DBMS and will eventually lead to the design of a new database system outside
of the actual database system.

4.2 Partial Database Integration

Partial database integration approaches try to leave the database system itself
unchanged or include advanced analytical functionality by keeping the changes
to the databases as small as possible. We distinguish three approaches in this
area: SQL extensions and UDFs, customized functions, and bi-directional com-
munication approaches.

Exploiting SQL and UDFs. The first set of approaches uses database query
languages to express linear algebra functions or even higher-level algorithms and,
thus, try to get a database system to act like a statistical software environment.
Such approaches either (1) use directly SQL to implement data mining algo-
rithms, (2) hide mining functionality behind user defined functions and provide
high-level SQL extensions to interact with mining models and results, or (3) sup-
port the implementation of mining algorithms by providing low-level language
extensions (Fig. 3).

First, SQL can be used to directly implement data mining algorithms, such
as Bayesian classifiers [65] and clustering approaches [64]. Figure 3(a) shows an
excerpt of the k-means clustering algorithm in SQL, namely the computation of
the Euclidean distance between the data points and the centroids.

Second, high level language constructs for specific mining tasks have been
proposed. The MAD approach [15] consists of a hierarchy of mathematical con-
cepts in SQL that enable vector and matrix operations, simple functions as well
as sophisticated analytical methods such as ordinary least squares, conjugate
gradient, or support vector machines (Fig. 3(b)). The Splash system [22] views
statistical models, such as probability density functions, as SQL aggregation
operations and proposes extensions to the relational data model and SQL query
language for interaction with such models. Ordonez and Pitchaimalai [66] pro-
pose a general system that integrates statistical models such as correlation, linear
regression, principal component analysis, and clustering into a database using
SQL queries and UDFs. Besides these general approaches, a large number of
research papers has addressed specific data mining methods. Examples include
association rule mining [45] and sequential patterns [74]. All approaches provide
a high-level query language that hide statistical details from less sophisticated
users.
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In contrast, the ATLaS system [84] introduces a lower-level language, where
the user can integrate simple data mining algorithms with user-defined aggre-
gates by implementing three standard functions in SQL — initialize, iterate, and
terminate. The ATLaS language processor optimizes and translates ATLaS SQL
programs (e.g., decision tree classifier, apriori) into C++ code. In another work,
Feng et al. [24] propose a unified architecture (called BISMARCK) for convex
programming problems, such as support vector machines, where local solutions
are always globally optimal. Their main component is an in-RDBMS implemen-
tation of the incremental gradient descent optimization approach that allows
to solve a number of convex programming tasks in a unified way. Analogue to
ATLaS, a developer can integrate analytic tasks by implementing three stan-
dard functions using user-defined aggregates, using any language supported by
the DBMS (Fig. 3(c)). Additionally, performance optimizations, namely parti-
tioning and parallelization schemes, are studied.

Exploiting SQL and UDFs for data mining algorithms has the advantage of
being flexible: the analyst is able to develop algorithms independently on top
of the database and nevertheless is able to profit from performance gains by
running analytical methods inside the database [15,66]. However, SQL itself is
not designed to express statistical computations. SQL follows a declarative logic
(e.g., it lacks a convenient syntax for iteration), whereas statistical computing
requires imperative and functional programming logic. This leads to a high over-
head of statistical computations and makes it impossible to express sophisticated
time series methods in SQL. In contrast, UDFs allow arbitrary programming lan-
guages supported by the DBMS and might be used to implement advanced time
series methods. However, within all approaches models are explicitly queried and
not transparently processed as first class citizens inside the database. Further-
more, within an UDF, all decision have to be made locally, whereas a DBMS
exhibits a global view over all queries and operators, allowing joint optimization
techniques such as model reuse and maintenance in multidimensional data sets.

Customized Functions with Proprietary Languages. Instead of devel-
oping SQL extensions, another possible approach is to implement data mining
functionality internally as customized black box functions and offer proprietary
languages to the corresponding methods. This approach has been used by most
commercial database management systems, which provide advanced time series
forecasting methods to some extend.

Microsoft SQL Server offers a Data Mining Extension (DMX) for creating
models for various mining tasks such as association rule mining, clustering, and
also time series forecasting [79]. Two explicit time series forecasting methods
are included, autoregressive trees and ARIMA models, which are by default
combined to a hybrid forecasting method. DMX supports a set of functions
that allow to query a forecast model for predictions and additional statistical
information (Fig. 4 (a)). Chaudhuri et al. [14] propose optimizations for queries
on classification and clustering models in SQL Server. Using model-specific
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Fig. 4. Comparison of forecast functionalities in SQLServer and Oracle

algorithms, predicates on data mining models are transformed to simple selection
predicates, which can then be exploited for access path selection.

Oracle Data Mining (ODM) provides twelve data mining algorithms that
address classification, regression, association rules, clustering, attribute impor-
tance, and feature selection problems [63]. ODM provides PL/SQL and Java
application programming interfaces for model building and model scoring func-
tions as well as a Oracle Data Miner graphical user interface for data analysts
who want to use a GUI. Additionally, Oracles offers a FORECAST command as
part of its OLAP DML (Fig. 4 (b)), which supports linear as well as non-linear
regression methods or exponential smoothing [61].

The IBM DB2 Warehouse data mining capabilities provide algorithms for
mining tasks such as clustering, classification, association rule mining and regres-
sion [7], but no specific time series forecasting methods are supported. Data
mining models are represented using the Predictive Model Markup Language
(PMML) and stored in relational tables.

Commercial database systems increase the efficiency by pushing statistical
computation closer to the database and also offer some advanced time series fore-
casting methods. However, due to the usage of proprietary languages, forecast-
ing is not integrated within the relational processing and optimization of SQL
queries. Additionally, the black box approach makes it difficult to customize,
extend and optimize data mining functionality, including the whole forecasting
life cycle. Subsequently, models are not handled as first class citizens leading to
same drawbacks as discussed for UDFs.

Bi-directional Communication. Finally, a third possibility is to reuse exist-
ing statistical tools like R and improve the cooperation between the database
and the statistical software system.

Ricardo [18] focuses on large-scale data management systems such as Hadoop
and proposes a system where large-scale computations are expressed in JAQL,
a high level query interface on top of Hadoop, while R is called for smaller-scale
single-node statistical tasks. This requires the programmer to identify scalabil-
ity of different components of an algorithm, and re-express large-scale matrix
operations in terms of JAQL queries.
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A second example is the integration of R into the SAP in-memory comput-
ing engine. Große et al. [37] developed a shared memory-based data exchange
to reduce the communication overhead between R and the database, and, addi-
tionally, included R scripts as part of the database execution plan. The latter
approach allows multiple R runtimes in parallel processing advanced analytic
functionality.

On the commercial side, Oracle R Enterprise [62] embeds the functionality
of R inside the Oracle database. A transparency layer supports mapping of R
data types to Oracle Database objects and generates SQL transparently from R
expressions. Additionally, R scripts can be executed inside the database and the
Oracle R Connector for Hadoop enables R users to work with a Hadoop cluster.

Bi-directional communication approaches avoid the re-implementation of sta-
tistical functionality and reuse well established statistical software environments,
which usually provide advanced time series forecasting functionality. As proposed
by Große et al. [37], R scripts can be encapsulated into a native database opera-
tor, allowing the processing and optimization of statistical computations within
the traditional query execution plan. However, again, the whole statistical com-
putation is treated as black box within the R operator and statistical models
are hidden within R scripts. Therefore, models can not be transparently precom-
puted, materialized and managed within the database system, and optimization
possibilities on the forecasting process itself are limited.

4.3 Full Database Integration

In contrast to partial integration approaches, full integration approaches either
design a completely new special-purpose database system or extend the core
functionality of a traditional database system.

Special-Purpose Database System. A representative of a special-purpose
database system is SciDB [11], which targets application domains that involve
very large array data such as scientific applications. The SciDB database is orga-
nized as collections of n-dimensional arrays and addresses challenges like array
storage and partitioning as well as parallel processing of array operations. SciDB
supports query patterns such as array slicing and dicing, array scans, and binary
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Fig. 5. Model-based views in MauveDB
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array operations, but no advanced statistical methods like time series forecasting.
The approach of SciDB adapts and optimizes the database system specifically
to the target use case and goes far beyond the idea of integrating statistical
methods inside a database system. Our goal is to provide time series forecasting
within traditional database processing for various use cases and to benefit from
existing database technologies, requiring a more general full database integration
approach.

Traditional Database System. The MauveDB project [19] integrates statis-
tical modeling inside a DBMS using so-called model-base views. Model-based
views generalize the view concept and allow the definition of views as statistical
models using extensions to SQL (Fig. 5). Such views can be queried like tra-
ditional view leading to new classes of view access operators inside the DBMS.
Additionally, MauveDB provides different maintenance strategies that keep mod-
els consistent with changes to the data, e.g., no, partial, or full materialization.
A similar motivation follows FunctionDB [80], where mathematical functions are
treated as first-class citizens inside a DBMS. Queries are answered with discrete
points that are computed from piecewise polynomial functions, where the data
is discretized as late as possible. These leads to various new relational operations
that operate directly on the symbolic representations of the functions.

Akdere et al. [3] expand the idea of MauveDB and propose a Predictive Data-
base Management System (PDBMS), called Longview, that enables declarative
predictive queries as well as automatic model training and selection. Longview
provides two interfaces for access to its predictive functionality. A direct inter-
face offers direct access to the functionality of the prediction models (regression
and classification), whereas a declarative interface is used for high-level access by
non-expert users. Prediction models can be built using the CREATE PREDICTOR
command and then directly queried or referenced in traditional views. Internally,
a model manager is responsible for creating materialized models or selecting
models in an ad-hoc fashion. However, Akdere et al. [3] provide only a high-
level overview over such a system and identify several open research aspects,
including automatic selection of materialized models for given cost and accuracy
constraints as well as execution and optimization of predictive queries.

Both projects, MauveDB and Longview, integrate statistical methods within
a database by viewing models as first class citizens. However, they target statis-
tical methods such as interpolation or classification, and not time series forecast-
ing. Forecasting requires specific time series forecasting methods as well specific
model identification, model evaluation, and model maintenance strategies. Fur-
thermore, both approaches require the explicit selection of a model in a query
and do not realize declarative and transparent forecast queries.

Besides these general approaches, a number of papers has addressed database
aspects of specific mining models. For example, the HAZY project [48] builds
upon the work of MauveDB [19] and addresses the incremental maintenance of
classification views. The Monte Carlo Database System [46] allows the creation
of arbitrary stochastic models for uncertain data and focuses on Monte Carlo
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analysis of such models. Simple regression methods have been natively supported
by relational database systems for about a decade, and have been incorporated
into the SQL language [4]. Other approaches focus on support vector machines
[58] and interpolation functions [38].

Additionally, specific time series approaches have been proposed, which we
discuss in more detail in the next section.

5 In-DBMS Time Series Forecasting Techniques

We now review dedicated time series forecasting techniques in the database con-
text. Such approaches usually address a specific forecasting method or scenario
and discuss individual aspects of the forecasting process in this context.

The processing of declarative forecast queries in traditional databases was
first introduced within the Fa System [20]. The main contribution of Duan and
Babu [20] is an automatic feature selection approach for forecasting multidi-
mensional time series. A query execution plan in Fa consists of a sequence of
transformers, which shift or remove attributes from the input data set; a builder,
which computes a forecast model from the transformed data set; and a predictor
to make the forecast itself. Fa’s plan search is based on an iterative algorithm.
Each iteration selects a set of attributes using several heuristics and empirically
evaluates five different forecasting methods (regression and machine learning
approaches) for the selected attributes, leading to more and more accurate plans
over time. Furthermore, an adaptive version of the plan search algorithm for
continuous forecast queries is proposed.

Later, Ge and Zdonik [34] proposed an automatic model selection approach
for multivariate regression models. Their approach is based on the observation
that the best history length of the time series, in terms of accuracy and effi-
ciency, varies according to the requested forecast horizon. An empirical approach
iteratively increases the history as well as the number of data points and uses
statistical tests of hypotheses to build a single regression model. A skip-list data
structure supports the efficient selection of the data at a certain granularity.
Additionally, a randomized algorithm is provided that chooses a set of forecast
models for a given query workload and maintenance constraints. Maintenance
either involves rebuilding the regression model or choosing new properties of the
models, i.e., history length and data granularity, where the latter is done after
a fixed number of new time series values. Ge and Zdonik also introduce query
optimization techniques for range, aggregation, and join queries exploiting the
properties of regression models. To compute a join over a future time range,
for example, a simple approach would generate all future data points using the
regression models and then perform a traditional join on the raw data. In con-
trast, the second relation could simply use the regression functions of the first
relation and solve an equality condition to retrieve the matching tuples. How-
ever, such optimization techniques can only be exploited by simple regression
function and are not applicable to more sophisticated time series methods, which
require additional input data to compute the forecast values (e.g., auto-regressive
models).
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A formal definition of a forecast operator was developed by Parisi et al. [69]
Also, the integration of forecast operators with standard relational operators
was explored by identifying simple plan restructuring rules for three relational
operators; selection, projection, and union.

In another work, Akdere et al. [2] present optimization techniques for contin-
uous prediction queries using Bayesian Networks as forecasting method. They
propose to model point and range-based prediction queries as query plans and
introduce different materialization options within a plan. A selection approach
finds an execution plan with minimum computation costs for given memory
constraints.

The challenge of forecasting high-dimensional data was addressed in the
area of online display advertisement [1]. Hundreds of attributes and trillions
of attribute combinations have to be forecasted, making it impossible to build a
forecast model for each single time series in the database. To solve this issue, only
forecast models for a small subset of attribute combinations are built, which are
selected manually for seasonality and historical importance. Forecasts for remain-
ing attributes are obtained by exploiting correlations between the attributes.
Specifically, three different correlation approaches are evaluated: a Naive Bayes
approach that assumes attribute independence, a partwise independence app-
roach that infers combinations of correlated attributes, and a sampling-based
approach that computes correlations for a sample of the data.

In the area of data stream management, research has investigated the joint
forecasting of multiple data streams. The MUSCLES method [86] uses multi-
variate linear regression to forecast values of one stream based on the previous
values of all streams. MUSCLE is able to adapt to changing correlations among
time sequences. SPIRIT [68] finds correlations among data streams by comput-
ing the principal components. An auto-regressive model is built directly over the
principal components and used for the estimation of missing values.

In terms of model maintenance, Rosenthal and Lehner [73] developed an
incremental model adaption approach for simple auto-regressive models and pro-
pose a generic approach, called on-demand estimation, for more complex ARIMA
models. The parameters of ARIMA models can be estimated using the maximum
likelihood approach, which tries to maximizes the probability of reproducing the
training data from the given parameters. On-demand estimation incrementally
maintains the so called likelihood function and triggers model adaption if new
time series values lead to significant changes in the function’s optimum.

Maintenance issues have also been discussed in the context of streaming
databases and sensor networks. Tulone and Madden [81] propose an error-based
model evaluation strategy for auto-regressive models. Model adaption is trig-
gered based on two thresholds, which distinguish outlier values and distribution
changes in the data. The latter suggest that re-learning the model might be
necessary. In contrast, the sensor data management architecture PRESTO [52]
retrains models periodically. Ikonomovska et al. [44] propose an incremental
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stream mining algorithm for regression and model trees, including drift detec-
tion and model adaptation to maintain accurate and updated regression models
at any time.

To sum up, the need for integrating analytical methods into traditional data-
bases has been identified by many existing research projects, addressing general
approaches as well as specific forecasting methods. However, non of the exist-
ing approaches provide a complete solution for in-DBMS forecasting, includ-
ing declarative forecast queries, arbitrary forecasting methods, relational query
processing, query optimization, forecast model maintenance, transparent model
reuse, and automatic model selection. Following the discussion of the general
forecasting process from Sect. 3.1, we now introduce an architecture that inte-
grates the whole forecasting life cycle natively into an existing DBMS and, addi-
tionally, benefits from existing work on in-DBMS forecasting techniques.

6 A Flash-Forward Database System

In contrast to flash back queries that allow a view on the data in the past, we
developed a Flash-Foreward Database System. We explain the necessary exten-
sions to a traditional DBMS from two angles. First, in Subsect. 6.1, we investigate
changes to the different types of schemas of a DBMS, which are usually described
by the ANSI/SPARC architecture. Subsequently, in Subsect. 6.2, we discuss the
actual implementation of a forecast-enabled database management system.

6.1 ANSI/SPARC Architecture

The ANSI/SPARC architecture forms an abstract design standard for a data-
base management systems and gives a general architecture for database func-
tions, interfaces, and usages. The objective of the three-level architecture is to
separate the users’ view of the data from the way that it is physically repre-
sented. Specifically, the use of the data is described in the external schema, the
meaning of the data in the conceptual schema, and the data storage in the inter-
nal schema. Time series forecasting consists of two major data entities — time
series and forecast models — that have to be arranged within the ANSI-SPARC
architecture. We now systematically study each of the three levels of the archi-
tecture and discuss where we have to add new concepts and where we can reuse
existing concepts from the ANSI-SPARC architecture (see Fig. 6) [25].

External Schema. The external schema in the traditional ANSI/SPARC archi-
tecture consists of user-defined data views, which can be seen as virtual tables
storing the results of specific queries. Time series can just be seen as a special
view that ensure the representation of the data as time series. A time series view
requires at least a time attribute containing discrete points in time and another
attribute exhibiting the measurements at these specified moments, for example:
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CREATE VIEW t imeSer iesView AS
SELECT MONTH ( date ) AS month , SUM ( s a l e s u n i t s ) as s a l e s
FROM f a c t s f , products p
WHERE f . p roduct id = p . product id
AND p . pname = ’ audio ’
AND month in (now( ) − 3 months , now( ) + 3 months )
GROUP BY month

A time series view can represent historical values, forecast values, or both. If
forecast values are involved, the time series view has to be defined by a query
requesting future values. It might contain further information such as standard
deviation or prediction intervals, which clearly distinguish future from historical
values. Once real values are available, they replace the forecast values.

Conceptual Schema. The conceptual level includes a data schema that
describes available entities, their relationship and contained attributes and can
be seen as an abstraction from the internal data representation. Likewise, a
composite forecast model is defined as a conceptual abstraction from a concrete
atomic forecast model. A composite model might directly refer to a single atomic
forecast model from the internal schema, representing a simple forecast of a time
series, e.g., sales units of audio devices. However, composite forecast models can
also describe a (hierarchical) forecast model composition. When forecasting sales
units of audio devices in Germany, for example, the forecasting can be decom-
posed into forecasts of the sales units for all German states, or further down in
the hierarchy, sales units of all German cities. The composite forecast model can
define a hierarchical forecast composition referring further composite models on
multiple hierarchy levels and, on the leaf level, ultimately refer to atomic forecast
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models defined in the internal schema (see Example in Fig. 7). Multiple atomic
forecast models, with different forecasting methods or parameter combinations,
might be referenced by one composite model on the leaf level, enabling ensemble
forecasting.

With respect to the external layer, each composite forecast model is linked
with a single time series view from the external schema. It further defines a
single output, the composite model output (CM output), which is a special table
complying to the same rules as the time series view and exhibits the same hier-
archical forecast model composition as defined for the associated composite fore-
cast model. The forecast values, i.e., the composite forecast model output, are
computed by a weighted linear combination of the referenced forecast models
according to the defined forecast model composition.

Internal Schema. The logical and the physical data access paths are defined
in the internal schema of the ANSI-SPARC architecture. Logical access paths
refer to data organization aspects like partitioning and materialization, whereas
the physical access paths define low level access structures like indexes. Likewise,
atomic forecast models are defined that represent a non-decomposable forecast
model. A single atomic forecast model is represented by input and output defi-
nitions, the forecasting method, model parameters, and the current model state
(see Subsect. 3.1). Here, the input is the data as defined in the associated time
series view, referenced through the connected composite forecast model. The
forecasting method is chosen from a forecast model catalog that represents all
forecasting methods available in the DBMS and is predefined with respect to
the application domain (similar to the approach of Longview [3]). The output of
atomic forecast models is represented by a special data structure called atomic
forecast model output (AM Output). Optionally, additional attributes might be
included in the model output (e.g., prediction intervals).

Traditionally, materialization is performed to precompute complex database
queries. Similarly, composite and atomic models can be materialized for faster
query response times. Materialized models might store composition rules, model
parameters, model states, or even the model output, i.e., forecast results. On
the physical access paths, specific model specific index structures might be
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applied [27,34]. Additionally, traditional or customized time series index struc-
tures ensure efficient processing of time series data and access of time series
values in a subsequent order.

6.2 DBMS Architecture

In contrast to the ANSI/SPARC architecture, which mainly describes interfaces,
we now discuss the actual realization of a flash-forward database system [28].
Figure 8 shows the main components of a database management systems, exem-
plary on the open-source DBMS PostgreSQL [70]. Our extensions to traditional
database components are shown by grey boxes. In what follows, we shortly out-
line the core idea of the main components, more details can be found in [27–30].

First of all, declarative forecast queries require the extension of the parser
so that forecast-specific keywords (e.g., forecast horizon, forecasting attributes,
forecasting method) are recognized. After parsing, the statement is identified
as complex (e.g., select, insert, delete) or simple (e.g., create table) by the
traffic cop. Simple utility commands are processed by a dedicated component,
which contains forecast model specific utility commands (e.g., create model, drop
model). This enables a database administrator to explicitly create and delete
models. Complex statements are planned by the optimizer. Hereby, the existing
optimizer is extended with (1) new forecast-specific physical operators, (2) new
cost models for those operators as well as (3) new optimizer rules.

Following the general forecasting process, forecast operators decouple model
creation and model usage functionality. The CreateModel operator is responsi-
ble for model creation. It receives a time series view as input and outputs a set
of forecast models. Subsequently, the Forecast operator receives as input a set
of forecast models and outputs a time series relation containing corresponding
forecast values. In case of ad hoc forecast queries, these two operators appear
jointly, with the Forecast operator sitting on top of the CreateModel opera-
tor. However, the separation of both operators enables the transparent reuse of
materialized models.

Materialized models are handled by two new components —model matching
and model maintenance [27]. Model matching is responsible for finding suitable
models for a given forecast query, including atomic forecast models and poten-
tial model compositions. Depending on the query type, model matching can be
accessed by either the optimizer or executor. In contrast, model maintenance is
performed after insert statements. It is responsible for finding models that are
based on those inserts. Model maintenance includes a model update step, an
evaluation step and, optionally, a parameter re-estimation step.

Besides, the transparent reuse of materialized models, the optimizer is also
responsible for processing ad hoc forecast queries that require the creation of
a model at query runtime. Hereby, we exploit traditional database sampling
techniques to reduce the amount of processed data by the CreateModel operator
[29]. For example, one optimization techniques reduces the time series length for
parameter estimation.
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The discussed query processing components are supported by other modules.
The catalog stores meta data about atomic and composite forecast models as
well as the previously mentioned forecasting method catalog. As discussed in
Subsect. 6.1 access methods are extended with model-specific access structures,
supporting the model matching and model maintenance components [27]. Infor-
mation about internal query structures and query plans are stored in nodes and
lists in PostgreSQL. Thus, new nodes for forecast queries have to be added. The
remaining two components, the storage manager and utilities, containing sup-
port functions, are currently not touched by our extensions. Traditional tables
are used to store time series data as well as models, which enables the direct
reuse of the different functionalities of a storage manager.

Besides the extension of internal components, one additional external com-
ponent, the model configuration advisor, is available [30]. Similar to a traditional
index or materialized view advisor, which proposes a physical design of indexes
and materialized views to the database system, the model configuration advi-
sor recommends a physical design of forecast models. In contrast to traditional
advisers, which usually focus on minimizing the runtime of a given workload
(optionally giving some storage constraints), the optimization objective of the
model configuration advisor is twofold — minimize the query runtime and max-
imize the forecast accuracy. The technical challenge of the advisor comes from
the fact that there are no known ways to estimate the accuracy of a physical
design of forecast models without actually deploying and querying it. Hence, the
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model advisor is based on an iterative process that, based on heuristics, selects
a set of candidate time series in each iteration for which a model should be built
and analyzed. Parameters of the advisor like the number of candidate models
are automatically tuned in a control phase.

7 Conclusions and Future Work

The need for integrating statistical methods into databases has been identified
by many existing research projects, addressing general approaches as well as
specific statistical methods. In this article, we provided a review of existing
work and discussed its applicability for supporting a transparent model-based
database system, where we specifically focused on forecast models. Based on the
traditional ANSI/SPARC architecture, we introduced a novel forecast-enabled
database management system, the flash-forward database system. Our approach
belongs to the class of full database integration approaches and integrates the
whole forecasting life cycle.

Recall the application scenarios and associated requirements presented in
Sect. 2. The proposed flash-forward database systems enables forecasting by non-
expert users (e.g., supply chain managers) and hides the complexity of the fore-
casting process. It allows the integration of a suite of forecasting techniques
and domain-specific forecasting methods (e.g., for energy demand and supply
forecasting). The reuse of materialized forecast models enables the processing of
forecast queries in real-time as required, for example, in energy load balancing or
display advertisement. The maintenance component continuously and efficiently
adapts models to changes in the time series behavior (e.g., weather changes in
the energy domain). Finally, the model configuration advisor selects a physical
design of forecast models for large multi-dimensional data sets (e.g., in product-
ing planning), balancing query efficiency and forecast accuracy.

Although we specifically focused on forecast models in this article, many
of the discussed challenges, foundations, and concepts can be applied to other
statistical models. We have taken a first step towards a model-based database
system and opened up interesting opportunities for further research. We conclude
by mentioning a few of them:

– Configuration Maintenance: How can we maintain a configuration of forecast
models in an online fashion? Can we develop incremental algorithms that
avoid the complete re-execution of the forecast model advisor?

– Parallelized Query Execution: How can we improve the execution of adhoc
forecast queries that require the creation of a new model? Can we develop
efficient operators that exploit parallelization opportunities of modern (het-
erogeneous) hardware environments?

– Lineage: Can we provide the user with information about the origin as well
as reliability of the query result?
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answering in sensor networks. In: Römer, K., Karl, H., Mattern, F. (eds.) EWSN
2006. LNCS, vol. 3868, pp. 21–37. Springer, Heidelberg (2006)

82. Turner, J.: The planning of guaranteed targeted display advertising. Oper. Res.
60, 18–33 (2012)

83. Wagner, N., Michalewicz, Z., Khouja, M., McGregor, R.: Time series forecasting
for dynamic environments: the dyfor genetic program model. IEEE Trans. Evol.
Comput. 11, 433–452 (2007)

84. Wang, H., Zaniolo, C., Luo, C.R.: ATLAS: a small but complete sql extension for
data mining and data streams. In: Proceedings of the 29th International Confer-
ence on Very Large Data Bases, pp. 1113–1116 (2003)

85. Widmer, G., Kubat, M.: Learning in the presence of concept drift and hidden
contexts. Mach. Learn. 23, 69–101 (1996)

86. Yi, B., Sidiropoulos, N.D., Johnson, T., Jagadish, H.V., Faloutsos, C., Biliris, A.:
Online data mining for co-evolving time sequences. In: Proceedings of the 16th
International Conference on Data Engineering, pp. 13–22 (2000)

87. Zhang, C., Sun, S., Yu, G.: A bayesian network approach to time series fore-
casting of short-term traffic flows. In: Proceedings of the 7th International IEEE
Conference on Intelligent Transportation Systems, pp. 216–221 (2004)

88. Zhang, G., Eddy-Patuwo, B., Hu, M.Y.: Forecasting with artificial neural net-
works: the state of the art. Int. J. Forecast. 14, 35–62 (1998)

89. Zhang, Y., Zhang, W., Yang, J.: I/O-efficient statistical computing with RIOT.
In: Proceedings of the 26th International Conference on Data Engineering, pp.
1157–1160 (2010)

90. Zinkevich, M.: Online convex programming and generalized infinitesimal gradient
ascent. In: Proceedings of the 20th International Conference on Machine Learning,
pp. 928–936 (2003)

http://msdn.microsoft.com/en-us/library/ms175595.aspx

	Transparent Forecasting Strategies in Database Management Systems
	1 Introduction
	2 Forecasting Applications
	2.1 Production Planning
	2.2 Energy Load Balancing
	2.3 Online Display Advertisement

	3 Mathematical Foundations of Time Series Forecasting
	3.1 Basic Idea and Terminology
	3.2 Overview Forecasting Methods
	3.3 Model Creation
	3.4 Model Usage
	3.5 Model Maintenance

	4 Architectural Integration
	4.1 No Database Integration
	4.2 Partial Database Integration
	4.3 Full Database Integration

	5 In-DBMS Time Series Forecasting Techniques
	6 A Flash-Forward Database System
	6.1 ANSI/SPARC Architecture
	6.2 DBMS Architecture

	7 Conclusions and Future Work
	References


