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Abstract. The paper deals with the problem of data stream classifi-
cation. In the previous works we proposed the WAE (Weighted Aging
Ensemble) algorithm which may change the line-up of the classifier com-
mittee dynamically according to coming of new individual classifiers. The
ensemble pruning method uses the diversity measure called the Gener-
alized Diversity only. In this work we propose the modification of the
WAE algorithm which applies the mentioned above pruning criterion by
the linear combination of diversity measure and accuracy of the classifier
ensemble. The proposed method was evaluated on the basis of computer
experiments which were carried out on two benchmark databases. The
main objective of the experiments was to answer the question if the cho-
sen modified criterion based on the diversity measure and accuracy is
an appropriate choice to prune the classifier ensemble dedicated to data
stream classification task.

Keywords: classifier ensemble, data stream, incremental learning, en-
semble pruning, forgetting.

1 Introduction

One of the main challenge of the modern computer classification systems is
to propose efficient approach to analyze data stream. Such tool should take
into consideration the following characteristics which separate the data stream
classification task from the traditional canonical classification model:

– the statistical dependencies among the input features described given objects
and their classifications may be changing,

– data can come flooding in the classifier what causes that it is impossible to
label all incoming objects manually by human experts.

The first phenomena is called concept drift and according to [9] we can propose
its taxonomy: gradual drift (smooth changes), sudden drift (abrupt changes), and
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reoccurring drift (changes are either periodical or unordered). When we face with
the pattern classification task with the possibility of concept drift appearance
then we can consider the two main approaches which strictly depend on the drift
type:

– Detecting concept drift in new data and if these changes are significant, then
retrain the classification model.

– Adopting a classification model to changes.

In this work we will focus on the last issue. The model is either updated (e.g.,
neural networks) or needs to be partially or completely rebuilt (as CVFDT al-
gorithm [3]). Usually we analyze the data stream using so-called data chunks
(successive portions of incoming data). The main question is how to adjust the
data chunk size. On the one hand, a smaller chunk allows focusing on the emerg-
ing context, though data may not be representative for a longer lasting context.
On the other hand, a bigger chunk may result in mixing the instances represent-
ing different contexts. One of the important group of algorithms dedicated to
stream classification exploits strength of ensemble systems, which work pretty
well in static environments [6]. An assumed strategy for generating the line-up
of the classifier ensemble should guarantee its diversity improvement and conse-
quently accuracy increasing.

The most popular ensemble approaches, as the Streaming Ensemble Algorithm
(SEA) [13] or the Accuracy Weighted Ensemble (AWE)[14], keep a fixed-size
set of classifiers. Incoming data are collected in data chunks, which are used to
train new classifiers. If there is a free space in the ensemble, a new classifier
joins the committee. Otherwise, all the classifiers are evaluated based on their
accuracy and the worst one in the committee is replaced by a new one if the
latter has higher accuracy. The SEA uses a majority voting strategy, whereas
the AWE uses the more advanced weighted voting strategy. A similar formula
for decision making is implemented in the Dynamic Weighted Majority (DWM)
algorithm [5]. Nevertheless, unlike the former algorithms, the DWM modifies the
weights and updates the ensemble in a more flexible manner. The weight of the
classifier is reduced when the classifier makes an incorrect decision. Eventually
the classifier is removed from the ensemble when its weight falls below a given
threshold. Independently, a new classifier is added to the ensemble when the
committee makes a wrong decision. Some evolving systems continuously adjust
the model to incoming data, what is called implicit drift detection [7] as opposed
to explicit drift detection methods that raise a signal to indicate change. In this
work we propose the modification of the previously developed dynamic ensemble
model called WAE (Weighted Aging Ensemble) which can modify the line-up
of the classifier committee on the basis of the linear combination of diversity
measure called Generalized Diversity and accuracy. Additionally the decision
about object’s label is made according to weighted voting, where weight of a
given classifier depends on its accuracy and time spending in an ensemble. The
detailed description of the algorithm is presented in the next section. In this
work we would like to study how the method of individual classifier selection to



92 M. Woźniak, P. Cal, and B. Cyganek

a classifier committee could influence the compound classifier quality. Then we
present preliminary results of computer experiments which were carried out on
SEA and Hyper Plane Stream datasets. The last section concludes our research.

2 WAE - Classifier Ensemble for Data Stream
Classification

Let’s propose the idea of the WAE (Weighted Aging Ensemble), which was firstly
presented in [15], then its modification will be presented.We assume that the data
streamunder consideration is given in a formof data chunks denotes asDSk, where
k is the chunk index. The concept drift could appear in the incoming data chunks.
Wedonotdetect it, butwe try to construct self-adapting classifier ensemble.There-
fore on the basis of the each chunk some individuals are trained using different
classifier models and we check if they could form valuable ensemble with the pre-
viously trained classification models. Because we assume the fixed size of the en-
semble therefore we should select the most valuable classifier committee line-up
on the basis of the exhaustive search (the number of the possible ensembles is not
so high). In the previous versions our algorithm we proposed to use the General-
ized Diversity (denoted as GD) proposed by Partridge and Krzanowski [10] as the
search criterion to assess all possible ensembles and to choose the best one. GD re-
turns the maximum values in the case of failure of one classifier is accompanied by
correct classification by the other one and minimum diversity occurs when failure
of one classifier is accompanied by failure of the other.

GD(Π) = 1−

L∑

i=1

i(i− 1)pi
L(L− 1)

L∑

i=1

ipi
L

(1)

where L is the cardinality of the classifier pool (number of individual classifiers)
and pi stands for the probability that i randomly chosen classifiers from Π will
fail on randomly chosen example.

Lets Pa(Ψi) denotes frequency of correct classification of classifier Ψi and
itter(Ψi) stands for number of iterations which Ψi has been spent in the en-
semble. We propose to establish the classifier’s weight w(Ψi) according to the
following formulae

w(Ψi) =
Pa(Ψi)√
itter(Ψi)

(2)

and the final decision returned by the compound classifier Ψ is given by the
following formulae

Ψ (x) = argmax
j∈M

L∑

k=1

[Ψk(x) = j]w(Ψk), (3)
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where M denotes the set of possible labels, x is feature values, and [ ] stands for
Inverson’s bracket.

This proposition of classifier aging has its root in object weighting algorithms
where an instance weight is usually inversely proportional to the time that
has passed since the instance was read [4] and Accuracy Weighted Ensemble
(AWE)[14], but the proposed method called Weighted Aging Ensemble (WAE)
incudes two important modifications:

1. classifier weights depend on the individual classifier accuracies and time they
have been spending in the ensemble,

2. individual classifier are chosen to the ensemble on the basis on the non-
pairwise diversity measure.

In our work we propose tho replace GD (1) as the ensemble pruning criterion
by the linear combination of the ensemble accuracy and the mentioned above
measure

Q(Π) = aGD(Π) + (1− a)Pa(Ψ), where a ∈ [0, 1] (4)

where Ψ is classifier ensemble using pool of individual classifiers Π , Pa denotes
its accuracy, and a stands for arbitrary chosen factor.

The WAE pseudocode is presented in Alg.1 [15].

Algorithm 1. Weighted Aging Ensemble (WAE) based on heterogenous classi-
fiers
Require: input data stream,

data chunk size,
k classifier training procedures,
ensemble size L

1: i := 1
2: Π = ∅
3: repeat
4: collect new data chunk DSi

5: for j := 1 to k do
6: Ψi,j ← classifier training procedure (DSi,j)
7: Π := Π ∪ {Ψi,j} to the classifier ensemble Π
8: end for
9: if |Π | > L then
10: choose the most valuable ensemble of L classifiers using (4)
11: end if
12: for j = 1 to L do
13: calculate w(Ψi) according to (2)
14: end for
15: until end of the input data stream
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3 Experimental Investigations

The aims of the experiment were:

– assessing if the proposed method of weighting and aging individual classifiers
in the ensemble is valuable proposition compared with the methods which
do not include aging or weighting techniques,

– establishing the dependency between the a factor value used in (4) and
quality of the WAE algorithm

3.1 Set-Up

All experiments were carried out on two syntectic benchmark datasets:

– the SEA dataset [13] where each object belongs to the on of two classes and is
described by 3 numeric attributes with value between 0 and 10, but only two
of them are relevant. Object belongs to class 1 (TRUE) if arg1 + arg2 < φ
and to class 2 (FALSE) otherwise. φ is a threshold between two classes,
so different thresholds correspond to different concepts (models).Thus, all
generated dataset is linearly separable, but we add 5% noise, which means
that class label for some samples is changed, with expected value equal to
0. We simulated drift by instant random model change.

– Hyper Plane Stream [16] where each object belongs to one of the 5 classes
and is described by 10 attributes. The dataset is a synthetic data stream
containing gradually evolving (drifting) concepts. The drift is appeared each
800 observations.

For each of the experiments we decided to form heterogenous ensemble i.e.,
ensemble which consists of the classifier using the different models (to ensure its
higher diversity) and we used the following models for individual classifiers:

– Näıve Bayes,
– decision tree trained by C4.5 [12],
– SVM with polynomial kernel trained by the sequential minimal optimization

method (SMO) [11]
– nearest neighbour classifier,
– classifier using a multinominal logistic regression with a ridge classfier [8],
– OneR [2].

During each of the experiment we tried to evaluate dependency between data
chunk sizes (which were fixed on 50, 100, 150, 200) and overall classifier quality
(accuracy and standard deviation) and the diversity of the best ensemble for the
following ensembles:

1. simple - an ensemble using majority voting without aging.
2. weighted - an ensemble using weighted voting without aging, where weight

assigned to a given classifier is inversely proportional to its accuracy.
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3. aged - an ensemble using weighted voting with aging, where weight assigned
to a given classifier is calculated according to (2).

Method of ensemble pruning was the same for each ensembles and presented
in (4). We run the experiments for different a values (a ∈ {0.0, 0.1, ..., 1.0}).

All experiments were carried out in the Java environment using Weka classi-
fiers [1]. The new individual classifiers were trained on a given data chunk. The
same chunk was used to prune the classifier committee, but the ensemble error
was estimated on the basis on the next (unseen) portion of data.

3.2 Results

The results of experiment are presented in Fig.1-2 and in Tab. 1-2. The figures
show the accuracies and diversity for different types of ensembles and different
values of a factor and chunk size. Tab.1-2 present overall accuracy and standard
deviation for the tested methods and how they depend on data chunk size.
Unfortunately, because of the space limit we are not able to presents all extensive
results, but they are available on demand.

Table 1. Classification accuracies and diversities for different sizes of data chunk for
SEA dataset

chunk size ensemble type accuracy sd diversity sd

simple 0.895 0.0059 0.476 0.0175
50 weighted 0.893 0.0064 0.481 0.0165

aged 0.895 0.0047 0.480 0.0136

simple 0.902 0.0048 0.466 0.0211
100 weighted 0.904 0.0063 0.450 0.0170

aged 0.906 0.0054 0.456 0.0196

simple 0.907 0.0075 0.437 0.0162
150 weighted 0.910 0.0040 0.448 0.0306

aged 0.908 0.0047 0.447 0.0297

simple 0.904 0.0046 0.459 0.0230
200 weighted 0.899 0.0110 0.451 0.0355

aged 0.904 0.0028 0.429 0.0268

3.3 Discussion of the Results

SEA dataset:

– The overall accuracies of the tested ensembles are stable according to the
chunk sizes. We observed a slight accuracy improvement, but it is statistical
significant for the chunk sizes 50 and 150 only (t-test). The standard devia-
tion of the accuracies is unstable, but it is smallest for the chunk size 150.
The observation is useful because the bigger size of data chunk means that
effort dedicated to building new models is smaller because they are being
built rarely.
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Fig. 1. The computer experimental results for the SEA dataset. Dependencies between
a factor used in the pruning criterion (4) and ensembles’ accuracies (left) diversities
(right) for three type of classifier ensemble: simple (top), weighted (middle), and aged
(bottom), and for 4 different sizes of data chunk.

– The overall diversities do not depend strongly on chunk size.
– Taking into consideration the mentioned above observations we may suggest

that the best choice of chunk size is ca. 150, especially for weighed and aged
ensemble.

Hyper Plane Stream dataset:

– The overall accuracies of the tested ensembles increase according to chunk
size. The differences are statistically significant between the following pais
of chunk sizes: 50 and 150, 50 and 200, 100 and 200 (t-test).

– The standard deviations of all ensemble accuracies increase according the
chunk size.

– The ensemble diversity is decreasing according to the chunk sizes but the
standard deviation is increasing.

– Taking into consideration the mentioned above observations we may suggest
that the best choice of chunk size is also ca. 150.
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Fig. 2. The computer experimental results for the Hyper Plane Stream dataset. Depen-
dencies between a factor used in the pruning criterion (4) and ensembles’ accuracies
(left) diversities (right) for three type of classifier ensemble: simple (top), weighted
(middle), and aged (bottom), and for 4 different sizes of data chunk.

Table 2. Classification accuracies and diversities for different sizes of data chunk for
Hyper Plane Stream dataset

chunk size ensemble type accuracy sd diversity sd

simple 0.452 0.0014 0.371 0.0021
50 weighted 0.463 0.0015 0.366 0.0028

aged 0.463 0.0015 0.370 0.0025

simple 0.486 0.0051 0.339 0.0037
100 weighted 0.497 0.0082 0.338 0.0034

aged 0.507 0.0069 0.336 0.0048

simple 0.513 0.0083 0.331 0.0043
150 weighted 0.526 0.0126 0.330 0.0052

aged 0.520 0.0146 0.330 0.0039

simple 0.514 0.0133 0.324 0.0060
200 weighted 0.537 0.0152 0.328 0.0043

aged 0.535 0.0145 0.328 0.0043
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The interesting observation may be made analyzing the dependency among a
factor values, diversity, and accuracy of the ensembles. The clear tendencies were
observed for Hyper Plane Stream dataset only. The accuracy and diversity were
decreasing according to the a value. It is surprising, because if a is close to 1
then the diversity should play the key role in the pruning criterion (4), but the
overall diversity is higher for the ensembles formed using the mentioned criterion
for the small a (what means that accuracy plays the key role in this criterion).

4 Conclusions

In this paper we discussed the aging ensemble classifier applied to data stream
classification problem WAE (Weighted Aging Ensemble), which uses dynamic
classifier ensemble line-up, which is formed when new individual classifiers trained
on new data chunk are come and the decision which classifiers are chosen to the
ensemble is made on the basis of the linear combination of the ensemble accuracy
and the diversity measure. The decision is made according to weighted voting
where weight assigned to a given classifier depends on its accuracy (proportional)
and how long the classifier participates in the ensemble (inversely proportional).
Formulating general conclusions from the experiments is risky because of their
limited scope, but it is clearly visible that using the diversity measure dedicated
for the static classification is not appropriate for the data stream classifica-
tion task. We observed that the better accuracy, evaluated on unseen chunks,
could be achieved using only accuracy as the pruning criterion and what was
surprising such strategy caused that chosen ensemble had the highes diversity
according to GD. To formulate the strong conclusions on the basis of computer
experiments their scope should be significantly extended. Additionally, the used
diversity measure does not seem to be appropriate for the data stream classi-
fication tasks, therefore we would like to extend the scope of experiments by
using another non-pairwise diversity measures and maybe to propose a new one
which can evaluate diversity taking into consideration the nature of the discussed
pattern classification task.

It is worth noting that classifier ensemble is a promising research direction for
aforementioned problem, but its combination with a drift detection algorithm
could have a higher impact to the classification performance.
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