
 123

LN
AI

 8
39

8

6th Asian Conference, ACIIDS 2014
Bangkok, Thailand, April 7–9, 2014
Proceedings, Part II

Intelligent Information
and Database Systems

Ngoc Thanh Nguyen
Boonwat Attachoo
Bogdan Trawinski
Kulwadee Somboonviwat (Eds.)



Lecture Notes in Artificial Intelligence 8398

Subseries of Lecture Notes in Computer Science

LNAI Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

LNAI Founding Series Editor

Joerg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



Ngoc Thanh Nguyen Boonwat Attachoo
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Preface

ACIIDS 2014 was the sixth event in the series of international scientific
conferences for research and applications in the field of intelligent information
and database systems. The aim of ACIIDS 2014 was to provide an internation-
ally respected forum for scientific research in the technologies and applications of
intelligent information and database systems. ACIIDS 2014 was co-organized by
King Mongkut’s Institute of Technology Ladkrabang (Thailand) and Wroc�law
University of Technology (Poland) in co-operation with the IEEE SMC Techni-
cal Committee on Computational Collective Intelligence, Hue University (Viet-
nam), University of Information Technology UIT-HCM (Vietnam), and Quang
Binh University (Vietnam) and took place in Bangkok (Thailand) during April
7-9, 2014. The first two events, ACIIDS 2009 and ACIIDS 2010, took place in
Dong Hoi City and Hue City in Vietnam, respectively. The third event, ACIIDS
2011, took place in Daegu (Korea), while the fourth event, ACIIDS 2012, took
place in Kaohsiung (Taiwan). The fifth event, ACIIDS 2013, was held in Kuala
Lumpur in Malaysia.

We received almost 300 papers from over 30 countries from around the world.
Each paper was peer reviewed by at least two members of the international
Program Committee and International Reviewer Board. Only 124 papers with
the highest quality were selected for oral presentation and publication in the two
volumes of ACIIDS 2014 proceedings.

The papers included in the proceedings cover the following topics: natural
language and text processing, intelligent information retrieval, Semantic Web,
social networks and recommendation systems, intelligent database systems, tech-
nologies for intelligent information systems, decision support systems, computer
vision techniques, machine learning and data mining, multiple model approach to
machine learning, computational intelligence, engineering knowledge and seman-
tic systems, innovations in intelligent computation and applications, modelling
and optimization techniques in information systems, database systems and in-
dustrial systems, innovation via collective intelligences and globalization in busi-
ness management, intelligent supply chains as well as human motion: acquisition,
processing, analysis, synthesis, and visualization for massive datasets.

Accepted and presented papers highlight the new trends and challenges of
intelligent information and database systems. The presenters showed how new
research could lead to new and innovative applications. We hope you will find
these results useful and inspiring for your future research.

We would like to express our sincere thanks to the honorary chairs, Prof.
Tawil Paungma (Former President of King Mongkut’s Institute of Technology
Ladkrabang, Thailand), Prof. Tadeusz Wiȩckowski (Rector of Wroc�law Univer-
sity of Technology, Poland), and Prof. Andrzej Kasprzak, Vice-Rector of Wroc�law
University of Technology, Poland, for their support.



VI Preface

Our special thanks go to the program chairs and the members of the inter-
national Program Committee for their valuable efforts in the review process,
which helped us to guarantee the highest quality of the selected papers for the
conference. We cordially thank the organizers and chairs of special sessions who
essentially contributed to the success of the conference.

We would also like to express our thanks to the keynote speakers (Prof.
Hoai An Le Thi, Prof. Klaus-Robert Müller, Prof. Leszek Rutkowski, Prof. Vilas
Wuwongse) for their interesting and informative talks of world-class standard.

We cordially thank our main sponsors, King Mongkut’s Institute of Tech-
nology Ladkrabang (Thailand), Wroc�law University of Technology (Poland),
IEEE SMC Technical Committee on Computational Collective Intelligence, Hue
University (Vietnam), University of Information Technology UIT-HCM (Viet-
nam), and Quang Binh University (Vietnam). Our special thanks are also due
to Springer for publishing the proceedings, and to the other sponsors for their
kind support.

We wish to thank the members of the Organizing Committee for their very
substantial work and the members of the local Organizing Committee for their
excellent work.

We cordially thank all the authors for their valuable contributions and all
the other participants of this conference. The conference would not have been
possible without them.

Thanks are also due to many experts who contributed to making the event
a success.

April 2014 Ngoc Thanh Nguyen
Boonwat Attachoo
Bogdan Trawiński

Kulwadee Somboonviwat
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Dragan Simić University of Novi Sad, Serbia
Gia Sirbiladze Iv. Javakhishvili Tbilisi State University,

Georgia
Andrzej Skowron University of Warsaw, Poland
Janusz Sobecki Wroc�law University of Technology, Poland
Kulwadee Somboonviwat King Mongkut’s Institute of Technology

Ladkrabang, Thailand
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Dragan Simić University of Novi Sad, Serbia
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Rafa�l Różycki Poznań University of Technology, Poland
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Aleksander Sieroń Medical University of Silesia, Poland
Konrad Wojciechowski Polish-Japanese Institute of Information

Technology, Poland



Table of Contents – Part II

Machine Learning and Data Mining

Intelligent Fuzzy Control with Multiple Constraints for a Model Car
System with Multiplicative Disturbance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Wen-Jer Chang, Po-Hsun Chen, and Bo-Jyun Huang

The Design of Knowledge-Based Medical Diagnosis System for
Recognition and Classification of Dermatoglyphic Features . . . . . . . . . . . . 13

Hubert Wojtowicz, Jolanta Wojtowicz, and Wies�law Wajs

Exact Discovery of Length-Range Motifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Yasser Mohammad and Toyoaki Nishida

Feature Reduction Using Standard Deviation with Different Subsets
Selection in Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Alireza Yousefpour, Roliana Ibrahim,
Haza Nuzly Abdull Hamed, and Mohammad Sadegh Hajmohammadi

A Support Vector Machine Approach to Detect Financial Statement
Fraud in South Africa: A First Look . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Stephen O. Moepya, Fulufhelo V. Nelwamondo, and
Christiaan Van Der Walt

Using Multi-agent Systems Simulations for Stock Market Predictions . . . 52
Diana Dezsi, Emil Scarlat, Iulia Mărieş, and Ramona-Mihaela Păun
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4GAIT: Synchronized MoCap, Video, GRF and EMG Datasets:
Acquisition, Management and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 555

Marek Kulbacki, Jakub Segen, and Jerzy Pawe�l Nowacki

VMASS: Massive Dataset of Multi-camera Video for Learning,
Classification and Recognition of Human Actions . . . . . . . . . . . . . . . . . . . . 565

Marek Kulbacki, Jakub Segen, Kamil Wereszczyński, and
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Frantǐsek Turnovec and Jacek Mercik

Artificial Neural Network Based Prediction Model of the Sliding Mode
Control in Coordinating Two Robot Manipulators . . . . . . . . . . . . . . . . . . . . 474

Parvaneh Esmaili and Habibollah Haron



Table of Contents – Part I XXXIII

Comparison of Reproduction Schemes in Spatial Evolutionary Game
Theoretic Model of Bystander Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 484
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Abstract. A multiple constrained fuzzy controller design methodology is de-
veloped in this paper to achieve state variance constraint and passivity con-
straint for a model car system. The model car system considered in this paper is 
represented by a discrete-time Takagi-Sugeno fuzzy model with multiplicative 
disturbance. The proposed fuzzy controller is accomplished by using the tech-
nique of parallel distributed compensation. Based on the parallel distributed 
compensation technique, the sufficient conditions are derived to achieve  
variance constraint, passivity constraint and stability performance constraint, 
simultaneously. By solving these sufficient conditions with linear matrix in-
equality technique, the multiple constrained fuzzy controllers can be obtained 
for the model car system. At last, a numerical simulation example is provided to 
illustrate the feasibility and validity of the proposed fuzzy control method. 

Keywords: Intelligent Fuzzy Control, Discrete Takagi-Sugeno Fuzzy Model, 
Model Car System, Multiplicative Disturbance. 

1 Introduction 

It is well known that fuzzy control has become a popular research in control engineer-
ing because it has made itself available not only in the laboratory work but also in 
industrial applications. In recent years, theoretical developments of fuzzy control have 
been proposed and the use of fuzzy controllers has been explored [1-6]. One impor-
tant application of fuzzy control is in maritime, space and ground vehicles. In [1], a 
fuzzy control that uses rules on a skilled human operator’s experience is applied to 
automatic train operations. For aircraft flight control, a fuzzy controller is proposed in 
[2] where the fuzzy rules are generated by interrogating an experienced pilot and ask-
ing him a number of highly structured questions. In [3], the authors have designed a 
fuzzy controller based on fuzzy modeling of a human operator’s control actions to 
navigate and to park a car. By generating fuzzy rules using learning algorithms, the 
authors of [4] have developed fuzzy controllers for the truck backer upper to a loading 
dock problem from an arbitrary initial position by manipulating the steering. In [5],  
a fuzzy controller was proposed for an autonomous boat without initially having  
to develop a nonlinear dynamics model of a vehicle. In [6], the attenuation of the 
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external disturbance energy and the fuzzy controller design problems for the ship 
steering systems was studied. This paper focuses on the design of a stabilizing fuzzy 
controller for the multiple constrained problems for a model car system. Such a dy-
namics model has been studied in [7]. 

The Takagi-Sugeno (T-S) fuzzy model is the most famous tool to approximate 
nonlinear systems in the fuzzy-model-based control. It is constructed by fuzzy blend-
ing linear subsystems via the IF-THEN fuzzy rules and corresponding membership 
functions. According to the T-S fuzzy models, the Parallel Distributed Compensation 
(PDC) concept [8-9] is applied to design the fuzzy controller for guaranteeing the 
system stability via the designed fuzzy controllers. The model car system considered 
in this paper is approximated by a T-S fuzzy model with multiplicative disturbance. 
Based on the T-S fuzzy model of the model car system, the outcome of the fuzzy 
control problem is parameterized in terms of a Linear Matrix Inequality (LMI) prob-
lem [10]. The LMI problem can be solved very efficiently by convex optimization 
techniques [10] to complete the fuzzy control design for the model car systems. 

The performance constraints considered in this paper include stability, disturbance 
attenuation performance and individual state variance constraint. The stability per-
formance of the closed-loop system is guaranteed by employing the Lyapunov theory. 
In addition, the passivity theory [6, 11-13] is employed in this paper to propose a 
general form for achieving disturbance attenuation performance. Passive systems 
theory can be traced back to the beginning of the 1970’s, and its use in the feedback 
stabilization of nonlinear systems has recently gained renewed attention. In particular, 
the question of when a finite-dimensional nonlinear system can be rendered passive 
via state feedback was solved in [11]. In this paper, the concept of strictly input pas-
sive property is employed to analyze the stability of the T-S fuzzy systems for achiev-
ing attenuation performance. In addition to the passivity constraint, the individual 
state variance constraint is also considered in this paper. In the literature of system 
theory, covariance control theory [14-18] has been developed to provide control de-
sign methodologies for problems in which the objective is expressed as constraints on 
the variances of the states. In fact, this type of control that provides the ability to as-
sign the second moment of the system state such as higher performance and improved 
robustness. Covariance control theory serves as a practical method for multiple objec-
tive control design as well as a foundation for linear system theory. However, it is 
difficult for the designers to assign a suitable state covariance matrix to achieve the 
Lyapunov equation condition.  

The fuzzy control problem subject to passivity constraint and individual state va-
riance constraint for the nonlinear T-S fuzzy models with multiplicative disturbance is 
not studied in literature. In order to discuss the proposed multiple performance con-
strained control problem, the sufficient conditions are derived via employing  
Lyapunov theory, passivity theory and covariance control scheme. Based on the Lya-
punov stability theory, the common positive definite matrix is needed to be found for 
satisfying the conditions to guarantee the attenuation performance and individual state 
variance constraints. In order to solve these sufficient conditions, they should be con-
verted into LMI problems. Applying the proposed fuzzy control design approach, the 
stability, disturbance attenuation performance and individual state variance constraint 
of nonlinear model car systems can be achieved, simultaneously.  
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2 System Description and Problem Statements 

The fuzzy control for the autonomous mobile robot system was investigated in [19-
20]. In this paper, a nonlinear model car system considered in [7] is employed to 
study the multiply constrained fuzzy control problem. The associated figure of model 
car is shown in Fig. 1 and the dynamic equations of this system are given as follows: 

 ( ) ( ) ( ) ( ) ( ) ( ) ( )s
1 1 1 1 2 1

T
x k 1 x k u k 0 1v k x k 0 05v k x k

l
. .

υ
+ = + + +  (1a) 

 ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )2 2 s 1 1 2 2 2x k 1 x k T x k 0 05v k x k 0 1v k x k w ksin . .+ = + υ + + +  (1b) 

 ( ) ( ) ( )1 2y k x k x k= α + β  (1c) 

where ( )1x k  is the angle of the car, ( )2x k  is the vertical position of the rear end of 

the car, ( )u k  is the steering angle, υ  is the constant speed, sT  is the sampling 

time, l  is the length of car, α  and β  are constant gains for output signals. Besides, 

the processes ( )1 kv , ( )2 kv  and ( )w k  are all mutually independent zero-mean 

Gaussian white noise with intensity 1. In this example, it is assumed that ( )1 m sυ = ; 

( )sT 1 s= , ( )l 2 8 m.= ; 0 1708.α =  and  0 1708.β = . The purpose of this example 

is to control the car along a desired straight line of ( )2x k 0= . 



 

Fig. 1. A model car and its coordinate system 

According to the fuzzy modeling technique [8], the nonlinear model car system 
can be transformed successfully into the following discrete-time two rules T-S fuzzy 
model and corresponding membership functions described in Fig. 2. 
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Rule1:  

 IF ( )1x k  is about 0 ,  

THEN ( ) ( ) ( ) ( ) ( )
2

1 e1 e1 1 1
e 1

x k 1 v k x k u k w k
=

 + = + + +  
A N B D  

 ( ) ( ) ( )1 1y k x k w k= +C H  (2a) 

Rule2:  

 IF ( )1x k  is about ±π ,  

THEN ( ) ( ) ( ) ( ) ( )
2

2 e2 e2 2 2
e 1

x k 1 v k x k u k w k
=

 + = + + +  
A N B D  

 ( ) ( ) ( )2 2y k x k w k= +C H  (2b) 

where 1

1 0

1 1

 =  
 

A , 2

1 0

0 003183 1.

 =  
 

A , 1

0 1 0

0 0 05

.

.

 =  
 

N , 2

0 05 0

0 0 1

.

.

 =  
 

N , 

1 2

0 357143

0

. = =  
 

B B  , 1 2

0

0 05.

 = =  
 

D D , [ ]1 2 0 1708 0 0804. .= =C C  and 

1 2 1= =H H .  

0−π π
0

1

( )1x k  

Fig. 2. The membership functions of ( )1x k  

Applying a general T-S fuzzy model to represent the fuzzy system (2), one can ob-
tain the following T-S fuzzy model with multiplicative disturbance: 

 ( ) ( )( ) ( ) ( ) ( ) ( )
r m

i i ei ei i i
i 1 e 1

k 1 h k v k k k kx z x u w
= =

  + = + + +  
  

 A N B D  (3a) 
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 ( ) ( )( ) ( ) ( ){ }
r

i i i
i 1

k = h z k k + ky x w
=
 C H  (3b) 

where ( )1 kz , …, ( )q kz
 

are the premise variables, iqM  is the fuzzy set, q  is the 

premise variable number, r  is the number of fuzzy rules, ( ) xnx k ∈ ℜ  is the state 

vector, ( ) unu k ∈ℜ  is the input vector, ( ) yny k ∈ℜ  is the output vector, the 

processes ( ) wnw k ∈ℜ  and ( )keiv ∈ℜ  are mutually independent zero-mean Gaus-

sian white noise with intensities ( )0>W W  and 1, respectively. The matrices 

x xn n
i

×∈ℜA , x un n
i

×∈ℜB , x wn n
i

×∈ ℜD , x xn n
e i

×∈ℜN , y xn n
i

×∈ℜC  and y wn n
i

×∈ℜH  

are constant. Besides, ( )( ) ( )( )
( )( )

i

i r

i
i 1

ω k
h k

ω k

z
z

z
=

=


, ( )( ) ( )( )
q

=1

ω k = M ki ij j
j

z z∏ , 

( )( )ih k 0z ≥  and ( )( )
r

i
i 1

h k 1z
=

= . 

Applying the concept of PDC, the fuzzy controller is designed to share the same IF 
part of the T-S fuzzy model (3). The proposed fuzzy controller can be represented as 
follows: 

 ( ) ( )( ) ( ){ }
r

i i
i 1

u k h z k kx
=

= F  (4) 

Substituting (4) into (3), the closed-loop T-S fuzzy model can be obtained as follows: 

 ( ) ( )( ) ( )( ) ( ) ( ) ( )
r r m

i j i ei ei i j i
i 1 j 1 e 1

k 1 h z k h z k v k k kx x w
= = =

  + = + + +  
  

 A N B F D  (5) 

For the system (5) with external disturbance ( )w k  and output ( )y k , the strict 

input passivity constraint is defined as follows: 

 ( ) ( ) ( ) ( )
q qk k

k 0 k 0

E 2 y k w k E w k w kΤ Τ

= =

      > γ   
      
   (6) 

where { }E   denotes the expectation operator, 0γ ≥  and qk  is a positive integer 

that denotes terminal sampled time of control. 
Considering each subsystem of the T-S fuzzy model (5), the steady state covari-

ance matrix of the state vector has the following form: 

 i i 0Τ= >X X  (7) 
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where ( ) ( )i
k

k klim E x xΤ

→∞
 =  X  and iX  is the unique solution of the following 

Lyapunov equation for each rule [21]. 

 ( ) ( )
m

i i i i i i i i i i ei i ei
e 1

0
Τ Τ Τ

=

+ + − + + =A B F X A B F X D WD N X N  (8) 

The state variance constraint considered in this paper is defined as follows: 

 [ ] 2
i kkk

≤ σX  (9) 

where [ ]kk
⋅  denotes the kth diagonal element of matrix [ ]⋅  and kσ , 

x1, 2  , nk ,=  , denote the root-mean-squared constraints for the variance of system 

states. 
The purpose of this paper is to design the fuzzy controller (4) such that the passiv-

ity constraint (6) and the individual state variance constraint (9) are all achieved.  
In the next section, sufficient conditions for finding the above fuzzy controllers are 
provided. 

3 Fuzzy Controller Design for Model Car System Based on T-S 
Fuzzy Models 

In this section, the fuzzy controller design problem for achieving passivity constraint 
and individual state variance constraint is investigated by deriving sufficient condi-
tions. By assigning a common upper bound matrix of the state covariance matrices for 
all fuzzy rules, the sufficient conditions are derived based on the Lyapunov theory 
and passivity theory. According to the closed-loop T-S fuzzy model (5), the sufficient 
conditions for achieving the stability, individual variance constraint and passivity 
constraint are derived in the following theorem. 

3.1 Theorem 1 

Given a dissipative rate γ . If there exists positive definite matrices 0>X , 0>P  

and feedback gains iF  satisfying the following sufficient conditions, then the closed-

loop system (5) is asymptotically stable. In this case, strict input passivity constraint 
(6) and individual state variance constraint (9) are all satisfied. 

 ij i

i

0
Τ Φ Π

< Π Λ 
 (10) 

 ( )
x

2 2
1 ndiag 0, ,− σ σ <X   (11) 
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where 

 

m

i i ei ei ij
e 1

ij i ij

ij
i i i i i i

i

ij

0 0 0

0

0 0

0 0 0

0 0 0

Τ Τ

=
Τ Τ Τ

Τ Τ Τ

 − + + 
 

− − 
Φ =  − + γ − − 

 −
 

−  

X D WD N XN G

G P C G

C D PD I H H D P

PD I

G I

 (12) 

 
1i

i

mi

0 0 0 0

0 N 0 0 0

 
 Π =  
  

N

      (13) 

 diag
m m

, ,
 

Λ = − − 
 

X X  (14) 

Besides, ij i i j= +G A B F , 1−=P X  and ( )
x

2 2
1 ndiag , ,σ σ  denotes a diagonal ma-

trix with the diagonal elements 
x

2 2 2
1 2 n  and , , ,σ σ σ . 

Proof: 

Let us choose the Lyapunov function as ( )( ) ( ) ( )TV x t x t x t= P , where T 0= >P P , 

to represent the energy of system. The expected value of differential of the Lyapunov 

function ( )( )V x k  along the trajectories of (5) is given as follows: 

( )( ){ }E V x kΔ  

( ) ( ) ( ) ( ){ }T TE x k 1 x k 1 x k x k= + + −P P  

( )( ) ( )( )
r r

i j
i 1 j 1

E h k h kz z
= =


≤ 


  

 

( )
( )

( ) ( ) ( ) ( )
m

i i j i i j i i j i i j ei ei
e 1

x k m

w k
0

Τ Τ Τ Τ

=

  + + − + + + + ×    

A B F P A B F P A B F A B F N PN
 

 
( )
( )i i i i

0 x k

w kΤ Τ

  
 +    D PPD D PD

 (15) 
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It is obvious that if condition (10) is satisfied, one can obtain the following inequality 

via Schur complement [10] and defining 1−=X P . 

 ( ) ( )
m

i i i i i i i i ei ei
e 1

0
Τ Τ Τ

=

+ + − + + <A B F X A B F X D WD N XN  (16) 

Subtracting (8) from (16), one has 

 ( ) ( )( ) ( ) ( )
m

i i i i i i i i ei i ei
e 1

0
Τ Τ

=

− − − − − + − <A B F X X A B F X X N X X N  (17) 

Due to the conditions (16) holds, one can obtain that the closed-loop system (5) is 

stable and the closed-loop system matrix ( )i i i−A B F  is stable. In this case, it can be 

concluded that i 0− ≥X X  via the inequality (17). From the condition (11) and 

i≥X X , one has [ ] 2
i kkk kk

 ≤ ≤ σ X X . Thus, the proof of individual state variance 

constraint (9) is completed.  

For achieving the attenuating performance, the passivity theory provides a useful 

and effective tool to design the controller to achieve the energy constraints for the 

closed-loop systems. Considering the passivity constraint defined in (6), one can de-

fine a performance function such as  

 ( ) ( ) ( ) ( )( ) ( ){ }
qk

k 0

E w k w k 2y k w k E x w kK , ,Τ Τ

=

  γ − 
  
   (18) 

The proof of the strict input passivity constraint (6) is similar to the proof of Theorem 

1 of Reference [6]. Due to the limitation of space, the detailed proof of strict input 

passivity constraint (6) is omitted here. At last, one can obtain the following result: 

 ( ) ( ) ( ) ( )
q qk k

k 0 k 0

E 2 y k w k E w k w kΤ Τ

= =

      > γ   
      
   (19) 

It can be thus concluded that if the conditions (10) and (11) are satisfied, then the 

closed-loop system (5) is asymptotically stable, strictly input passive and the individ-

ual state variance constraint (9) is satisfied. 

# 
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In Theorem 1, the conditions simultaneously includes variables P  and 1−P  such 

that the conditions are not a strictly LMI problem. For applying the LMI technique, 

let us introduce new variable X , such that =PX I . In order to solve the nonlinear 

minimization problem of (10), the cone complementarity technique [22] is applied to 

solve the following problem: 

 Minimize trace ( )PX , subject to (10)-(11) and 0
  ≥ 
 

P I

I X
 (20) 

Based on the nonlinear minimization problem stated in (20), the ILMI algorithm [23] 
can be employed to solve the sufficient conditions of Theorem 1. By solving the con-
ditions of Theorem 1, the fuzzy controller can be obtained to achieve strict input pas-
sivity constraint (6) and individual state variance constraint (9) for the nonlinear mod-
el car systems, simultaneously. 

4 Numerical Simulation for Control of a Model Car System 

In order to indicate the efficiency of the present approach, a numerical example for 
the fuzzy control of a model car system (1) is illustrated in this section. According to 
the T-S fuzzy model (2) of the model car system, the fuzzy controller design method 
described in Section 3 can be used to find the fuzzy control gains. For starting analyz-
ing and designing, we select the supply rate 0 6.γ = , =S I  with compatible dimen-

sion and assign the variance constraints as 2
1 0 1.σ = , 2

2 0 2.σ = . Solving the sufficient 

conditions of Theorem 1 via LMI technique [10], the matrix X  can be obtained as 
follows: 

 
0 0047 0 0019

0 0019 0 0891

. .

. .

− =  − 
X  (21) 

In addition, the fuzzy control gains 1F  and 2F  can be solved as follows: 

 [ ]1 2 8389 0 0647. .= − −F  (22a) 

 [ ]2 2 7897 0 0626. .= − −F  (22b) 

Applying the fuzzy controller (4) with the above fuzzy control gains, the simulation 

responses of states are shown in Figs. 3-4 with initial condition ( ) [ ]T
x 0 135 2= − ° . 

Besides, the external disturbances ( )1v t , ( )2v t  and ( )w t  are chosen as zero-mean 

white noises with variance one.  
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Fig. 3. The responses of state ( )1x k  

 

Fig. 4. The responses of state ( )2x k  
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From the simulation results, the effect of the external disturbance ( )w t  on the pro-

posed system can be criticized as follows: 

 

( ) ( )

( ) ( )

q

q

k

k 0

k

k 0

E 2 y k w k

2 14

E w k w k

.

Τ

=

Τ

=

  
 
   =
  
 
  




 (23) 

The ratio value of (23) is bigger than determined dissipation rate 0 6.γ = , one can 

find that the passivity constraint (6) is satisfied. Besides, the variances of states ( )1x t  

and ( )2x t are 0 0549.  and 0 1111. , respectively. It is obvious that the individual 

state variance constraints are all satisfied. Thus, the considered model car system (1) 
with multiplicative disturbance can achieve desired multiple performance constraints 
by the designed fuzzy controller. 

5 Conclusions 

The intelligent fuzzy control problem with multiple constraints for a model car system 
with multiplicative disturbance has been investigated in this paper. The multiple con-
straints considered included stability, passivity and individual state variance con-
straints. Based on the T-S fuzzy models, the fuzzy controller design approach for 
nonlinear model car systems was developed. The sufficient conditions have been 
derived via the Lyapunov theory to achieve the above multiple constraints. By solving 
these sufficient conditions, a suitable fuzzy controller has been found for nonlinear 
model car system to achieve multiple constraints in the numerical example. 
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Abstract. Detecting Down’s syndrome in newborns at an early stage
helps in postnatal elimination or mitigation of negative effects of the re-
sulting birth defects, which untreated may lead to infants’ death or dis-
ability. This paper introduces an architecture of knowledge-based medical
system for diagnosis of Down’s syndrome in infants. The expert knowl-
edge required for the design of the system was elicited from the scientific
literature describing diagnostic scoring systems developed using statis-
tical methods. The knowledge required for the calculation of diagnostic
index score and determination of the genetic disorder presence is repre-
sented in the form of expert system rules. The diagnosis is carried out
on the basis of results of pattern recognitions and measurements of der-
matoglyphic features, which are passed to the expert system allowing
determination of the value of diagnostic index score.

1 Introduction

Dermatoglyphics is a branch of anthropology, which finds use in contemporary
medical diagnostics. The term dermatoglyphs, created by Cummins and Midlo
in 1926 [1], was adopted by biologists around the world to describe skin ridges
also called papillary lines. Arranging themselves into various patterns they create
characteristic sculpture of fingerprints, palms and soles skin surfaces. The spe-
cific nature of dermatoglyphs is mainly due to their early stabilization in the fetal
period and what follows their invariance after birth. Chromosomal aberrations
affect the formation process of dermatoglyphic traits of particular fingerprints
and morphological areas of palms and soles in the fetal period. Dermatoglyphs
of infants with genetic disorder have a much higher incidence of specific com-
binations of patterns than healthy newborns. Combinations of dermatoglyphic
patterns’ types that deviate from normality were described in the scientific liter-
ature for most of the genetic disorders. On the basis of this knowledge diagnostic
tests were designed using statistical analysis methods, which allow determination
of the fact of particular genetic disorder incidence in the newborn.

N.T. Nguyen et al. (Eds.): ACIIDS 2014, Part II, LNAI 8398, pp. 13–22, 2014.
c© Springer International Publishing Switzerland 2014
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2 The Aim of the Work

The aim of the work is implementation of the medical decision support system in-
ferring about the incidence of the genetic disorder on the basis of dermatoglyphic
images data. Dermatoglyphs constitute an attractive diagnostic tool because
their features can be analyzed and measured in prints acquired using traditional
offline ink methods, without the recourse of employing invasive blood karyotyp-
ing methods, which are stressful for newborns. However due to the small size of
the newborn ridges the patterns they create on all dermatoglyphic areas are diffi-
cult to analyze in the early postpartum period. The reduced thickness of the epi-
dermis in this period is also leading to significant deformations of patterns upon
slightest contact, which makes the traditional manual examination, usually in-
volving magnifying scope, more difficult and demanding even for an experienced
anthropologist. The digital equipment available nowadays enable acquisition of
high-quality images, which can be then processed in order to give salience to
their characteristic features and analyzed using pattern recognition and com-
putational intelligence methods. These high-quality images collected moments
after birth can be presented to the expert on the computer screen magnified and
enhanced for convenient analysis. The image features measurement and pattern
recognition components of the proposed system can, depending on the situation,
support or even replace anthropologist in well-defined and usually mundane tasks
such as calculation of the number of ridges between singular points in the cho-
sen dermatoglyphic areas or determination of the dermatoglyphic patterns of
prints of fingers or soles. The functioning of the medical decision support system
proposed in the paper is governed by an expert system build on the basis of
knowledge described in scientific literature and applied to knowledge-intensive
tasks that require human anthropologist expertise to accomplish. The proposed
decision support system relies on computational intelligence components for the
determination of dermatoglyphic traits, which are used as values of premises of
the rules comprising the expert system. The implementation of the expert system
allows carrying out diagnosis on the basis of a set of digital images supporting
the human expert in assessment of large amounts of medical data. Therefore
the system improves the accessibility and quality of service available to the pa-
tients of the local hospital and also available to the other patients by enabling
carrying out diagnosis through the web server containing the web page for up-
loading the necessary data and displaying the results of automatic analysis. The
design of the support system in the form of an expert system allows the results
of an inference process to be easily understood by humans making the system
suitable for tasks of tutoring of medical students. One of the components of
the system is designed to possess explanatory capabilities of the diagnosis in
order to generate its description using natural language sentences and to explain
the reasoning process the expert system is going through to achieve particular
conclusions.
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3 Architecture of Medical Decision Support System –
The Proposed Approach

The architecture of the system has a modular design. The system is comprised
of the following components: client application, www service, medical decision
support server and database server (Fig. 1). These components work together
in a client-server architecture and exchange information using TCP/IP protocol.
A user gains access to the data through www application realized in Silverlight
technology. This application is part of a three-tiered client-server type architec-
ture. An end-user connects, using a web browser, with the www service located
on the database server. WWW service acts as an intermediate layer between the
database and the client application. Its main task is exchange of information
between users (clients), the support decision system and the database manage-
ment system. To the tasks of the www service belongs appropriate structuring
of the data transferred to users and to decision support system. End application
allows visualization of the data specified by the user. Form built into the client
application responsible for displaying selected collections of images according to
the user specifications allows viewing of examples of collections stored in the
database belonging to the specific genetic disorders. It also allows viewing of
examples of particular rare patterns on chosen dermatoglyphic areas. WWW
service with consent of the person uploading data through the client applica-
tion can keep them in order to create publicly accessible database containing
sets of patterns typical for the particular chromosomal defects. These data could
serve as a highly useful educational material for medical students. So far there
exists no such digital database with dermatoglyphic images connected through
the www service to the Internet and freely available for research and teaching
purposes.

4 Design of the Medical Decision Support System

A medical diagnosis is generated by the medical decision support system for the
detection of Down’s syndrome. This system is comprised of three image pattern
recognition modules and an expert system module [3]. The expert system module
comprising of a set of rules is designed on the basis of dermatoglyphic nomo-
gram [2]. Dermatoglyphic nomogram is a diagnostic index for the diagnosis of
Down’s syndrome. It has been developed utilizing discriminant function analysis
to take the interrelationships of pattern areas into account. The dermatoglyphic
nomogram first used calculation of the log-odds to weight the patterns on a scale
from those characteristic of Down’s syndrome to those more typical of controls
(negative weight). Stepwise discriminant function analysis of 32 pattern areas
was then used on the log-odds weights and resulted in a function using only
four variables from which an index score and the graphical Dermatogram were
derived. These variables correspond to the following four dermatoglyphic traits:
pattern types of the right and left index fingers, pattern type of the hallucal
area of the right sole and the ATD angle of the right hand. In the Dermatogram
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Fig. 1. Scheme of the system architecture

overlap boundaries are used to divide patients known to have Down’s syndrome
into three classes: correctly diagnosed, incorrectly diagnosed and those in the
overlap area, which cannot be classified with certainty as belonging to either
Down’s syndrome or healthy infants groups.

Each rule in the set corresponds to the particular combination of the four der-
matoglyphic pattern types. The set consists of 125 rules. Results of the pattern
recognitions are passed as premises to the rules of the expert system. Conclu-
sions returned by the system are translated to the natural language sentences
describing particular test case in the form of an automatic medical diagnosis.

Pattern recognition and image measurement modules outputs yield values
for the premises of the expert system rules. On the basis of the values passed
from the pattern recognition modules the expert system calculates the diagnostic
index score for the patient, which determines the probability of genetic disorder
incidence. Three of the values required for the reasoning process are estimated
by two pattern recognition modules, which have been implemented for carrying
out classification tasks. Each pattern type in the classification problem has a
corresponding unique value of weight assigned in the dermatogram. The first
classification module supplies two of these values by determining the types of
patterns present on the index fingers of left and right hand. The fingerprint
patterns are classified according to the Henry scheme, which divides the set of
fingerprint patterns into the following classes: left loop, right loop, whorl, arch
and tented arch (Fig. 2).

The third value supplied to the dermatogram is determined by classification
of the patterns of the hallucal area of the right sole. In this classification problem
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Table 1. A partial set of expert system rules for the example combination of dermato-
glyphic patterns

Right Index Left Index Right Hallucal Right ATD Diagnostic
Combination Finger Finger Area Angle Line Index

1 A RL LDL 〈15;61〉 Normal
A RL LDL (61;112〉 NN
A RL LDL (112;120〉 Down

2 A RL Other 〈15;71〉 Normal
A RL Other (71;120〉 NN
A RL Other - Down

3 A RL SDL 〈15;41〉 Normal
A RL SDL (41;92〉 NN
A RL SDL (92;120〉 Down

4 A RL TbA - Normal
A RL TbA 〈15;65〉 NN
A RL TbA (65;120〉 Down

5 A RL W or FL 〈15;68〉 Normal
A RL W or FL (68;118〉 NN
A RL W or FL (118;120〉 Down

Fig. 2. Classification scheme of fingerprints: (a) left loop; (b) right loop; (c) whorl; (d)
plain arch; (e) tented arch. (The white lines traced on the prints are the type lines,
which define the unique skeletons of the patterns.)

Fig. 3. Classification scheme of the hallucal area of the sole prints: (a) large distal loop,
(b) small distal loop, (c) tibial arch, (d) whorl, (e) tibial loop

we take into account the following classes: large distal loop, small distal loop,
tibial arch, whorl and tibial loop (Fig. 3). The raw images acquired from the
offline impressions are preprocessed in order to remove the spurious background
noise and enhance the structure of the dermatoglyphic pattern, which improves
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Fig. 4. Singular points of the palm print located with a two stage algorithm that uses
the improved Poincare index and Gauss-Hermite moments

the quality of the orientation model generated in the later stages. Before the
feature extraction phase an image is segmented, its contrast is enhanced and
then the entire area of the pattern is submitted to the filtration procedure tak-
ing advantage of STFT algorithm. On the basis of an enhanced image features
are calculated using algorithm employing pyramid image decomposition method
and PCA for the estimation of local ridge orientations. Local ridge orientations
represent the structures of patterns in the process of dermatoglyphic images
classification. Maps of ridge orientations comprise the vectors classified by en-
sembles of SVM algorithms. Cross validation and grid search are used to select
optimal values of parameters for the training of classifiers. Dermatoglyphic data
sets have been tested on ensembles trained with RBF and triangular kernel types
achieving accuracy ratio of 90% in the testing phase for both the problems of
fingerprint and hallucal area of the sole patterns classification.
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The ATD angle of the right palm print is constructed by drawing the lines
from the digital triradius ’a’ to the axial triradius ’t’ and from this to the digital
triradius ’d’ (Fig. 4). The width of the ATD angle is determined by the position of
axial triradius along the distal direction of the palm. In comparison with healthy
children the axial triradius of children with Down’s syndrome is placed higher
and the resulting ATD angle is in average twice as wide. Reliable determination
of the ATD angle relies on detection of true triradii of the palm print. Therefore
the procedure for the determination of the triradii locations relies on two separate
criteria derived from different features of the image. The first of these criteria
is a value of the improved formula of the Poincare index calculated on the basis
of the map of local ridge orientations, which in turn are determined by the
algorithm using pyramid image decomposition and PCA. The second criterion
is a local value of a coherence map calculated from the texture of the analyzed
image. The coherence map is created by convolution of two dimensional Gauss -
Hermite moments with the local block of the image. The convolution operation
is performed for each pixel in the image belonging to the area containing the
structure of the pattern. After calculating the values of both of these criteria,
it is checked if they are larger than the assumed thresholds that determine
the characteristic point occurrence in the analyzed area of the pattern. Only
if the values of both of these criteria are sufficiently large for the same point of
the pattern area its location is marked as a true triradius.

5 Database Architecture

Medical database used in the project was developed using the PostgreSQL
database system. The database contains data on patients with genetic disorders.
The data describing a specific case consists of a collection of images contain-
ing dermatoglyphs of fingerprints, hallucal area of the sole prints, palm prints
and descriptions of diagnoses made by anthropologists and descriptions of the
diagnoses in natural language generated by the explanation module on the ba-
sis of results passed by the automatic system for diagnosis support. Images
of dermatoglyphic areas are equipped with metadata collected in both auto-
matic and manual manner. The data collected in a manual manner is entered
by anthropologists in the form of natural language sentences. The data con-
cern dermatoglyphic features such as: pattern type, number and width of lines,
presence, direction and type of furrows, occurrence of abnormalities in the local
structure of lines, and also values of dermatoglyphic indices determined on the
basis of these observations. The description also contains information about the
anatomical locations of the dermatoglyphic areas on the appropriate sides of
the body. Data entered in a manual manner are stored in DIAGNOSIS table
in the column named DESCRIPTION DIAGNOSIS DOCTOR (Fig. 5). Data
collected in an automatic manner are generated by the diagnosis support system
responsible for analysis of particular images of patients. The system provides
detailed information about the types of patterns of the analyzed dermatoglyphic
areas and the results of measurements of the angles determined by finding the
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locations of singular points of the palm prints. On the basis of this knowledge
the system infers about the probabilities of genetic defects in the infant. Data
supplied by the diagnosis support system are stored in the IMAGE DATA ta-
ble in the parametric form. Using this data explanation module generates final
descriptive diagnostic formula in the form of natural language text. This for-
mula contains detailed description of features and patterns of the particular
dermatoglyphic areas and the text of diagnosis generated on the basis of this
knowledge. Database in its current form is comprised of the following entities:
PATIENT, DOCTOR, IMAGE DATA, DIAGNOSIS, GENETIC DISORDER,
DERMATOGLYPHIC AREA, BODY PART, SIDE. PATIENT table contains
patient’s personal data such as: name, gender, date of birth and identifier of ge-
netic disorder found in the patient (in particular case the identifier value defines
a healthy person belonging to the so-called control group). Table DOCTOR con-
tains information identifying a specialist using the system. Table IMAGE DATA
contains data of dermatoglyphic impressions in the form of images. Three ver-
sions of images are stored in this table: raw version, version described manually
by anthropologist in the graphical form and the version processed by image
enhancement algorithms.

Fig. 5. Database scheme in the form of entity diagram

Additionally in this table metadata describing characteristics of a particu-
lar image are included, i.e. date of image acquisition, text description of an
image made by an anthropologist (DESCRIPTION DOCTOR), description of
an image generated by explanation module, result of pattern recognition by
anthropologist, result of pattern recognition generated by one of the classifi-
cation modules of the decision support system, value of ATD angle determined
manually by anthropologist (ATD ANGLE VALUE DOCTOR) and determined
automatically by the system (ATD ANGLE VALUE SYSTEM). The table con-
tains foreign keys, which determine: the patient for whom the image was taken
(ID PATIENT), identifier of diagnosis, which was carried out on the basis of
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collection, which the particular image is part of (ID DIAGNOSIS), identifier
of an image of a dermatoglyphic impression (ID DERMATOGLYPHIC AREA)
and identifiers of the anatomical part and side of body from, which the im-
age originates (ID BODY PART), (ID SIDE). The patient can have multiple
diagnoses made at different times by different specialists. Table DIAGNOSIS
contains a single diagnosis of the patient in two forms: manual (DESCRIP-
TION DIAGNOSIS DOCTOR) and automatic (DESCRIPTION DIAGNOSIS
SYSTEM), both stored as a text comprising of natural language sentences. Dates
of diagnoses conducted in manual (DATE DIAGNOSIS DOCTOR) and auto-
matic (DATE DIAGNOSIS SYSTEM) manner are also stored in the system.
Table is also equipped with a foreign key identifying the patient, whom the diag-
nosis concerns (ID PATIENT), and foreign key identifying a specialist conduct-
ing the diagnosis and entering its description to the database (ID DOCTOR).
The database is equipped with tables storing metadata. Table DERMATO-
GLYPHIC AREA stores a list of dermatoglyphic areas along with descriptions of
their names (NAME DERMATOGLYPHIC AREA) and topographical descrip-
tions of particular areas (DESC DERMATOGLYPHIC AREA).

Table BODY PART determines an anatomical belonging of relevant dermato-
glyphic area - name of a body part (NAME BODY PART). Table SIDE deter-
mines anatomical side of patient’s body. The granularity of the structure of
meta-tables in the database was designed to increase flexibility of the database
search process. It will help the specialist viewing data to retrieve collections of
images, which meet specific criteria, i.e. images containing particular patters,
images from particular anatomical parts and sides of body etc.

6 Results

The research conducted so far focused on two main areas. The first area of re-
search concerned the design scheme of the algorithm for classification of patterns
of fingerprints and the hallucal area of the soles patterns. Another task carried
out in this research area was related to the design scheme of the algorithm for
calculation of the ATD angle of the palm print. In the aforementioned research
area implementation and testing of a number of image processing, feature extrac-
tion and computational intelligence algorithms for the classification of dermato-
glyphic patterns was carried out using Matlab and C programming languages.
The classifiers implemented in our system allow recognition of complex dermato-
glyphic patterns with high 90% ratio accuracy for both classification problems
[3] [4]. For the issue of the ATD angle calculation an algorithm for detection
of characteristic points has been proposed based on two independent criteria in
order to reliably determine the locations of only true triradii of the palm print.
In the first area a research was also conducted on the construction of an expert
system for diagnosis of Down syndrome in newborns. The expert system module
has been implemented in Prolog language and functions as a higher level module
in a hierarchical architecture of the decision support system. This design pattern
concerning the role of the expert system module makes the system scalable to
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incorporate in the future new more complex decision modules working in parallel
with the existing expert system module and allows easy interchanging of data
between already implemented low level modules and these new decision modules.

7 Summary

In the paper principles of operation and architecture of an intelligent knowledge-
based system for the recognition of dermatoglyphic features used in detection of
Down’s syndrome in infants were presented. Diagnosing a particular case requires
processing a set of images, extraction of their features using computational intel-
ligence or image features measurement techniques. Each of feature measurement
or recognition tasks is realized by a separate module. Results of measurements
and recognitions are passed to the hierarchically superior module carrying out,
on the basis of those features’ values, a diagnosis about the probability of genetic
disorder incidence in infant. The high level module is designed in the form of
an expert system based on the knowledge resulting from the statistical analy-
sis of sets of dermatoglyphs of healthy children belonging to the control group
and sets of dermatoglyphs of children with Down’s syndrome. Modular design
of the system allows easy expansion and in the future enables communication of
already implemented modules with other more complex versions of the decision
module taking advantage of greater number of possible dermatoglyphic features
to generate more detailed diagnoses. All components of the system are wrapped
in standard Web service interfaces and can be accessed by the users through
the internet browser webpage. The future work includes implementation of new
feature recognition modules and a more complex diagnostic module.
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Abstract. Motif discovery is the problem of finding unknown patterns
that appear frequently in real valued timeseries. Several approaches have
been proposed to solve this problem with no a-priori knowledge of the
timeseries or motif characteristics. MK algorithm is the de facto standard
exact motif discovery algorithm but it can discover a single motif of a
known length. In this paper, we argue that it is not trivial to extend this
algorithm to handle multiple motifs of variable lengths when constraints
of maximum overlap are to be satisfied which is the case in many real
world applications. The paper proposes an extension of the MK algorithm
called MK++ to handle these conditions. We compare this extensions
with a recently proposed approximate solution and show that it is not
only guaranteed to find the exact top pair-motifs but that it is also faster.
The proposed algorithm is then applied to several real-world time series.

1 Introduction

Discovering recurrent unknown patterns in time series data is known in data
mining literature as motif discovery problem. Since the definition of the problem
in [6], motif discovery became an active area of research in Data Mining. A time
series motif is a pattern that consists of two or more similar subsequences based
on some distance threshold. Several algorithms have been proposed for solving
the motif discovery problem [9], [7], [6], [3].

These algorithms can be divided into two broad categories. The first category
includes algorithms that discretize the input stream then apply a discrete version
of motif discovery to the discretized data and finally localize the recovered motifs
in the original time series. Many algorithms in this category are based on the
PROJECTIONS algorithm that reduces the computational power required to
calculate distances between candidate subsequences [1]. Members of this category
include the algorithms proposed in [3] and [7]. The second category discovers the
motifs in the real valued time-series directly. Example algorithms in this category
can be found in [9] and [2]. For example, Minnen et al. [7] used a discretizing motif
discovery (MD) algorithm based on PROJECTIONS for basic action discovery
of exercises in activity logs and reported an accuracy of 78.2% with a precision
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of 65% and recall of around 92%. The dataset used contained six exercises with
roughly 144 examples of each exercises in a total of 20711 frames [7].

The second category tries to discover motifs in the original continuous time-
series directly. Example algorithms in this category can be found in [2] and [9].
For example, Mohammad and Nishida [8] proposed an algorithm called MC-
Full based on comparison of short subsequences of candidates sampled from the
distribution defined by a change point discovery algorithm. Most of these algo-
rithms are approximate in the sense that discovered motif occurrences may not
have the shortest possible distance of all subsequences of the same length in the
timeseries.

Mueen et al. [12] proposed the MK algorithm for solving the exact motif dis-
covery problem. This algorithms can efficiently find the pair-motif with smallest
Euclidean distance (or any other metric) and can be extended to find top k
motifs or motifs within a predefined distance range. Mohammad and Nishida
[10] proposed an extension of the MK algorithm (called MK+) to discover top
k pair-motifs efficiently. The proposed algorithm in this paper, builds upon the
MK+ algorithm and extends it further to discover top k pair-motifs at different
time lengths.

The main contribution of the paper is a proof that mean-normalized Euclidean
distance satisfies a simple inequality for different motif lengths which allows us
to use a simple extension of MK+ to achieve higher speeds without sacrificing
the exactness of discovered motifs.

2 Problem Statement

A time series x (t) is an ordered set of T real values. A subsequence xi,j = [x (i) :
x (j)] is a continguous part of a time series x. In most cases, the distance between
overlapping subsequences is considered to be infinitely high to avoid assuming
that two sequences are matching just because they are shifted versions of each
other (these are called trivial motifs [5]). There are many definitions in literature
for motifs [13], [3] that are not always compatible. In this paper we utilize the
following definitions:

Definition 1. Motif: Given a timeseries x of length T , a motif length L, a
range R, and a distance function D(., .); a motif is a set M of n subsequences
({m1,m2, ...,mn}) of length L where D (mi,mjk) < R, for any pairs mi,mk ∈
M . Each mi ∈ M is called an occurrence.

Definition 2. Pair-Motif: A pair-motif is a motif with exactly 2 occurrences.
We call the distance between these two occurrences, the motif distance.

Definition 3. Exact Motif : An Exact Motif is a pair-motif with lowest range for
which a motif exists. That is a pair of subsequences xi,i+l−1, xj,j+l−1 of a time
series x that are most similar. More formally, ∀a,b,i,j the pair {xi,i+l−1, xj,j+l−1}
is the exact motif iff D (xi,i+l−1, xj,j+l−1) ≤ D (xa,a+l−1, xb,b+l−1), |i− j| ≥ w
and |a− b| ≥ w for w > 0. This definition of an exact motif is the same as the
one used in [12].
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Using these definitions, the problem statement of this paper can be stated
as: Given a time series x, minimum and maximum motif lengths (Lmin and
Lmax), a maximum allowed within-motif overlap (wMO), and a maximum al-
lowed between-motifs overlap (bMO), find the top k pair-motifs with smallest
motif distance among all possible pairs of subsequences with the following con-
straints:

1. The overlap between the two occurrences of any pair-motif is less than or
equal to wMO. Formally, ∀Mk∀m1 ∈ Mk,m2 ∈ Mk : overlap(m1,m2) ≤
wMO where Mk is one of the top k motifs at length l, and overlap(., .) is
a function that returns the number of points common to two subsequences
divided by their length (l).

2. The overlap between any two pair-motifs is less than or equal to bMO.
Formally, ∀1 ≤ i, j ≤ K∀1 ≤ l, n ≤ 2 : min(overlap(mi

l,m
j
n)) ≤ bMO,

where mx
y is the occurrence number y in motif number x and overlap(., .) is

defined as in the previous point.

This paper will provide an exact algorithm for solving this problem in the
sense that there are no possible pair-motifs that can be found in the time series
with motif distance lower than the motif distance of the Kth motif at every
length. Given this solution, it is easy to find motifs that satisfy Definition 1 and
in the same time find a data-driven meaningful range value by simply combining
pair-motifs that share a common (or sufficiently overlapping) occurrences. Our
solution is based on the MK algorithm of Mueen et al. in [12] and for this reason
we start by introducing this algorithm and its previous extension in the following
section.

3 MK and MK+ Algorithms

The MK algorithm finds the top pair-motif in a time series. The main idea
behind MK algorithm [12] is to use the triangular inequality to prune large
distances without the need for calculating them. For metrics D (., .) (including
the Euclidean distance), the triangular inequality can be stated as:

D(A,B)−D(C,B) ≤ D(A,C) (1)

Assume that we have an upper limit on the distance between the two occurrences
of the motif we are after (th) and we have the distance between two subsequences
A and C and some reference point B. If subtracting the two distances leads
a value greater than th, we know that A and C cannot be the motif we are
after without ever calculating their distance. By careful selection of the order
of distance calculations, MK algorithm can prune away most of the distance
calculations required by a brute-force quadratic motif discovery algorithm. The
availability of the upper limit on motif distance (th), is also used to stop the
calculation of any Euclidean distance once it exceeds this limit. Combining these
two factors, 60 folds speedup was reported in [12] compared with the brute-force
approach.
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The inputs to the algorithm are the time series x, its total length T , motif
length L, and the number of reference points Nr.

The algorithm starts by selecting a random set of Nr reference points. The
algorithm works in two phases:

The first phase (called hereafter referencing phase) is used to calculate both
the upper limit on best motif distance and a lower limit on distances of all
possible pairs. During this phase, distances between the subsequences of length
L starting at the Nr reference points and all other T − L+ 1 points in the time
series are calculated resulting in a distance matrix of dimensions Nr×(T−L+1).
The smallest distance encountered (Dbest) and the corresponding subsequence
locations are updated at every distance calculation.

The final phase of the algorithm (called scanning step hereafter) scans all
pairs of subsequences in the order calculated in the referencing phase to ensure
pruning most of the calculations. The scan progressed by comparing sequences
that are k steps from each other in this ordered list and use the triangular
inequality to calculate distances only if needed updating Dbest. The value of k
is increased from 1 to T −L+1. Once a complete pass over the list is done with
no update to dbest, it is safe to ignore all remaining pairs of subsequences and
announce the pair corresponding to Dbest to be the exact motif.

A naive way to extend the MK algorithm to discover top k pair-motifs rather
than only the first is to apply the algorithm K times making sure in each step (i)
to ignore the (i− 1) pair-motifs discovered in the previous calls. To resist trivial
motif matches, a maximum allowable overlap between any two motifs can be
provided and all candidates overlapping with an already discovered motif with
more than this allowed maximum are also ignored. A major problem with this
approach is that even though we require K ∗ (lmax − lmin + 1) pair-motifs, the
number of times MK must be ran can be much higher because it is likely that
the motif discovered in run i+ 1 will be a trivial match of the motif discovered
in run i. This is more likely to happen the longer and smoother motifs are. To
extend the algorithm to discover motifs of multiple lengths, we simply apply the
algorithm for every length sequentially. This algorithm will be called NaiveMK
in the rest of this paper.

3.1 MK+

Mohammad and Nishida proposed an extension to the MK algorithm for dis-
covering top k pair-motifs of the same length efficiently (MK+) [10] that keeps
an ordered list of K candidate motifs (Lbests) and their corresponding motif dis-
tances (Dbests) rather than a single candidate motif during both the referencing
and scanning phases. This allows MK+ to discover the top k motifs exactly
in a single run. This algorithm was reported to provide an order of magnitude
improvement in speed compared to rerunning MK [10].

MK+ though works with a single length. A possible extension of this algorithm
to multiple lengths is by simply re-running it for each length. This is called
NMK+ in the rest of this paper. As will be shown in section 5, this approach is
suboptimal in terms of speed and a faster approach is proposed in this paper.
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4 Proposed Extension

The main idea behind the proposed extension is to use the fact that distance
calculations at one length provide an upper bound on possible distances of lower
lengths and a lower limit on distances of longer lengths. This fact can be utilized
(in a similar way to the triangular inequality in the original MK algorithm)
to speed up the calculations by removing the need to compare pairs that are
obviously not candidates for being pair-motifs according to these bounds.

For this approach to work the distance function used to compare subsequences
must be a metric (as is the case with the original MK algorithm). We also need
to be sure that for any positive number s the following property is true:

Dl(i, j)Dl+1(i, j) ∀l > 0 ∧ 1 � i; j � T − l + 1 (2)

where xa:b is the subsequence of the time series x starting at index a and ending
at index b and all indices do not exceed the length of the time series andDl(i, j) =
D (xi:i+l−1, xj:j+l−1). If the condition in Eq. 2 is not satisfied then distances at
different lengths cannot be used to infer any bounds about distances of either
larger or lower lengths and the best that could be done is NMK+. This puts
a limitation on the types of distance functions that can be used. For example,
Mueen et al. normalized all subsequences by subtracting the mean and dividing
by the standard deviation prior to distance calculation [12]. This cannot be done
in our case because this distance function does not respect the condition in Eq.
2. For this reason we normalize all subsequences only by subtracting the mean.

The effect of division by the standard deviation before distance calculation is
to reduce the effect of variability in scale. In some applications; this is not needed
or even desirable. For example, one of our primary goal domains is discovery of
recurring motions in human motion and gesture datasets. A small change in scale
between two occurrences of the same action can be handled with the Euclidean
distance while a large scale difference corresponds in many cases to a quantitative
difference in the action.

If subsequences are not normalized and the distance measure used is the Eu-
clidean is used for D(., .), it is trivial to show that equation 2 holds. Subtracting
the mean of the whole timeseries does not change this result. It is not immedi-
ately obvious that normalizing each subsequences by subtracting its own mean
will result in a distance function that respects Equation 2.

Theorem 1. Given that the distance function D(., .) in Definition 1 is defined
for subsequences of length l as:

Dl(i, j) =

l−1∑
k=0

[(
xi+k − μl

i

)− (
xj+k − μl

j

)]2
(3)

and μn
i = 1

n

n−1∑
k=0

xi+k; then

Dl(i, j)Dl+1(i, j) ∀l > 0 ∧ 1 � i; j � T − l + 1
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A sketch of the proof for Theorem 1 is given below: Let Δk ≡ Δi+k
j+l ≡ xi+k −

xj+k and μl
ij ≡ μl

j − μl
j , then the definition of Dl(i, j) can be written as:

Dl(i, j) =

l−1∑
k=0

(
Δk − μl

ij

)2
=

l−1∑
k=0

(Δk)
2 − 2

l−1∑
k=0

(
Δkμ

l
ij

)
+

l−1∑
k=0

(
μl
ij

)2

Dl(i, j) = −l(μl
ij

)2
+

l−1∑
k=0

(Δk)
2

We used the definition of μl
ij in arriving at the last result. Using the same steps

with Dl+1(i, j), subtracting and with few manipulations we arrive at:

Dl+1(i, j)−Dl(i, j) = Δ2
l + l

(
μl
ij

)2 − (l + 1)
(
μl+1
ij

)2
(4)

Using the definition of μl
ij , it is straight forward to show that:

(l+ 1)μl+1
ij = lμl

ij +Δl (5)

Substituting in Equation 4 and rearranging terms we get:

Dl+1(i, j)−Dl(i, j) = Δ2
l +

(
μl
ij

)2 − 2μl
ijΔl =

(
Δl − μl

ij

)2 � 0

This proves Theorem 1.

4.1 MK++

The following listing gives an overview of the proposed algorithm:
Function MK++(x,{L},K,R,wMO,bMO)

1.Find motifs at shortest length

Lbests ← ∅, Dbests ← ∅
For(r ∈ Rand(R)

∧
i = 1 : |x|)

IF(|i− r| ≥ wMo×min(L))
UpdateBests (min(L),K, bMO, r, i)

EndIf

EndFor

Zr(i) ← ordering of reference points by their distance variance

ref ← reference point with max. variance

Z(i) ← ordering of subsequences by distance to ref
Dist← {D (ref, Z(i))}
ScanningPhase()
2.Find motifs at higher lengths

For(l ∈ {L})
Update Dbests then re-sort

IF(R)

recalculate ref
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EndIf

ScanningPhase()
EndFor

The MK++ algorithm starts by detecting 2-motifs at the shortest length
(Lmin) and progressively finds 2-motifs at higher lengths. The algorithm keeps
three lists: Dbests representing a sorted list of K best distances encountered so
far and Lbests representing the 2-occurrence motif corresponding to each member
of Dbests, and μbests keeping track of the means of the subsequences in Lbests.
The best-so-far variable of MK is always assigned to the maximum value in
Dbests. During the referencing phase, the distance between the current reference
subsequences and all other subsequences of length Lmin that do not overlap it
with more than wMO× Lmin points are calculated. For each of these distances
(d) we apply the following rules in order:

Rule1. If the new pair is overlapping the corresponding Lbests (i) pair with more
than wMO×L points, then this i is the index in Dbests to be considered

Rule2. If Rule1 applies and D < Dbests (i), then replace Lbests (i) with P .
Rule3. If Rule1 does not apply but D < Dbests (i), then we search Lbests for all

pairs Lbests (i) for which Rule1 applies and remove them from the list.
After that the new pair P is inserted in the current location of Lbests

and D in the corresponding location of Dbests

It is trivial to show that following these rules Dbests will always be a sorted
list of best-so-far distances encountered that satisfy both between and within
motif overlap constraints (wMO and bMO). The details of this calculation are
given in the program listing below:

Function updateBests(l,K,bMO,r,i)

done← false, d← D (xr:r+l−1, xi:i+l−1)
IF (d > max (Dbests) ∧ |Dbests| < K)

Lbests ← Lbests ∪ 〈r, i〉, Dbests ← Dbests ∪ d, done← true
EndIf

For(j = 1 : K ∧ ¬done)
ζ ← OverlapBoth (Lbests [j] , 〈r, i〉)
IF(ζ > bMO)

IF(d < max(Dbests)

Lbests [j] ← 〈r, i〉, Dbests [j] ← d, done← true
EndIf

Else

IF(d < max(Dbests)

o← w : w ∈ Lbests∧, OverlapBoth (w, 〈r, i〉) > bMO
IF(o = ∅) o ← K EndIf

remove o from Lbests, Dbests, Lbests ← Lbests∪〈r, i〉
Dbests ← Dbests ∪ d

EndIf

EndIf

EndFor
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These steps are similar to MK+ [10] except that we carry along the means
of subsequences in the list μbests. Once the top K 2-motifs of the first length
are found, the algorithm progressively calculates the top K 2-motifs of longer
lengths. Since our distance function defined in Equation 3 satisfies the condition
of Equation 2 as Theorem 1 proves, we know that the distances in Dbest from
the previous length provide a lower bound on the distances at this length. This
allows us to directly update the Dbest array by appending the new distances
after using Equation 5 to calculate the new mean and distance.

Updating the distances in Dbests may take them out of order. We sort Lbests

(with corresponding sorting of Dbests and μbests) in ascending order and update
the best-so-far accordingly. This gives us a –usually– tight upper bound on the
possible distances for the top K 2-motifs at the current length. This is specially
true if the increment in motif length is small and the timeseries is smooth. This
is the source of the speedup achieved by MK++ over NMK+ which have to find
these lists from scratch at every length.

The referencing step can either be recalculated for the new length or the
older reference values can be used as lower bounds (again because of Theorem
1). Nevertheless, recalculating the reference distances can speedup the scanning
phase because it provides a tighter bound. Because this depends on the data, we
keep the choice for the algorithm user by providing a parameter R that controls
whether this recalculation is carried out. It is important to notice that either
choice will not affect the accuracy of the final results and in our experiments it
had a negligible effect on the speed as well. The scanning step is the same as
in MK and MK+ and for lack os space will not elaborated upon further. Please
refer to [12] for its details.

5 Evaluation

The first evaluation considered comparing MK++ with NMK+. A set of 40 time
series of lengths between 1000 and 10000 points each where generated using a
random walk. This kind of random timeseries is the most challenging input for
any exact motif discovery algorithm because distances between subsequences
are similar which reduces the advantage of using lower and upper bounds. Both
MK++ and NMK+ where used to find 10 pair-motifs of each length in the range
10 to 100. The average execution time for NMK+ was 3.8ms/point while the av-
erage execution of MK++ was 0.77ms/point achieving a speedup of more than
500%. Both algorithms returned the same motifs at all lengths. For completion
we also applied NaiveMK to the same dataset which required an average execu-
tion time of 73.5ms/point (more than 60 times the proposed MK++ algorithm).
Again both algorithms returned exactly the same motifs at all lengths.

5.1 Real World Data

To test MK++ on a real world dataset we used CMU Motion Capture Dataset
available online from [4]. We used the time series corresponding to basketball
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Fig. 1. Forward dribbling motion: discovered by the proposed algorithm

category. The occurrences of each recurring motion pattern in the time series of
the fifteen available in this collection (21 different motions in total) were marked
by hand from the videos using ANVIL [14] to get ground-truth motif locations.

In this paper, we report the results using AMC files only. The total number
of frames in the fifteen time series was 8155. There were seven different motion
patterns in the time series with an average of 8 occurrences each after removing
motions that appeared only once or twice. Fig. 1 shows an example pattern.

The data from all sessions were concatenated to form a single timeseries and
random data was added to it to make its length 10000 points. Before applying
motif discovery algorithms, we reduced the dimensionality of the aggregated time
series using Principal Component Analysis (PCA).

We applied MK++, shift-density based motif discovery (sdCMD) [15], two
stem extension algorithms (GSteXS, GSteXB) [11], MCFull [9] and the recently
proposed MOEN algorithm [13] with a motif length between 50 and 250 to
the concatenated timeseries and calculated the fractions of discovered motifs
that cover ground-truth patterns completely, and the fractions that cover partial
patterns or multiple patterns. We also calculated the fraction of true patterns
that were discovered by every algorithm (covered-fraction) and the extra parts
appended to it (extra-motif). This data is summarized in Table 1.

Table 1. Evaluation of MD for CMU MoCap Dataset with the best and worst perfor-
mance highlighted (worst in italics and best in bold font)

Algorithm Correct Partial Multiple Covered-fraction Extra-motif Accuracy

Proposed 0.3169 0.3761 0.1089 0.2543 3.7496 0.6931
sdCMD [15] 0.1594 0.4783 0.2899 0.1847 0.5264 0.6377
GSteXS [11] 0.1111 0.1296 0.6852 0.9796 8.8143 0.2407
GSteXB [11] 0.0323 0.2742 0.6129 0.8562 2.5713 0.3065
MCFull [9] 0 0 1.0000 1.0000 115.8188 0.0
MOEN [13] 0.3333 0 0.3333 0.1299 0.2001 0.3333

As Table 1 shows, the proposed algorithm provides a good balance between
specificity (extra-motif=3.74) and sensitivity (covered-fraction=0.25) and pro-
vides the second best correct discovery rate (0.3169 compared with 0.3333
for MOEN) with best boundary separation between discovered motifs (multi-
ple=0.1089). To get a sense of the accuracy of each algorithm we defined the
total discovery rate as the summation of correct discovery rate and partial dis-
coveries as it is always easy to use a motif-extension algorithm to extend partially
discovered motifs. The proposed algorithm provides the highest total discovery
rate of 69.31% compared with 63.77% for sdCMD, 33.33% for MOEN, 30.65%
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for GSteXB, 24.07% for GSteXS and 0% for MCFull. Even though this result is
based on a limited dataset, it provides a proof-of-applicability of the proposed
algorithm for solving real world motif discovery problems. In the future, more
extensive analysis with larger datasets will be conducted.

6 Conclusions

This paper presents an extension of the MK exact motif discovery algorithm
called MK++ that can discover multiple motifs at multiple motif lengths simul-
taneously achieving a speed up of over 500% compared with repeated applica-
tions of the MK+ algorithm. The paper provides a proof that MK++ is still an
exact algorithm for the mean-shifted Euclidean distance function. In the future,
the proposed approach will be extended to zscore normalization.
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Abstract. The genesis of the internet and web has created huge information on 
the web, including users’ digital or textual opinions and reviews. This leads to 
compiling many features in document-level. Consequently, we will have a  
high-dimensional feature space. In this paper, we propose an algorithm based 
on standard deviation method to solve the high-dimensional feature space. The 
algorithm constructs feature subsets based on dispersion of features. In other 
words, algorithm selects the features with higher value of standard deviation for 
construction of the subsets. To do this, the paper presents an experiment of  
performance estimation on sentiment analysis dataset using ensemble of  
classifiers when dimensionality reduction is performed on the input space using 
three different methods. Also different types of base classifiers and classifier 
combination rules were used. 

Keywords: Sentiment analysis, Feature selection, Standard deviation, Classifier 
ensemble, Feature subsets.  

1 Introduction 

Sentiment analysis or opinion mining processes opinions, attitudes, sentiments, and 
emotions of people towards products, movies, entities, events, issues, topics, and their 
features. Sentiment analysis is basically analyzing the opinions to explore whether 
they are positive or negative. In fact, opinion mining is drawing out subjective infor-
mation from a text corpus or reviews, while sentiment analysis is the evaluation of the 
extracted information. Studies that have been more recently conducted on sentiment 
analysis introduce different techniques to extract and analyze the individuals’ senti-
ments [1, 4]. One of the key issues is identifying the semantic relationships between 
subject and sentiment-related expressions, which may be quietly different from each 
other. Sentiment expressions such as adjectives, adverbs, nouns, sentiment verbs and 
transfer verbs are used for sentiment analysis. In some papers, natural language 
processing, POS tagging, model of Markov-Model-Based tagger are used to demysti-
fy some multi-meaning expressions such as “like” that can denote a verb, adjective, or 
                                                           
* Corresponding author. 
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preposition, and syntactic parsing is also used to identify relation among expression 
and subject term [4]. Several studies conducted in the last decade reported that accu-
racy of sentiment analysis can be improved by selecting the most confident features 
and their subsets, as well as using appropriate classifiers. In this research, the most 
confident features are selected through standard deviation method, and feature subsets 
are generated by heuristic method that uses a higher standard deviation. 

2 Background of the Problem  

Sentiment classification methods are divided into three methods: supervised, semi- 
supervised, and unsupervised learning. Pang et al. [1] introduced supervised approach 
and Turney [2] proposed the unsupervised approach. In supervised learning approach, 
a classifier first is trained by a large number of features that are labeled. Then, this 
classifier is used to identify and classify unlabeled data into two classes of positive 
and negative sentiments. Whereas in unsupervised learning, sentiment lexicon is used 
for identifying and classifying documents into polarity sentiment through calculating 
the word sentiment orientation using a dictionary or part-of-speech patterns [2, 7, 8, 
13]. Though, the semi-supervised learning uses both labeled and unlabeled data for 
training classifiers instead of using only labeled data; this is because of the lack of 
sufficient labeling data. Some studies have proposed a graph-based semi-supervised 
learning algorithm for rating and labeling unlabeled document through calculating 
similarity rate between two documents [5, 6, 12].  

Some researchers used several feature sets to improve the classification accuracy 
[1, 9, 10, 16,17]. Another work proposed a shallow parsing to select the appropriate 
feature set [14]. Prabowo and Thelwall [11] proposed a hybrid classification using 
combination rule-based classifiers, SVM algorithms, and statistic-based classifiers. 
Xia et al. [15] proposed an ensemble framework that included two different feature 
sets, namely part-of-speech and word-relation-based sets of features and used three 
algorithms in base-level, i.e., Naive Bayes, maximum entropy, and SVM for classify-
ing each of the feature sets. Su et al. [3] introduced a classifier ensemble composed of 
five popular classifiers: Naive Bayes (NB), Centroid-Based classification (CB), K-
nearest neighbor algorithms (KNN), Support Vector Machine (SVM), and Maximum 
Entropy model (ME) as base-level algorithms, and used stacking generalization in 
high-level or meta-level. 

3 Feature Selection and Reduction 

In the feature selection process, features are extracted, which leads to class separability 
using the univariate approach for rating and multivariate approach for optimizing a crite-
rion function. Whereas in feature extraction process, high-dimensional space is reduced 
to lower feature space through a linear transformation or nonlinear transformation.  

The aim of feature reduction is determining which features in a given set of train-
ing feature vectors is most useful for discriminating between the classes. In this paper, 
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Where xij is the feature weighting that exists in the set of documents, N signifies 
the number of documents and M denotes the number of features. There are two steps 
to be followed in order to calculate the standard deviation of the feature in the term - 
document matrix. It is calculated as follows: 

 ∑  , 1, . . ,   (1) 

 ∑  , 1, . . ,  (2) 

Where xij signifies a weight calculated based on either Term Frequency (TF) scheme 
or a Term Frequency-Inverse Document Frequency (TF-IDF) scheme. In this re-
search, we used TF-IDF for feature weighting.  represents average or means of jth 
feature, and σj is the standard deviation of jth feature. 

We reduced feature space with selecting the P≤M where P denotes the desired val-
ue, e.g., 500, 1000, 1500, etc. For feature reduction, we used the following algorithm. 

 

Algorithm: Feature reduction using a high standard deviation of features. 

Input: feature vector, term-document matrix weight 
Output: subsets of most confident of features 
 
Calculating of standard deviation for each feature 
(f_sdj) 
 For j = 1 to number of features(N) 
 For i = 1 to number of document(M) 
 calculating mean,  = sum( xij) / N 
 next i 
 f_sdj = sqrt ( sum(xij -  )2 / N 
 next j 
Sorting feature vector value(f_sdj)in descending order  
Select P and cut first of feature vector with the more 
variation or dispersion  
 {y1, y2, …, yp}, P≤M 
Generate subsets as follow: 
 {y1}, {y1,y2}, {y1,y2,y3}, … , {y1, y2, …, yp} 

4 Sentiment Classification 

Ensemble networks are used to find a solution for the same problem in a parallel in-
dependent. In this research, we have proposed classifier ensemble on feature subsets 
derived from the standard deviation method via base-level classifiers of SVM and NB 
and three types of ensemble methods, namely majority voting, sum rule, and the 
product rule in high-level at different time for comparison between them. 
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Table 4,5,6, and 7 demonstrate the results of sentiment classification that show the 
measures of accuracy, precision, recall, and F1 values on positive and negative sam-
ples of book and health and personal care that were obtained by SVM and NB  
classifier using 3-fold cross validation in three iterations.  

Table 4. SVM classifier as base-level in classifier ensemble on book reviews 

 Positive Negative 
Ensemble Method Accuracy Precision Recall F1 Precision Recall F1 

Standard 
Deviation 

Majority 
Voting 

91.70 97.18 85.90 91.18 87.40 97.50 92.17 

Sum Rule 91.69 97.22 85.84 91.16 87.35 97.53 92.15 

Product Rule 91.09 97.11 84.70 90.47 86.47 97.47 91.63 

Chi-Square 90.12 83.74 99.60 90.98 99.51 80.65 89.08 

Information Gain 90.65 84.50 99.60 91.43 99.51 81.71 89.73 

Table 5. NB classifier as base-level in classifier ensemble on book reviews 

 Positive Negative 
Ensemble Method Accuracy Precision Recall F1 Precision Recall F1 

Standard 
Deviation 

Majority 
Voting 93.51 94.57 92.19 93.35 92.57 94.81 93.67 

Sum Rule 92.71 94.09 91.16 92.59 91.46 94.27 92.83 

Product Rule 93.13 94.48 91.58 93.00 91.90 94.67 93.26 

Chi-Square 90.94 93.72 87.77 90.64 88.52 94.10 91.22 

Information Gain 91.62 92.93 90.11 91.49 90.41 93.14 91.75 

Table 6. SVM classifier as base-level in classifier ensemble on health and personal care 
reviews 

 Positive Negative 
Ensemble Method Accuracy Precision Recall F1 Precision Recall F1 

Standard 
Deviation 

Majority 
Voting 

90.60 98.95 82.02 89.68 84.74 99.13 91.36 

Sum Rule 90.34 98.93 81.57 89.40 84.35 99.11 91.13 

Product Rule 90.23 99.00 81.30 89.26 84.16 99.17 91.04 

Chi-Square 91.39 85.73 99.35 92.03 99.23 83.44 90.64 

Information Gain 90.37 84.22 99.39 91.17 99.26 81.35 89.41 
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Table 7. NB classifier as base-level in classifier ensemble on health and personal care reviews 

 Positive Negative 
Ensemble Method Accuracy Precision Recall F1 Precision Recall F1 

Standard 
Deviation 

Majority 
Voting 88.90 89.61 87.71 88.64 88.27 90.06 89.15 

Sum Rule 88.11 89.44 86.46 87.91 86.92 89.77 88.31 

Product Rule 88.61 89.67 87.24 88.43 87.65 89.77 88.78 

Chi-Square 84.52 87.61 80.43 83.85 81.93 88.60 85.12 

Information Gain 77.25 85.62 65.23 74.17 72.01 89.17 79.67 

6 Conclusion 

We proposed a statistical and probabilistic algorithm using standard deviation of fea-
tures and different feature subset selection for high-dimensional problem on feature 
space in a sentiment analysis. We used two popular classifiers – Naive Bayes and 
Support Vector Machine – for sentiment classification. We made a comparison be-
tween the obtained results of our proposed algorithm with those of Information Gain 
and Chi-Square methods on book and health and personal care reviews. The results 
showed that classification by means of the standard deviation can be as accurate as 
and sometimes more accurate than Information Gain and Chi-Square methods in 
terms of sentiment classification. 
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Abstract. Auditors face the difficult task of detecting companies that
issue manipulated financial statements. In recent years, machine learn-
ing methods have provided a feasible solution to this task. This study
develops support vector machine (SVM) models using published South
African financial data. The input vectors are comprised of ratios de-
rived from financial statements. The three SVM models are compared
to the k-Nearest Neighbor (kNN) method and Logistic regression (LR).
We compare the ability of two feature selection methods that provide an
increase classification accuracy.

Keywords: financial statement fraud detection, machine learning, sup-
port vector machines.

1 Introduction

Financial statement fraud has the potential to destroy confidence in any econ-
omy. It involves deliberately falsifying or omitting material information in fi-
nancial statements1 with the intention to deceive creditors and investors. Enron
Broadband and Worldcom are the two major scandals that have brought finan-
cial statement fraud to the foreground in recent years. The collapse of Enron
alone caused a loss of approximately $70 billion in market capitalization which
was devastating for a significant number of investors, employees and pension-
ers. The WorldCom collapse, caused by alleged financial statement fraud, is the
biggest bankruptcy in United States’ history [1]. The responsibility to detect
fraudulent financial statements (FFS) has been left solely in the hands of au-
ditors. This may cause an unnecessary burden in the case where the number

� Corresponding author.
1 Financial statements are a company’s basic documents that reflect its financial status
[5].
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of companies increase substantially, especially in growing economies. Another
facet to this problem is that fraud evolves with time since perpetrators who get
caught find new and clever ways to circumvent procedures and controls that are
implemented.

In recent years, data-driven approaches to solving the problem of financial
statement fraud have been introduced. This entails using data mining2 (Artificial
Intelligence) techniques to predict/flag potential cases of FFS. Data mining has
been utilized with great success in other fields such as money laundering, credit
card fraud, insurance fraud and network intrusion detection [2]. The key to data-
driven approaches is that they do not impose arbitrary assumptions on the input
variables.

South Africa has the largest and most developed economy in Africa. It is the
leading producer of platinum, gold, chromium and iron. The main objective of
this paper is to test the predictive ability of support vector machine (SVM)
models using financial statement data from the Johannesburg Stock Exchange
(JSE). An additional aim is to observe the effect of two feature selection methods
on classification accuracy. The remainder of this paper is organized as follows:
Section 2 reviews prior research; Section 3 provides insight into the research
methodology and sample data; Section 4 describes the development of models
and gives analyses experimental results and Section 5 presents some concluding
remarks.

2 Previous Work

Data mining techniques have been suggested as useful tools to detect fraudu-
lent financial statements (FFS). Kirkos et al. [3], Gaganis [4] and Ravisankar
et al. [5] provide excellent comparative studies on the effectiveness of data min-
ing to predict the occurrence of FFS. The techniques include neural networks
(NN), support vector machines (SVM), k-nearest neighbors (kNN), discriminant
analysis (DA), and logistic regression (LR).

Recent studies have attempted to build predictive models using support vector
machines (SVM). Deng [6] proposed a support vector machine-based classifier to
detect FFS. The author used publicly listed Chinese company data to construct
the models. The training data consisted of 88 companies (44 fraud) during the
period 1999-2002. The validation sample comprised of 73 financial fraud and 99
non-fraud instances during the period 2003-2006. The kernel of choice for the
SVM was the Radial Basis Function (RBF). The author showed that the SVM
model achieved an overall accuracy rate of 82.19% on the holdout sample.

Öǧüt et al. [7] compared the prediction ability of both SVM and probabilistic
neural network (PNN) using Turkish financial data. The sample data comprised
of 150 companies of which 75 had distorted their financial statements. For each
fraudulent company, a corresponding same-sector non-fraudulent firm was chosen
to be used in the sample. The eight variables chosen in their analysis were

2 Data mining is an iterative process within which process is defined by discovery,
either through automatic or manual methods [3].
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suggested by Beneish [8]. The authors found SVM to be superior in overall
classification accuracy with a score of 70% as well as with respect to specificity3

and sensitivity4.
A more recent study that introduced a novel SVM-based model was presented

by Pai et al. [9]. The objective of this study was to assess the model’s ability
to minimise audit related risks by classifying FFS and presenting the auditor
with comprehensible decision rules5. The features used in the classification were
based on prior research [10,11]. Seventy-five6 listed companies on the Taiwan
stock market were used for this experiment. The authors showed that SVM
outperformed multi-layer perceptron (MLP), decision trees (C4.5), and logistic
regression (LR) achieving an average accuracy of 86.66%.

Doumpos et al. [11] examined SVM as a means to explain qualification in audit
reports. The study used data involving 1754 companies in the U.K. during the
period 1998-2003. The authors concluded that non-linear SVM models did not
provide improved results compared to the linear model. It was also shown that
the SVM model is robust since its performance did not deteriorate significantly
when it was tested on future data7.

From the literature surveyed, it can be noted that SVM play a crucial role in
this research area. At present, there seems to be no literature on the detection
of FFS using South African listed companies. Moreover, there is no study that
has mentioned how to deal with missing values in the sample data.

3 Sample Data and Methodology

3.1 Support Vector Machines

We provide a brief description of support vector machine (SVM) models. SVM,
proposed by Vapnik [12], is a binary classifier that is based on statistical learning
theory and is used for classification, regression and density estimation. Its first
application was Optical Character Recognition (OCR) but since then it has been
widely used in diverse fields such as finance, bioinformatics and biometrics. SVM
constructs a linear model to estimate a decision function using non-linear class
boundaries based on support vectors8. The objective of SVM is to construct a
decision function that distinguishes two classes in a data set. We will describe

3 Also known as the true negative rate, this quantity measures the proportion of
correctly classified non-fraud instances.

4 Sensitivity is the true positive rate, in our case, the proportion of positively identified
fraud cases.

5 The model integrates SVM and a classification and regression tree (CART) to extract
‘if-and-then’ rules for the auditor to interpret.

6 There was published indication that 25 of these companies were involved in issuing
fraudulent financial statements.

7 This analysis was performed using the walk-forward test.
8 The support vectors are the training points closest to the optimal separating hyper-
plane.
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the basic formalization of the SVM problem. Should the reader require a more
in-depth explanation, we refer the reader to [12].

Suppose a training set and its corresponding labels is defined by (xi, yi), where
i = 1, · · · , l and y ∈ {1,−1}. The SVM finds an optimal separating hyper-plane
that distinguishes an instance in one class from another using the following
optimization:

min
w,b,ξ

1

2
wTw + C

l∑
i=1

ξi

subject to yi(w
T φ(xi) + b) ≥ 1− ξi, ξi ≥ 0,

(1)

where the function φ(xi) maps training data into high dimensional feature space,
w is a weight vector, b is the bias term, ξi is a slack variable and C is the
penalty for the error term. From a computational point of view, instead of solving
the primal problem in equation (1), it is more convenient to consider its dual
Lagrangian form:

max
γ

l∑
i=1

γi − 1

2

l∑
i,j=1

yiyjγiγjK(xi, xj)

subject to 0 ≤ γi ≤ C, i = 1, . . . , l,

(2)

where the γi’s are Lagrange multipliers and there exists a γi for each vector in
the training set9. The mapping function φ(xi) is defined through a symmetric
positive kernel function K(xi, xj). The kernel function is employed to transform
the original input space into a high dimensional space. The decision function is
expressed by the equation:

F (x) = sign

[(
m∑
i=1

αiyiK(x, xi)

)
+ b

]
, (3)

where α is a parameter and K(xi, xj) = φ(xi)φ(xj) is the kernel function. The
kernel function has the following alternatives:

K(x, xi) = exp
{−‖x− xi‖2/2σ2

}
(RBF kernel) (4)

K(x, xi) = (1 + x · xi/c)d (Polyn kernel of degree d) (5)

K(x, xi) = tanh(kx · xi + θ) (MLP kernel) (6)

This concludes the brief discussion of SVM models. We will utilize the SVM
models in experiments to show its effectiveness to predict financial statement
fraud using a sample of financial data.

9 The support vectors identify the surface of decision, and correspond to the subset
of non-zero γi.



46 S.O. Moepya, F.V. Nelwamondo, and C. Van Der Walt

3.2 Dataset

The sample data was obtained from the financial database of BFA McGregor10.
The sample selected contains financial ratios from 88 public companies who
are/were listed on the Johannesburg Stock Exchange (JSE). Half of the compa-
nies selected were known to have received a qualified audit report. Each instance
of financial statement fraud was matched with a corresponding company in the
same sector which received an unqualified audit report. The justification for the
matching is that a choice-based sample provides higher information content than
a random sample [4].

The sample is divided into two separate sets. The training set consists of 48
companies which cover the period 2003-2005. The sample data for the period
2006-2007 is used as a test (holdout) set to fit the models on unseen samples.
This is done to prevent over-fitting which can lead to a loss of generality.

Missing data values were a common feature in the given sample. Some financial
ratios were stated as ‘not available’. This is due to two possible reasons. The
first being that the data provider did not compute that particular ratio for
some unforeseen reason. A second explanation is that some of the values were
not available in the published financial statements therefore a given ratio could
not be computed11. The missing data problem can to be solved by means of
imputation.

Imputation methods can generally be divided into two parts: statistical and
machine learning. Statistical imputation include the mean12, hot-deck13 and mul-
tiple imputation14 methods. Machine learning imputation methods, in general,
create a predictive model to estimate values that will be substituted for missing
items. Well known machine learning imputation algorithms are the multi-layer
perceptron (MLP), self-organizing maps (SOM) and k-nearest neighbor (kNN)
methods.

An interesting method that we chose to utilize (alternative to imputation)
to fill in missing values was proposed by Candès and Recht [13]. Exact Matrix
Completion (EMC) is a well known method in the field of compressed sensing.
This method, through the use of convex optimization, completes a matrix that
contains missing values, i.e. it perfectly recovers most low-rank matrices from
what appears to be an incomplete set of entries [13]. We used EMC only on
grouped instance of the same class.

10 BFA McGregor is South Africa’s leading provider of financial data feeds and analysis
tools.

11 An example of this is when one company issues dividends, for a given year, and
another withholds dividends. Therefore any financial ratio (involving dividends) will
not be available for the latter firm.

12 Mean imputation imputes the mean values of each variable on the respective missing
variables as an estimate of the missing value.

13 In hot-deck imputation, a missing value is replaced by a similar (or other) candidate
which contains data for that particular variable.

14 The multiple imputation method replaces an unknown value with a set of plausible
ones and uses an appropriate model that incorporates random variation.
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4 Feature Selection

Feature selection is a key ingredient for the performance of data mining problems.
It has been well studied in data samples that contain a large number of variables.
The success of any machine learning algorithm is directly dependent on feature
selection. If this step of the data mining process is performed poorly, it may lead
to problems related to incomplete information, noisy or irrelevant features and
poor classification accuracy [5].

The sample data consists of 48 features (financial ratios), which will be used
as inputs in the predictive models to classify instances. These features cover all
aspects of company performance such as: liquidity, leverage, profitability and
efficiency. Most previous studies in this research domain, such as [7] [11] [15],
do not completely agree on which variables are important in detecting financial
statement fraud. Moreover, no study has been performed using South African
market data. We take a first principle approach and allow a feature selection al-
gorithm to decide the importance of each ratio. The financial ratios were derived
from published financial statements and no other variables are considered.

In this particular study we consider two feature selection algorithms. ReliefF
was used as a feature selection method by Kotsiantis et al. [10]. ReliefF assigns
relevance to features based on their ability to disambiguate similar samples,
where similarity is defined by proximity in the feature space15. For experimental
purposes, we will extract the top eighteen and top ten features and use them to
test classifier performance (such as in [5]).

The second feature selection method that we choose to utilize is the t-test
statistic [14]. The t-test is one of the most commonly used feature selection
techniques due to its simplicity. The t-statistic is computed for each feature
(given a level of significance) and a p-value indicates whether a particular variable
is statistically different from its counterpart in another class. The performance
of the t-test and ReliefF are compared in the following section.

5 Results

In this section we will compare the predictive ability of three SVM models,
kNN and Logistic Regression (LR). Also, a comparison between the t-test and
ReliefF will be undertaken. We use MATLAB for the implementation of all the
methods. Performance analysis is addressed by finding the average accuracy of
each classifier when trained (data from 2003-2005) and tested using a holdout
sample (period 2006-2007). Another aspect of performance analysis is assessing
the sensitivity and specificity of each algorithm.

Table 1 lists the top ten (10) features ranked by ReliefF. These features
along with eight others16 are used as inputs to train the classifiers in the first

15 The relevant features accumulate high positive weights, while irrelevant features
retain near-zero weights.

16 The eight other features are: Total Debt/ Cash flow, Leverage factor, Debt/Equity,
Dividend/Share(c), Earnings Yield (%), Price/Share, Return on Average Assets and
Inflation Adjusted Return on Average Total Assets.
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experiment. In all the experiments, the parameter C = 1 and σ = 1 are used
in the SVM models. With regard to the kNN method, k = 3 is selected for this
study17.

Table 1. Features selected by ReiefF

Variable ReliefF Score

Debt/Assets 0.0211
Price/Cash 0.0169
Price/Cash flow 0.0167
Dir Rem % Pft BTax 0.0134
Book val/Share(c) 0.0127
Total Assets/Turnover 0.0122
N A V/ Share (c) 0.0120
Retention rate 0.0118
Cash flow/Share(c) 0.0099
Turnover/employee 0.0093

The results of our first experiment are presented in Table 2. UQ and Q repre-
sent companies who received unqualified and qualified audit reports respectively.
During the training stage, the quadratic and RBF SVM models outperform the
linear kernel each achieving an average accuracy of 100% . However, the per-
formance of these models when fit on the test/holdout sample are significantly
different. Logistic regression achieves the greatest average accuracy with a score

Table 2. Classification accuracy using training and testing samples using 18 best
features selected by ReliefF

Method Training Testing

UQ Q Ave UQ Q Ave

SVM (linear) 86.21 93.10 89.66 80.00 85.71 82.76
SVM (quadratic) 100.00 100.00 100.00 66.66 71.14 68.97
SVM (RBF) 100.00 100.00 100.00 60.00 78.57 68.97
kNN (3NN) 75.86 86.21 81.03 93.33 64.29 79.31
Logit (LR) 100.00 100.00 100.00 86.67 85.71 86.21

of 86.21%. Both the linear SVM and LR are found to be superior with regard
to sensitivity as they were able to correctly classify 85.71% of qualified cases.

We repeat the same experiment using the top ten features ranked by Reli-
efF. A similar approach was taken by Ravisankar et al. [5]. Table 3 shows that
both the RBF and quadratic kernels outperform all other models attaining the
same average accuracy of 94.83% during training. Using the holdout sample, the

17 All SVM parameters in this experiment are the default values given in the software
package. The specified value k = 3 is adopted from the comparison in Kotsiantis et
al. [10].
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Table 3. Classification accuracy using training and testing samples using 10 best
features selected by ReliefF

Method Training Testing

UQ Q Ave UQ Q Ave

SVM (linear) 89.66 96.55 93.10 93.33 85.71 89.66
SVM (quadratic) 93.10 96.55 94.83 73.33 71.43 72.41
SVM (RBF) 89.66 100.00 94.83 73.33 85.71 79.31
kNN 75.86 79.31 77.59 86.67 64.29 75.86
Logit (LR) 89.66 93.10 91.38 86.67 85.71 86.21

results indicate that the linear SVM (with an average accuracy score of 89.66
%) outperforms the other models. The SVM RBF, SVM linear and LR models
achieved the same result when comparing the ability to predict qualified cases.

Next we turn our attention to the classification performance where features
were selected by the t-test. These features, together with their statistics, are
given in Table 4. The t-test was performed using a 5% level of significance. An

Table 4. Features selected by t-test

Variable Unqualified Qualified p-value
mean std dev mean std dev

Book value/Share 1526.00 3181.70 184.25 468.39 0.0324
Debt/Assets 0.505 0.32 0.90 0.85 0.0239
Dir Rem % Pft BTax 25.26 69.91 -3.46 30.67 0.0497
Earnings/Share (c) 256.45 740.60 -49.12 201.27 0.0397
Earnings Yield 7.78 10.75 -85.57 242.49 0.0477
N A V/Share 1972.52 4192.03 189.24 479.66 0.0305
Price/ Cash flow 6.13 9.44 -0.56 14.11 0.0391
Retention rate 58.39 51.02 124.28 109.86 0.0056
Total Debt/Cash Flow 2.20 6.61 -4.90 15.44 0.0284
Price/Cash 37.65 80.75 195.51 347.06 0.0233

interesting point to note is that the t-test selected six features that are identical
to those selected by ReliefF. These features are: Book value/Share, Debt/Assets,
Direct Remuneration (%) Profit before Tax, Net Asset Value/ Share, Price/Cash
flow, Retention rate and Price/Cash. We present the results given by these ratios
in Table 5.

The training results in Table 5 show that the quadratic SVM model outper-
forms the other models where the average accuracy, sensitivity and specificity
are concerned. The performance of the classifiers on the validation sample shows
that the linear and RBF SVMmodels perform equally well with regard to average
accuracy. Both models achieve 86.21% overall accuracy and the same accuracy
with respect to sensitivity and specificity. During training, the performance of
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Table 5. Classification accuracy using training and testing samples using features
selected by the t-test

Method Training Testing

UQ Q Ave UQ Q Ave

SVM linear 86.21 86.21 86.21 86.66 85.71 86.21
SVM quadratic 96.56 100.00 98.28 80.00 78.57 79.31

SVM RBF 93.10 86.21 89.66 86.66 85.71 86.21
kNN 89.66 89.66 89.66 80.00 71.14 75.86

Logit (LR) 86.21 96.55 91.38 86.67 78.57 82.76

kNN and the quadratic kernel are satisfactory. However their accuracy suffers
greatly when fit on the holdout samples.

In summary, the linear SVM model shows the least amount of deterioration
when fit onto the holdout sample, especially when using the features selected
by the t-test. It outperformed all the other models (using average accuracy as
a benchmark) using both feature selection techniques on the holdout samples.
The linear model attains the greatest average accuracy when tested with inputs
(10 features) selected by ReliefF. A reduction from eighteen to ten features
using ReliefF shows an increase in classification performance using the test set.
Features selected by the t-test produce a slightly better average accuracy when
tested using the holdout sample. The overall performance of SVM as a tool to
detect fraudulent financial statements is in line with previous studies. This shows
the robustness of SVM in predicting fraudulent financial statements.

6 Conclusion

Financial fraud detection plays a crucial role in the stability of an economy. In
recent years, machine learning has been introduced to predict companies that
are likely to publish fraudulent financial statements with some degree of success.
The current investigation shows the effectiveness of support vector machines as
a tool to detect the manipulation of financial statements using publicly available
data. The results indicate the robustness of the simple linear support vector
machine as compared to other models using the holdout sample. The effect of
feature selection on prediction accuracy is captured by an increase in model
sensitivity and specificity.
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Abstract. The paper analyses the predictive power of heterogeneous agents  
interacting in an evolutionary agent-based model of the stock market when 
simulated through Altreva Adaptive Modeler multi-agent simulation software 
application. The paper tests the long-term prediction accuracy of an evolution-
ary agent-based model when simulating the S&P500 stock market index. The 
model incorporates 2,000 agents which trade amongst each other on an artificial 
stock market which uses a double auction trading mechanism. Within the evolu-
tionary agent-based model, the population of agents is continuously adapting 
and evolving by using genetic programming in order to obtain new agents with 
better trading strategies generated from combining the trading strategies of  
the best performing agents and thus replacing the agents which have the worst 
performing trading strategies.   

Keywords: heterogeneous agents, double auction, artificial stock market, price 
prediction. 

1 Introduction 

The aim of our research is to test the predictive power of an adaptive agent-based 
model of the stock market, when 2,000 heterogeneous agents are used to trade in an 
artificial stock market with a double auction trading mechanism. In order to achieve 
our research aim, we use the Adaptive Modeler [1] software to simulate the adaptive 
agent-based model for artificial stock market generation and price forecasting of real 
world S&P500 stock market index. Thus, heterogeneous agents trade a stock floated 
on the stock exchange market, placing orders depending on their budget constraints 
and trading rules, where the artificial market is simulated as a double auction market.  

The population of agents continuously applies a breeding process by using evolu-
tionary computing, namely the Strongly Typed Genetic Programming [2] so that the 
trading strategies of the agents in the population to adapt to the price change and to 
better predict future prices. This breeding process generates new agents with better 
trading strategies obtained from combining the trading strategies of the best perform-
ing agents and thus replacing the agents which have the worst performing trading 
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strategies. This technique allows for adaptive, evolving and self-learning market 
modeling and forecasting solutions. 

To explore and understand the complexity of the financial markets and trading be-
havior, the agent-based models have been successfully implemented, offering expla-
nation for observed stylized facts and being able to reproduce many of them [3], [4]. 
Arthur et al. [5] from Santa Fe Institute, Ca., USA, developed an artificial stock mar-
ket which allowed for testing of agent-based models with heterogeneous agents.  

The double auction trading mechanism (also called double-sided auction, or bid-
ask auction) represents an important development of the trading mechanism used in 
the agent-based models for simulating financial markets. Gode and Sunders [6] [7] 
have introduced the zero-intelligent trader concept, further developed by Cliff [8], 
Gjerstad and Dickhaut [9]. Rust [10] and Phelps et al. [11] have used in their experi-
ments heterogeneous agents which change their strategies during the learning process, 
as follows: the unprofitable strategies are being replaced with the more profitable 
ones, thus developing adaptive models which use genetic algorithms to evolve. Walia 
[12] has studied the development of the agent-based models which use genetic  
programming, allowing for more flexibility and effectiveness in finding optimal solu-
tions, programs being encoded as tree structures, thus crossover and mutation opera-
tors being applied easier. The later is similar with the learning process used in the 
hereto paper.  

The wealth of an agent represents the total value of cash and shares that the agent 
holds. The literature review shows that many of the papers simulating agent-based 
models assume equal initial amount of wealth for the agents, which is an unrealistic 
assumption, as real markets involve heterogeneity in terms of wealth distribution of 
traders. According to empirical studies, the income distribution follows a power-law 
distribution, which we will also use in the hereto paper for the initial endowment of 
the population, as in [4].  

The remainder of this paper is structured as follows. Section 2 presents the specifi-
cations of the adaptive agent-based model used in the simulations, Section 3 describes 
the datasets used in this study, while the results of the simulations that have  
been performed are presented in section 4, the paper ending with the conclusions and 
directions for future work. 

2 The Specifications of the Evolutionary Agent-Based Model  
of a Multi-agent System  

An agent-based model represents a computational model for simulating the actions 
and interactions among agents in a multi-agent system in order to analyze the effects 
on a complex system as a whole, being a powerful tool in the understanding of  
markets and trading behavior. An agent-based model of a stock market consists of a 
population of agents (representing investors) and a price discovery and clearing me-
chanism (representing an artificial stock market). The complex dynamics of these 
heterogeneous investors and the resulting price formation process require a simulation 
model of a multi-agent system and an artificial market.  
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The evolutionary agent-based model referred to in this paper is simulated in Adap-
tive Modeler software, which supports up to 2,000 agents and 20,000 simulation pe-
riods for each epoch of simulations. The agents are autonomous and heterogeneous 
entities representing the traders of the stock market, each having their own wealth and 
their own trading strategy called the genome.  

For each epoch of simulation, the model is initialized as follows: the agents are en-
dowed with an initial wealth according to a Pareto probability distribution, a well 
known power law distribution commonly used to describe wealth or income distribu-
tions, describing unequal distribution, where a large part of the total wealth is owned 
by a small percentage of individuals, which was first described by Pareto [13]. The 
agents are also endowed with a trading strategy which is called the genome, which is 
randomly created by taking in account the selected genes (which represent functions) 
using genetic programming. Broker fees are fixed at 10 points of value for each trans-
action. There is no market maker. All the parameters for each of the two models and 
their values are described in Table 1. 

Each simulation period goes through a cycle, as follows: 

• Receive new quote bar. 
• Agents evaluate trading rules and place orders: Agents receive access to historical 

prices and evaluate the evolution of prices according to the technical analysis gen-
erated by their trading rules found in the genomes, resulting in a desired position as 
a percentage of wealth limited by the budget constraints, and a limit price. Agents 
are two-way traders during the simulations, meaning that they are allowed to both 
sell and buy during multiple simulation periods, and they are one-way traders dur-
ing a single simulation period (in this case a day) corresponding to an auction, as 
they are able to submit only one order per auction, either buy or sell. The position 
is generated in a random manner, while the limit price is generated after a technical 
analysis has been performed, according to the genome structure which represents 
trading functions.  

• Artificial stock market clearing and forecast generation: The artificial stock market 
determines the clearing price using a clearing house, which is a discrete time 
double-sided auction mechanism in which the artificial stock market collects all 
bids (buying orders) and asks (selling orders) submitted by the agents and then 
clears the market at a price where the supply quantity equals the demanded quanti-
ty, therefore the clearing price is the price for which the highest trading volume 
from limit orders can be matched, thus all agents establish their final positions and 
cash at the same time. In case the same highest trading volume can be matched at 
multiple prices, then the clearing price will be the average of the lowest and the 
highest of those prices. Market orders have no influence on the clearing price, only 
executed orders do. The artificial stock market also executes all executable orders 
and forecasts the price for the next simulation period, which is set equal to the 
clearing price. Also, a trading signal for the trading simulator of the model is gen-
erated based on the forecast.  

• Breeding: During the breeding process, new agents are created from best perform-
ing agents in order to replace the worst performing agents, creating new genomes 



 Using Multi-agent Systems Simulations for Stock Market Predictions 55 

by recombining the parent genomes through a crossover operation, and creating 
unique genomes by mutating a part of the genome. The breeding process repeats at 
each bar, with the condition that the agents must have a minimum breeding age of 
80 simulation periods, in order to be able to assess the agents’ performance. 

Table 1. General settings of the models. Market and agents’ parameters configuration in the 
simulations. 

Parameter 
Type 

Parameter Name Parameter Value 

Market 
Parameters 

No. of simulation periods 15,800 

No. of agents 2,000 
Minimum price  
increment  

0.01 

Average bid/ask spread 0.01% 

Fixed Broker fee 10 

Agent 
Parameters 

Wealth Distribution Pareto distribution, Pareto index 2 

Position Distribution Gaussian distribution  

Min. position unit 20% 
Max. genome size  1,000 
Max. genome depth 20 

Min. initial genome depth 2 

Max. initial genome depth 5 

Genes 

CurPos, LevUnit, Rmarket, Vmarket, 
Long, Short, Cash, Bar, PndPos, IsMon, 
IsTue, IsWed, IsThu, IsFri, close, bid, 
ask, average, min, max,  >, change, +, 
dir, isupbar, upbars, pos, lim,  Advice, 
and, or, not, if 

Breeding Cycle  
Frequency 

1 simulation period 

Minimum breeding age 80 simulation periods 

Initial selection:  
randomly select  

100% of agents of minimum breeding 
age or older 

Parent selection 5% agents of initial selection will breed 

Mutation probability 10% per offspring 

In order to obtain random seed, the Adaptive Modeler software uses the Mersenne 
Twister algorithm [14] to generate pseudo random number sequences for the initial 
creation of trading rules or genomes and for the crossover and mutation operators of 
the breeding process. 
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A double auction is a trading mechanism in which buyers and sellers can enter bid 
or ask limit orders and accept asks or bids entered by other traders [6]. This trading 
mechanism was chosen to be used for the artificial market simulation in the Adaptive 
Modeler models because most of the stock markets are organized as double auctions. 
In the double auction markets, agents introduce bid or ask orders, each order consist-
ing of a price and quantity. The bids and asks orders received are put in the order 
book and an attempt is made to match them. The price of the trades arranged must lie 
in the bid-ask spread (interval between the selling price and buying price).  

The genomes attached to the each agent uses a tree composed of genes which gene-
rates the trading strategies. The initial node in the genetic program tree combines the 
position desired in the security generated randomly, and the limit price value generat-
ed by a collection of functions working as a technical analysis on the historical prices, 
into a buy or a sell order advice. The desired position value ranges between -100% 
(short position, or selling position) and 100% (long position, or buying position) 
which is randomly generated from a uniform distribution. The limit price value is 
generated by a collection of functions which uses simple technical indicator initially 
generated in a random manner from the list of functions selected to be used in the 
model, which develop during the breeding process, in order to generate the limit price 
for the buy or sell order.  

The buy or sell order is introduced in the market after comparing the desired posi-
tion with the agent’s current position and calculating the number of shares that need 
to be bought or sold, taking also in consideration the available cash. The trading rules 
of the model use historical price data as input from the artificial stock market, and 
return an advice consisting of a desired position, as a percentage of wealth, and an 
order limit price for buying or selling the security. Through evolution the trading rules 
are set to use the input data and functions (trading strategies) that have the most pre-
dictive value. 

The agents’ trading rules development is implemented in the software by using a 
special adaptive form of the Strongly Typed Genetic Programming (STGP) approach, 
and use the input data and functions that have the most predictive value in order for 
the agents with poor performance to be replaced by new agents whose trading rules 
are created by recombining and mutating the trading rules of the agents with good 
performance. In order to do this, a dynamic fitness function is used to evaluate the 
performance of the agents, and only the most recent simulation periods of the epoch 
are taken in consideration for computing the fitness function. As regards to the breed-
ing process at each simulation period, the adaptive form of the STGP approach only 
takes in consideration a percentage of 5% of the total population of agents.   

The STGP was introduced by Montana (2002) [2], with the scope of improving the 
genetic programming technique by introducing data types constraints for all the pro-
cedures, functions and variables, thus decreasing the search time and improving the 
generalization performance of the solution found. Therefore, the genomes (programs) 
represent the agents’ trading rules and they contain genes (functions), thus agents 
trade the security on the artificial stock market based on their technical analysis of 
either the real market historical price data, either the historical clearing price data 
generated by the artificial stock market. 
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3 Data  

The data used in this paper was retrieved from the Bloomberg application and con-
tains daily data for the S&P500 stock index, including open, high, low and close val-
ues. The analysed period is January 3rd 1950 – March 12th 2013, meaning 15,800 trad-
ing days. Such a large period of time ensures the optimisation of the learning process 
and an increased level of adaptability and evolution of the agents’ trading rules within 
the model, thus generating better simulation results.  

The parameters used in the model are described in Section 2, Table 1, and remain 
constant during the simulations. The simulations will be processed by the Adaptive 
Modeler software application, using a double auction trading mechanism and hetero-
geneous agents which interact within the artificial stock market, while the population 
of agents adapts and evolves using genetic programming.  

4 Simulation Results 

The simulations in the hereto paper are conducted over 10 independent epochs, each 
covering 15,800 simulation periods, spanned over 63 years of daily quotations, using 
the same parameter configuration values but different random seeds for the initial 
wealth of the agents and for the trading strategies for each agent, allowing for a sig-
nificant assessment of the robustness and accuracy of the simulation results. The mar-
ket and agent parameters are explained in section 2 and summarized in Table 1. 

In order to analyze the fit of the simulation results with the real data when forecast-
ing the price for the next simulation period, the Root Mean Squared Error (RMSE) 
indicator was computed for each simulation epoch and illustrated in Table 2.  
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value generated by the artificial stock market for date i, iP  represents the real stock 

market value from the input data.  
In order to analyze the percentage of simulation periods in an epoch, in which the 

forecasted price change was in the same direction as the real price change, the Fore-
cast Directional Accuracy (FDA) indicator was computed for each simulation epoch 
and illustrated in Table 2.  
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where PCD represents the Price Change Direction and FD represents the Forecast 
Direction, iF  represents the forecast value generated by the artificial stock market 

for date i, iP  represents the real stock market value from the input data. 

Table 2. The fit indicators of the simulation results with real data per each epoch generated by 
the trading simulator   

 Epoch 
No. RMSE FDA 

Average annual 
return per 

epoch

Trading simulator’s 
total return per 

epoch 

Trading simulator’s 
Excess return per 

epoch 

1. 5.51% 52.4% 9.20% 15,516.00% 7,310.00% 

2. 6.29% 55.0% 20.07% 3,393,771.00% 3,385,565.00% 

3. 7.70% 54.5% 17.05% 984,471.60% 976,265.10% 

4. 5.18% 54.6% 16.62% 872,291.00% 864,084.60% 

5. 4.98% 54.5% 17.24% 1,548,997.00% 1,540,790.00% 

6. 4.03% 54.8% 17.83% 1,385,545.00% 1,377,338.00% 

7. 1.51% 54.8% 19.64% 3,705,214.00% 3,697,008.00% 

8. 1.33% 55.1% 18.80% 2,742,407.00% 2,734,201.00% 

9. 2.65% 54.6% 18.73% 2,691,233.00% 2,683,027.00% 

10. 1.48% 53.3% 12.59% 113,141.00% 104,935.00% 

S&P500 - - 8.50% 8,206.00% - 

The trading simulator used for analyzing the long-term accuracy of prediction 
represents a trading strategy generated by the simulated model which offers buying 
and selling suggestions according to the agents’ predictions. The annual return com-
puted by the trading simulator is a hypothetical one, which would be achieved by 
following the trading simulator’s suggestions.  
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The results show that the price forecast generated by the evolutionary agent-based 
model at each simulation period for the next simulation period (meaning at daily in-
tervals) is highly accurate, given that the Root Mean Squared Error indicator is very 
low for the entire epoch, ranging between 1.48% and 7.70%. Also, the values of the 
Forecast Directional Accuracy indicator range between 52.4% and 55.1%, showing 
the percentage of simulation periods for which the forecasted price change was in the 
right direction, suggesting a higher rate of accurate prediction of the price change 
direction compared to the rate of wrong prediction of the price change direction.  

In these conditions, we wonder if the daily forecast accuracy is high enough to over 
perform the S&P500 index over longer period of time. The answer is a positive one, as 
according to the trading simulator of the Adaptive Modeler simulation software, the 
trading strategy offered by the predictions made by the evolutionary agent-based model 
generates higher annual returns on average for each of the simulated epochs, over per-
forming the S&P500 stock market index. Therefore, the average annual return of the 
simulated epoch ranges between 9.20% and 20.07% compared with an average annual 
return of 8.50% for the S&P500 stock market index, as illustrated in Table 2.  

On the other hand, taking in consideration the long period of time in which we un-
dergo the simulations, we should also observe the total return generated by the trading 
simulator per each epoch, shown in Table 2, and also the excess return of the trading 
simulator which is computed as the difference between the trading simulator’s total 
return and the real stock market index return, which represents the benchmark. Ac-
cording to the results, the total return which could be obtained when following the 
trading simulator’s suggestions is much higher compared to the benchmark, in all the 
simulated epochs.     

 

Fig. 1. Annual return generated by the trading simulator for the each of the 10 epochs of simu-
lations compared to the real value of the annual return for the S&P500 index 

-40.00%

-20.00%

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

120.00%

140.00%

19
50

19
55

19
60

19
65

19
70

19
75

19
80

19
85

19
90

19
95

20
00

20
05

20
10

Annual return of the trading simulator 

sim1 sim2 sim3 sim4 sim5 sim6 sim7 sim8 sim9 sim10 Annual return of the S&P500 index (real values)



60 D. Dezsi et al. 

In order to better visualize the results, Fig. 1 shows the annual returns for all the 
simulated epochs, for the simulated period starting from January 3rd, 1950, ending on 
March 12th, 2013. According to these results, the trading strategy suggested by the 
evolutionary agent-based model over performs the S&P500 stock market index in all 
the periods of crises, even though during the periods of boom in stock prices the re-
turns generated by the trading simulator are not as high as the S&P500 annual returns. 
The long-term predictions generated by the model offer excess return for all the simu-
lated epochs, for the entire period which is analyzed in this study, showing high pre-
dictive power on the long-term and also a promising degree of anticipation of the 
periods of crises.  

 

Fig. 2. Average annual return generated by the trading simulator for the 10 epochs of simula-
tions compared to the real value of the annual return for the S&P500 index  

In Fig. 2, the simulation results are averaged over the 10 simulated epochs for a 
clearer view of the average annual return generated from the simulations, when com-
pared to the annual return of the S&P500 stock market index. Thus, the over perfor-
mance generated by the Altreva Adaptive Modeler’s trading simulator is clearly ob-
served during the periods of crises, the model being able to provide a certain degree 
of protection against stock market crashes.    

5 Conclusions 

The hereto paper brings to light the importance and accuracy of the agent-based mod-
eling of multi-agent systems, used to model the stock market, when it comes to gene-
rating price forecasting solutions in order to avoid high losses during the periods of 
market crashes associated with financial crises. 
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The results following the assessment of the long-term performance of the evolutio-
nary agent-based model show promising excess return when following the advices of 
the Adaptive Modeler trading simulator. The conclusion comes from analyzing the fit 
of the models in terms of forecast abilities for daily quotes, as well as annual returns 
of the trading simulator.  

Further research should focus on identifying common trading strategies which 
could be used for hedging purposes in case of future periods of market crashes.   
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Abstract. This paper proposes an estimation of Customer Lifetime Value 
(CLV) for a cloud-based software company by using machine learning tech-
niques. The purpose of this study is twofold. We classify the customers of one 
cloud-based software company by using two classifications methods: C4.5 and 
a support vector machine (SVM). We use machine learning primarily to esti-
mate the frequency distribution of the customer defection possibility. The result 
shows that both the C4.5 and SVM classifications perform well, and by obtain-
ing frequency distributions of the defection possibility, we can predict the num-
ber of customers defecting and the number of customers retained. 

Keywords: Customer Lifetime Value, Machine Learning, Cloud-based Soft-
ware, C4.5, SVM. 

1 Introduction 

Activities in a competitive market mostly depend on customers, so Customer Rela-
tionship Management (CRM) has been an essential business strategy.  The main 
purpose of CRM is to accommodate the relationship with the customer so that it lasts 
and remains profitable. Over the past decade, a concept of CRM for measuring the 
achievement of CRM programs called Customer Lifetime Value (CLV) has emerged. 
CLV is commonly defined as the present value of all future profits earned from a 
customer through his or her relationship with a company.  

Various models for calculating CLV have been generated by many researchers. 
Many companies and business sectors apply CLV calculation in order to succeed in 
their CRM programs, especially mobile telecommunication and internet service pro-
viders [1][2][3]. Some of the studies and calculations only consider past customer 
data, while others take their future behavior into account [4]. In this paper, we apply 
and estimate CLV calculations for a cloud-based software industry using machine-
learning techniques. 

Cloud-based software is distinct from other software or applications in that it 
“lives” on the Internet. By definition, the cloud is the delivery of computing services, 
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such as storage or software, over the Internet as opposed to those services being 
hosted on a user’s computer or provided within a local network [5]. It is commonly 
characterized by advanced features through which data is stored in a cloud infrastruc-
ture and can be accessed from a web browser or custom built applications installed  
on Internet-connected devices [6]. Some common examples include web-based file 
hosting services, social networking services, e-mail services, and cloud antivirus 
software. 

The purpose of this study is twofold. First, machine-learning techniques are used to 
classify the customers of a cloud-based software company. We use two classification 
methods: C4.5 and a support vector machine (SVM). The performance results of both 
classifiers will be measured for accuracy, precision, recall, and F1 score.  

Second, the frequency distribution of the customer defection possibility will be as-
sessed. We examine the distribution of the customer defection rate based on the SVM 
result. From this distribution, we can determine whether the frequency distribution is 
appropriate in predicting the frequency of customers who will defect and be retained. 

The remainder of this paper is organized as follows. Section 2 reviews the problem 
description and the customer lifetime value model and calculation. Section 3 presents 
the methodology used in doing this research. Section 4 defines the data description 
and data preparation methods for machine learning. Section 5 briefly presents the 
machine-learning procedures. The results of our experiments are provided in Section 
6. Finally, a conclusion is provided in the last section. 

2 Problem Description 

We focused on the customer defection problem for a cloud-based software provider as 
our main distinction from previous research. For a mobile or telecommunications 
provider, a given customer may only be registered to one provider, while for a cloud-
based software provider, it is possible for a given customer to have more than one 
product from more than one provider. For instance, one personal customer can have 
more than one web-based file hosting service account or can have more than one dif-
ferent cloud antivirus program available at one time. 

The case study company offers three main products that vary by product price; 
these will be defined as LP (low-price), MP (middle-price), and HP (high-price). The 
company has an e-commerce site that sends a confirmation of auto-renewal e-mail to 
each customer at least twice between zero days and fifty days before their renewal 
time.  

The option for the customer is to “opt-in” or “opt-out”. If the customer chooses to 
opt-in, this indicates positively that they would like to be contacted with a particular 
form, in this case with a renewal form. In contrast, choosing opt-out indicates that 
they would prefer not to be in, or in other words it is a form of defection. There is a 
one-year contract between the customer and the company. Figure 1 illustrates the 
number of customers that chose the opt-out option by the time the e-commerce site 
sent the notification e-mail. 
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Fig. 1. Customer defection (a) in the long term (b) in the short term 

 

Fig. 2. Customer lifetime value  

This paper calculates the lifetime value given in Eq. (1) by summing the customer 
lifetime value of each product with a different product ID (PID).  

 CLV= ∑  (1) 

Figure 2 represents the customer lifetime value by its timeframe. We define the cur-
rent value as the profit that the company gains from a customer over a certain period; in 
this case the current time is set to two years. Given the importance of considering up-
selling probability in calculating the customer value, we define the potential customer 
value as the expected profits when that customer continues using the services during the 
current time period and starts using additional services from the company.  

Customers may either churn or retain. The current value of a churning customer is the 
total profit for one year, while the potential value of these customers is zero. In contrast, a 
retained customer has a current value based on the total profit for two years, and a poten-
tial value based on the total profit summed with the up-selling profit for one year.  

The sum of a customer’s current value and potential value is defined as that cus-
tomer’s life time value (Eq. (2)).  

 CLV Current Value Potential Value (2) 
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This paper calculates the risk of each customer using machine learning. We include 
risk as a variable in calculating the potential value, as defined in Eq. (3). The potential 
value can be defined by timing the profit to the possibility of retaining the customer. 
In particular, the risk is defined as customer defection. 

  1 Risk  (3) 

3 Methodology 

One problem in the data is that some customers tend to opt-in for another product 
from the same company after they opt-out from the previous one (which should not be 
defined as defection), while the e-commerce site is only able to record the opt-out 
data. Therefore, data preparation is quite important in this research for classifying 
which data represent real defections. 

This paper proceeds in the following steps. We collect data from the company’s e-
commerce site and then detect customer defection based on the data. We next con-
struct a data preparation algorithm to determine which data represent real defections 
and prepare the training data for machine learning using the C4.5 and SVM algo-
rithms. The misclassification rate and the ROC curve provide a comparative test of 
the data mining techniques used. Finally, we model an estimation method for defec-
tion possibility using frequency distribution. The flowchart of this research methodol-
ogy is presented in Fig. 3. 

 

Fig. 3. Flowchart of research methodology 

4 Data Preparation for Machine Learning 

The study company is a cloud-based software provider. The dataset used in this paper 
is a six-year record of customer consent data (auto-renewal records) for 2007 through 
2013. Before applying the prediction models, we prepared the data. 
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Table 1. Selected variables in data preparation 

Variable Definition 

AR_KEY Serial key of product 
AR_FLAG Latest renewal flag 
OPTIN_DATE Date of auto-renewal contract 
AR_COUNT Total count of renewal 
CC_PRODUCT_ BASE Product base 

CC_PRODUCT_PRICE Product price 
CC_SUBS_DAY Validity period of product 

OPTIONAL_FLAG Whether customer used optional service flag 

ORG_FLAG Type of customer, whether personal or company 

MAIL_STATUS Delivery status of e-mail 

 
The recorded data are given in a trade log table named ConsentCapture. This table 

contains the pattern of cancellation of customers after they choose the opt-out option. 
The main purpose of this data preparation is to predict, and later to classify, which 
customer records represent actual defections.  

The variables used in this data preparation method are listed in Table 1. There are 
five rules in data preparation:  

Rule 1. If today occurs before the renewal deadline (see Fig. 2), the customer data is 
not included in the training set. 

Rule 2. If the customer confirms a renewal contract, but a payment record is not iden-
tified by today, the customer data is not included in the training set. 

Rule 3. If the customer chooses to opt-out, the value of AR_FLAG = 1, but if there is 
a customer with opt-in data having the same AR_KEY and 
CC_PRODUCT_BASE, that customer is not counted as having defected. 

Rule 4. If the latest renewal flag AR_FLAG = 0, it indicates defection. 
Rule 5. Otherwise, it is considered as a negative sample. 

The variables used in the learning procedures are described in Table 2. 
UPDATE_COUNT is calculated as the result of data preparation and describes the 
total count of renewal and purchase records of customers. CLASS is a variable that 
defines whether or not a customer is classified as defecting.  

Table 2. Parameters to be used in learning procedures 

Variables Definition 

UPDATE_COUNT Total count of renewals and purchases (first purchase is excluded) 
CC_PRODUCT_PRICE Recently purchased product price 
OPTIONAL_FLAG Whether customer used optional service flag 
ORG_FLAG Type of customer, whether personal or company 
MAIL_STATUS Delivery status of e-mail 
CLASS Type of customer (defecting or retained) 
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5 Machine-Learning Procedures 

Machine-learning procedures in the form of classifiers are established with two ma-
chine-learning algorithms: a C4.5 decision tree and SVM. The C4.5 technique is 
based on the ID3 tree learning algorithm and is able to pre-define discrete classes 
from labeled examples [8]. The C4.5 algorithm generates a decision tree through 
learning from a training set. A decision tree’s efficiency is heavily impacted by a 
large dataset. 

SVM is essentially a binary classifier [7]. While applying SVM, we use the soft-
ware package LIBSVM with –s svm and –t kernel type. We used epsilon-SVR in –s 
svm. Since the function expected a regression and classifier, the machine learned a 
value of 0 or 1, and the output of this process was continuous between 0 and 1. A 
radial basis function (RBF) is applied in the –t kernel type.  

Parameters C (a penalty for misclassification) and gamma (a function of the devia-
tion of the kernel) were determined by using different values of C and gamma in a 10-
fold cross-validation of the training set. Other parameters are set to default values. We 
used a grid search to test various parameters and check their accuracy, recall, preci-
sion, and F1 score. As a result, we discovered better parameters that have higher F1 
scores. 

Table 3 lists the number of positive and negative examples used in each machine-
learning procedure. The result from the classifier model is first measured by its accu-
racy, precision, recall, and F1 scores. Next, the SVM result is employed to produce an 
ROC graph and a frequency-distribution graph.  

Table 3. Number of positive and negative samples used 

 
C4.5 SVM 

Positive Negative Positive Negative 

LP 13709 5302 11778 7243 

MP 8013 1764 6824 2953 

HP 10961 2265 7699 5527 

6 Results 

6.1 Customer Classification 

Table 4 compares the accuracy, recall, precision, and F1 scores of two classifiers 
based on the proposed methodology for three products. The table presents experiment 
results for all 10-fold cross validations. It can be safely concluded that no single mod-
el had the highest accuracy in all three products. Instead, the performance of every 
algorithm differed, depending on the characteristics and type of the data. 
 
 



68 N. Prasasti et al. 

 

Table 4. Comparison of classification accuracies between C4.5 and SVM 

Product Classifier Accuracy Recall Precision F1 Score 

LP 
C.45 72.12% 83.91% 74.10% 78.71% 

SVM 82.61% 86.88% 88.05% 87.46% 

MP 
C.45 81.95% 85.80% 88.14% 86.96% 

SVM 72.68% 84.86% 74.54% 79.37% 

HP 
C.45 82.87% 76.39% 92.87% 84.15% 

SVM 82.94% 76.85% 92.58% 83.99% 

6.2 ROC Curves 

We constructed Receiver Operating Characteristics (ROC) curves from the results of 
both classifiers. The ROC curve is a useful technique for organizing classifiers and 
visualizing their performance [7]. ROC curves are plotted on two-dimensional graphs 
in which the True Positive (TP) rate is plotted on the Y axis and the False Positive 
(FP) rate is plotted on the X axis. The graphs in Fig. 4 plot two trend lines, the defect-
ing rate and the random performance line. The random performance line (y=x) 
represents the strategy of randomly guessing a class. As we can see from Fig. 4, LP 
has the lowest true defecting rate with both classifiers. This is basically linked to the 
fact that, based on these three products, a customer that has subscribed for LP tends to 
move and choose HP in the end.  
 

 

Fig. 4. ROC curves for each product 
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In all of the graphs, it is clear that the defecting rate trend line for each service ap-
pears in the upper left triangle, above the random trend line. The C4.5 and SVM clas-
sifiers thus both have good performance, as indicated by the defecting rate plot being 
skewed to the upper-left side.  

6.3 Frequency Distribution 

We obtained frequency distribution graphs that illustrate the distribution of the defection 
possibility. We set the threshold at 0.5: a customer who defects will have a defection pos-
sibility higher than 0.5; a customer who is retained will have a defection problem possi-
bility lower than 0.5. Referring to Fig. 5, there is a clear distinction between the customer 
defection and customer retention distributions, which indicates that this frequency distri-
bution has a positive impact on defection prediction, and that it is advantageous for  
predicting the frequency of customer defection and customer retention.  

 

Fig. 5. Frequency distribution of defection possibility for each product 

6.4 Customer Lifetime Value Estimation 

The defection possibility is defined as risk in Eq. (3). We applied Eq. (3) and calcu-
lated the customer value based on the machine-learning result. In Fig. 6, each differ-
ent height represents the percentage of the potential and current value relative to the 
total profit. We can see from the chart that LP gives the greatest potential value rela-
tive to total profit.  
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Fig. 6. Customer lifetime value for each product 

7 Conclusion 

Two aspects of customer value are considered in the calculation: the current value and 
the potential value. The C4.5 decision tree and support vector machine (SVM) algo-
rithms are applied as machine learning methods. The customer classification results 
indicate that both techniques provide acceptably good accuracy in their predictions. A 
new method of predicting the defection possibility using the defecting rate frequency 
distribution is defined, and this leads to the conclusion that the frequency distribution 
of the defecting rate of customers can be advantageous in predicting the number of 
customers who will defect and be retained. We concluded that our defection possibili-
ty method for predicting customer value is acceptable since the two calculations differ 
only slightly. 
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Mining Class Association Rules  
with the Difference of Obidsets 
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Abstract. In 2013, an efficient algorithm for mining class association rules, 
named CAR-Miner, has been proposed. It, however, still consumes much mem-
ory in storing Obidsets of itemsets and time in computing the intersection  
between two Obidsets. In this paper, we propose an improved algorithm for 
mining class association rules by using the difference between two Obidsets 
(d2O). Firstly, the d2O concept is developed. After that, a strategy for reducing 
the storage space and fast computing d2O is also derived. Experimental results 
show that the proposed algorithm is more efficient than CAR-Miner. 

Keywords: classification, class association rules, data mining, difference of 
Obidsets. 

1 Introduction 

The rule-based classification is one of important methods in classification systems 
because it can give a high accuracy and interpretation. Some methods for mining rules 
used for the classification are decision tree [11-12], ILA [16-17], and associative clas-
sification (AC) [5-6]. Some studies showed that the classification based on AC is 
more accurate than decision tree and ILA [5, 18-20]. Therefore, a lot of algorithms for 
AC have been developed in recent years. They can be divided into two types. The first 
type considers the accuracy [1-6, 9-10, 13-15, 18-20, 22-25]. In these studies, the 
authors have developed some approaches to prune rules and predict the class of an 
unknown case based on the built classifiers. The second type is interested in the min-
ing time of classification association rules (CARs) and the method for fast pruning 
redundant rules (the rule set after pruning is called pCARs) [7-8, 21]. 

This paper studies the solution for efficiently mining CARs in large datasets. Re-
cently, CAR-Miner is one of efficient algorithms for mining CARs. CAR-Miner uti-
lizes the MECR-tree and the technique divide-and-conquer in which the problem is 
transformed into sub-problems. However, the size of Obidsets (Object identifiers set) 
grows quickly in large datasets which means it needs much memory for Obidset sto-
rages and also takes much time to intersect two Obidsets. Consequently, reducing 
memory consumption and run time of CAR-Miner is an important issue needed to be 
solved. Therefore, this paper proposes an improved version for CAR-Miner. Instead 
of storing the whole intersection of two Obidsets, we store only the difference of  
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Obidsets. A strategy for reducing the storage space of d2O (difference between two 
Obidsets) is also provided. The experimental results show that the proposed algorithm 
is superior to CAR-Miner. 

2 Related Work 

As mentioned above, the rule-based classifications are very efficient in terms of accu-
racy and interpretation. Thus, numerous rule-based classification methods have been 
developed recently. In 1986, Quinlan proposed the decision tree [11]. The algorithm 
ID3 which uses the information gain (IG) measure was also introduced. ID3 selects 
the attribute whose the highest IG to be the root node and partitions unclassified data 
into subsets of data. Each subset is computed recursively until none subset is generat-
ed. In 1992, C4.5 [12] was proposed with some improvements over ID3. C4.5 uses 
the Gain Ratio measure to handle data with missing attribute values. ILA, an induc-
tive algorithm, was proposed in 1998 by Tolun et al. [16]. ILA often has higher accu-
racy than those of ID3 and C4.5. 

C4.5 and ILA which are based on heuristics and greedy approaches generate rule 
sets that are either too general or too overfitting for a given dataset. They thus often 
yield high error ratios. Recently, a new method for classification, called the Classifi-
cation Based on Associations (CBA) [5], has been proposed for mining class associa-
tion rules (CARs). This method has more advantages than the heuristic and greedy 
methods in that the former could easily remove noise, and the accuracy is thus higher. 
It can additionally generate a rule set that is more complete than C4.5 and ILA. One 
of the weaknesses of mining CARs is that it consumes more time than C4.5 and ILA 
because it has to check the generated rules with the set of the other rules. At the result, 
lots of methods have been developed to reduce mining time and memory consumption 
of CBA. The first method for mining CARs was proposed by Liu et al. in 1998 [5]. In 
the paper, the authors proposed CBA-RG, an Apriori-based algorithm, for mining 
CARs. An algorithm for building the classification (CBA-CB) based on mined CARs 
was also proposed. Li et al. proposed a method, called CMAR, based on the FP-tree in 
2001 [4]. CMAR uses an FP-tree to compress the dataset. It also uses the CR-tree to 
store rules. To predict unseen data, this method finds all rules that satisfy this data and 
uses a weighted χ2 measure to determine the class. Thabtah et al. proposed the me-
thod MMAC in 2004 [15]. MMAC uses multi-labels for each rule and multi-classes 
for prediction. Vo and Le [21] presented the algorithm ECR-CARM for quickly min-
ing CARs in 2008. CAR-Miner, an enhanced version for ECR-CARM, has been de-
veloped in 2013 [8]. Some methods for pruning and sorting rules were also mentioned 
in [7, 24-25]. 

3 Definitions 

Let D be the set of training data with n attributes A1, A2, …, An and |D| objects (cases). 
Let C = {c1, c2,…, ck} be a list of class labels. Specific values of attribute Ai and class 
C are denoted by lower case a and c, respectively. 
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Definition 1: An itemset is a set of some pairs of attributes and a specific value, 
denoted {(Ai1, ai1), (Ai2, ai2), …, (Aim, aim)}. 

Definition 2: A class association rule r has the form of {(Ai1, ai1), …, (Aim, aim)} → c, 
where {(Ai1,ai1), …, (Aim, aim)} is an itemset, and c∈C is a class label. 

Definition 3: The actual occurrence ActOcc(r) of a rule r in D is the number of rows 
of D that match r’s condition. 

Definition 4: The support for r, denoted Sup(r), is the number of rows of D that 
match r’s condition and also belong to r’s class. 

Table 1. An example of training dataset 

OID X Y Z class 
1 x1 y1 z1 1 
2 x1 y2 z1 2 
3 x2 y2 z1 2 
4 x3 y3 z1 1 
5 x3 y1 z2 2 
6 x3 y3 z1 1 
7 x1 y3 z2 1 
8 x2 y2 z2 2 

 
For example, consider the rule r = {(X, x3)} → 1 from the dataset in Table 1. We have 
ActOcc(r) = 3 and Sup(r) = 2 because there are three objects with X = x3, in that two 
objects have the same class 1. 

4 Proposed Method 

4.1 Tree Structure 

In this section we describe the MECR-tree [8], a tree structure is used to efficiently 
mine CARs. Each node in the tree contains one itemset along with the following  
information: 

a) Obidset: a set of object identifiers that contain the itemset. 
b) count = (#c1,#c2,…,#ck) – where #ci is the number of records in Obidset which 

belong to class ci, and 
c) pos – store the position of the class with the maximum count, i.e., pos = 

[1, ]
arg max{ }i

i k

c
∈

 

For example, consider the node containing itemset R = {(X,x3), (Y,y3)}. Because R is 
contained objects 4 and 6, where all of them belong to class 1, we have a node in the 
tree as 

46(2,0)
{( , 3), ( , 3)}X x Y y or more simply as 

46(2,0)
3 3 3x y× . The pos is 1 (underlined at 
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position 1 of this node) because the count of class 1 is at a maximum (2 as compared 
to 0). For more details on the MECR-tree, readers can see in [8]. 

Theorem 1 [8]: Given two nodes 1 1

1 11 1( ,..., )k

att values

Obidset c c

×
 and 2 2

2 21 2( ,..., )k

att values

Obidset c c

×
, if att1 

= att2 and values1 ≠ values2, then Obidset1 ∩ Obidset2 = ∅. 

4.2 Difference between Two Obidsets 

In [8], CAR-Miner computes the intersection between two Obidsets and uses this 
value to calculate the count information for each node in the tree. In this section, we 
present a different method for computing the count information by using the differ-
ence between two Obidsets. 

Definition 5 (The difference between two Obidsets): Given two nodes X and Y 
containing k-itemsets have the same prefix (k-1)-itemset in MECR-tree in which O1 
is Obidset of X and O2 is Obidset of Y. Assume that the generated node from these 
two nodes is Z. Let d2O(Z) be the difference between O1 and O2, we have: 

d2O(Z) = O1 \ O2 

Example 1: Consider the dataset shown in Table 1. Let X = 1 2

38(0,2)

x× and Y = 2 2

238(0,3)

y×  , 

let Z be the generated node from X and Y  d2O(Z) = O1\ O2 = {3, 8}\ {2, 3, 8} = ∅. 

Theorem 2: Given two nodes XY and XZ containing k-itemsets have the same prefix 
(k-1)-itemset in MECR-tree, we have: 

 d2O(XYZ) = d2O(XY) \ d2O(XZ) (1) 

Proof: We have d2O(XYZ) = Obidset(XY) \ Obidset(XZ). According to the definition 
of Obidset, we also have Obidset(XY) = Obidset(X) ∩ Obidset(Y) and Obidset(XZ) = 
Obidset(X) ∩ Obidset(Z). Therefore, d2O(XYZ) = [Obidset(X) ∩ Obidset(Y)] \ [Obid-
set(X) ∩ Obidset(Z)] =  {Obidset(X) \ [Obidset(X) \ Obidset(Y)]} \ {Obidset(X) \ [Ob-
idset(X) \ Obidset(Z)]} = [Obidset(X) \ Obidset(X)] ∪ {[Obidset(X) \ Obidset(Z)] \ 
[Obidset(X) \ Obidset(Y)]} = [Obidset(X) \ Obidset(Z)] \ [Obidset(X) \ Obidset(Y)] = 
d2O(XZ) \ d2O(XY). 

Example 2: Consider the dataset shown in Table 1. Let X = 
1 2

38(0,2)

x×
and Y = 2 2

238(0,3)

y×  , 

let Z be the generated node from X and Y  d2O(3×x2y2) = ∅.  Similarly, we have 
d2O(5×x2z1) = {8}. At the result, d2O of 7×x2y2z1 can be calculated as follows: 

d2O(Z) = d2O(Y) \ d2O(X) = {8} \ {∅} = {8}. 

To compute the count information of node XYZ, we use d2O(XYZ) as follows: 

XYZ.count = XY.count – {#ci| #ci = the number of records in d2O(XYZ) which belong 
to class ci}                                                                                                            (2) 



76 L.T.T. Nguyen 

 

4.3 Algorithm 

Based on above definitions, theorems, and two formulas (1)-(2), an efficient algo-
rithm for mining CARs is proposed in this section. The main advantage of the pro-
posed algorithm is that it uses d2O instead of Obidset to reduce storage space and 
time of computing the intersection between two Obidsets. 

Figure 1 shows the algorithm for mining CARs using d2O. First, the root node con-
tains single items (1-itemsets) which satisfy the minSup (Line 2). Then, the procedure 
CAR-Miner-Diff-Recursive is called with parameters Lr, minSup, and minConf to 
discover CARs from D which satisfy minSup and minConf. 

 
Input: A dataset D, minSup, and minConf 
Output: all CARs satisfy minSup, and minConf 
Procedure: 
CAR-Miner-Diff(Lr, minSup, minConf) 
1. CARs = ∅; 
2. Lr = {Single items whose supports satisfy minSup} 
3. Call CAR-Miner-Diff-Recursive(Lr, minSup, minConf) 
4. return CARs 
CAR-Miner-Diff-Recursive(Lr, minSup, minConf) 
5. for all li ∈ Lr.children do 
6.   ENUMERATE-CAR(li, minConf ) 
7.   Pi = ∅; 
8.   for all lj ∈ Lr.children, with j > i do 
9.    if li.att ≠ lj.att then // by theorem 1 
10.   O.att = li.att ∪ lj.att;  
11.   O.itemset = li.values ∪ lj.values; 
12.   if Lr = null then  
13.     O.Obidset = li.Obidset \ lj.Obidset; 
14.   else 
15.     O.Obidset = li.Obidset \ lj.Obidset; 
16.   O.count = li.count - {count(x ∈ O.Obidset | 

class(x) = ci, ∀i∈[1,k]}; 
17.   O.pos = 

[1, ]
arg max{ . }i

i k

l count
∈

;  

18.   O.total = li.total - |O.Obidset|; 
19.   if  O.count[O.pos] ≥ minSup then 
20.     Pi = Pi ∪ O ; 
21.   CAR-Miner-Diff-Recursive(Pi, minSup, minConf) 
ENUMERATE-CAR-Diff(l, minConf ) 
22. conf = l.count[l.pos] / l.total; 
23. if conf ≥ minConf  then 
      CARs = CARs∪{l.itemset→cpos(l.count[l.pos],conf)} 

Fig. 1. CAR-Miner-Diff algorithm 
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The CAR-Miner-Diff-Recursive procedure (Figure 1) considers each node li with 
all other nodes lj in Lr, with j > i (Lines 5 and 8) to generate a candidate child node O. 
With each pair (li, lj), the algorithm checks whether li.att ≠ lj.att or not (Line 9, using 
Theorem 1). If they are different, it computes the elements att, values for the new 
node O (Lines 10-11). Line 12 checks whether Lr is the root node. If this is true, then 
O.Obidset = li.Obidset \ lj.Obidset regarding Definition 5 (Line 13); otherwise, 
O.Obidset  = lj.Obidset  \ li.Obidset by Theorem 2 (Line 15). The algorithm computes 
the O.count by using li.count and O.Obidset (Line 16) and O.pos (Lines 17). After 
computing all of the information for node O, the algorithm adds it to Pi (Pi is initia-
lized empty in Line 4) if O.count[O.pos] ≥ minSup (Lines 19-20). Finally, CAR-
Miner-Diff-Recursive is recursively called with a new set Pi as its input parameter 
(Line 21). 

The procedure ENUMERATE-CAR-Diff (l, minConf) generates a rule from node 
l. It firstly computes the confidence of the rule (Line 22), if the confidence of this rule 
satisfies minConf (Line 23), then it adds this rule into the set of CARs (Line 24). Note 
that when using d2O, |l.Obidset| is the cardinality of d2O instead of Obidset. Thus, we 
use a variable total to save the cardinality of Obidset. This variable is computed 
through the total of the parent node li (Line 18). 

4.4 An Example 

This section illustrates the process of CAR-Miner-Diff with minSup = 10% and 
minConf = 60%. Figure 2 shows the result of this process. 
 

 

Fig. 2. MECR-tree for the dataset shown in Table 1 by using d2O 

MECR-tree is built from the dataset shown in Table 1 as follows. Firstly,  
the root node Lr contains all frequent 1-itemsets such as

  1 x1   1 x2      1 x3     2 y1     2 y2       2 y3      4 z1          4 z2

127(2,1)   38(0,2)    456(2,1)  15(1,1)   238(0,3)    467(3,0)  12346(3,2)    578(1,2)

× × × × × × × × 
 
 

. Secondly, 

the procedure CAR-Miner-Diff is called with the parameter (Lr, 1, 0.6).  
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Node li = 1 2

38(0,2)

x×  is used as an example for illustrating the CAR-Miner-Diff process. 

li joins with all other nodes following it in Lr: 

• With node lj = 1 3

456(2,1)

x× : They (li and lj) have the same attribute but different val-

ues. According to Theorem 1, nothing is done from them.  

• With node lj = 2 1

15(1,1)

y× : Because their attributes are different, three elements are 

computed such as O.att = li.att ∪ lj.att = 1 | 2 = 3 or 11 in bit presentation;  
O.itemset = li.values ∪ lj.values = x2 ∪ y1 = x2y1, and O.Obidset = li.Obidset \ 
lj.Obidset = {3,8} \ {1,5} = {3, 8}  O.count = (0,2) – (0,2) = (0,0) and O.pos = 
1. Because O.count[O.pos] = 0 < minSup, O is not added to Pi. 

• With node lj = 2 2

238(0,3)

y× : Because their attributes are different, three elements are 

computed such as O.att = li.att ∪ lj.att = 1 | 2 = 3 or 11 in bit presentation;  
O.itemset = li.values ∪ lj.values = x2 ∪ y2 = x2y2, and O.Obidset = li.Obidset \ 
lj.Obidset = {3,8} \ {2,3,8} = {∅}. The algorithm computes additional 
information including O.count = (0,2) – (0,0) = (0,2) and O.pos = 2. Because 

O.count[O.pos] = 2 > minSup, O is added to Pi  Pi = { 3 2 2

(0, 2)

x y×
∅

}. 

• With node lj = 2 3

467(3,0)

y× : Because their attributes are different, three elements are 

computed such as O.att = li.att ∪ lj.att = 1 | 2 = 3 or 11 in bit presentation;  
O.itemset = li.values ∪ lj.values = x2 ∪ y3 = x2y3, and O.Obidset = li.Obidset \ 
lj.Obidset = {3,8} \ {4,6,7} = {3,8}  O.count = (0,2) – (0,2) = (0,0) and O.pos 
= 1. Because the  O.count[O.pos] = 0 < minSup, O is not added to Pi. 

• With node lj = 4 1

12346(3,2)

z× : Because their attributes are different, three elements 

are computed such as O.att = li.att ∪ lj.att = 1 | 4 = 5 or 101 in bit presentation;  
O.itemset = li.values ∪ lj.values = x2 ∪ z1 = x2z1, and O.Obidset = li.Obidset \ 
lj.Obidset = {3,8} \ {1,2,3,4,6} = {8}. The algorithm then computes additional 
information which include O.count = {0,1} and O.pos = 2. Because the 

O.count[O.pos] = 1 ≥ minSup, O is added to Pi  Pi = { 3 2 2

(0,2)

x y×
∅

, 5 2 1

8(0,1)

x z× }. 

• With node lj = 4 2

578(1,2)

z× : Because their attributes are different, three elements are 

computed such as O.att = li.att ∪ lj.att = 1 | 4 = 5 or 101 in bit presentation;  
O.itemset = li.values ∪ lj.values = x2 ∪ z2 = x2z2, and O.Obidset = li.Obidset \ 
lj.Obidset = {3,8} \ {5,7,8} = {3}. The algorithm computes additional 
information including O.count = {0,1} and O.pos = 2. Because the 

O.count[O.pos] = 1 ≥ minSup, O is added to Pi Pi ={ 3 2 2

(0,2)

x y×
∅

, 5 2 1

8(0,1)

x z× , 5 2 2

3(0,1)

x z× }. 

• After Pi is created, the procedure CAR-Miner-Diff is called recursively with 
parameters Pi, minSup, and minConf to create all children nodes of Pi 
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5 Experimental Results 

The algorithms used in the experiments were coded on a personal computer with 
C#2008, Windows 7, Centrino 2×2.53 GHz, and 4 GB of RAM. The experiments were 
tested on the datasets obtained from the UCI Machine Learning Repository 
(http://mlearn.ics.uci.edu). Table 2 shows the characteristics of the experimental datasets. 

Table 2. The characteristics of the experimental datasets 

Dataset # of attrs # of classes # of distinct 
values 

# of Objects 

German 21 2 1077 1000 
Lymph 18 4 63 148 
Connect 43 3 126 67557 

 
The experimental datasets had different features. The German dataset had many 

attributes and distinctive (values) but had very few numbers of objects (or records), 
Lymph is the small dataset, Connect has many objects and attributes. 

Experiments were then made to compare the execution time between CAR-Miner 
and CAR-Miner-Diff. The results are shown in Figures 3 to 5. 

 

 

Fig. 3. The runtime of two algorithms in the German 

 

Fig. 4. The runtime of two algorithms in the Lymph 
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Fig. 5. The runtime of two algorithms in the Connect 

Results from Figures 3 to 5 show that CAR-Miner-Diff is more efficient than 
CAR-Miner in large datasets. For example: Consider the Connect dataset with a min-
Sup = 88%, the mining time for the CAR-Miner was 111.93(s), while that for the 

CAR-Miner-Diff was 3.852(s). The ratio was %442.3%100
93.111

852.3 ≈× . 

6 Conclusions and Future Work 

This paper has presented an improved algorithm for mining CARs. The algorithm 
computes only the difference between two Obidsets so that storage space and time of 
intersecting two Obidsets can be reduced. A theorem has been proposed to prove the 
correctness of the method. The experimental results show that the proposed algorithm 
is better than CAR-Miner.  

However, in this paper, we have simply concentrated on CAR mining. In the future, 
we will apply this technique along with the lattice concept to redundant rule pruning. In 
addition to, the accuracy of a classification model is also an important factor in AC. 
Thus, we also study the solution for improving the accuracy of the classifier. 
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Abstract. In this paper, a two-stage multi-level genetic-fuzzy mining approach 
is proposed. In the first stage, the multi-level genetic-fuzzy mining (MLGFM) 
is utilized to derive membership functions of generalized items from the given 
taxonomy and transactions. In the second stage, the 2-tuples linguistic 
representation model is used to tune the derive membership functions. 
Experimental results on a simulated dataset show the effectiveness of the 
proposed approach. 

Keywords: fuzzy set, genetic algorithm, genetic-fuzzy mining, 2-tuple 
linguistic representation, taxonomy. 

1 Introduction 

Association rule mining is most commonly used in attempt to derive relationship 
between items from given transaction data [1]. In real-world applications, items may 
have taxonomy. According to the given generalization hierarchies, many approaches 
have been proposed for mining multiple-concept-level fuzzy association rules [6, 8, 9, 
10]. Lee first proposed a generalized fuzzy quantitative association rules mining 
algorithm [9], while Hong et al. then proposed a multiple-level fuzzy association rule 
mining approach [6]. Kaya et al. proposed a weighted fuzzy rule mining approach [8]. 
Lee et al. proposed a fuzzy mining algorithm for discovering generalized fuzzy 
association rules with multiple supports of items to extract implicit knowledge from 
quantitative transaction data [10]. 

Since given membership functions may have a critical influence for fuzzy data 
mining, various genetic-fuzzy mining (GFM) approaches have then proposed to 
derive appropriate membership functions and mining fuzzy association rules in recent 
years [2, 3, 5, 7, 11]. These approaches can be divided into two types, which are 
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single-concept-level GFM and multiple-concept-level GFM. In the single-concept-
level GFM, Kaya et al. proposed a GA-based approach to derive a predefined number 
of membership functions for obtaining the maximum profit within a user specified 
interval of minimum supports [7]. Hong et al. also proposed a genetic-fuzzy data-
mining algorithm for extracting both association rules and membership functions 
from quantitative transactions [5]. Alcalá-Fdez et al. then modified this approach to 
propose an enhanced approach based on the 2-tuples linguistic representation model 
[2]. Matthews et al. proposed a temporal fuzzy association rule mining with the 2-
tuples linguistic representation [11]. As to multiple-concept-level GFM, only a few 
works have been proposed [3]. According to the given taxonomy, the multiple-level 
GFM (MLGFM) algorithm was proposed for mining membership functions of 
generalized items and fuzzy association rule with taxonomy [3]. 

In the mentioned approaches, various chromosome representations are designed for 
deriving useful knowledge. In some of them [3, 5], two parameters are used to encode 
the associated membership functions as in Parodi and Bonelli [12]. In [7], only 
centroid points of membership functions are encoded into chromosomes. Michigan 
encoding approach is utilized to represent a fuzzy rule and its membership functions . 
The 2-tuples linguistic representation model has also been used widely in GFM [2, 
11], which uses two parameters to represent a membership function, namely linguistic 
term and lateral displacement. In other words, the linguistic term is known in advance 
and the lateral displacement needs to be adjusted. However, the problem is that 
whether the given linguistic terms are good enough.  

This study thus proposes a two-stage multi-level genetic-fuzzy mining approach 
with the 2-tuple linguistic representation model. In the first stage, the MLGFM is 
utilized to derive membership functions of generalized items (item classes) from the 
given taxonomy and transactions [3]. It first encodes the membership functions of 
each item class (category) into a chromosome. The fitness value of each individual is 
then evaluated by the summation of the large 1-itemsets of each item in different 
concept levels and the suitability of membership functions in each chromosome. 
When the GA process terminates, a more suitable set of membership functions are 
used as the initial membership functions of the next stage. In the second stage, the 2-
tuples linguistic representation model is used to tune the derive membership 
functions. Two parameters are used to encode a membership function, which are the 
centroid point and lateral displacement of a membership function. The fitness 
function and the genetic operations are the same as those used in the first stage. After 
the GA tuning process, a better set of membership functions are used to induce 
multiple-level fuzzy association rules. 

2 Preliminaries of MLGFM 

Since the first stage of the proposed approach is MLGFM [3], the components of the 
MLGFM are stated in this section, including chromosome representation, fitness and 
selection, and genetic operators.  
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2.1 Chromosome Representation 

Since each generalized item (item class) has its own membership functions, the 
genetic algorithm is utilized to optimize the different sets of membership functions of 
all item classes. Thus, Rjk denotes the membership function of the k-th linguistic term 
of item class ICj, cjk indicates the center abscissa of fuzzy region Rjk, and wjk 
represents half the spread of the fuzzy region Rjk. As in Parodi and Bonelli [12], they 
represent each membership function as a pair (c, w), and all such pairs for a certain 
item class are concatenated to represent its membership functions. The set of 
membership functions MF1 for the first item class IC1 is represented as a substring of 
c11w11…c1|IC1|w1|IC1|, where |IC1| is the number of linguistic terms of IC1. The entire set 
of membership functions is then encoded by concatenating substrings of MF1, MF2,..., 
MFj, ..., MFm. 

2.2 Fitness and Selection 

In order to develop a good set of membership functions from an initial population, the 
genetic algorithm selects parent membership function sets with high fitness values to 
form next population. An evaluation function is used to qualify the derived 
membership function sets. The performance of the membership function sets is fed 
back to the genetic algorithm to control how the solution space is searched to promote 
the quality of the membership functions. In that paper, the fitness function is shown in 
equation (1). 
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occurrence of the two bad kinds of membership functions, where the first one is too 
redundant, and the second one is too separate. The suitability of the membership 
functions in a chromosome Cq is defined as equation (2): 

 
)],(_)(_[)(

1
qjqj

m

j
q CfactorcoverageCfactoroverlapCysuitabilit +=

=

 (2) 

where the overlap factor of the membership functions for an item class ICj in the 
chromosome Cq is defined as equation (3): 
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where the overlap ratio overlap(Rjk, Rji) of two membership functions Rjk and Rji is 
defined as the overlap length divided by half the minimum span of the two functions. 
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If the overlap length is larger than half the span, then these two membership functions 
are thought of as a little redundant. Appropriate punishment must then be considered 
in this case. The coverage ratio of a set of membership functions for an item class ICj 
is defined as the coverage range of the functions divided by the average value of 
maximum quantity in each level of that item class in the transactions. The larger the 
coverage ratio is, the better the derived membership functions are. Thus, the coverage 
factor of the membership functions for an item class ICj in the chromosome Cq is 
defined as equation (4): 
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where range(Rj1, Rj2, …, Rjl) is the coverage range of the membership functions, l is 
the number of membership functions for ICj, and avgMax(ICj) is the average value of 
maximum quantity in each level of that item class in the transactions. Note that the 
overlap factor is designed to avoiding the first bad case of being “too redundant”, 
while the coverage factor is to avoid the second one of being “too separate”. 

2.3 Genetic Operations 

Two genetic operators, the max-min-arithmetical (MMA) crossover proposed in 
Herrera et al. [4] and the one-point mutation are both used in the genetic fuzzy mining 
approach. The max-min-arithmetical (MMA) crossover operator will generate four 
candidate chromosomes from the given two chromosomes. The best two of the four 
candidates are then chosen as the offspring. The one-point mutation operator will 
create a new fuzzy membership function by adding a random value ε, for example ± 
wjk, to the center or the spread of an existing linguistic term, say Rjk. More details 
could be found in [3]. 

3 Chromosome Representation 

In this section, the chromosome representation of the proposed approach in the second 
stage is stated. When the GA process of the first stage terminates, a suitable set of 
membership functions are derived. However, since those membership functions are 
for generalized items, they needs to be tuned. Thus, in this study, we take 2-tuple 
linguistic representation model into consideration to design the chromosome 
representation. Fig. 1. shows membership functions of an generalized item. 

The membership functions show in Fig 1. with gray color are derived from first 
stage. Thus, the set of membership functions MF1 for the first item class ICj is 
represented as a substring of cj1wj1…cj|ICj|wj|ICj|, where |ICj| is the number of linguistic 
terms of ICj. Since the aim of second stage is to tune the lateral displacement of 
membership function, the membership functions derived from first stage will be the 
initial membership functions of stage two. Thus, membership functions show in Fig 1.  
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Fig. 1. Membership functions of a generalized item ICj 

with dotted lines are adjusted membership functions according to their lateral 
displacement LRjk. Thus, the set of membership functions MF1

2 for the first item class 
ICj in second stage is represented as a substring of cj1LRj1...cjkLRjk...cj|ICj|LRj|ICj|. The 
entire set of membership functions is then encoded by concatenating substrings of 
MF1

2, MF2
2, ..., MFj

2.  

4 The Proposed Mining Algorithm 

In this section, the proposed two-stage multi-level genetic-fuzzy mining algorithm by 
2-tuple linguistic representation is described. Since the first stage of the proposed 
approach is the same with MLGFM, details of the first stage of the proposed approach 
could be found in [3], and the second stage of the proposed approach is stated as 
follows: 
 
The proposed algorithm: 
 
INPUT: A body of n quantitative transaction data, a set of m items, each with a 

number of linguistic terms, codes of item names, a predefined taxonomy, a 
support threshold α, and a confidence threshold λ, a set of derived 
membership functions from first stage MF1, MF2, ..., MFj,..., MFm. 

OUTPUT: A set of multiple-level fuzzy association rules with its associated set of 
membership functions. 

 
STEP 1: Encode the predefined taxonomy using a sequence of numbers and the 

symbol “*”, with the t-th number represents the branch number of a certain 
item on level t. 

STEP 2: Translate the item names in the transaction data according to the encoding 
scheme. 

STEP 3: Find the level-k representation of the transaction data using following 
substeps: 

SUBSTEP 3.1: Set k = 1, where k is used to store the level number being processed. 
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SUBSTEP 3.2: Group the items with the same first k digits in each transaction 
datum Di, where 1 ≤ i ≤ n. Denote the j-th group on level k in transaction Di 
as vk

ij. 
SUBSTEP 3.3: If the level-k representation is not null, set k = k + 1 and go to 

SUBSTEP 3.1; otherwise, go to next step. 
STEP 4: Generate a population of P individuals; each individual is a set of 

membership functions for generalized items in level-1 of the taxonomy. Each 
membership function represent by two parameters, namely cjk and LRjk. cjk 
indicates the center abscissa of fuzzy region Rjk which is the center value of    
MFj. LRjk represents lateral displacement of the fuzzy region Rjk. The initial 
value of LRjk is generated randomly. 

STEP 5: Encode each set of membership functions into a string representation. 
STEP 6: Calculate the fitness value of each chromosome by the following substeps: 

SUBSTEP 6.1: Set k = 1, where k is used to store the level number being processed. 
SUBSTEP 6.2: Transform the quantitative value vk

ij of each transaction datum Di (i 
=1 to n) for each encoded group name Ij

k into a fuzzy set fij
k represented as 
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represented by the chromosome, where Rk
jl is the l-th fuzzy region of item Ij

k, 
1 ≤ l ≤ h, fij

k is vk
ij’s fuzzy membership value in region Rk

jl, and l (= |Ij
k|) is the 

number of linguistic terms for Ij
k. 

SUBSTEP 6.3: Calculate the scalar cardinality of each fuzzy region Rk
jl in the 

transactions as 
=
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SUBSTEP 6.4: Check whether the value of each fuzzy region Rk
jl is larger than or 

equal to the predefined minimum support value   . If the value of a fuzzy 
region Rk

jl is equal to or greater than the minimum support value, put it in the 
large 1-itemsets (L1

k) at level k. That is: L1
k = { Rjl

k | countjl
k ≥ α , 1 ≤ j ≤ mk, 1 

≤ l ≤ h }. 
SUBSTEP 6.5: If level-k representation is not null, set k = k + 1 and go to SUBSTEP 

6.1; otherwise, go to next step. 
STEP 7: Set the fitness value of the chromosome as the summation of the number of 

large 1-itemsets in L1
k for all levels divided by its suitability suitability(Cq) as 

defined in equation (1). 
STEP 8 to 10: Execute crossover and mutation operations on the population. Then, 

use the selection criteria to choose individuals for the next generation.  
STEP 11: If the termination criterion is not satisfied, go to Step 6; otherwise, output 

the set of membership functions with the highest fitness value. 

5 Experimental Results 

In this section, experiments on a simulated dataset were made to show the 
performance of the proposed approach. The synthetic dataset had 64 purchased items 
(terminal nodes) in level 3, 16 generalized items in level 2, and four generalized items 
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in level 1. Each non-terminal node had four branches, and only the terminal nodes 
could appear in transactions. The population size was set at 50, the crossover rate was 
set at 0.8, and the mutation rate was set at 0.001. The parameter d of the MMA 
crossover operator was set at 0.35 according to Herrera et al.’s paper [4]. Firstly, the 
comparison results of average fitness values (five runs) between MLGFM and the 
proposed approach are shown in Fig. 2. 
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Fig. 2. The comparison between MLGFM and proposed approach 

Fig. 2 shows that the curves of both the approaches gradually go upward, finally 
converging to a certain value. And, the proposed approach is better than MLGFM in 
terms of average fitness values. And, it also means that the membership functions 
tuned with the 2-tuple linguistic representation model are better than those without 
using the 2-tuple linguistic representation model. From the experimental results, it can 
be concluded that the proposed approach is effective. 

6 Conclusion and Future Work 

Since 2-tuple linguistic representation model is useful on representing membership 
functions, in this paper, we have proposed a multi-level genetic-fuzzy mining with a 
tuning mechanism. Firstly, the MLGFM is utilized to derive membership functions of 
generalized items from the given taxonomy and transactions. Then, the 2-tuples 
linguistic representation model is utilized to tune the derive membership functions. 
Two parameters are utilized to encode a membership function, namely the centroid 
point and lateral displacement of membership function. The fitness function and 
genetic operations are the same as those used in MLGFM. After the GA tuning 
process, a better set of membership functions are used to induce multi-level fuzzy 
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association rules. Experimental results show that the proposed approach could not 
only reach better average fitness values but also derive more rules than that by 
MLGFM. In the future, we will enhance the proposed approach with more datasets 
and extend it to more complex problems. 
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Abstract. The paper deals with the problem of data stream classifi-
cation. In the previous works we proposed the WAE (Weighted Aging
Ensemble) algorithm which may change the line-up of the classifier com-
mittee dynamically according to coming of new individual classifiers. The
ensemble pruning method uses the diversity measure called the Gener-
alized Diversity only. In this work we propose the modification of the
WAE algorithm which applies the mentioned above pruning criterion by
the linear combination of diversity measure and accuracy of the classifier
ensemble. The proposed method was evaluated on the basis of computer
experiments which were carried out on two benchmark databases. The
main objective of the experiments was to answer the question if the cho-
sen modified criterion based on the diversity measure and accuracy is
an appropriate choice to prune the classifier ensemble dedicated to data
stream classification task.

Keywords: classifier ensemble, data stream, incremental learning, en-
semble pruning, forgetting.

1 Introduction

One of the main challenge of the modern computer classification systems is
to propose efficient approach to analyze data stream. Such tool should take
into consideration the following characteristics which separate the data stream
classification task from the traditional canonical classification model:

– the statistical dependencies among the input features described given objects
and their classifications may be changing,

– data can come flooding in the classifier what causes that it is impossible to
label all incoming objects manually by human experts.

The first phenomena is called concept drift and according to [9] we can propose
its taxonomy: gradual drift (smooth changes), sudden drift (abrupt changes), and
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© Springer International Publishing Switzerland 2014
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reoccurring drift (changes are either periodical or unordered). When we face with
the pattern classification task with the possibility of concept drift appearance
then we can consider the two main approaches which strictly depend on the drift
type:

– Detecting concept drift in new data and if these changes are significant, then
retrain the classification model.

– Adopting a classification model to changes.

In this work we will focus on the last issue. The model is either updated (e.g.,
neural networks) or needs to be partially or completely rebuilt (as CVFDT al-
gorithm [3]). Usually we analyze the data stream using so-called data chunks
(successive portions of incoming data). The main question is how to adjust the
data chunk size. On the one hand, a smaller chunk allows focusing on the emerg-
ing context, though data may not be representative for a longer lasting context.
On the other hand, a bigger chunk may result in mixing the instances represent-
ing different contexts. One of the important group of algorithms dedicated to
stream classification exploits strength of ensemble systems, which work pretty
well in static environments [6]. An assumed strategy for generating the line-up
of the classifier ensemble should guarantee its diversity improvement and conse-
quently accuracy increasing.

The most popular ensemble approaches, as the Streaming Ensemble Algorithm
(SEA) [13] or the Accuracy Weighted Ensemble (AWE)[14], keep a fixed-size
set of classifiers. Incoming data are collected in data chunks, which are used to
train new classifiers. If there is a free space in the ensemble, a new classifier
joins the committee. Otherwise, all the classifiers are evaluated based on their
accuracy and the worst one in the committee is replaced by a new one if the
latter has higher accuracy. The SEA uses a majority voting strategy, whereas
the AWE uses the more advanced weighted voting strategy. A similar formula
for decision making is implemented in the Dynamic Weighted Majority (DWM)
algorithm [5]. Nevertheless, unlike the former algorithms, the DWM modifies the
weights and updates the ensemble in a more flexible manner. The weight of the
classifier is reduced when the classifier makes an incorrect decision. Eventually
the classifier is removed from the ensemble when its weight falls below a given
threshold. Independently, a new classifier is added to the ensemble when the
committee makes a wrong decision. Some evolving systems continuously adjust
the model to incoming data, what is called implicit drift detection [7] as opposed
to explicit drift detection methods that raise a signal to indicate change. In this
work we propose the modification of the previously developed dynamic ensemble
model called WAE (Weighted Aging Ensemble) which can modify the line-up
of the classifier committee on the basis of the linear combination of diversity
measure called Generalized Diversity and accuracy. Additionally the decision
about object’s label is made according to weighted voting, where weight of a
given classifier depends on its accuracy and time spending in an ensemble. The
detailed description of the algorithm is presented in the next section. In this
work we would like to study how the method of individual classifier selection to
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a classifier committee could influence the compound classifier quality. Then we
present preliminary results of computer experiments which were carried out on
SEA and Hyper Plane Stream datasets. The last section concludes our research.

2 WAE - Classifier Ensemble for Data Stream
Classification

Let’s propose the idea of the WAE (Weighted Aging Ensemble), which was firstly
presented in [15], then its modification will be presented.We assume that the data
streamunder consideration is given in a formof data chunks denotes asDSk, where
k is the chunk index. The concept drift could appear in the incoming data chunks.
Wedonotdetect it, butwe try to construct self-adapting classifier ensemble.There-
fore on the basis of the each chunk some individuals are trained using different
classifier models and we check if they could form valuable ensemble with the pre-
viously trained classification models. Because we assume the fixed size of the en-
semble therefore we should select the most valuable classifier committee line-up
on the basis of the exhaustive search (the number of the possible ensembles is not
so high). In the previous versions our algorithm we proposed to use the General-
ized Diversity (denoted as GD) proposed by Partridge and Krzanowski [10] as the
search criterion to assess all possible ensembles and to choose the best one. GD re-
turns the maximum values in the case of failure of one classifier is accompanied by
correct classification by the other one and minimum diversity occurs when failure
of one classifier is accompanied by failure of the other.

GD(Π) = 1−

L∑
i=1

i(i− 1)pi
L(L− 1)

L∑
i=1

ipi
L

(1)

where L is the cardinality of the classifier pool (number of individual classifiers)
and pi stands for the probability that i randomly chosen classifiers from Π will
fail on randomly chosen example.

Lets Pa(Ψi) denotes frequency of correct classification of classifier Ψi and
itter(Ψi) stands for number of iterations which Ψi has been spent in the en-
semble. We propose to establish the classifier’s weight w(Ψi) according to the
following formulae

w(Ψi) =
Pa(Ψi)√
itter(Ψi)

(2)

and the final decision returned by the compound classifier Ψ is given by the
following formulae

Ψ (x) = argmax
j∈M

L∑
k=1

[Ψk(x) = j]w(Ψk), (3)
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where M denotes the set of possible labels, x is feature values, and [ ] stands for
Inverson’s bracket.

This proposition of classifier aging has its root in object weighting algorithms
where an instance weight is usually inversely proportional to the time that
has passed since the instance was read [4] and Accuracy Weighted Ensemble
(AWE)[14], but the proposed method called Weighted Aging Ensemble (WAE)
incudes two important modifications:

1. classifier weights depend on the individual classifier accuracies and time they
have been spending in the ensemble,

2. individual classifier are chosen to the ensemble on the basis on the non-
pairwise diversity measure.

In our work we propose tho replace GD (1) as the ensemble pruning criterion
by the linear combination of the ensemble accuracy and the mentioned above
measure

Q(Π) = aGD(Π) + (1− a)Pa(Ψ), where a ∈ [0, 1] (4)

where Ψ is classifier ensemble using pool of individual classifiers Π , Pa denotes
its accuracy, and a stands for arbitrary chosen factor.

The WAE pseudocode is presented in Alg.1 [15].

Algorithm 1. Weighted Aging Ensemble (WAE) based on heterogenous classi-
fiers
Require: input data stream,

data chunk size,
k classifier training procedures,
ensemble size L

1: i := 1
2: Π = ∅
3: repeat
4: collect new data chunk DSi

5: for j := 1 to k do
6: Ψi,j ← classifier training procedure (DSi,j)
7: Π := Π ∪ {Ψi,j} to the classifier ensemble Π
8: end for
9: if |Π | > L then
10: choose the most valuable ensemble of L classifiers using (4)
11: end if
12: for j = 1 to L do
13: calculate w(Ψi) according to (2)
14: end for
15: until end of the input data stream
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3 Experimental Investigations

The aims of the experiment were:

– assessing if the proposed method of weighting and aging individual classifiers
in the ensemble is valuable proposition compared with the methods which
do not include aging or weighting techniques,

– establishing the dependency between the a factor value used in (4) and
quality of the WAE algorithm

3.1 Set-Up

All experiments were carried out on two syntectic benchmark datasets:

– the SEA dataset [13] where each object belongs to the on of two classes and is
described by 3 numeric attributes with value between 0 and 10, but only two
of them are relevant. Object belongs to class 1 (TRUE) if arg1 + arg2 < φ
and to class 2 (FALSE) otherwise. φ is a threshold between two classes,
so different thresholds correspond to different concepts (models).Thus, all
generated dataset is linearly separable, but we add 5% noise, which means
that class label for some samples is changed, with expected value equal to
0. We simulated drift by instant random model change.

– Hyper Plane Stream [16] where each object belongs to one of the 5 classes
and is described by 10 attributes. The dataset is a synthetic data stream
containing gradually evolving (drifting) concepts. The drift is appeared each
800 observations.

For each of the experiments we decided to form heterogenous ensemble i.e.,
ensemble which consists of the classifier using the different models (to ensure its
higher diversity) and we used the following models for individual classifiers:

– Näıve Bayes,
– decision tree trained by C4.5 [12],
– SVM with polynomial kernel trained by the sequential minimal optimization

method (SMO) [11]
– nearest neighbour classifier,
– classifier using a multinominal logistic regression with a ridge classfier [8],
– OneR [2].

During each of the experiment we tried to evaluate dependency between data
chunk sizes (which were fixed on 50, 100, 150, 200) and overall classifier quality
(accuracy and standard deviation) and the diversity of the best ensemble for the
following ensembles:

1. simple - an ensemble using majority voting without aging.
2. weighted - an ensemble using weighted voting without aging, where weight

assigned to a given classifier is inversely proportional to its accuracy.
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3. aged - an ensemble using weighted voting with aging, where weight assigned
to a given classifier is calculated according to (2).

Method of ensemble pruning was the same for each ensembles and presented
in (4). We run the experiments for different a values (a ∈ {0.0, 0.1, ..., 1.0}).

All experiments were carried out in the Java environment using Weka classi-
fiers [1]. The new individual classifiers were trained on a given data chunk. The
same chunk was used to prune the classifier committee, but the ensemble error
was estimated on the basis on the next (unseen) portion of data.

3.2 Results

The results of experiment are presented in Fig.1-2 and in Tab. 1-2. The figures
show the accuracies and diversity for different types of ensembles and different
values of a factor and chunk size. Tab.1-2 present overall accuracy and standard
deviation for the tested methods and how they depend on data chunk size.
Unfortunately, because of the space limit we are not able to presents all extensive
results, but they are available on demand.

Table 1. Classification accuracies and diversities for different sizes of data chunk for
SEA dataset

chunk size ensemble type accuracy sd diversity sd

simple 0.895 0.0059 0.476 0.0175
50 weighted 0.893 0.0064 0.481 0.0165

aged 0.895 0.0047 0.480 0.0136

simple 0.902 0.0048 0.466 0.0211
100 weighted 0.904 0.0063 0.450 0.0170

aged 0.906 0.0054 0.456 0.0196

simple 0.907 0.0075 0.437 0.0162
150 weighted 0.910 0.0040 0.448 0.0306

aged 0.908 0.0047 0.447 0.0297

simple 0.904 0.0046 0.459 0.0230
200 weighted 0.899 0.0110 0.451 0.0355

aged 0.904 0.0028 0.429 0.0268

3.3 Discussion of the Results

SEA dataset:

– The overall accuracies of the tested ensembles are stable according to the
chunk sizes. We observed a slight accuracy improvement, but it is statistical
significant for the chunk sizes 50 and 150 only (t-test). The standard devia-
tion of the accuracies is unstable, but it is smallest for the chunk size 150.
The observation is useful because the bigger size of data chunk means that
effort dedicated to building new models is smaller because they are being
built rarely.
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Fig. 1. The computer experimental results for the SEA dataset. Dependencies between
a factor used in the pruning criterion (4) and ensembles’ accuracies (left) diversities
(right) for three type of classifier ensemble: simple (top), weighted (middle), and aged
(bottom), and for 4 different sizes of data chunk.

– The overall diversities do not depend strongly on chunk size.
– Taking into consideration the mentioned above observations we may suggest

that the best choice of chunk size is ca. 150, especially for weighed and aged
ensemble.

Hyper Plane Stream dataset:

– The overall accuracies of the tested ensembles increase according to chunk
size. The differences are statistically significant between the following pais
of chunk sizes: 50 and 150, 50 and 200, 100 and 200 (t-test).

– The standard deviations of all ensemble accuracies increase according the
chunk size.

– The ensemble diversity is decreasing according to the chunk sizes but the
standard deviation is increasing.

– Taking into consideration the mentioned above observations we may suggest
that the best choice of chunk size is also ca. 150.
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Fig. 2. The computer experimental results for the Hyper Plane Stream dataset. Depen-
dencies between a factor used in the pruning criterion (4) and ensembles’ accuracies
(left) diversities (right) for three type of classifier ensemble: simple (top), weighted
(middle), and aged (bottom), and for 4 different sizes of data chunk.

Table 2. Classification accuracies and diversities for different sizes of data chunk for
Hyper Plane Stream dataset

chunk size ensemble type accuracy sd diversity sd

simple 0.452 0.0014 0.371 0.0021
50 weighted 0.463 0.0015 0.366 0.0028

aged 0.463 0.0015 0.370 0.0025

simple 0.486 0.0051 0.339 0.0037
100 weighted 0.497 0.0082 0.338 0.0034

aged 0.507 0.0069 0.336 0.0048

simple 0.513 0.0083 0.331 0.0043
150 weighted 0.526 0.0126 0.330 0.0052

aged 0.520 0.0146 0.330 0.0039

simple 0.514 0.0133 0.324 0.0060
200 weighted 0.537 0.0152 0.328 0.0043

aged 0.535 0.0145 0.328 0.0043



98 M. Woźniak, P. Cal, and B. Cyganek

The interesting observation may be made analyzing the dependency among a
factor values, diversity, and accuracy of the ensembles. The clear tendencies were
observed for Hyper Plane Stream dataset only. The accuracy and diversity were
decreasing according to the a value. It is surprising, because if a is close to 1
then the diversity should play the key role in the pruning criterion (4), but the
overall diversity is higher for the ensembles formed using the mentioned criterion
for the small a (what means that accuracy plays the key role in this criterion).

4 Conclusions

In this paper we discussed the aging ensemble classifier applied to data stream
classification problem WAE (Weighted Aging Ensemble), which uses dynamic
classifier ensemble line-up, which is formed when new individual classifiers trained
on new data chunk are come and the decision which classifiers are chosen to the
ensemble is made on the basis of the linear combination of the ensemble accuracy
and the diversity measure. The decision is made according to weighted voting
where weight assigned to a given classifier depends on its accuracy (proportional)
and how long the classifier participates in the ensemble (inversely proportional).
Formulating general conclusions from the experiments is risky because of their
limited scope, but it is clearly visible that using the diversity measure dedicated
for the static classification is not appropriate for the data stream classifica-
tion task. We observed that the better accuracy, evaluated on unseen chunks,
could be achieved using only accuracy as the pruning criterion and what was
surprising such strategy caused that chosen ensemble had the highes diversity
according to GD. To formulate the strong conclusions on the basis of computer
experiments their scope should be significantly extended. Additionally, the used
diversity measure does not seem to be appropriate for the data stream classi-
fication tasks, therefore we would like to extend the scope of experiments by
using another non-pairwise diversity measures and maybe to propose a new one
which can evaluate diversity taking into consideration the nature of the discussed
pattern classification task.

It is worth noting that classifier ensemble is a promising research direction for
aforementioned problem, but its combination with a drift detection algorithm
could have a higher impact to the classification performance.
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Abstract. Two machine learning approaches: mixture of experts and AdaBoost.R2 
were adjusted to the real-world regression problem of predicting the prices of 
residential premises based on historical data of sales/purchase transactions. The 
computationally intensive experiments were conducted aimed to compare 
empirically the prediction accuracy of ensemble models generated by the methods. 
The analysis of the results was performed using statistical methodology including 
nonparametric tests followed by post-hoc procedures designed especially for 
multiple n×n comparisons. No statistically significant differences were observed 
among the best ensembles: two generated by mixture of experts and two by 
AdaBoost.R2 employing multilayer perceptrons and general linear models as base 
learning algorithms. 

Keywords: mixture of experts, AdaBoost.R2, mlp, glm, svr, real estate appraisal, 
Matlab. 

1 Introduction 

Ensemble systems have been gaining a large attention of machine learning 
community for the last two decades. They combine the output of machine learning 
algorithms, called “weak learners”, in order to get smaller prediction errors (in 
regression) or lower error rates (in classification). There are several reasons for using 
ensemble systems [1], [2]. They may decrease the risk of unlucky selecting a poorly 
performing learner. They may allow for efficient analysing large volumes of data by 
applying single learners to smaller partitions of data and combining their outputs. On 
the other hand, using resampling techniques may be very effective in the case of 
lacking adequate quantity of training data. Ensembles allow also for handling the 
problems which are too complex for a single learner to solve. Individual classifiers 
may learn over simpler partitions and the final solution may be achieved by by an 
appropriate combination of their output. Finally, data coming from different sources 
and characterizing by heterogeneous features can be used to train different classifiers. 
Applying suitable fusion mechanisms may provide successful results. 
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For a few years we have been exploring methods for developing an intelligent 
system to assist with of real estate appraisal designed for a broad spectrum of users 
interested in the premises management. The outline of the system to be exploited on 
a cloud computing platform is presented in Fig. 1. Public registers and cadastral 
systems create a complex data source for the intelligent system of real estate market. 
The core of the system are valuation models constructed according to the professional 
standards as well as models generated using machine learning algorithms.  

 

 

Fig. 1. Outline of the intelligent system of real estate market 

So far, we have studied several ensemble approaches to construct regression 
models to assist with real estate appraisal using as base learning algorithms various 
fuzzy systems, neural networks, support vector machines, regression trees, and 
statistical regression [3], [4], [5], [6]. We have also developed an approach to predict 
from a data stream of real estate sales transactions using ensembles of genetic fuzzy 
systems and neural networks [7], [8], [9], [10]. 

The goals of the study presented in this paper are twofold. First, we compared 
empirically two ensemble machine learning methods less frequently applied to solve 
regression problems, namely mixture of experts (MoE) and AdaBoost.R2 (AR2). 
Second, we investigated the usefulness of both approaches to real world application 
such as an internet system to assist in property valuation. MoE and AR2 are much less 
popular in regression than various resampling techniques including bagging, random 
subspace, and random forests [11], [12], [13]. We implemented our own versions of 
the methods. In the case of MoE the algorithms multilayer perceptron (mlp) general 
linear model (glm), and support vector regression (svr) were employed as experts and 
mlp and glm as the gating network. In turn, mlp, glm, and regression tree were used as 
base learners for AR2. For mlp and glm we worked out an algorithm of replicating the 
instances of a training sets according to the prediction accuracy they provided. This 
algorithm was applied instead of reweighting of the instances because both mlp and 
glm cannot handle the weighted examples. 

All experiments were performed using 27 real-world datasets composed of data 
taken from a cadastral system and GIS data derived from a cadastral map. The 
analysis of the results was performed using statistical methodology including 
nonparametric tests followed by post-hoc procedures designed especially for multiple 
n×n comparisons. 
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2 Mixture of Expert Approach 

The main idea of mixture of experts is based on “divide and conquer” principle it 
consists in partitioning a hard to solve problem into a number of simpler subproblems, 
whose solutions can be easily combined to obtain resolution of the original problem. 

The study in this area has been initiated by Jacob et al. [14]. They devised the 
mixture of experts model, in which the set of expert networks and a gating network 
have been trained together. The idea behind the system is to learn the model how 
cases should be allocated to experts. This is accomplished by a gating network, which 
is responsible for allocating individual case to one or several experts. In case when the 
output of the expert is incorrect then the associated with the expert weights are 
changed. The overall output of the model is produced from combining outputs of 
experts and weights generated by the gating network. Jordan and Jacobs [15] 
proposed expectation-maximization algorithm for that. The MoE approach has been 
then developed and extended by Avnimelech [16], Srivastava [17], Lima [18]. 

The mixture of experts architecture divides the covariate space, i.e. the space of all 
possible values of the explanatory variables, into regions, and fit simple surfaces to 
the data that fall in each region. The architecture consists of M modules referred to as 
expert networks and a module referred to as a gating network. MoE is a network 
architecture for supervised learning, which comprises a number of expert networks 
and a gating network (see Fig. 2). Expert networks approximate the data within each 
region of the input space: expert network i maps its input, the input vector x, to an 
output vector yi. It is assumed that different expert networks are appropriate in 
different regions of the input space. The architecture contains a module, referred to as 
a gating network, that identifies for any input x, the expert or mixture of experts 
whose output is most likely to approximate the corresponding target output y. The 
task of a gating network is to combine the various experts by assigning weights to 
individual networks, which are not constant but are functions of the input instances. 
Both expert and the gating networks are fed with the input vector x and the gating 
network produces a set of scalar coefficients wi that weight the contributions of the 
various experts. For each input x, these coefficients are constrained to be nonnegative 
and to sum to one. The total output of the architecture, given by  

 
is a convex combination of the expert outputs for each x. The output of MoE is the 
weighed sum of the expert outputs. The expectation-maximization (EM) algorithm is 
usually applied to learn the parameters of the MoE architecture. 

So far the authors have investigated the architectures of MoE with mlp, glm, and 
svr playing the role of expert networks and mlp, glm, and gaussian mixture model 
(gmm) serving as gating networks [19], [20]. In the current contribution we compare 
the MoE approach with boosting one in terms of prediction accuracy over a new real-
world cadastral dataset. We applied mlp, glm, and svr as the experts, whereas mlp and 
glm as the gating network. Svr algorithm cannot be used as the network gating since it 
returns only one value at any given time, which means that it does not take into 
account the dependencies in the output. The architecture of mixture of experts used in 
the experiments reported in the paper is given in Fig. 2. 
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Fig. 2. The architecture of mixture of experts used in the experiments 

3 AdaBoost Agorithms for Regression 

AdaBoost was devised by Freund and Shapire [21] originally to solve binary 
classification problems. It is a powerful classification algorithm that has enjoyed 
remarkable attention of many researchers and practical success in many various areas, 
e.g. [22], [23]. AdaBoost constructs a strong composite learner by iteratively adding 
weak learners. The core of the algorithm is reweighting the training instances at each 
iteration in such a way that the wrongly predicted examples get higher weights and 
correctly predicted examples get lower weights. Thus, the greater focus is given on 
examples that were misclassified at previous iterations. Hence, AdaBoost belongs to 
adaptive approaches where individual learners are trained sequentially. The version of 
AdaBoost devoted to a multiclass case was extended Freund and Shapire [21] to 
boosting regression problems. The algorithm called AdaBoost.R reduced regression 
problems into multiclass classification ones. In turn, Drucker [24] proposed the 
algorithm AdaBoost.R2 in which the degree to which a given instance was reweighted 
in a given iteration depended on how large the error on this instance was relative to 
the error on the worst instance. The AdaBoost.RT algorithm developed by Shrestha 
and Solomatine [25], on the other hand, labelled each output as correct or incorrect 
using a relative error threshold. Different boosting methods for regression proposed 
also Zemel and Pitassi [26], Duffy and Hembold [27], Song and Zhang [28], Pardoe 
and Stone [29]. 

In our implementation of AdaBoost.R2 as base learners mlp, glm, and a regression 
tree were used. For mlp and glm we developed an algorithm replicating the instances 
of a training sets according to the prediction accuracy they provided. The procedure 
was adjusted to the data used in the experiments and based on the fact that the prices 
of premises were mapped into the 0 to 1 range as the result of min-max normalization 
procedure (see Fig. 3). In turn, for the regression tree the original version of AR2 
reweighting the training instances was employed. 
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––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
1. Input 

• Series of n observations composing the training set T1: (x1,y1), (x2,y2),…, (xn,yn), 
where output  

• Base learning algorithm – Learner 

• Initial weight distribution 1/    1  ,    
• Maximal number of iterations N (t=1,2,..,N) 

• Adjusted error of the regression model 0 

2. Iteration 
While   and  0.5 do: 

• Call Learner with the training set Tt and weight distribution wt 

• Build the regression model  
• Calculate the adjusted error for each training instance:  

o Let max    1  
o then   /   , square loss function was selected 

• Calculate the adjusted error for of : ∑  

• Let / 1  

• Update the weight wector /  , where Zt is a normalizing 

constant 
• Update the training vector Tt by removing or replicating observations according to 

updated weight values to obtain Tt+1 
• For i=1 to nt do 

o wInt(t+1)i=round(w(t+1)i *1000) 
o If wInt(t+1)i=0 then remove the observation from the training set 
o If wInt(t+1)i=1 then leave the observation unchanged 
o If wInt(t+1)i=c then replicate the observation c times in the training set with 

the accompanying weight w(t+1)i 
• Calculate nt+1 the number of observations in Tt+1 

• Set 1 

3. Output 
The final regression model (final hypothesis) is 

 = weighted median of   1   
using ln(1/βt) as the weight for hypothesis ft 

––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

Fig. 3. Pseudo code of AdaBoost.R2 used in the experiments  

4 Experimental Setup and Results 

The investigation was conducted with our experimental system developed in Matlab. 
We extended the system to include the AdaBoost.R2 method and base algorithms we 
implemented using Matlab functions: mlp, glm, and classregtree. For processing 
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mixture of experts we employed the MIXLAB library written by Moerland [30] and 
and our own implementation of the algorithm svr as an expert network in MoE.  

Real-world dataset used in experiments was taken from a cadastral system and 
referred to residential premises transactions accomplished in one Polish big city with 
the population of 640 000 within 14 years from 1998 to 2011. The final dataset after 
cleansing and outlier removing counted the 9795 instances. Four following attributes 
were pointed out as main price drivers by professional appraisers: usable area of a flat 
(Area), age of a building construction (Age), number of storeys in the building 
(Storeys), the distance of the building from the city centre (Centre), in turn, price of 
premises (Price) was the output variable. 

Due to the fact that the prices of premises change substantially in the course of 
time, the whole 14-year dataset cannot be used to create data-driven models using 
machine learning. Therefore it was split into subsets covering individual half years, 
and we might assume that within a half year the prices of premises with similar 
attributes were roughly comparable. Starting from the beginning of 1998 the prices 
were updated for the last day of subsequent half years using the trends modelled by 
polynomials of degree four. We might assume that half year datasets differed from 
each other and might constitute different observation points to compare the accuracy 
of ensemble models in our study and carry out statistical tests. The data attributes  
with their descriptive statistics are presented in Table 1 and the sizes of 27 half year 
datasets are given in Table 2. 

All data were normalized using min-max technique. The mixture of expert models  and 
single algorithms were run in Matlab individually for each dataset using 10-fold cross 
validation and the prediction accuracy was measured with the mean square error (MSE).  

During the preliminary phase of the experiments we examined many different 
parameter settings of ensemble architectures and base algorithms to determine the 
appropriate set of parameter values providing the lowest prediction error. As the result 
we selected three architectures of MoE composed of mlp, glm, and svr as expert  
 

Table 1. Features of residential premises (flats) supplemented with GIS data 

Name Max Min Avg Std Med Description 

Area 199.9 12.9 51.2 20.2 48.3 usable area of premises (in m2) 

Age 159 0 47.3 38.3 43 age of building construction 

Storeys 13 1 5.7 2.6 5 no. of storeys in a building 

Centre 13,206 94 2,918 1,816 2,344 distance from the centre of a city  

Price 1,089,000 10,000 189,784 122,097 158,000 price of premises (in PLN) 

Price 1sqm 8,300 500 3,752 1,926 3,103 square metre price of premises 

Table 2. Data subsets comprising sales transactions ordered by date used in experiments 

Dataset     # Inst   Dataset     # Inst   Dataset     # Inst   Dataset     # Inst 

1998-01 185   2001-02 366   2005-01 331   2008-02 516 

1998-02 261   2002-01 346   2005-02 409   2009-01 334 

1999-01 257   2002-02 282   2006-01 395   2009-02 487 

1999-02 389   2003-01 326   2006-02 381   2010-01 365 

2000-01 246   2003-02 464   2007-01 237   2010-02 931 

2000-02 308   2004-01 363   2007-02 205   2011-01 577 

2001-01 280   2004-02 411   2008-01 218    
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networks and mlp, glm, and again glm as corresponding gating networks. In turn, in 
AdaBoost.R2 mlp, glm, and tre (classregtree function) were employed and the 250 
iterations produced satisfactory output. Each base algorithm contained 4 input 
variables and one output. Due to lacking space we omit detailed presentation of 
selected parameter values for individual algorithms. In the main run the ensemble 
models were confronted with their single (base) counterparts. Then, we compared all 
six ensembles in terms of their prediction accuracy.  

Statistical analysis of the results of experiments was performed using a software 
available on the web page of Research Group "Soft Computing and Intelligent 
Information Systems" at the University of Granada (http://sci2s.ugr.es/sicidm). This 
JAVA program calculates nonparametric Friedman, Iman-Davenport, Nemenyi, 
Holm, Shaffer, and Bergmann-Hommel tests according to the multiple comparison 
methodology described in [31], [32], [33], [34]. In turn the paired Wilcoxon test was 
performed using the Statistica package. 

For each pair of single and mixture of experts models for mlp, glm, and svr  
Wilcoxon's matched pairs test proved that ensemble models outperform single ones 
and the differences in prediction accuracy are statistically significant. The same 
results were obtained when Wilcoxon test was applied to the pairs of single and 
Adaboost.R2 models. Ensemble models surpassed significantly the single ones in 
prediction accuracy in any case. 

Statistical tests adequate to multiple comparisons were performed for three MoE 
models and three AR2 models altogether. For Friedman and Iman-Davenport tests, the 
calculated values of χ2 and F statistics were 71.97 and 29.69, respectively, whereas the 
critical values at α=0.05 are χ2(5)=12.83 and F(5,130)=2.28, so the null-hypothesis were 
rejected. It means that there are significant differences between some models. Average 
ranks of individual models are shown in Table 3, where the lower rank value the better 
model. The denotations MoE-mlp, MoE-glm, and MoE-svr indicate the type of 
algorithms used to constitute the expert networks. It could be seen there are minor 
differences among AR2-mlp, MoE-mlp, AR2-glm, and MoE-glm algorithms and these 
take clearly lower positions than MoE-svr and AR2-tre algorithms. 

Table 3. Average rank positions of ensembles determined during Friedman test  

1st 1st 3rd 4th 5th 6th 

AR2-mlp 

(2.56) 

MoE-mlp 

(2.56) 

AR2-glm 

(2.67) 

MoE-glm 

(2.81) 

MoE-svr 

(4.67) 

AR2-tre 

(5.74) 

 
Thus, we were justified in proceeding to post-hoc procedures. In Table 4 p-values 

for paired Wilcoxon test and adjusted p-values for Nemenyi, Holm, Shaffer, and 
Bergmann-Hommel tests are placed for n×n comparisons for all possible 15 pairs of 
ensemble methods. The p-values below 0.05 indicate that respective algorithms differ 
significantly in prediction errors; they were marked with the italic font. Following 
main observations can be done: there are not significant differences among AR2-mlp, 
MoE-mlp, AR2-glm, and MoE-glm models. In turn, MoE-svr and AR2-tre models 
reveal significantly worse performance than any of first four ensembles in the 
ranking. In this research it was also shown that the paired Wilcoxon test allowed for 
the rejection of a greater number of null hypotheses than post-hoc procedures, thus it 
could lead to over-optimistic decisions. 
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Table 4. Adjusted p-values for n×n comparisons of ensembles over 27 half-year datasets  

Alg vs Alg pWilcox pNeme pHolm pShaf pBerg 

AR2-mlp vs AR2-tre 0.000008 5.94E-09 5.94E-09 5.94E-09 5.94E-09 

MoE-mlp vs AR2-tre 0.000006 5.94E-09 5.94E-09 5.94E-09 5.94E-09 

AR2-glm vs AR2-tre 0.000009 2.35E-08 2.04E-08 1.57E-08 1.10E-08 

MoE-glm vs AR2-tre 0.000006 1.37E-07 1.09E-07 9.12E-08 6.38E-08 

MoE-mlp vs MoE-svr 0.000286 0.000507 0.000372 0.000338 0.000338 

AR2-mlp vs MoE-svr 0.000377 0.000507 0.000372 0.000338 0.000338 

AR2-glm vs MoE-svr 0.000081 0.001285 0.000771 0.000600 0.000343 

MoE-glm vs MoE-svr 0.000006 0.004138 0.002207 0.001931 0.001103 

MoE-svr vs AR2-tre 0.000147 0.523600 0.244347 0.244347 0.244347 

MoE-mlp vs MoE-glm 0.107470 1.000000 1.000000 1.000000 1.000000 

MoE-mlp vs AR2-glm 0.211556 1.000000 1.000000 1.000000 1.000000 

AR2-mlp vs AR2-glm 0.361270 1.000000 1.000000 1.000000 1.000000 

AR2-mlp vs MoE-glm 0.442013 1.000000 1.000000 1.000000 1.000000 

AR2-mlp vs MoE-mlp 0.532201 1.000000 1.000000 1.000000 1.000000 

AR2-glm vs MoE-glm 0.736607 1.000000 1.000000 1.000000 1.000000 

5 Conclusions and Future Work 

Several experiments were conducted in order to compare empirically in terms of 
prediction accuracy two ensemble machine learning methods less frequently applied 
to solve regression problems, namely mixture of experts (MoE) and AdaBoost.R2 
(AR2). 27 real-world datasets composed of data taken from a cadastral system, 
registry of property sales/purchase transaction and GIS data derived from a cadastral 
map were employed in the study. The analysis of the results was performed using 
recently proposed statistical methodology including nonparametric tests followed by 
post-hoc procedures designed especially for multiple n×n comparisons.  

Following general conclusions could be drawn on the basis of the experiments. All 
variants of MoE and AR2 revealed better performance than their single (base) 
algorithms including multilayer perceptron, general linear model, support vector 
regression, and decision tree for regression. No significant differences were observed 
among between MoE and AR2 ensembles built using multilayer perceptron and 
general linear model. These four variants outperformed significantly MoE with 
support vector regression and AR2 with decision tree. 

The study proved also the usefulness of MoE and AR2 ensemble approaches to an 
online internet system assisting with real estate appraisal. We strive to incorporate in 
this system a wide variety of intelligent valuation models to enable the users to make 
final decisions based on the results provided by different methods. Further research is 
planning to explore various architectures of mixture of experts and AdaBoost the 
context of regression problems and to compare them with other ensemble techniques 
structured in a parallel topology such as bagging, random subspace and random forest. 
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Abstract. This paper presents the AdaBoost algorithm that provides
for the imprecision in the calculation of weights. In our approach the
obtained values of weights are changed within a certain range of values.
This range represents the uncertainty of the calculation of the weight of
each element of the learning set. In our study we use the boosting by the
reweighting method where each weak classifier is based on the recursive
partitioning method. A number of experiments have been carried out
on eight data sets available in the UCI repository and on two randomly
generated data sets. The obtained results are compared with the original
AdaBoost algorithm using appropriate statistical tests.

Keywords: AdaBoost algorithm, weight of the observation, machine
learning.

1 Introduction

Boosting is a machine learning effective method of producing a very accurate
classification rule by combining a weak classifiers [1]. The weak classifier is de-
fined to be a classifier which is only slightly correlated with the true classification
i.e. it can classify the object better than a random classifier. In boosting, the
weak classifier is learns on various training examples sampled from the original
learning set. The sampling procedure is based on the weight of each example. In
each iteration, the weights of examples are changing. The final decision of the
boosting algorithm is determined on the ensemble of classifiers derived from each
iteration of the algorithm. One of the fundamental problems of the development
of different boosting algorithms is choosing the weights and defining rules for an
ensemble of classifiers. In recent years, many authors presented various concepts
based on the boosting idea [2], [3], [4], [5]. There are also many studies showing
the application of this method in the medical diagnosis problem [6] or in the
multi-label classification problem [7].

In this article we present a new extension of the AdaBoost [8] algorithm. This
extension is for the weights used in samples of the training sets. The original
weights are the real number from the interval [0, 1]. We propose two approaches
to this problem. In one of them in the early iterations weights are larger than in
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the original algorithm. In the second, in the early iterations weights are smaller
than in the original algorithm.

This paper is organized as follows: In section 2 the AdaBoost algorithm is
presented. In section 3 the our modification of the AdaBoost algorithm are pre-
sented. Section 4 presents the experiment results comparing AdaBoost with our
modification. Finally, some conclusions are presented.

2 AdaBoost Algorithm

The first algorithm utilising the idea of boosting was proposed by Schapire in
1990 [9]. It concerned the binary classification problem, for which a set of three
classifiers was proposed, and the final response of that set of classifiers was
determined at the basis of simple majority of votes. The first of the component
classifiers was a weak classifier, for the second one a half of the learning sample
was constituted by misclassified observations by the first classifier. The third one
used as the learning set those observations from the sample, which were placed
in various groups by the two earlier classifiers.

Later, modifications of the original boosting algorithm were proposed. The
first one concerned simultaneous combining of many weak classifiers [10]. In
1997, the AdaBoost algorithm was presented [8], which solved several practi-
cal difficulties noticed earlier. Its name is an acronym derived from Adaptive
Boosting concept. In this case, adaptation concerns readjustment to errors of
its component classifiers which result from their activity. Now, we are going to
discuss the AdaBoost algorithm action for a case of two classes with Ψb classi-
fier assuming values from the set {−1, 1}. For those assumptions steps of the
algorithm look as follows [13] (See Tab. 1):

Table 1. The AdaBoost algorithm

1. Let w1,1 = ... = w1,n = 1/n
2. For t = 1, 2, ...T do:

a. Fit ft using weights wt,1, ..., wt,n, and compute the error et
b. Compute ct = ln((1− et)/et).
c. Update the observations weights:

wt+1,i = wt,i exp(ct, It,i)/
∑n

j=1(wt,i exp(ct, It,i)), i = 1, ..n.

3. Output the final classifier:

ŷi = F (xi) = sign(
∑T

t=1 ctft(xi)).

Action of the AdaBoost algorithm begins with assigning all objects from a
learning set the corresponding weights reflecting the difficulty degree in correct
classifying of a given case. At the beginning, weights are equal and amount to
1/n, where n is the number of elements in a learning set. In the main loop of
the algorithm - point 2 - so many component classifiers is created how many
boosting iterations were foreseen. In the 2c step the level of error for Ψb quali-
fier is estimated, which takes into account weights of individual elements from a
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Table 2. Notation of the AdaBoost algorithm

i Observation number, i = 1, ..., n.
t Stage number, t = 1, ..., T .
xi A p-dimensional vector containing the quantitative variables

of the ith observation.
yi A scalar quantity representing the class membership

of the ith observation, yi = −1, 1.
ft The weak classifier at the tth stage.
ft(xi) The class estimate of the ith observation at the tth stage.
wt,i The weight of the ith observation at the tth stage,

∑
i wt,i = 1.

It,i The indicator function, I(ft(xi) �= yi).
et The classification error at the tth stage,

∑
i wt,iIt,i.

ct The weight of ft.
sign(x) = 1 if x ≥ 0 and = −1 otherwise.

learning set. Thus, it is a weighted sum and not a fraction of misqualified obser-
vations. Further, the cb factor is being determined, used for weights updating.
New values of weights are normalised to a unit. The cb coefficient is selected
so that the observation weights misclassified by Ψb are increased, and instead,
the correctly classified are decreased. Due to this, in subsequent algorithm iter-
ations increases the probability with which an object misclassified in b iteration
will be drawn to bootstrap sample LSb+1

n . In subsequent iterations a component
classifier is focused on more difficult samples. It result form the fact, that sub-
sequent bootstrap sample is drawn from a distribution depending on weights of
individual samples - point 2a.

The final decision of combined classifier is also dependant on the cb coefficient.
It can be said that each classifier receives its weight which is equal to that
coefficient, and a classifier with higher prediction correctness has greater share
in final decision of the combined classifier.

It should be also noted, that AdaBoost algorithm, in opposite to the bagging
algorithm, can not be implemented at many machines simultaneously. This is
caused by the fact that each subsequent component classifier is depending on
results of its predecessor.

The AdaBoost algorithm presented above may be used for classifiers return-
ing their response in a form of class label. In the work [11] a general form of
the algorithm was proposed for the binary classification problem called the real
version of AdaBoost. In this case a response of the component classifiers are
estimators of a posteriori probability p̂(1|x), p̂(−1|x) = 1− p̂(1|x).

The boosting algorithms presented above are based at resampling proce-
dure [12]. In each of the B iterations n observations is being drawn with re-
placement with probability proportional to their current weights (step 2a). As
earlier mentioned, weights are updated so, as to increase a share of misclassified
samples in the learning set.

In case the component classifiers are able to benefit directly from weights of
individual observations, than we talk of a boosting variation by reweighting [12].
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In this approach, each of the component classifiers receives weighted information
on each element of a learning set. Thus, there are no various learning sets, in
understanding of the appearance of individual observations, for subsequent iter-
ations of the algorithm. Each learning set LSb

n contains the same observations,
and instead, their weights are changing. An algorithm utilising the reweighted
version is fully deterministic, as sampling is not present in this case.

3 AdaBoost Algorithm with the Imprecision Determine
the Weights of the Observations

As we have previously described one of the main problems of the development of
different boosting algorithms is the choice of weights. They concern the weights
of the observation wt,i and are needed to determine the weighted error et of
each learned classifier. Now we present two cases of changes in the obtained
weights (step 2a in algorithm 1). In one of them in the early iterations weights
are larger than in the original algorithm, but in the final iterations smaller than
in the original algorithm. In order to change the received weights in the original
AdaBoost algorithm the λ parameter is introduced. It defines uncertainty as it
received the original weights. The algorithm in this case labeled as lsw-AdaBoost
and it is as follows:

Table 3. The lsw-AdaBoost algorithm

1. Determine the value of λ
2. Let w1,1 = ... = w1,n = 1/n
3. For t = 1, 2, ...T do:

a. Fit ft using weights wt,1, ..., wt,n, and compute the error et
b. Fit et = et ∗ ((1 + (T/2− t)) ∗ λ)
c. Compute ct = ln((1− et)/et).
d. Update the observations weights:

wt+1,i = wt,i exp(ct, It,i)/
∑n

j=1(wt,i exp(ct, It,i)), i = 1, ..n.

3. Output the final classifier:

ŷi = F (xi) = sign(
∑T

t=1 ctft(xi)).

In the second case in the finaly iterations weights are larger than in the original
algorithm, but in the early iterations smaller than in the original algorithm. In
this case, we change the step 3b of the algorithm 3. It is labeled now as slw-
AdaBoost and it is as follows: In both of these cases, only in the middle iteration
weights are the same as in the original AdaBoost algorithm.

4 Experiments

In the experiential research ten data sets were tested. Eight data sets come
from the UCI repository [14] and two are generated randomly. One of them is
called the banana distribution and has objects generated according to the proce-
dure [15], the second one, instead, has random objects drawn in accordance with
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Table 4. The slw-AdaBoost algorithm

1. Determine the value of λ
2. Let w1,1 = ... = w1,n = 1/n
3. For t = 1, 2, ...T do:

a. Fit ft using weights wt,1, ..., wt,n, and compute the error et
b. Fit et = et ∗ ((1 + (t− T/2)) ∗ λ)
c. Compute ct = ln((1− et)/et).
d. Update the observations weights:

wt+1,i = wt,i exp(ct, It,i)/
∑n

j=1(wt,i exp(ct, It,i)), i = 1, ..n.

3. Output the final classifier:

ŷi = F (xi) = sign(
∑T

t=1 ctft(xi)).

the procedure [16] – Higleyman distribution. In both cases the a priori proba-
bility for two classes equals 0.5, and for each class 200 elements were generated.
The numbers of attributes, classes and available examples of all the data sets
are presented in Tab. 5. The results are obtained via 10-fold-cross-validation
method. In the experiments, the value of the parameter λ was set at 0.004. The
value of this parameter determines how to change the weight of the observation.
In this case, they are increased by the value of 0.004. The same value of weight,
as in the original AdaBoost algorithm , is in the half of the assumed iterations,
it is on T/2. That is, in the initial iterations of the weight are smaller than in the
original AdaBoost algorithm, and after half iteration larger than in the original.

Table 5. Description of data sets selected for the experiments

Data set example attribute class

Banana 400 2 2

Breast Cancer Wis.(Original) 699 10(8) 2

Haberman’s Survival 306 3 2

Highleyman 400 2 2

ILPD (Indian Liver Patient) 583 10 2

Mammographic Mass 961 6 2

Parkinsons 197 22(23) 2

Pima Indians Diabetes 768 8 2

Sonar (Mines vs. Rocks) 208 60 2

Statlog (Heart) 270 13 2

Tab. 6 shows the results of classification for the AdaBoost algorithm and its
modifications proposed in the work. The results are for 30, 40 and 50 iterations
of the algorithms. Tab. 6 shows additionally the average ranks which were ob-
tained in accordance with the Friedman test [17], [18]. The resulting average
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Table 6. Classification error for different number iterations of AdaBoost algorithms
and average rank produced by Friedman test

Algorithm

AB lsw-AB slw-AB AB lsw-AB slw-AB AB lsw-AB slw-AB

After 50 iter. After 40 iter. After 30 iter.

Banan 0.044 0.045 0.042 0.045 0.047 0.043 0.047 0.050 0.044

Cancer 0.061 0.060 0.057 0.063 0.058 0.057 0.063 0.061 0.056

Haber. 0.288 0.270 0.286 0.288 0.274 0.287 0.288 0.279 0.287

Hig. 0.082 0.071 0.083 0.079 0.073 0.083 0.077 0.068 0.082

Liver 0.325 0.301 0.309 0.321 0.304 0.308 0.326 0.304 0.311

Mam. 0.186 0.191 0.199 0.186 0.190 0.199 0.186 0.208 0.199

Park. 0.145 0.140 0.124 0.145 0.136 0.121 0.145 0.150 0.117

Pima 0.240 0.239 0.250 0.237 0.240 0.243 0.239 0.250 0.237

Sonar 0.197 0.189 0.211 0.203 0.197 0.206 0.195 0.194 0.208

Statlog 0.356 0.356 0.337 0.356 0.388 0.338 0.356 0.388 0.338

Av. rank 2.35 1.65 2.00 2.20 1.80 2.00 2.20 2.10 1.70

rank shows an improvement in classification obtained by the proposed in the
paper modification of the AdaBoost algorithm.

In order to determine whether the proposed modification method differs from
the orginal AdaBoost algorithm the post-hoc Bonferroni-Dunn test was per-
formed. The critical difference for the described experiments equals 0.87 at
p = 0.1. So, we can conclude that no statistically significant differences in classi-
fication error were observed between the proposed modifications of the AdaBoost
algorithms and the standard AdaBoost algorithm. However, the received mean
ranks of 50 iterations are close to the critical difference.

5 Conclusions

In this paper we presented modification of the AdaBoost algorithm. We consider
the situation where the weights are changed within a certain range of values. The
paper proposes two approaches. In one of them in the early iterations weights are
larger than in the original algorithm. In the second, in the early iteration weights
are smaller than in the original algorithm. In our study we use boosting by the
reweighting method where each weak classifier is based on the recursive partition-
ing method. The received results for ten data sets show improvement in classifica-
tionobtainedby theproposed in thepapermodificationof theAdaBoost algorithm.
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Abstract. The paper presents a system for vehicle logo recognition from real 
digital images. The process starts with license plates localization, followed by 
vehicle logo detection. For this purpose the structural tensor is employed which 
allows fast and reliable detections even in low quality images. Detected logo 
areas are classified to the car brands with help of the classifier operating in the 
multi-dimensional tensor spaces. These are obtained after the Higher-Order 
Singular Value Decomposition of the prototype logo tensors. The proposed 
method shows high accuracy and fast operation, as verified by the experiments. 

Keywords: Vehicle logo recognition, logo classification, tensor classifiers. 

1 Introduction 

Recognition of a vehicle brand and model has found interest in recent years [12][13]. 
Many of the reported systems concentrate on the appearance based approaches which 
require high computational load. However, recognition of vehicle logos is an 
alternative way of determining type of a car. This is especially welcome in the 
intelligent surveillance systems which frequently operate with low quality images and 
require fast and reliable response. However, the existing solutions lack efficacy or are 
not suitable for reliable operations with poor quality images. For example in the 
system proposed by Petrovic and Cootes [12] edge gradient with a refined matching 
algorithm are proposed. However, the results are sensitive to viewpoint change as 
well as plane rotation. On the other hand, the statistical moments, as proposed in the 
paper by Dai et al. [5], are very sensitive to noise and geometrical distortions. Other 
methods rely on object recognition with sparse features. In this respect the SIFT is 
one of the most frequently used detectors, such as in the system by Psyllos et al. [13]. 
However, computation burden in this case is high, whereas the method is not free 
from illumination and viewpoint variations, as well as depends on many parameters. 

In this paper a system for frontal and rear-view vehicle logo recognition is proposed. 
The process starts with license plates localization, followed by car logo detection. This 
is achieved first computing the structural tensor and then looking for highly structured 
areas which usually correspond to the license plate and logo areas. Detected areas are 
then fed to the classifier operating in the multi-dimensional pattern tensor subspaces. 
These are obtained after the Higher-Order Singular Value Decomposition of the 
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prototype logo tensors. The proposed method shows high accuracy and fast operation, 
as verified by the experiments. Apart from the logo localization, also the license plates 
areas are returned, as will be discussed in the next sections of this paper. 

2 System Architecture 

Fig. 1 shows the general architecture of the presented system for vehicle logo 
localization and recognition.  
 

 

Fig. 1. Architecture of the system for vehicle logo recognition. The processing path includes 
license plate detection, vehicle logo areas detection, and finally logo classification. 

Basically there are two processing stages: vehicle logo detection and classification. 
However, the former is split into car license plates detection which guides logo area 
localization. The two detections, i.e. license plates followed by logo areas, are 
performed with the same algorithm which greatly facilitates the operation. On the 
other hand, the recognition relies on provided database of the vehicle logos, as 
depicted in Fig. 1. All three stages are discussed in subsequent sections of this paper. 

3 Logo Detection Method 

In the presented system, the logo detection follows license plate detection, as shown 
in the diagram in Fig. 2. However, the two detections are done by the same algorithm 
which greatly facilitates implementation, as well as improves computation time, as 
will be discussed. The detection method works the same for the color, as well as 
monochrome images, since color information is not used. Therefore, if the input 
image is color, then it is converted to the monochrome version by the weighted 
averaging of the pixel values. 
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Fig. 2. Architecture of the license plate and logo detector. All information is computed in the 
monochrome version of the input image thanks to computation of the structural tensor. Places 
of license plates and car logo are detected searching for rectangular areas fulfilling specific 
texture conditions.  

In the monochrome version of the input image the structural tensor (ST) is 
computed. Details of this method, as well as the rationale behind using and 
interpreting components of ST can be found in literature [7][3]. Below, presented are 
only the formulas which are directly used in the proposed system. 

The components of the structural tensor are used to compute the gradient 
magnitude field M given at each pixel position (c,r), which is given as follows 

( ) ( ) ( ), , ,xx yyM c r T c r T c r= + , (1) 

where  

( , )xx

I I
T F x y dxdy

x x

+∞

−∞

∂ ∂=
∂ ∂ , and ( , )yy

I I
T F x y dxdy

y y

+∞

−∞

∂ ∂=
∂ ∂ , (2) 

denote two of three independent structural tensor components, h denotes a smoothing 
operator and I stands for image intensity. Certainly, for digital images the above need 
to be converted into the domain of discrete signals, as follows 

( ) ( )( )ˆ ˆˆ ˆ
xx x xT F G I G I= ⋅ , and ( ) ( )( )ˆ ˆˆ ˆ

yy y yT F G I G I= ⋅ . (3) 

In other words, computation of the two structural tensor components requires 
subsequent computations of the x and y gradient fields, respectively, followed by their 

multiplications. For the gradient filters Ĝ  the Simoncelli filters were chosen, whereas 

F̂ is a simple binomial filtering [3]. Since the aforementioned filters are separable, 
the above operations can be significantly speeded up either with help of the multi-core 
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parallel software implementation or GPU computations, as shown in [1]. The last 
independent component Txy of the ST can be used for logo recognition.  

The next stage of processing is a simple thresholding of the normalized magnitude 
field M given in (1). That is, the following is computed 

( ) ( )1 ,
,

0 .

if M c r
M c r

otherwise

τ>
= 


 (4) 

In result, the binary image is obtained which greatly simplifies search for the textured 
areas, such as license plates and car logo. Fortunately, a choice of the threshold value 
τ in (4) can be fixed for a broad group of images. In our experiments good results 
were obtained setting this value to the range of 10-12. 
 

 

Fig. 3. Computation of the sum of pixel values in the region R requires only three additions in 
the space of the integral image: R=(A1+A4)-(A2+A3) 

Search for license plates and car logo location is performed in the binarized field
M . For this purpose, in each location a sum of internal pixels is computed. However, 
to speed-up computations, before traversing the whole space, the integral image data 
structure is computed. Thanks to this, for any rectangular regions R, a sum of all its 
pixels is computed simply with only two additions and one subtraction, as follows 

( )
( )

( ) ( )1 4 2 3
,

,
c r R

M c r A A A A
∈

= + − + , (5) 

where Ai(c,r) stands for a sum of all pixels above and to the left of the point with 
coordinates (c,r), as shown in Fig. 3. 

For all rectangles of a predefined size the sum of all their pixels is computed, as 
described. The rectangles are successively inserted to the priority queue depending on 
their sum value. In other words, due to the properties of the structural tensor, the 
higher this sum, the more regularly structured region is detected, as expected for the 
car license plates and logos. In our experiments size of the checked rectangles follows 
expected size of the license plate which was set to plate_h = {34, 44, 64} and plate_w 
= 4.7 * plate_h, as denoted in Fig. 4. Dimensions of the license plate are set 
depending on an average size of cars expected in the images. Dimensions of the logo 
search area are computed based on the license plate dimensions. In our experiments 
the latter were set logo_w = plate_w, whereas logo_h = 4 * plate_h.  
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(a) (b) 

Fig. 4. A model for license plate and logo search areas (a). Dimensions of the license plate are 
set depending on an average size of cars expected in the images. Dimensions of the logo search 
area are computed based on the license plate dimensions (b). 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

Fig. 5. Basic steps of license plate and car logo detection. The input image (a). The tensor 
magnitude field M (b). Binarized field M (c). License plate best candidate rectangles (d). The 
selected rectangle after refinement (e). The car logo search rectangle (f). Binarized field of the 
car logo (g). Candidate rectangles (h). Final logo localization marked with a fixed window 
size (i). 
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Resolution of the input images was assumed to be 600x800. Images of different 
resolution were warped to these values. Thus, the input parameter is an expected 
horizontal dimension of the license plate. Nevertheless, all of the aforementioned 
parameters can be easily adapted to other conditions of image acquisition front-end. 

The best rectangles from the priority queue tend to overlap, so the last step of this 
stage is to refine the results. In effect, only the most structured areas of an image are 
returned which do not overlap. 

Interestingly, the same algorithm for license plate detection is used for the car logo 
recognition, as depicted in Fig. 2. However, this time the search region is constrained 
to the expected area shown in Fig. 4. 

Fig. 5 presents basic steps of the aforementioned license plate and car logo 
detection method. It is visible that strict definitions of expected dimensions are not 
critical and license plates and logos are correctly detected for different size found in 
an image. 

4 Vehicle Logo Recognition with the Tensor Based Classifiers 

The task of vehicle logo classification is to tell if an observed part of an image is a 
valid logo and, if so, of what class. There are many classification methods which 
choice is determined by various factors. From these the accuracy and respond time are 
the most important once. However, as shown in many experiments, also type and 
dimensionality of the input data plays an important role. Taking all these under 
consideration, and based on our previous experience, the multi-linear tensor classifier 
was chosen. The main idea consists of gathering two dimensional samples of the 
prototype logos which are then stacked to form a 3D tensor. Then, this prototype 
tensor is decomposed to obtain the subspace suitable for classification. In 
consequence, an unknown pattern is classified by checking a distance of its projection 
onto tensor spanned subspace. To build the aforementioned subspace, the Higher-
Order Singular Value Decomposition (HOSVD) can be used [1][9][8]. In effect the 
orthogonal tensor bases are obtained which are then used for pattern recognition in a 
similar way to the standard PCA based classifiers [6][15][16]. Let us recall that the 

HOSVD allows decomposition of any P-dimensional tensor 1 2 m n PN N N N N× × × ×∈ ℜ     
to the following representation [9][10]  

1 1 2 2 P P
= × × ×S S S  . (6) 

The matrices Sk of size Nk×Nk are unitary matrices, and 1 2 m n PN N N N N× × × ×∈ ℜ    is a 

core tensor. For pattern recognition one of the very useful properties of the core tensor 

  is its all-orthogonality. That is, for all its two subtensors 
kn a=  and 

kn b= , and for 

all possible values of k for which a≠b, the following holds 

0
k kn a n b= =⋅ =  . (7) 

An algorithm for computation of the HOSVD is based on successive computations 
of the SVD decomposition of the matrices actually being the flattened versions of the 
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tensor  . The algorithm requires a number of the SVD computations which is equal 
to the valence of that tensor.  

Further, thanks to the commutative properties of the k-mode tensor multiplication 
[14], the following sum can be constructed for each mode matrix Si in (6)  

1

PN
h

h P P
h=

= × s  , (8) 

where the tensors 

1 1 2 2 1 1h P P− −= × × ×S S S   (9) 

create the orthogonal tensors basis. The vectors sh
P are just columns of the unitary 

matrix SP. Because each h  is of dimension P-1 then ×P in (8) represents an outer 

product, which is a product of two tensors of dimensions P-1 and 1. Moreover, due to 
the mentioned all-orthogonality property (7) of the core tensor in (9), h are also 

orthogonal. Thanks to this, they span and orthogonal subspace which is used for 
pattern classification, as described.  

In the tensor subspace, pattern recognition consists of computing a distance of a 
test pattern Px to its projections onto each of the spaces spanned by the set of the bases 
h in (9). As shown by Savas and Eldén, this can be written as the following 

minimization problem [14] 

=

−


2

, 1

min
i
h

i

H
i i

x h h
i c h

Q

cP  . 
(10) 

In the above, the scalars ci
h are unknown coordinates of Px in the subspace spanned by 

h
i. The value of H≤NP controls a number of chosen dominating components.  

It can be shown that to minimize (10) the following value needs to be maximized 

ρ
=

= 
2

1

ˆ ˆˆ ,
H

i
i h x

h

P , (11) 

Thanks to the above, the HOSVD classifier returns a class i for which its ρi from (11) 
is the largest. The C++ implementation of the above classification algorithm is 
discussed in [2]. 

5 Experimental Results 

The presented method was implemented in C++ using the HIL and DeRecLib 
software libraries [2][3]. Experiments were run on the PC with 8 GB RAM and 
Pentium Q 820 microprocessor. All of the presented databases come from the 
Medialab site [11]. 
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Car image Detected licence plate Detected car logo 

   

   

   

   

Fig. 6. Examples of correctly detected initial locations of the license plates and car logos from 
the car examples in the Medialab database [11]. These are then refined with the adaptive 
window growing method to tightly outline the detected logo. 

In the experiments we separately address the accuracy of logo detection, as well as 
its subsequent classification. It is obvious that false detection always lead to incorrect 
classification. Fig. 6 shows results of the license plate and car logo detection for some 
exemplary patterns from the Medialab database [11]. The assumed logo size is 34x34. 
Therefore, after a successful detection this region is grown by the adaptive window 
growing method, as described in [3]. However, detections not always are correct, as 
shown in Fig. 7. Usually such situations arise in the cases of poorly visible license 
plates, low quality images or other texture areas which erroneously are taken to be 
license places. However, this happens relatively rarely and in the future research we 
plan to make the method resistant to such situations. 



 Ve
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6 Conclusions 

In this paper the system for vehicle logo recognition is presented. The system allows 
reliable and very fast recognition of a logo type, as well as provides license plate 
localization. The system is organized as a chain of classifiers. The front-end 
constitutes the novel structural places detector which allows fast and reliable 
localization of the highly textured areas of license plates in the front, as well as rear 
views of a car. After localizing a plate area, the same detection method is then applied 
to localize the logo of a vehicle. Last stage consists of vehicle logo classification 
based on a number of vehicle logo example patterns. Each group for a single logo 
type is stacked to form a tensor. This after the HOSVD decomposition provides the 
subspace particular to that class of a logo. A test logo pattern is then projected onto 
each of the tensor subspaces to provide its class. A method allows high accuracy and 
fast computations as verified experimentally on the available databases. 

Acknowledgements. Work supported in the year 2014 by the Polish grant NCN 
DEC-2011/01/B/ST6/01994. 
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Abstract. One-class classification is considered as one of the most chal-
lenging topics in the contemporary machine learning. Creating Multiple
Classifier Systems for this task has proven itself as a promising research
direction. Here arises a problem on how to select valuable members to
the committee - so far a largely unexplored area in one-class classifica-
tion. Recently, a novel scheme utilizing a multi-objective ensemble prun-
ing was proposed. It combines selecting best individual classifiers with
maintaining the diversity of the committee pool. As it relies strongly
on the search algorithm applied, we investigate here the performance
of different methods. Five algorithms are examined - genetic algorithm,
simulated annealing, tabu search and hybrid methods, combining the
mentioned approaches in the form of memetic algorithms. Using com-
pound optimization methods leads to a significant improvement over
standard search methods. Experimental results carried on a number of
benchmark datasets proves that careful examination of the search al-
gorithms for one-class ensemble pruning may greatly contribute to the
quality of the committee being formed.

Keywords: machine learning, one-class classification, classifier
ensemble, ensemble pruning, classifier selection, diversity.

1 Introduction

One-class classification (OCC) is a specific subfield of machine learning. During
the classifier training step there are at disposal only objects from a single class,
called the target concept. It is assumed that at the exploitation phase of such a
classifier there may appear new, unseen objects, called outliers. Therefore OCC
aims at establishing a boundary that separates the target objects from possible
outliers [21]. The term single-class classification was introduced in [10], but also
outlier detection or novelty detection [3] are used to name this field of study.

OCC is a difficult task and there are many open problems related to it. One
of the most prominent is how the target class boundary should be tuned - in
case of being too general unwanted outliers would be accepted, in case of being
too matched to the training set a strong overfitting may occur. From this one
may see that it is risky to rely only on a single given model. In recent years there
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have been several successful attempts on how to improve the quality of one-class
recognition systems. One of them is the ensemble approach utilizing outputs of
more than one model [16,22].

Multiple classifier systems (MCSs) despite the well established status they
are the subject of ongoing intense research. Among many factors entangled in
the design process of MCS one of the uttermost importance is how to select
classifiers to ensure the high quality of the ensemble. Combining similar classifiers
do not contribute to the system being constructed, apart from increasing the
computational complexity. In some cases (e.g. voting fusion methods) it may
even decrease the quality of the committee. Therefore selected members should
display characteristics unique to each of them in order to improve the quality
of the collective decision. There are two main research trends in this area - how
to assure the diversity among the individual classifiers in the pool and how to
measure it efficiently [2].

One should bore in mind that diversity itself is not the perfect criterion for
classifier selection. It is easy to imagine a situation in which two classifiers have a
high diversity in comparison to each other but at the same time one of them (or
even both) is of low quality. When using diversity for the ensemble pruning such
models would be selected but at the same time the quality of the MCS will drop.
In an ideal situation the committee should consist of models that are competent
and mutually complementary i.e., each of the classifiers should display a high
individual accuracy and a high diversity when compared to other members.

In our previous works [13,14], we proposed a new way of the classifier selection
designed for the specific nature of OCC. We simultaneously utilized two criteria
- one responsible for the predictive quality of classifiers and one for the diversity
of the ensemble. This way we prevent our committee from consisting of models
too weak or too similar to each other.

This was achieved by solving the optimization problem, stated as finding the
best subset of classifiers from the pool. Our findings showed, that using proposed
compound ensemble pruning algorithm lead to a significant improvement of the
overall quality of the one-class classifier committee. However, we noted that the
optimization algorithm being used may have a crucial impact on the selection
process.

In this paper, we present a follow-up to this research direction. Based on the
proposed multi-criteria classifier selection model, several different popular opti-
mization algorithms are examined. We check the behavior of genetic algorithm,
simulated annealing, tabu search and hybrid methods, combining the mentioned
approaches in the form of memetic algorithms.

The extensive experimental results, backed up with the test of a statistical
significance prove that a careful tuning of the search algorithm may lead to an
improved ensemble quality.

2 Combining One-Class Classifiers

The problem of building MCSs on the basis of one-class still awaits for proper
attention. There are some papers dealing with the proposals on how to combine
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one-class classifiers [22], but most of them are oriented on the practical applica-
tion [7], not on theoretical advances.

One-class boundary methods base their output on computing the distance the
object x and the decision boundary that encloses the target class ωT . Therefore,
it is impossible to directly apply a fusion method which requires the values of
support functions. Hence, we need some way to map the distance into probability.

We propose to use the following heuristic solution:

F̂ (x, ωT ) =
1

c1
exp(−d(x|ωT )/c2), (1)

which models a Gaussian distribution around the classifier, where d(x|ωT ) is an
Euclidean distance metric between the considered object and a decision bound-
ary, c1 is the normalization constant and c2 is the scale parameter. Parameters
c1 and c2 should be fitted to the target class distribution.

After such a mapping it is possible to combine OCC models based on their
support functions [20]. Let us assume that there are L OCC classifiers in the
pool. In this paper we use the mean of the estimated probabilities which is
expressed by:

ymp(x) =
1

L

∑
k

(Pk(x|ωT ). (2)

This fusion method assumes that the outliers objects distribution is independent
of x and thus uniform in the area around the target concept.

3 Model Selection for One-Class Classification

Ensemble pruning (also referred to as classifier selection) is a process of high
importance for forming ensembles. During it, one should take two main criteria
under consideration: Classifier selection (known also as ensemble pruning) plays
an important role in the process of the MCS design.

– accuracy - adding weak classifiers with a low competence will decrease the
overall quality of the MCS;

– diversity - adding similar classifiers will contribute nothing to the ensemble
apart from increasing the computational cost.

Each of these criteria has its drawbacks - highly accurate classifiers may not be
diverse, while diverse classifiers may not be accurate in their own. Both of these
criteria are popular in ensemble pruning for multi-class cases. Yet for the specific
problem of OCC there is still little work so far on how to efficiently evaluate the
given pool of classifiers. In [4] it is suggested to prune the ensemble according
to the individual performance of classifiers, while in our previous works we have
proposed a novel measures for describing diversity for OCC [15].

In this paper, two separate criteria are used - consistency measure to rank
classifiers according to their quality (as we have only the objects coming from
the target class, we cannot use standard accuracy measure) and energy measure
which we introduce as a novel diversity measure tuned to the nature of OCC.
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3.1 Consistency Measure

The consistency measure indicates how consistent a pool of classifiers is in re-
jecting fraction f of the target data [19]. One may compute it by comparing the

rejected fraction f with an estimate of the error on the target class ε̂t:

Cons(Π l) = |ε̂t − f |, (3)

where Π l is the tested pool of classifiers. This is an unsupervised measure well
suitable for OCC problems as we need only the estimation of error on the target
class - no information about outliers is required.

3.2 One-Class Energy Measure

Energy approach is an effective measure of fuzziness, successfully implemented
in many practical applications such as ECG analysis [5]. Let’s assume that there
are L classifiers in the pool, out of which S classifiers can correctly classify
a given training object xj ∈ X to ωT . Additionally a threshold λ ∈ [0, 1] is
introduced. It’s role is to filter insignificant degrees of membership, that may
otherwise contribute to decreasing the stability of the proposed measure. The
energy measure is described as follows:

ENoc(Π
l) =

∫
X

L∑
i=1

fλ(x)dx, (4)

where

fλ(x) = f(x) ⇔
∑M

m=1

∑im
i=1 δ(Ψ

M
iM (x), Ψ∗(x))

L
> λ, (5)

and Ψ∗(x) denotes a classifier correctly classifying the object x and f(x) : [0, 1] →
R+ is an increasing function in interval [0,1] for f(0) = 0.

4 Proposed Method

In this paper, we propose to select OCC classifiers to the committee according to
the combination of both of these criteria, hoping that this will allow to combine
their strong points while becoming more robust to flaws exhibited by each of
them.

Let us formulate the multi-objective optimization criterion as:

maximize g(Π l) = Cons(Π l) + ENoc(Π
l), , (6)

where Π l is the given pool of classifiers that will undergo an ensemble pruning
procedure, Cons(Π l) stands for the overall consistency of the given ensemble and
ENoc(Π

l) is the diversity of the considered ensemble expressed by the mentioned
One-Class Energy Measure.
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The selected pool can be encoded for the search algorithms as a binary mask:

C = [C1, C2, ..., CL], (7)

with 1s indicating the chosen individual classifiers (i.e., if we have 10 classifiers
then 0010110010 would indicate that classifiers 3, 5, 6, and 9 are chosen for the
ensemble).

To achieve this we propose to use a multi-objective optimization, conducted
with the usage of one of the following search algorithms. Apart from individual
setting, each of the examined algorithms uses the following parameters:

– Nc - the upper limit of algorithm cycles,
– V - the upper limit of algorithm iterations without quality improvement.

We have examined the following five optimization procedures:

– Genetic Algorithm (GA) - a popular nature-inspired search heuristic. It is
based on a population of candidates, which is evolved toward better solu-
tions. Each candidate solution has a set of properties which can be mutated
and altered. Previous works showed that GA are effective for OCC classifier
selection [12]. The control parameters of the GA algorithm are as follows:

• Np - the population quantity,
• β - the mutation probability,
• γ - the crossover probability,
• Δm - the mutation range factor,

– Simulated Annealing (SA) - a probabilistic metaheuristic for the global op-
timization. At each step it considers neighbouring state of the current state,
and probabilistically decides between moving the system from state to state
or remaining in the present location. These probabilities ultimately lead the
system to move to states of lower energy. The control parameters of the SA
algorithm are as follows:

• T - the temperature
• α - the cooling factor

– Tabu Search (TS) - uses a local or neighborhood search procedure to itera-
tively move towards an improved solution. It uses memory structures form,
known as the tabu list. It is a set of rules and banned solutions used to filter
which solutions will be admitted to the neighborhood to be explored by the
search. The control parameters of the TS algorithm are as follows:

• S - the tabu list size

– Memetic Algorithm (MA) - be seen as a hybrid solution that fuses together
different metaheuristics in hope to use gain advantage from combining their
strong points [8]. The idea of MAs is based on the individual improvement
plus population cooperation. Unlike traditional Evolutionary Algorithms
(EA), MAs are biased towards exploiting all the knowledge about the prob-
lem under study. By this they may be seen as less random and more directed
search method. In this work we examine two types of memetic algorithms:

• using GA for exploration and SA for exploitation,
• using GA for exploration and TS for exploitation.
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5 Experimental Results

The aims of the experiment was to check the level of importance of selecting
a proper search algorithm to prune the one-class classifier ensembles - to how
much the choice of the optimization approach determines the quality of the en-
semble. Additionally, we waned to see if using a hybrid optimization (memtic
algorithms) leads to a significantly better performance in comparison with stan-
dard solutions.

We have chosen 10 binary datasets in total - 9 coming from UCI Repository
and an additional one, originating from chemoinformatics domain and describ-
ing the process of discovering pharmaceutically useful isoforms of CYP 2C19
molecule. The dataset is available for download at [17].

The objects from the minor class were used as the target concept, while objects
from the major class as outliers.

Details of the chosen datasets are given in Table 1.

Table 1. Details of datasets used in the experimental investigation. Numbers in paren-
theses indicates the number of objects in the minor class in case of binary problems

No. Name Objects Features Classes

1 Breast-cancer 286 (85) 9 2
2 Breast-Wisconsin 699 (241) 9 2
3 Colic 368 (191) 22 2
4 Diabetes 768 (268) 8 2
5 Heart-statlog 270 (120) 13 2
6 Hepatitis 155 (32) 19 2
7 Ionosphere 351(124) 34 2
8 Sonar 208 (97) 60 2
9 Voting records 435 (168) 16 2
10 CYP2C19 isoform 837 (181) 242 2

For the experiment a Support Vector Data Description [18] with a polynomial
kernel is used as a base classifier. The pool of classifiers were homogeneous, i.e.
consisted of classifiers of the same type.

The pool of classifiers consisted in total of 30 models build on the basis of a
Random Subspace [9] approach with each subspace consisting of 40 % of original
features.

The thershold parameter λ for One-class Energy Measure was set to 0.1 and
a hyperbolic tangent was selected as the f(x) function.

The combined 5x2 cv F test [1], tuned to OCC problems according to a scheme
presented in [11], was carried out to asses the statistical significance of obtained
results. Additionally the Friedman ranking test [6] was done for comparison over
multiple segmentations datasets.
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Table 2. Details of optimization algorithm parameters, used in the experiments. Values
presented are initial ranges / best values.

Parameter GA SA TS MA (GA+SA) MA (GA + TS)

Nc [100:500] / 400 [500:2000] / 1500 [100:500] / 500 [100:500] / 300 [100:500] / 300
V [10:50] / 30 [10:50] / 40 [10:50] / 20 [10:50] / 35 [10:50] / 25
Np [20:100] / 50 - - [20:100] / 40 [20:100] / 40
β [0.2:0.8] / 0.7 - - [0.2:0.8] / 0.7 [0.2:0.8] / 0.7
γ [0.2:0.8] / 0.3 - - [0.2:0.8] / 0.3 [0.2:0.8] / 0.3

Δm [0.1:0.5] / 0.2 - - [0.1:0.5] / 0.2 [0.1:0.5] / 0.2
T - [1000:10000] / 5500 - [1000:10000] / 3500 -
α - [0.5:0.9] / 0.9 - [0.5:0.9] / 0.9 -
S - - [3:10] / 9 - [3:10] / 7

The parameters for the optimization procedures were selected with the us-
age of the grid-search procedure. The detailed ranges of tested values and best
selected parameters are given in Table 2.The initial range values were selected
on the basis of our previous experienced with optimization-based ensembles [23].

The results are presented in Tab. 3.

Table 3. Results of the experimental results with the respect to the accuracy [%] and
statistical significance

No. GA1 SA2 TS3 MA (GA+SA)4 MA (GA+TS)5

1. 54.21 54.03 53.41 58.54 60.03
3 3 − 1,2,3 ALL

2. 86.34 87.87 86.79 89.43 89.91
− 1,3 − 1,2,3 1,2,3

3. 73.23 73.46 73.20 75.00 76.02
− − − 1,2,3 ALL

4. 58.54 59.12 57.43 63.45 63.85
3 3 − 1,2,3 1,2,3

5. 86.12 86.33 85.96 87.85 89.57
− − − 1,2,3 ALL

6. 64.32 62.08 63.21 66.32 68.00
2 − 2 1,2,3 ALL

7. 75.87 75.73 75.87 76.16 76.29
− − − − −

8. 87.34 85.32 86.14 93.54 92.45
1,2 − − ALL 1,2,3

9. 86.81 86.43 87.94 88.21 90.13
− − 1,2 1,2 ALL

10. 75.54 76.12 73.84 80.06 82.06
3 3 − 1,2,3 ALL

Avg. rank 3.29 3.62 4.33 2.10 1.66



134 B. Krawczyk and M. Woźniak

5.1 Results Discussion

The experimental investigations clearly prove that the selected search method
has a crucial influence on the quality of the formed ensemble. Only for a single
case all the optimization method returned similar results.

Out of all tested methods, the weakest performance was returned by the Tabu
Search. This may be explained by its inability to efficiently explore the search
space and tendency towards exploiting local neighborhood.

Genetic algorithm and simulated annealing returned similar results, as they
both put an emphasis on efficient exploration of the set of states (which is
achieved in GA with cross-over and mutation, and in SA with rapid decrease of
energy).

Interestingly, the simpler approaches were in most cases outperformed by
hybrid memetic algorithm. This results prove, that population implementation
allows for an efficient exploration, while local improvement is more stable than
in traditional GA.

Better results were returned by the combination of GA and TS, which is quite
interesting considering the unsatisfactory performance of single TS. This can be
explained by the fact, that GA deals with finding local minimums and requires
an efficient local search to fully exploit them. In such situations TS can more
easily find good solutions, as the search space is reduced and it may effectively
use its tabu list.

6 Conclusions

The paper discussed the idea of pruning one-class ensembles. In this work we
have introduced a novel approach for selecting OCC models to the committee
using the fusion of two separate criteria - consistency and diversity. This allowed
to select classifiers to the OCC ensemble in such a way that they at the same
time display a high recognition quality and are not similar to each other. The
performance of several multi-objective optimization algorithms was tested. We
wanted to see to what extend the used search method influences the performance
of the ensemble.

Experimental investigations, executed on benchmark datasets, proved the
quality of our approach. We conclude, that using hybrid memetic algorithms
can lead to a statistically significant boost in the ensemble quality, while making
it robust to weak models in the pool.

Acknowledgment. Bartosz Krawczyk was supported by the statutory funds
of the Department of Systems and Computer Networks, Faculty of Electronics,
Wroc�law University of Technology dedicated for Young Scientists.
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Abstract. In the paper we present extensive experiments to evaluate our 
recently proposed method applying the ensembles of genetic fuzzy systems to 
build reliable predictive models from a data stream of real estate transactions. 
The method relies on building models over the chunks of a data stream 
determined by a sliding time window and incrementally expanding an ensemble 
by systematically generated models in the course of time. The aged models are 
utilized to compose ensembles and their output is updated with trend functions 
reflecting the changes of prices in the market. The experiments aimed at 
examining the impact of the number of aged models used to compose an 
ensemble on the accuracy and the influence of degree of polynomial trend 
functions applied to modify the results on the performance of single models and 
ensembles. The analysis of experimental results was made employing statistical 
approach including nonparametric tests followed by post-hoc procedures 
devised for multiple N×N comparisons. 

Keywords: genetic fuzzy systems, data stream, sliding windows, ensembles, 
trend functions, property valuation. 

1 Introduction 

Processing data streams poses a considerable challenge because it requires taking into 
account memory limitations, short processing times, and single scans of arriving data. 
Many strategies and techniques for mining data streams have been devised. Gaber in 
his recent overview paper categorizes them into four main groups: two-phase 
techniques, Hoeffding bound-based, symbolic approximation-based, and granularity-
based ones [1]. Much effort is devoted to the issue of concept drift which occurs when 
data distributions and definitions of target classes change over time [2], [3], [4]. 
Comprehensive reviews of ensemble based methods for handling concept drift in data 
streams can be found in [5], [6].  
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For several years we have been investigating methods for generating regression 
models to assist with real estate appraisal based on fuzzy approach: i.e. genetic fuzzy 
systems as both single models [7] and ensembles built using various resampling 
techniques [8], [9]. An especially good performance revealed evolving fuzzy models 
applied to cadastral data [10], [11]. Evolving fuzzy systems are appropriate for 
modelling the dynamics of real estate market because they can be systematically 
updated on demand based on new incoming samples and the data of property sales 
ordered by the transaction date can be treated as a data stream.  

In this paper we present the results of our further study on the method to predict 
from a data stream of real estate sales transactions based on ensembles of regression 
models [12], [13], [14], [15]. Having prepared a new real-world dataset we 
investigated the impact of the number of aged models used to compose an ensemble 
on the accuracy and the influence of degree of polynomial trend functions applied to 
modify the results on the performance of single models and ensembles. The scope of 
extensive experiments was enough to conduct advanced statistical analysis of results 
obtained including nonparametric tests followed by post-hoc procedures devised for 
multiple N×N comparisons. 

2 Motivation and GFS Ensemble Approach 

The approach based on fuzzy logic is especially suitable for property valuation 
because professional appraisers are forced to use many, very often inconsistent and 
imprecise sources of information. Their familiarity with a real estate market and the 
land where properties are located is frequently incomplete. Moreover, they have to 
consider various price drivers and complex interrelation among them. The appraisers 
should make on-site inspection to estimate qualitative attributes of a given property as 
well as its neighbourhood. They have also to assess such subjective factors as location 
attractiveness and current trend and vogue. So, their estimations are to a great extent 
subjective and are based on uncertain knowledge, experience, and intuition rather than 
on objective data. In the paper an evolutionary fuzzy approach to explore data streams 
to model dynamic real estate market is presented. The problem is not trivial because 
on the one hand a genetic fuzzy system needs a number of samples to be trained and 
on the other hand the time window to determine a chunk of training data should be as 
small as possible to retain the model accuracy at an acceptable level. The processing 
time in this case is not a decisive issue because property valuation models need not to 
be updated and/or generated from scratch in an on-line mode. 

The outline of the our ensemble approach to predict from a data stream is 
illustrated in Fig. 1. The data stream is partitioned into data chunks of a constant 
length tc. The sliding window, which length is a multiple of a data chunk, delineates 
training sets. We consider a point of time t0 at which the current model was built over 
data that came in between time t0–2tc and t0. The models created earlier that have aged 
gradually are utilized to compose an ensemble so that the current test set is applied to 
each component model. However, in order to compensate ageing, their output 
produced for the current test set is updated using trend functions determined over all 
data since the beginning of the stream. As the functions to model the trends of price 
changes the polynomials of the degree from one to five were employed: Ti(t), where i 
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denotes the degree. The method of updating the prices of premises with the trends is 
based on the difference between a price and a trend value in a given time point. More 
detailed description of the approach presented in the paper can be found in [15]. 
 

 

Fig. 1. Outline of ensemble approach to predict from a data stream 

3 Experimental Setup  

The investigation was conducted with our experimental system implemented in 
Matlab devoted to carry out research into ensembles of regression models built over 
data streams. The data driven models, considered in the paper, were generated using 
real-world data on sales transactions taken from a cadastral system and a public 
registry of real estate transactions. Real-world dataset used in experiments was drawn 
from an unrefined dataset containing above 100 000 records referring to residential 
premises transactions accomplished in one Polish big city with the population of 
640 000 within 14 years from 1998 to 2011. In this period the majority of transactions 
were made with non-market prices when the council was selling flats to their current 
tenants on preferential terms. First of all, transactional records referring to residential 
premises sold at market prices were selected. Then, the dataset was confined to sales 
transaction data of residential premises (apartments) where the land was leased on 
terms of perpetual usufruct. The other transactions of premises with the ownership of 
the land were omitted due to the conviction of professional appraisers stating that the 
land ownership and lease affect substantially the prices of apartments and therefore 
they should be used separately for sales comparison valuation methods. The final 
dataset counted 9795 samples. Due to the fact we possessed the exact date of each 
transaction we were able to order all instances in the dataset by time, so that it can be 
regarded as a data stream. Four following attributes were pointed out as main price 
drivers by professional appraisers: usable area of a flat (Area), age of a building 
construction (Age), number of storeys in the building (Storeys), the distance of the 
building from the city centre (Centre), in turn, price of premises (Price) was the 
output variable.  

The parameters of the architecture of fuzzy systems as well as genetic algorithms 
are listed in Table 1. Similar designs are described in [7], [16]. 
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Table 1. Parameters of GFS used in experiments 

Fuzzy system Genetic Algorithm 

Type of fuzzy system: Mamdani 

No. of input variables: 4 

Type of membership functions (mf): triangular 

No. of input mf: 3 

No. of output mf: 5 

No. of rules: 15 

AND operator: prod 

Implication operator: prod 

Aggregation operator: probor 

Defuzzyfication method: centroid 

Chromosome: rule base and mf, real-coded 

Population size: 100 

Fitness function: MSE 

Selection function: tournament 

Tournament size: 4 

Elite count: 2 

Crossover fraction: 0.8 

Crossover function: two point 

Mutation function: custom 

No. of generations: 100 

 
The evaluating experiments were conducted for 37 points of time from 2001-01-01 

to 2011-01-01, with the step of 3 months. Component models were built over training 
data delineated by the sliding windows of constant length of 12 months .The sliding 
window was shifted by one month along the data stream. The test datasets, current for 
a given time point, determined by the interval of 3 months were applied to each 
ensemble. As the accuracy measure the root mean squared error (RMSE) was 
employed. The resulting output of the ensemble for a given time point was computed 
as the arithmetic mean of the results produced by the component models and 
corrected by corresponding trend functions.  

The analysis of the results was performed using statistical methodology including 
nonparametric tests followed by post-hoc procedures designed especially for multiple 
N×N comparisons [17], [18], [19], [20]. The routine starts with the nonparametric 
Friedman test, which detect the presence of differences among all algorithms 
compared. After the null-hypotheses have been rejected the post-hoc procedures 
should be applied in order to point out the particular pairs of algorithms which 
produce significant differences. For N×N comparisons nonparametric Nemenyi’s, 
Holm’s, Shaffer’s, and Bergamnn-Hommel’s procedures are recommended. Due to 
space limitation the Freidman tests followed by one of the most powerful post-hoc 
procedures, namely Shaffer’s one is consistently applied in the paper. 

4 Analysis of Experimental Results  

4.1 Comparison of GFS Ensembles of Different Size  

The performance of models of five selected sizes, i.e. single ones and ensembles 
comprehending 6, 12, 18 and 24 models for no trend correction (noT) and T4 trend 
functions is illustrated in Figures 2 and 3, respectively. The values of RMSE are given 
in thousand PLN. However, the differences among the models are not visually 
apparent, therefore one should refer to statistical tests of significance. 
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Fig. 2. Performance of GFS ensembles of different size for no trend correction (noT) 

 

Fig. 3. Performance of GFS ensembles of different size for correction with T4 trend functions 

The Friedman test performed in respect of RMSE error measure showed that there 
were significant differences among ensembles in each case. Average ranks of 
individual models for polynomial trend functions of degrees from T1 to T5 produced 
by the test are shown in Table 2, where the lower rank value the better model. 
Adjusted p-values for the Schaffer’s post-hoc procedure are shown in Table 3. The p-
values indicating statistically significant differences between given pairs of models 
are marked with italics. The significance level considered for the null hypothesis 
rejection was assumed 0.05. Following main observations could be done based on the 
results of both Friedman tests and Shaffer’s post-hoc procedures: the greater number 
of models with corrected outputs with T4 and T5 in an ensemble the better 
performance. The ensembles composed of 15 to 24 models without output correction 
(noT) exhibit the inverse behaviour. The number of null hypotheses rejected by 
Shaffer’s post-hoc procedure out of 36 is equal to 4, 5, 6, 12, 12, and 13 for T1, T2, 
T3, T4, T5, and noT, respectively. The following analysis applies only to models with 
corrected outputs. The models with no output correction reveal statistically worse 
performance than the ones corrected. The ensembles embracing from 12 to 24 models 
outperform significantly the single models for T3, T4, and T5 trend functions. 
Moreover, for T4 and T5 trend functions, the ensembles of size from 12 to 24 models 
surpass single models. In turn, no significant difference is observed among ensembles 
composed of 6 to 24 models for T3, T4, and T5 trend functions. 
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Table 2. Average rank positions of ensembles of size 1 to 24 produced by Friedman tests 

Trend 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 
noT 6 

(3.19) 
3 
(3.38) 

9 
(3.76) 

12 
(4.54) 

1 
(4.92) 

15 
(5.24) 

18 
(6.11) 

21 
(6.70) 

24 
(7.16) 

BegT1 9 
(4.08) 

3 
(4.16) 

12 
(4.24) 

6 
(4.27) 

15 
(5.03) 

18 
(5.32) 

1 
(5.35) 

21 
(5.86) 

24 
(6.68) 

BegT2 6 
(3.78) 

9 
(3.84) 

3 
(4.27) 

12 
(4.51) 

15 
(5.03) 

18 
(5.38) 

1 
(5.57) 

21 
(6.14) 

24 
(6.49) 

BegT3 24 
(4.08)  

21 
(4.08) 

18 
(4.43) 

15 
(4.57) 

6 
(4.81) 

12 
(5.19) 

9 
(5.19) 

3 
(5.95) 

1 
(7.08) 

BegT4 24 
(3.84) 

21 
(4.08) 

15 
(4.32) 

18 
(4.32) 

12 
(4.51) 

9 
(4.84) 

6 
(4.95) 

3 
(6.76) 

1 
(7.38) 

BegT5 24 
(3.81) 

21 
(4.00) 

15 
(4.30) 

18 
(4.35) 

12 
(4.54) 

9 
(4.95) 

6 
(5.00) 

3 
(6.68) 

1 
(7.38) 

Table 3. Adjusted p-values produced by Schaffer’s post-hoc procedure for N×N comparisons 
for all 36 hypotheses for each degree of trend functions 

Hypotheses noT BegT1 BegT2 BegT3 BegT4 BegT5 
1 vs 24 0.009 0.826 1.000 0.000 0.000 0.000 
1 vs 21 0.107 1.000 1.000 0.000 0.000 0.000 
1 vs 18 0.803 1.000 1.000 0.001 0.000 0.000 
1 vs 15 1.000 1.000 1.000 0.002 0.000 0.000 
1 vs 12 1.000 1.000 1.000 0.010 0.000 0.000 
1 vs 9 0.884 1.000 0.185 0.083 0.002 0.004 
1 vs 6 0.119 1.000 0.142 0.010 0.004 0.005 
1 vs 3 0.280 1.000 0.915 1.000 1.000 1.000 
3 vs 24 0.000 0.002 0.014 0.095 0.000 0.000 
3 vs 21 0.000 0.210 0.095 0.095 0.001 0.001 
3 vs 18 0.001 1.000 1.000 0.384 0.004 0.006 
3 vs 15 0.075 1.000 1.000 0.669 0.004 0.005 
3 vs 12 0.884 1.000 1.000 1.000 0.009 0.018 
3 vs 9 1.000 1.000 1.000 1.000 0.057 0.145 
3 vs 6 1.000 1.000 1.000 1.000 0.098 0.187 
6 vs 24 0.000 0.004 0.001 1.000 1.000 1.000 
6 vs 21 0.000 0.343 0.006 1.000 1.000 1.000 
6 vs 18 0.000 1.000 0.270 1.000 1.000 1.000 
6 vs 15 0.028 1.000 1.000 1.000 1.000 1.000 
6 vs 12 0.507 1.000 1.000 1.000 1.000 1.000 
6 vs 9 1.000 1.000 1.000 1.000 1.000 1.000 
9 vs 24 0.000 0.002 0.001 1.000 1.000 1.000 
9 vs 21 0.000 0.142 0.009 1.000 1.000 1.000 
9 vs 18 0.005 1.000 0.342 1.000 1.000 1.000 
9 vs 15 0.313 1.000 1.000 1.000 1.000 1.000 
9 vs 12 1.000 1.000 1.000 1.000 1.000 1.000 
12 vs 24 0.001 0.004 0.054 1.000 1.000 1.000 
12 vs 21 0.015 0.304 0.239 1.000 1.000 1.000 
12 vs 18 0.249 1.000 1.000 1.000 1.000 1.000 
12 vs 15 1.000 1.000 1.000 1.000 1.000 1.000 
15 vs 24 0.057 0.269 0.482 1.000 1.000 1.000 
15 vs 21 0.350 1.000 1.000 1.000 1.000 1.000 
15 vs 18 1.000 1.000 1.000 1.000 1.000 1.000 
18 vs 24 1.000 0.744 1.000 1.000 1.000 1.000 
18 vs 21 1.000 1.000 1.000 1.000 1.000 1.000 
21 vs 24 1.000 1.000 1.000 1.000 1.000 1.000 
Rejected 13 4 5 6 12 12 
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4.2 Comparison of GFS Ensembles Using Trend Functions of Different 
Degrees 

The performance of ensembles comprising models with corrected output using T1, T2, 
T3, T4, and T5 trend functions and without output correction (noT) of sizes from 1 to 
24 is illustrated in Figures 4 and 5, respectively. The values of RMSE are given in 
thousand PLN.  However, the differences among the models are not visually apparent, 
therefore one should refer to statistical tests of significance. 
 

 

Fig. 4. Performance of GFS ensembles with correction using different trend functions for single 
models 

 

Fig. 5. Performance of GFS ensembles with correction using different trend functions for 
Size=24 

The Friedman test performed in respect of RMSE values provided by the ensembles 
showed that there were significant differences among models because p-value was 
much lower than 0.05 in each case. Average ranks of individual models for individual 
ensemble sizes produced by the test are shown in Table 4, where the lower rank value 
the better model. Adjusted p-values for one of the Schaffer’s post-hoc procedure are 
shown in Table 5. The p-values indicating the statistically significant differences 
between given pairs of models are marked with italics. Following main observations 
could be done based on the results of both Friedman tests and Shaffer’s post-hoc 
procedures: the ensembles comprising 3 and more models which output was corrected 
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with T4 trend functions are in the first position. Next, the ensembles comprising 3, 9 
and more models which output was corrected with T5 trend functions are in the 
second position, and then the smaller degree of polynomial functions the worse 
position. However, no significant differences among T3, T4, and T5 trend functions 
can be observed. The models with no output correction reveal statistically worse 
performance than the ones corrected with T3, T4, and T5 trend functions for all 
ensemble sizes. Moreover, there are no significant differences among T1, T2 trend 
functions, and noT, except for the ensembles composed of 24 models. 

Table 4. Average rank positions of ensembles with correction using different trend functions 
determined during Friedman test 

Size 1st 2nd 3rd 4th 5th 6th 
1 T3 (2.59) T4 (2.69) T5 (2.74) T2 (3.89) T1 (4.11) noT (4.97) 
3 T4 (2.57) T3 (2.73) T5 (2.78) T2 (3.95) T1 (4.05) noT (4.92) 
6 T4 (2.57) T5 (2.70) T3 (2.81) T2 (3.81) T1 (4.08) noT (5.03) 
9 T4 (2.49) T3 (2.86) T5 (2.89) T2 (3.37) T1 (3.97) noT (5.05) 

12 T4 (2.46) T5 (2.86) T3 (2.97) T2 (3.78) T1 (3.86) noT (5.05) 
15 T4 (2.46) T5 (2.81) T3 (2.92) T2 (3.84) T1 (3.95) noT (5.03) 
18 T4 (2.49) T5 (2.78) T3 (2.95) T2 (3.86) T1 (3.89) noT (5.03) 
21 T4 (2.51) T5 (2.78) T3 (2.97) T2 (3.84) T1 (3.84) noT (5.05) 
24 T4 (2.46) T5 (2.70) T3 (3.08) T2 (3.78) T1 (3.86) noT (5.11) 

Table 5. Adjusted p-values produced by Schaffer’s post-hoc procedure for N×N comparisons 
for all 15 hypotheses for each ensemble size 

Hypotheses sgl 3 6 9 12 15 18 21 24 
noT vs T4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
noT vs T5 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 
noT vs T3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
T2 vs T4 0.040 0.015 0.035 0.043 0.242 0.015 0.015 0.023 0.012 

noT vs T1 0.187 0.187 0.129 0.091 0.063 0.091 0.075 0.052 0.023 
T1 vs T4 0.011 0.006 0.005 0.006 0.128 0.006 0.012 0.023 0.023 

noT vs T2 0.078 0.152 0.036 0.023 0.029 0.063 0.075 0.052 0.030 
T2 vs T5 0.058 0.053 0.076 0.281 1.000 0.128 0.091 0.108 0.053 
T1 vs T5 0.017 0.024 0.015 0.091 1.000 0.063 0.076 0.108 0.091 
T1 vs T3 0.005 0.023 0.035 0.076 0.035 0.128 0.178 0.281 0.429 
T2 vs T3 0.020 0.036 0.129 0.281 0.063 0.139 0.178 0.281 0.429 
T3 vs T4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.612 
T1 vs T2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
T3 vs T5 1.000 1.000 1.000 1.000 0.429 1.000 1.000 1.000 1.000 
T4 vs T5 1.000 1.000 1.000 1.000 0.856 1.000 1.000 1.000 1.000 
Rejected 8 8 8 7 5 5 5 5 7 

5 Conclusions and Future Work 

Our further investigation into the method to predict from a data stream of real estate 
sales transactions based on ensembles of regression models is reported in the paper. 
The core of our approach is incremental expanding an ensemble by models built from 
scratch over successive chunks of a data stream determined by a sliding window. In 
order to compensate ageing the output produced by individual component models for 
the current test dataset is updated using trend functions which reflect the changes of 
the market. In our research we employed genetic fuzzy systems of the Mamdani type 
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as the base machine learning algorithms and the trends were modelled over data that 
came in from the beginning of a stream. 

The experiments aimed at examining the impact of the number of aged models used to 
compose an ensemble on the accuracy and the influence of degree of polynomial trend 
functions applied to modify the results on the accuracy of single models and ensembles. 
The data driven models, considered in the paper, were generated using real-world data of 
sales transactions taken from a cadastral system and a public registry of real estate 
transactions. The whole dataset, which after cleansing counted 9,795 samples, was ordered 
by transaction date forming a sort of a data stream. The comparative experiments 
consisted in generating ensembles of GFS models for 37 points of time within the period 
of 10 years using the sliding window one year long which delineated training sets. The 
predictive accuracy of GFS ensembles for different variants of ensemble sizes and 
polynomial trend functions, was compared using nonparametric tests of statistical 
significance adequate for multiple comparisons. The ensembles consisted of 3, 6, 9, 12, 
15, 18, 21, and 24 component GFS models; for comparison single models were also 
utilized. As the functions to model the trends of price changes, the polynomials of degree 
from one to five were employed.  

The results proved the usefulness of ensemble approach incorporating the correction 
of individual component model output. For the majority of cases the bigger ensembles 
encompassing from 12 to 24 GFS models produced more accurate predictions than the 
smaller ensembles. Moreover, they outperformed significantly the single models. As for 
correcting the output of component models, the need to apply trend functions to update 
the results provided by ageing models is indisputable. However, the selection the most 
suitable trend function in terms of the polynomial degree has not been definitely 
resolved. As the matter of fact in majority of cases the trend functions of higher degree, 
i.e. four and five led to better accuracy. However, the differences were not statistically 
significant. Therefore, further study is needed for example into the selection of 
correcting functions dynamically depending on the nature of price changes. 

We plan to conduct experiments employing other algorithms capable of learning 
from concept drifts such as: decision trees, recurrent neural networks, support vector 
regression, etc. Moreover, we intend to compare the results provided by data-driven 
regression models with the predictions made by professional appraisers using 
standard procedures. 
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Abstract. This paper shows how evolutionary algorithms (EAs) can be
used to speed up the process of cryptanalysis. The purpose of this study
is to demonstrate that evolutionary algorithms can effectively be used
for cryptanalysis attacks in order to obtain major speed and memory
optimization. A classical transposition cipher was applied in all of the
research tests in order to prove this hypothesis. All ciphertexts will be
subject to cryptanalysis attacks extended by EAs.
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niques, cryptology, genetic operators.

1 Introduction

Security based on authentication and access control is already insufficient. We
have heard of many cases when the message was intercepted, overheard or substi-
tuted. Due to the danger coming either from hackers, database administrators,
or developers, it has become necessary to use cryptography. Instead of hiding or
smuggling, the message can be encrypted to such an extent that the contents
will be known only to the sender and the destined recipient. Cryptanalysis was
born with the rise of cryptography. It is a science of analyzing and breaking
the ciphers of cryptographic systems. It is a field that is closely related with
anycryptology attacks, whose main goal is to obtain the key that was used to
decrypt the encrypted message or to locate weaknesses in the cryptographic sys-
tem. Cryptanalysis processes are very time-consuming. They mostly come down
to testing all available solutions. It would be useful to use some optimizations
in order to accelerate this process. One of the best ways of determining the ap-
proximate solution, in a fairly acceptable period of time, is to use Evolutionary
Computation (EC ).

Techniques taken from the field of Artificial Intelligence, such as EC, are
steadily becoming more present in the area of computer security. In recent years,
many approaches that use applications based on EC, such as Particle Swarm
Optimization or Differential Evolution, have been proposed, for example, in the
design and analysis of a number of new cryptographic primitives ranging from
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pseudo-random number generators to block ciphers in the cryptanalysis of state-
of-the-art cryptosystems and in the detection of network attaching, to name but
a few. There is growing interest in the computer security community towards
EC techniques as a result of recent successes, but there is still a number of open
problems in this field that should be addressed.

The rest of the paper is organized as follows. The next section presents basic
information about EC and a survey about previous work on the use of certain
evolutionary techniques in cryptanalysis. The third section presents cryptogra-
phy and how it works. Also, there is a description of the classical transposition
cipher which will be used for cryptanalysis research. The next section shows a
sample proposed evolutionary attack which will be used to break a ciphertext
encrypted by a transposition cipher. The fifth section presents the observations,
results and a comparison of the tests on the proposed attack and an attack pre-
pared from the work of Toemeh and Arumugam [14]. The last section contains
a summary and conclusions of this work.

2 Popularity of Evolutionary Algorithms

In 1993 Robet Spillman, with other scientists, tried to introduce EAs into crypt-
analysis processes for a simple substitution cipher [11].Keys (24 signs of length),
as individuals of the population, are subject to genetic operations which are
specially modified for that kind of problem. After 100 iterations a key was suc-
cessfully found by searching only 1000 keys. Jun Song, in his work, used the
simulated annealing algorithm to break the transposition’s cipher [12].A thesis
written by Bethany Delman showed many samples of using EAs in cryptanalysis
[4]. In another work, Mishra and Bali presented an algorithm which was then
used in cryptography to generate public and private keys [9]. Andrew John Clark
successfully broke a classical cipher by using EAs, Tabu Search and Simulated
Annealing attacks [3].

EAs are optimization techniques which are mainly based on metaphors of
biological processes, i.e. they are based on the principles of natural evolution,
heredity, and the replication of the phenomena and principles of the laws of
nature [8]. Chromosomes are subject to a process of heredity, which allows de-
scendant chromosomes to inherit a portion of the genetic material from the
parent chromosomes [1]. An algorithm contains a set of potential solutions to
the problem through the population. Some of them will be used to create a new
population by using special genetic operators, such as crossover or mutation.
The following sets are generated until the stop criterion is reached [5].

3 Introduction to Cryptography

Cryptography is used for the encryption and decryption of messages and doc-
uments [7]. Not without reason was it named the best method of data hiding.
It is based, in particular, on mathematical transitions and swaps. Cryptography
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obscures the message content, not information about its existence [10]. Cryp-
tography allows secret information, even though it may be in the hands of an
intruder, to be so secure that it is impossible to read.

Encryption involves converting the text in such a way that it is not readable.
In most cases cryptography is carried out by using two keys, the encryption key
K1 and the K2 decryption key. By using a suitable decryption key the person
receiving the message is able to recover the original, legible information.

In this paper, a classic transposition cipher is used as an example. Each plain-
text sign is exactly one sign in the cryptogram. Marks remain the same, and only
the order is modified. Each key represents a single permutation of length m as
well, so:

Eπ(P1, ..., Pm) = (Pπ(1), ..., Pπ(m)), (1)

Dπ(C1, ..., Cm) = (Cπ−1(1), ..., Cπ−1(m)), (2)

where:
π - a permutation of all the letters of the alphabet,
E - an encryption function,
D - a decryption function,
P - a plaintext,
C - a ciphertext,
i - an index of the sign in the plaintext or ciphertext [4].

The message is written into the table with a width equal to the length of π
(Table 1). The table must be fully completed. If the message does not completely
fill it in, additional random signs can be added.

Table 1. Transposition cipher - encryption process

5 2 3 7 1 6 4

t o b e o

r n o t t

o b e t h

a t i s t

h e q u e s

t i o n e a d

Then we create the ciphertext. If the signs in the table are read according to
the number of columns from top to bottom, a ciphertext is produced:

ET SUEO TEI NB OOTHTSDTROAHT T EABOEIQN
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The drawn signs have been underlined. The process of decrypting the cipher-
text is not complicated. It is based on an inverse operation. By knowing the
key we can complement the content of the table by filling in the part of the
ciphertext in the respective columns. We are then able to read the message by
following the table from left to right.

4 Breaking the Ciphers - Cryptanalysis

Cryptanalysis is the science of deciphering a plaintext without knowing the key
[10]. In most cases, the main goal of the attacker is to obtain the decryption key
[13]. The simplest attack is a brute force attack. This approach involves checking
all of the available keys [6]. No detailed analysis is required. The percentage
rebound depends on the power of the computer by means of which more solutions
are generated and on the complexity of the key [2].

One of the basic concepts of cryptanalysis is frequency analysis. This involves
counting the frequency of all signs in the selected ciphertext and then creating
a ranking of the most common symbols [2]. A comparison is made between the
distribution of the ciphertext symbols and the comparable text. This way the
attacker tries to infer the cryptogram equivalents of the signs. Frequency analysis
does not mean only checking the individual signs. The notation n-gram is often
used. It is based on the fact that we search for the prevalence of two-character
(digrams/bigrams) or three-character (trigrams) pieces of text and then compare
the frequency of their occurrence in a natural language, such as English [6].

When using EC in the field of cryptanalysis, the main issue is how to define
a fitness used to find the best keys. In 1998 Andrew John Clark [3] presented
an interesting method based on n-grams which was used to compute a fitness
function’s value. An attacker receives the encrypted message and the key’s length
by which it is encoded. The initial population is made by generating a random
permutation of the key length. The fitness function value is calculated based on
the following:

Ff = β ·Σi,j∈A|Kb
(i,j) −Db

(i,j)|+ γ ·Σi,j,k∈A|Kt
(i,j,k) −Dt

(i,j,k)| (3)

where:
A - the language alphabet,
i, j, k - next indexes of the message,
Ff - the fitness function,
K - known language statistics,
D - the frequency of occurrence in the decrypted text,
b, t - the indices to denote bigram/trigram statistics,
β, γ - weight parameters, determining the priority of the statistics (the con-

dition β + γ = 1 must be fulfilled).

The unigrams statistics are completely omitted here. A transposition cipher
has the same number of signs before and after the encryption process. Compar-
ing theise statistics does not make sense, thus it can be left out [3]. The value of
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the fitness function is based on the incidence of n-grams in the decrypted text.
The total sum of bigrams and trigrams is substracted from the known language
statistics. In addition, there are two parameters, β and γ, allowing to assign
the weight which determines the usefulness of this statistic, i.e. of n-gram. In
some cases, calculating the bigrams may be sufficient and more effective. Tri-
grams increase the algorithm’s complexity to O(N3) [3]. The smaller value of the
function suggests that the differences between the statistics and the decrypted
text are insignificant. It can thus be concluded that the correct decryption key
has the smallest possible value of the function. Due to the additional random
signs generated during the encryption process, obtaining the value 0 becomes
practically impossible.

The classical cryptosystems, nowadays entirely broken, had a general property
where the real key producing the encryptions/decryptions was close to original
ciphertext/plaintext. This significantly aided in defining the fitness functions.
Modern ciphers do not exhibit this property. This is a major problem and the
reason behind the relative lack of applications of these heuristic techniques into
modern cryptosystems, where while testing a key that has 255 right bits out of
256 (is 99.6% correct). The resulting plaintext would then appear completely
random due to a property that has been named the Avalanche Effect.

In 2007 Toemeh and Arumugam presented a modification [14], named the
”original attack” in this work, of Clark’s genetic algorithm applied to break a
transposition cipher. The authors used the same fitness function calculation as
was proposed before by Clark [3].

The original crossover’s operator is presented on Fig. 1.

Fig. 1. Original crossover operator proposed in Clark’s scientific work [3]

The intersection point is selected at random. In the case of the first child, the
cut off part is sorted in order of the second parent, for the second child in order
of the first parent. The mutation operator selects two random elements from the
descendant and swaps them.

After longer observations of the algorithm performance it was noted that the
diversity of solutions in the population is not a major change, i.e. only one part
of the key is modified. In some cases (especially when the point of intersection
is near the edge), a descendant looks the same as the parent, or differs from
the parent only slightly. The other part of the key almost always remains un-
changed. The only chance for a modification is a mutation. The probability of
its occurrence in the EA is negligible. In addition, the mutation in the best of
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cases will be reduced to a change of one or two key’s signs, depending on which
letters were drawn.

Algorithm 1: Original attack’s crossover

intersectionPoint := random(0, parentLength - 1)

for i := 0 To intersectionPoint do

child1[i] := parent1[i]

child2[i] := parent2[i]

idx1 := idx2 := intersectionPoint

for i := 0 To parentLength - 1 do

if child1 not contain parent2[i] then

child1[idx1] := parent2[i]

idx1 := idx1 + 1

if child2 not contain parent1[i] then

child2[idx2] := parent1[i]

idx2 := idx2 + 1

It became necessary to use a crossover capable of producing greater diversity in
the population than in [14]. Several modifications proposed in the literature [5,8]
of crossover operators were tested, such as one-point, two-point, heuristic and
staple. The best results were obtained by a one-point crossover, therefore, that
kind of crossover is used in the attack presented in this work (named ”proposed
attack” in this work). The intersection point is chosen at random. In the case of
the first parent the right part is cut off, in the second parent the left part is cut
off. In the next step the separated fragment is sorted in the order set out by the
second parent, and then being added to the potential offspring. In the end, the
sorted fragment is completely moved to the other side of the offspring according
to the intersection point. The steps of the presented operator are shown in Fig. 2.

Fig. 2. Modification of the original attack’s crossover

While working on the algorithms as described above and in [14] it was noted
that the correct solution can be found quite quickly, although it is shifted;
for example, for a valid key “12345678” the solutions which were found were
“56781234” or “23456781”. The mutation operator, instead of replacing two
random signs, transfers the whole string one position to the left.
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Algorithm 2: Proposed attack’s crossover

intersectionPoint := random(0, parentLength - 1)

for i := 0 To parentLength - 1 do

if i < intersectionPoint then

idx1 := parentLength - intersectionPoint

child1[idx1] := parent1[i]

else

idx2 := i - intersectionPoint

child2[idx2] := parent2[i]

idx1 := 0

idx2 := parentLength - intersectionPoint

for i := 0 To parentLength - 1 do

if child1 not contain parent2[i] then

child1[idx1] := parent2[i]

idx1 := idx1 + 1

if child2 not contain parent1[i] then

child2[idx2] := parent1[i]

idx2 := idx2 + 1

5 Experiments and Results

This section presents a comparison of the original attack with the proposed
one. Both algorithms were implemented and tested on the same machine. Due
to the continuous change in the length of the key, only a given number of the
population’s keys are going to be changed. All parameters are shown in Table 2.

Table 2. Parameters of the evolutionary algorithms

Number of Iterations Unlimited (time limit to 5 minutes)

Crossover’s Probability 0.7

Mutation’s Probability 0.25

Selection’s Type roulette wheel method

The Weight Parameter Beta 0.5

The Weight Parameter Alpha 0.5

Algorithms were implemented in C# programming language and tested on
a PC with a processor of core frequency 3.4GHz and 4GB RAM memory. The
tested texts contain 3850 signs. A total of 900 tests were performed (30 different
ciphertexts with several keys and 30 tests for each ciphertext) for both algo-
rithms (the ciphertexts were also tested on the classic cryptanalysis attack; no
cryptogram was decrypted in under 5 minutes). It was decided to select the five
most interesting tests for each algorithm. The results obtained by the original
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Table 3. Results obtained by the original attack [14]

ID N KL Ff (MAX) Ff (MIN) Ff (Median) Iteration Time

5 300 11 4620 3057 3848 10 00:22

10 450 13 4422 3048 3715 10 00:36

17 1000 15 4329 3055 3675 14 01:47

23 2000 17 4321 3049 3570 15 03:16

30 3000 19 4538 3292 3700 14 05:00

attack [14] are presented in Table 3, the results from the attack described in this
work are presented in Table 4.

where:
ID - identity of a single test,
N - number of solutions in the population,
KL - key’s length,
Ff (MIN)/Ff (MAX) - the best/worst value in the population,
Ff (Median) - median value adjustment of individuals in the population,
Iteration - number of the iteration which found the best solution,
Time - duration of the algorithm (for finding the correct key).

Table 4. Results obtained in the proposed evolutionary attack

ID N KL Ff (MAX) Ff (MIN) Ff (Median) Iteration Time

5 100 11 4462 3057 3654 18 00:18

10 200 13 4650 3048 3681 15 00:32

17 350 15 4688 3055 3459 24 01:17

23 500 17 4667 3049 3458 29 02:20

30 1000 19 4706 3060 3471 24 03:27

The roulette wheel method gave the best result for both algorithms. While
testing the transposition’s cipher cryptanalysis, the minimum value (Ff (MIN))
always coincided with the best individual in the population. This function counts
the number of inconsistencies that arise with respect to the occurrence of digrams
and trigrams between English and the decrypted message. It can be concluded
that the smaller the value of the function for a particular individual, the more
reliable the solution is.

When analyzing the convergence graphs in Fig. 3, results presented in Table 3
and Table 4 it can easily be seen that the method described in [14] requires a
much larger number of keys in the population in contrast to the attack proposed
in this work. The calculated total keys usage for both algorithms is presented in
Table 5.
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Fig. 3. Convergence’s chart for test 10 for both algorithms - original attack on left,
proposed on right

Table 5. Total keys usage for both algorithms

ID
∑

1

∑
2 Keys usage

5 3000 1800 60%

10 4500 3000 66%

17 14000 8400 60%

23 30000 14500 48%

30 42000 24000 57%

where:
ID - an identity of the test,∑

1 - a total cost of algorithm [14],∑
2 - a total cost of the algorithm proposed in this work,

Keys usage - percentage of keys from [14] in the proposed attack.

A total of 30 000 keys were used in the original attack and 14 500 keys were
used in the proposed attack in order to find the correct key. The algorithm
proposed in this work needs 50% of the keys needed to find a solution using
Toemeh and Arumugam’s algorithm.

The attack proposed in this document works slightly faster for keys from the
11 - 15 range, but later (which is visible from the tests of ids 23 and 30) it
gets more performance. Also, a mutation sliding the key by one position is very
helpful. On the 28th iteration the algorithm improves its solutions (leaves the
convergence), and in the next generation it gets the correct key. The proposed
attack has to use more iterations of the algorithm but does not need that many
keys in the population as the original attack. It also works faster.
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6 Conclusion and Future Work

The experiments and results presented in the previous sections definitely showed
that EAs can be successfully used in classical cryptanalysis. The attack proposed
in this work works well and needs only 50-60% of the keys used by the algorithm
as proposed by Toemeh and Arumugam [14]. The time needed to break the cipher
is less than the time in [14] and in the classic brute force attack. One might
wonder how a change of the crossover’s probability will affect the algorithm or
how an attack will handle a different kind of selection. Perhaps further studies
devoted to their selection could significantly improve the quality and speed of
the results that have been obtained so far. Another improvement that could be
made would be to expand an algorithm to support the number of n-grams, which
would allow a more accurate assessment of the keys. EAs have opened the doors
for many more research studies and reflections, which will no doubt determine
the future directions for work in this area.
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Abstract. In this article we present a new and effective adaptive ant
colony algorithm that we employ to construct a decision forest (aACDF).
The aim of this proposition is to create an adaptive meta-ensemble based
on data sets created during the algorithm runtime. This on-the-go ap-
proach allows to construct classifiers in which wrongly classified objects
obtain a greater probability of being chosen for the pseudo-samples in
subsequent iterations. Every pseudo-sample is created on the basis of
training data. Our results confirm the standpoint that this new adaptive
ACDF slightly reduces the accuracy of classification as well as builds
considerably smaller decision trees.

Keywords: Ant Colony Decision Forest, Boosting, Ant Colony Opti-
mization, Decision Forest, ACDT.

1 Introduction

Our goal was to create a self-adaptive ensemble method with incorporation of
the ant colony metaphor. In our proposition, pseudo-samples (training subsets)
are created for each population of virtual ants. It is worth mentioning that this
creation is based on results that have been obtained until now, during decision
tree construction. Our starting point is to improve the classification quality of
the decision trees. This value depends on the classification accuracy and decision
tree growth observed in the generated forest.

Ant Colony Optimization (ACO) is a metaheuristic approach to solving many
different optimization problems by using the principles of communicative be-
haviour observed in real ant colonies. Ants can communicate with one another
about the paths they have traversed by using reinforcement mechanisms of
pheromone trails laid on the appropriate edges. The pheromone trails can lead
other ants to the food sources. ACO was introduced in [7]. It is a population-
based approach in which several generations of virtual ants search for good so-
lutions. Subsequent ants of the next generation are attracted by the pheromone
changes so that they can search in the solution space near attractive solutions,
i.e. in specific subspaces.

Data mining and machine learning have been subjects of increasing attention
over the past 30 years. Ensemble methods, which are popular in machine learning
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and pattern recognition, are learning algorithms that construct a set of many
individual classifiers, called base learners, and combine them to classify new data
points or samples by taking a weighted or unweighted vote of their predictions.
It is now well known that ensembles are often much more accurate than the
individual classifiers that make them up. The success of ensemble approaches
on many benchmark data sets has raised considerable interest in understanding
why such methods succeed and in identifying the circumstances in which they
can be expected to produce good results.

This article is organised as follows. Section 1 comprises an introduction to
the subject of this article. In section 2, Decision Trees and Ant Colony Decision
Trees are presented. Section 3 and 4 describe decision forests and, in particular,
the Random Forest and the on-the-go adaptive approach. Section 5 describes
the Ant Colony Decision Forest approach, especially the version where a mean-
ingful similarity to RF is presented. Section 6 focuses on the on-the-go adaptive
ACDF approach. Section 7 presents the experimental study that was conducted
to evaluate the performance of the on-the-go adaptive ACDF by taking into con-
sideration twelve data sets. Finally, we conclude with general remarks on this
work, and a few directions for future research are pointed out.

2 Ant Colony Decision Trees

There seem to be some reasons for improvement of the classical approach by in-
corporating the nondeterministic and stochastic algorithm called the Ant Colony
Optimization Technique. A decision tree is used to determine the optimum course
of action in situations having several possible alternatives with uncertain out-
comes. The resulting diagram displays the structure of a particular decision and
the interrelationships and interplay between different alternatives, decisions, and
possible outcomes. Decision trees are commonly used in operational research,
specifically in decision analysis, for identifying the optimal strategy of reaching
a goal. The evaluation function for decision trees will be calculated according to
the following formula:

Q(T ) = φ · w(T ) + ψ · a(T, P ) (1)

where:
w(T ) – the size (numer of nodes) of the decision tree T ,
a(T, P ) – the accuracy of the classification object from a test set P by the
tree T ,
φ and ψ – constants determining the relative importance of w(T ) and a(T, P ).

The Ant Colony Decision Tree (ACDT) algorithm [1,2] employs ant colony
optimization techniques [6,8] for constructing decision trees and decision forests.
Ant Colony Optimization is a branch of a newly developed form of artificial
intelligence called swarm intelligence. Swarm intelligence is a form of emer-
gent collective intelligence of groups of simple individuals, e.g. ants, termites
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or bees, in which the form of indirect communication via pheromones was ob-
served. Pheromone values encourage ants to follow a path in order to build good
solutions of the analyzed problem, and the learning process occurring in this
situation is called positive feedback or auto-catalysis.

In each ACDT step an ant chooses an attribute and its value to split the sam-
ples in the current node of the constructed decision tree. The choice is made ac-
cording to a heuristic function and the pheromone values. The heuristic function
is based on the Twoing criterion (eq. (4)), which helps ants select an attribute-
value pair which adequately divides the samples into two disjoint sets, i.e. with
the intention that samples belonging to the same decision class should be in the
same subset. The best splitting is observed when a similar number of samples
exists in the left subtree and in the right subtree, and samples belonging to the
same decision class are in the same subtree. The pheromone values indicate the
best way (connection) from the superior to the subordinate nodes – all possible
combinations are taken into account.

As it was mentioned before, the value of the heuristic function is determined
according to the splitting rule employed in the CART approach (see formula (4)).
The probability of choosing the appropriate split in the node is calculated ac-
cording to a classical probability used in ACO [9]:

pi,j =
τm,mL(i,j)

(t)α · ηβi,j∑a
i

∑bi
j τm,mL(i,j)

(t)α · ηβi,j
, (2)

where:
ηi,j – a heuristic value for the split using the attribute i and value j,
τm,mL(i,j)

– an amount of pheromone currently available at time t on the con-
nection between nodes m and mL, (it concerns the attribute i and value j),
α, β – the relative importance with experimentally determined values 1 and 3,
respectively.

The pheromone trail is updated (3) by increasing the pheromone levels on the
edges connecting each tree node with its parent node:

τm,mL(t+ 1) = (1− γ) · τm,mL(t) +Q(T ), (3)

whereQ(T ) is a quality of the decision tree (see formula (1)), and γ is a parameter
representing the evaporation rate, equal to 0.1.

The Twoing criterion will search for two classes that will together make up
more than 50% of the data. The Twoing splitting rule maximises the following
change-of-impurity measure, which implies the following maximisation problem
for the nodes ml, mr:

argmax
aj≤aR

j ,j=1,...,M

⎛⎝PlPr

4

[
K∑

k=1

|p(k|ml)− p(k|mr)|
]2
⎞⎠ , (4)
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where:
p(k|ml) – the conditional probability of the class k provided in node ml,
Pl – the probability of transition objects into the left node ml,
Pr – the probability of transition objects into the right node mr,
K – number of decision classes,
aj – j–th variable,
aRj – the best splitting value of variable aj .

3 Decision Forests and Random Forests

A decision forest is a collection of decision trees [4,5,13]. We defined the decision
forest by the following formula:

DF = {dj : X → {1, 2, ..., g}}j=1,2,...,J, (5)

where J is a number of decision trees j (J � 2); g is a number of decision class
and X is the set of the samples.

In decision forests, predictions of decision trees are combined to make the
overall prediction for the forest. Classification is done by a simple voting. Each
decision tree votes on the decision for the sample and the decision with the
highest number of votes is chosen. The classifier created by decision forest DF,
denoted as dDF : X → 1, 2, ..., g, uses the following voting rule:

dDF(x) := argmax
k

Nk(x), (6)

where k is a decision class, such that k ∈ {1, 2, . . . , g}; Nk(x) is the number of
votes for the sample x ∈ X classification in to class k, such that Nk(x) := #{j :
dj(x) = k}.

Some ensemble methods such as Random Forests are particularly useful for
high-dimensional data sets due to increased classification accuracy. This can be
achieved by generating multiple prediction models, each with a different subset
of learning data consisted of attribute subsets [4].

Breiman provides a general framework for tree ensembles called ”random
forests” [4]. Each tree depends on the values of randomly chosen attributes,
independently for each node or tree and with the same distribution for all trees.
Thus, a random forest is a classifier (ensemble) that consists of many decision
trees. Each splitting rule is performed independently for different subsets of at-
tributes. As a result, m attributes could be chosen from p descriptions of the
learning samples. Assuming that m� p, and according to the performed exper-
iments, good results should be obtained when m =

√
p. Let us assume that 1

3 of
the samples cannot be chosen for the training sample (in accordance with the
probability equal to (1−n)n ≈ e−n), so only 1

3 of the trees in the analyzed forest
are constructed without this sample. In this situation Breiman proposed that it
would be well grounded to apply the unencumbered estimator of misclassification
probability obtained by the decision tree [4].
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4 On-the-Go Adaptive Approach

In this article we focus on an approach in which we concentrate on the weak
or difficult samples to discriminate or classify. For this reason we introduce the
boosting algorithm, which reduces sensitivity to training samples and tries to
force the analyzed approach to change the performance by constructing a new
distribution over samples based on previously generated results.

This approach is firstly proposed by Schapire in 1990 [15], which was inspired
by Kearns [12]. In particular, this approach is connected with the creation of
a good learning set based on weak learning subsets. The newest boosting ver-
sion, AdaBoost, was created in 1995 and presented by Freund and Schapire in
publications from 1996 and 1997 [10,11]. This algorithm is still under further
development, which was shown in [14].

A weight is assigned (initially equal to 1
n ) for each element of the learning set.

This value determines the element’s probability of being chosen for the pseudo-
samples. In the next step the classifier is created. Then, for each element that is
wrongly classified to the decision class the weight coefficient is increased, so that
during the next pseudo-sample creation this weak element (object) will more
likely be chosen.

In the AdaBoost approach the weights of elements belonging to the learning
set are modified depending on the classification error coming from the individual
classifier. This factor consists of the sum of the weak element’s weights:

ε(j) =
∑
xi

wei[ki �= kji ], (7)

where wei represents the weight of element xi and kji is a decision class of the
analyzed object.

The modification is performed when the classification error is smaller or equal
to 0.5. The weights are multiplied by the coefficient (8) and then normalized.

κ(j) =
1− ε(j)

ε(j)
(8)

5 Ant Colony Decision Forest Algorithm

The ACDF algorithm is based on two approaches: Random Forest and ACDT.
The ACDF algorithm can be applied for difficult data set analyzes by adding
randomness to the process of choosing which set of features or attributes will be
distinguished during construction of the decision trees [3].

In case of the ACDF, agent-ants create a collection of hypotheses in a random
manner by complying to the threshold or rule to split on. The challenge is to
introduce a new random subspace method for growing collections of decision
trees – this means that the agent-ants can create a collection of hypotheses
from the hypothesis space by using random-proportional rules. At each node
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of the tree the agent-ant can choose from the random subset (random pseudo-
samples) of attributes and then constrain the tree-growing hypothesis to choose
its splitting rule from among this subset. Because of the re-labelled randomness
proposed in our approach we have resigned from having different subsets of
attributes chosen for each agent-ant or colony in favour of greater stability of
the undertaken hypotheses. This is a consequence of the proposition that was
firstly used in Random Forest.

The ACDT approach that suffers from the problem of excessive size is said to
have good diversity in the (random pseudo-samples) training and testing samples
as well as balance in decision making. ACDF is described as an algorithm with
high diversity because the agent-ants make a cascade of choices consisting of
attributes and values chosen at each internal node in the decision tree (to create
a special hypothesis). Consequently, ensembles of decision tree classifiers perform
better than individuasubset of saml decision trees. This is due to independently
performed exploration/exploitation of the subspace of hypotheses.

In the presented experiments the ACDF algorithm was employed (described
in [3] as the 6th version). The best decision trees from each population (local
best trees) constitute a decision forest; and for each colony of ants the pseudo-
samples are the same and each decision tree depends on the values of randomly
chosen attributes, independently for each node (similar to the Random Forest).

6 An Adaptive ACDF Algorithm

The ACDF algorithm was a prototype for the proposed adaptive ACDF algo-
rithm (aACDF), described in section 5, where the similarities to Random Forests
are emphasised. We propose a new method of generating pseudo-samples for
each population of virtual ants. The on-the-go, dynamic pseudo-samples are
chosen according to a previously obtained classification quality. The adaptabil-
ity is focused on weak samples. The choice of objects is done by sampling with
a replacement from the n-objects’ set, and always consists of n objects.

The original probability of choice is equal to 1
n . In the following population

of virtual ants the value of this probability depends on the weight of this object.
In case of an incorrect classification this coefficient is increased according to the
formula:

wei =

{
1, if the object is well classified

1 + λ · n, otherwise, (9)

Meanwhile, the probability of choosing the object is calculated according to
the formula:

pp(xi) =
wei∑n
j=1 wej

. (10)

7 Experiments

A variety of experiments was conducted to test the performance and behaviour
of the proposed algorithm. In this section we will consider an experimental study
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(see Table 1, Figs. 1 and 2 – the best results are presented in bold) performed for
the following adjustments. We performed 30 experiments for each data set. Each
experiment included 1250 generations with the population size of the ant colony
equal to 50. In each case the decision forest consisted of 25 trees. A compara-
tive study of the ACDT algorithm (described in [2]) and the ACDF algorithm
(described in [3] – version 6) with an adaptive ACDF algorithm (aACDF) for
five different values of the λ parameter described in section 7.2 was performed
to examine this new approach.

Table 1. Comparative study – accuracy rate

Data set ACDT – forest ACDF 6 aACDF
λ = 1.0

acc #n acc #n acc #n

heart 0.7628 253.4 0.8391 194.8 0.8372 101.39
breast-cancer 0.7284 82.1 0.7414 96.0 0.7434 53.80
balance-scale 0.8003 1198.8 0.8559 884.3 0.8613 365.70
dermatology 0.9314 113.7 0.9690 297.7 0.9667 244.79
hepatitis 0.8005 43.4 0.8210 58.4 0.8125 41.46

breast-tissue 0.4611 205.1 0.4919 146.0 0.4682 109.37
cleveland 0.5456 338.7 0.5737 202.9 0.5732 137.71
b-c-w 0.9306 103.2 0.9280 275.1 0.9319 221.03

lymphography 0.7821 161.6 0.8265 318.5 0.8193 208.29
shuttle 0.9975 1508 0.9972 2458 0.9945 1253

mushroom 0.6313 1604 0.6475 1007 0.6469 950
optdigits 0.8751 4273 0.9442 3942 0.8985 1203

Data set aACDF
λ = 0.5 λ = 0.1 λ = 0.05 λ = 0.005

acc #n acc #n acc #n acc #n

heart 0.8348 109.65 0.8344 145.99 0.8385 169.10 0.8323 193.96
breast-cancer 0.7374 58.05 0.7393 74.12 0.7411 78.04 0.7389 95.77
balance-scale 0.8597 412.33 0.8601 617.18 0.8565 722.26 0.8565 870.88
dermatology 0.9661 264.29 0.9661 291.10 0.9690 302.16 0.9681 299.41
hepatitis 0.8130 43.97 0.8134 52.12 0.8203 55.42 0.8188 56.26

breast-tissue 0.4696 115.22 0.4922 135.29 0.4954 140.85 0.4922 147.77
cleveland 0.5687 138.89 0.5733 155.34 0.5710 167.29 0.5751 197.87
b-c-w 0.9309 244.23 0.9306 265.52 0.9310 282.60 0.9262 265.40

lymphography 0.8231 238.93 0.8282 291.70 0.8211 309.53 0.8197 319.77
shuttle 0.9951 1585 0.9960 2104 0.9962 2162 0.9970 2500

mushroom 0.6492 944 0.6485 940 0.6488 947 0.6458 1043
optdigits 0.9024 1331 0.9193 2171 0.9290 2707 0.9422 3828

Abbrev.: acc – accuracy rate; #n – number of nodes.

7.1 Data Sets

An evaluation of the performance behavior of aACDF was performed using 12
public-domain data sets from the UCI (University of California at Irvine) data
set repository. The experiments were carried out on an Intel Core i5 2.27 GHz
Computer with 2.9 GB RAM.
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Data sets larger than 1000 samples are divided into two groups in a random
way: training and testing sets, appropriately. Data sets with fewer than 1000
samples are estimated by 10-fold cross-validation. In both cases we also used an
additional data set – a clean set. The results are tested on a clean set that has
not been used to build the classifier.

7.2 Comparative Study – An Examination of λ Parameter Values

The proposed version of the adaptive ACDF demands, above all, comparison
with its predecessors: ACDF-forest and ACDF (based on Random Forest) [1,2,3]
in the context of different λ parameter values. These values of parameter λ were
established arbitrarily. We examined the following values of the λ parameter:
1.0, 0.5, 0.1, 0.05 and 0.005.

7.3 Experiments and Results

The experimental results confirm that adaptively applied subsets of samples
allow to obtain significantly better results (Tab. 1). For a majority of the data
sets for most cases we managed to construct decision forests consisting of smaller
decision tress (with a decreased number of nodes), as compared to the ACDT-
forest and ACDF algorithms, which can be observed in Fig. 2. A decrease in the
decision trees’ growth depended on the λ parameter value. As the λ parameter
value rose, smaller decision trees and forests were created. We also observed the
influence of the λ parameter on the quality of the classification (see Fig. 1),
therefore, using λ parameter values greater than 1.0 causes a deterioration of
the classification quality.

The best results were obtained for λ = 1.0 and λ = 0.5. In Fig. 3 we can
notice the relationship between decision tree growth and classification accuracy
depending on the applied algorithms.
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Fig. 3. Relationship between decision tree growth and classification accuracy depend-
ing on the applied algorithms for a data set: (a) balance-scale (b) cleveland (c) breast-
cancer (d) lymphography. Figures (a) and (b) show the characteristics of the most
frequently chosen samples for the analyzed data sets

8 Conclusions

Adaptive ACDF algorithms allowed the situation to get better results obtained
in our experiments in comparison to all previously presented approaches.
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We obtained higher values of classification quality especially for larger val-
ues of the analyzed parameter λ. From our observations concerning on-the-go
adaptive ACDF, despite the smaller decision trees obtained, the value of the
classification accuracy was satisfactory.

The great support for incorrectly classified objects results in a larger number
of these objects in the pseudo-samples. At the same time we observed an impact
on the diminishing decision tree growth.

In the future we are planning to analyze more complicated methods of weight
wei measurement. We also intend to add additional pheromone values that will
be specially dedicated to the elements’ choice of pseudo-samples.
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Abstract This paper intends to address and solve the problem Viet-
namese Named Entity recognition and classification (VNER) by using
the bootstrapping algorithm and rule-based model. The rule-based model
relies on contextual rules to provide contextual evidence that a VNE be-
longs to a category. These rules exploit linguistic constraints of category
are constructed by using the bootstrapping algorithm. Bootstrapping al-
gorithm starts with a handful of seed VNEs of a given category and
accumulate all contextual rules found around these seeds in a large cor-
pus. These rules are ranked and used to find new VNEs.

Our experimented corpus is generated from about 250.034 online news
articles and over 9.000 literatures. Our VNER system consists 27 cate-
gories and more 300.000 VNEs which are recognized and categorized.
The accuracy of the recognizing and classifying algorithm is about 95%.

1 Introduction

Named Entity Recognition (NER) problem has become a major task of Natural
Language Processing (NLP). Named Entities (NE) represent important parts of
the meaning of human-written sentences, such as persons, places and objects
[1]. In the sixth and the seventh editions of the Conference on Computational
Natural Language Learning (CoNLL 2002 and CoNLL 2003) the NER task was
defined as to determine the proper names existing within an open domain text
and classify them as one of the following four classes: Person; Location; Orga-
nization; and Miscellaneous.

To correctly identify all of the named entities is a very difficult task for any
language, since the level of difficulty depends on the diversity of language set-
tings. As to Vietnamese, there are many difficult problems in NER. Firstly,
Vietnamese Named Entity (VNE) doesn’t have some given special syllables for
names. Secondly, VNE is an open class and the number of its component is very
large such that it is very hard to enumerate all of them.

Our work intends to address and solve the problem Vietnamese named entity
recognition and classification(VNER).
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Our approach for two problems is based on the bootstrapping algorithm[4, 5, 6]
and rule-based model. The rule-based model relies on contextual rules to pro-
vide contextual evidence that a VNE belongs to a category. These rules exploit
linguistic constraints and contextual information in identifying VNEs, is con-
structed based on models of word recognition[2] and theory of word order pat-
terns [3] in Vietnamese. In which, each word and phrase surrounding VNE in
sentence is recognized with the high accuracy, and frequency sequence of words
are ranked.

The collected VNEs and contextual rules are ranked based on confidence
functions and similarity functions. In which, confidence function expresses a
numerical confidence (reliably) that the contextual rule will extract members of
the category, and similarity function expresses similarity between a VNE and a
category.

The bootstrapping algorithm involves a small set of seed VNEs for each cate-
gory, for starting the learning process. A set of seed VNEs is generated by sorting
the VNEs in the corpus and manually identifying. First, the system searches for
sentences or phrases that contain these VNEs and tries to identify some con-
textual rules. Then, the system tries to find other instances of VNEs appearing
in similar contexts. The learning process is then reapplied to the newly found
VNEs, so as to discover new relevant contexts.

Finally, the VNE recognition and classification algorithm is performed based
on model matching of context surrounding of VNE in sentence with linguistic
constraints of each category.

Our contribution is a new approach for solving the VNER problem. In which,
the model of the problem VNER with the bootstrapping algorithm for recog-
nizing a category, and the automatic algorithm identify VNEs in sentence are
described and discussed. The system of categories of VNEs are constructed with
high accuracy and its linguistic constraints are important data for solving dif-
ferent tasks in Vietnamese natural language processing.

The rest of this paper is structured as follows. In section 2, we introduce
and describe the problem recognition and classification Vietnamese named enti-
ties(VNER). In section 3, we define a contextual rule and it’s construction. Based
on a set of contextual rules, the C-VNE recognition algorithm is proposed to
recognize a C-VNE syllable, a Vietnamese Named Entity which has a category
C, and the VNE recognition algorithm is proposed to recognize a VNE-syllable,
a Vietnamese Named Entity. Section 4 presents the results of our experiments
that support our approach. Section 5 concludes the paper.

2 VNE Recognition Problem

The purpose of the Vietnamese Named Entities Recognition (VNER) problem[7, 8]
is to recognize a Vietnamese Named Entity (VNE) in documents, and determine
whether the VNE is a member of predefined categories of interested as: person
names, organization names, location names, etc. Simply, theVNERproblem is con-
structed as follows:
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1. Syllable, sentence and corpus are given by following descriptions:
– Syllable s is an original syllable (such as “của”, “đã”) or a linking syllable

(such as “công_việc”, “Hồ_Chí_Minh”, “Hà_Nội”). We call “của” the
first component of the syllable “của”, “công” and “việc” the first and
second components of the syllable “công_việc”.

– Sentence S is an ordered sequence of syllables, S = s1s2 . . . sn. n = |S|
is called the length of the sentence S.

– Corpus C = {(S , s , k)} is a finite set of triple objects: S is a sentence, s
is a syllable in S, and k is a position of s in S, 1 ≤ k ≤ |S|. S is called
the context of the triple. For example, assuming that there is a sentence

S = “Chúng_tôi yêu Việt_Nam”

in the corpus, so C has three elements (S,Chúng_tôi, 1), (S, yêu, 2), and
(S,Việt_Nam, 3).

A structure of the corpus C is described carefully in [2].
2. Let V ⊂ C is a set of all Vietnamese Named Entities in the corpus C. The

set V is determined by a map frec : C → {0; 1} for which

frec(S, s, k) =

{
1 if (S, s, k) ∈ V
0 otherwise. (1)

The map frec is called the recognition function .
3. Let E = {C1,C2, . . . ,Cm} is a category of VNE, and a map fcla : V → E

which is called a classification function . For each category C ∈ E , a VNE
of which category is C is called shortly a C-VNE.

The VNER aims to solve two problems:

Problem 1. Determining the recognition function frec so that for all (S, s, k) ∈
C, we recognize the syllable s is VNE or not.

Problem 2. Determining the classification function fcla so that for all VNE
(S, s, k) ∈ V, we identify a category of the syllable s, fcla(S, s, k).

For each category C ∈ E , let us denote V(C) = {(S, s, k) ∈ V | fcla(S, s, k) =
C}, the set of all C-VNEs. The key of our works is how we gain the grammar-
rules of the syllables in V(C) to recognize a syllable is in V(C) or not. Precisely,
we consider a problem:

Problem 3. Let C ∈ E be a category, and S(C) ⊂ V(C) be a given set of some
C-VNEs. Based on S(C), constructing some grammar-rules R(C) to determine
a map fC : C → {0; 1} for which

fC(S, s, k) =

{
1 if (S, s, k) ∈ V(C)
0 otherwise. (2)

fC is called a C-VNE recognition function.
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First of all, we introduce a simple grammar-rule for which we can easily rec-
ognize a lot of non-VNE and non-C-VNE syllables. This grammar-rule based on
a following concept.

Definition 1. A syllable s is called a candidate if the first letters of all its
components are capitalization.

An example of a candidate is a syllable “Hồ_Chí_Minh”, and an example of a
non-candidate is a syllable “Chủ_tịch”. In this work, we mention that a VNE
should be a candidate. Thus,

Grammar-Rule 1 Given (S, s, k) in the corpus. If s is not a candidate,(S, s, k)
is not a VNE, frec(S, s, k) = 0, and of course for all category C ∈ E, (S, s, k) is
not a C-VNE, fC(S, s, k) = 0.

In next sections, we would like to study how we utilize a given set of some C-
VNEs to construct other grammar-rules for determining the C-VNE recognition
function fC .

3 Contextual Rules and Recognition

Let C ∈ E be a category, and S(C) be a given set of some C-VNEs. The C-VNE
recognition function fC is determined based on the set of contextual rules, which
represent linguistic constraints for deciding another syllable (S̄, s̄, k̄) /∈ S(C) is
a C-VNE or not. Thus, the aims of this section is study how to construct the
set of contextual rules of the category C from the given set S(C) and how to
determine the function fC from these contextual rules. The first aim is done
based on a confidence function, a similar function and the idea of bootstrapping
algorithm. The second aim is based on a probability model which measures a
similar structure between a target syllable and some given C-VNE syllables.
These measuring are depended on the roles of contextual rules.

3.1 Contextual Rule

Let us consider an example: Given two sentences

S1 = “Ông Nam và ông Nhân đã thực_hiện thành_công dự_án này.”
S2 = “Tôi cùng ông Nghĩa đã thực_hiện một nhiệm_vụ quan trọng.”

Assuming that two candidates (S1, “Nhân”, 5) and (S2, “Nghĩa” , 4) belong to
V(C), where C is the “names of people”. We have an idea: For any candidate
(S, s, k) ∈ C, if

“ông s đã thực_hiện” is a subsequence of S

can we decide the candidate (S, s, k) ∈ V(C)? If we can decide, the subsequence
“ông s đã thực_hiện” where s is a candidate is called a contextual rule of the
‘names of people’ -VNE. Formally, let C ∈ E be a category, a contextual rule of
C is defined by:
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Definition 2. A contextual rule p of C is a pair of subsequences (sl, sr), where
sl is called a left context and sr is called a right context.

Considering the above example, p = (“ông” , “đã thực_hiện”) is a contextual
rule of the category names of people, and sl = “ông” is the left context, sr = “đã
thực_hiện” is the right context of p.

For any candidate (S, s, k) and a contextual rule p = (sl, sr) ∈ R, we define

Definition 3. (S, s, k) satisfies the contextual rule p if sl s sr ⊂ S. p(S, s, k) = 1
is denoted for (S, s, k) satisfies p, and p(S, s, k) = 0 is denoted for another case.

3.2 Constructing Contextual Rules

Assuming that R is a set of some contextual rules of the category C. Let us
denote σ(VC) a set of all subsets of VC, VC(p) = {(S, s, k) ∈ VC | p(S, s, k) = 1}
VC(p,W) = {(S, s, k) ∈W |p(S, s, k) = 1}, where p ∈ R, W ⊆ VC, and R(S, s, k)
= {p ∈ R | p(S, s, k) = 1}.
Definition 4. Fcon is called a confidence function corresponding with R if
Fcon : R× σ(VC) → R for which ∀p ∈ R, W ∈ σ(VC),

Fcon(p,W ) =
|VC(p,W)|
|VC(p)| log |VC(p,W)|, (3)

where | · | denote the size of a set.

The confidence function receives a high value if a high percentage of the
contextual rule’s extractions are members of W , or if a moderate percentage of
the rule’s extractions are members of W and it extracts a lot of them.

Definition 5. Fsim is called a similarity function corresponding with C if
Fsim : C × σ(VC) → R for which ∀(S, s, k) ∈ C, W ∈ σ(VC),

Fsim(S, s, k,W ) =

∑
p∈R(S,s,k) |VC(p,W)|

|R(S, s, k)| (4)

where | · | denote the size of a set.

The similarity function measures a similarity between a candidate (S, s, k)
and other candidates in W corresponding with R. It receives a high value if
(S, s, k) satisfies contextual rules in R that also have a tendency to extract the
members of W .

The significance of the confidence function and the similarity function is ex-
plained as follows: If we have a set W of some C-VNEs, the confidence function
shows that from W it can find some contextual rules for recognizing C-VNEs.
Next, when the confidence function gives us a set R of some contextual rules
for recognizing C-VNEs, the similarity function will recognize other C-VNEs
outside W . This is an idea for constructing the set of contextual rules and also
recognizing the set V(C) of all C-VNEs.
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Concretely, let S(C) ⊂ V(C) be a small set of given C-VNEs. The constructing
contextual rules and recognizing C-VNEs algorithm consists two steps. First,
the algorithm searches for sentences that contain C-VNEs in S(C) and tries to
identify some contextual rules to the best examples. Next, it tries to find new
C-VNEs appearing in similar contexts. The learning process is then reapplied
to the newly found examples. By repeating this process, a large number of C-
VNEs and a large number of contextual rules will eventually be gathered. This
algorithm is called a C-VNEs recognition algorithm and given as follows

The C-VNEs Recognition Algorithm

Input: A = S(C) 5. Calculate Fcon(p,A)
Output: V(C) - the set of all C-VNEs 6. if Fcon(p,A) ≥ θc

i then
7. Add p to R(C)

R(C) = ∅ 8. for each (S, s, k) in C \ A
1. for i = 1 to n do 9. Evaluated Fsim(S, s, k, A)
2. Setting the parameters to (θc

i , θ
s
i ) 10. if Fsim(S, s, k, A) ≥ θs

i then
3. repeat 11. Add (S, s, k) to A
4. for each contextual rule p in R 12. until no contextual rules add to R(C)

The bootstrapping process loops n-times with n parameters, which converge
to desired one. The way we choose these parameters guarantees the quality of
learning process. At each iteration, the process adds the new contextual rules,
which have confidence value higher than θci to R(C). All of its extractions, which
have similarity value higher than θsi , are inferred to be category members and
added to A. Then the next best contextual rule is identified, based on both the
original seed VNEs and the new VNEs that were just added to the category, and
the process repeats. Adding the best contextual rules help to more accurately
identify value of similarity function of new VNEs with the set of C-VNEs A.

The results of learning process are the set of all C-VNEs A, and the set of all
contextual rules R(C) for category C.

3.3 Recognition of VNEs

Let E be a category set. For each category C ∈ E , let R(C) be a set of all
contextual rules of C. We define a C-VNEs recognition score, a function on the
space of candidates and categories C × E , as follows:

Score(S, s, k, C) =
∑

p∈R(C)

Fcon(p,V(C)) ∗ p(S, s, k) ∗ Focc(S, s, k,V(C)) (5)

where, Fcon(p,V(C)) is a confidence function of the contextual rule p with V(C),
and Focc(S, s, k,V(C)) is an occurrence function of candidate (S, s, k) in V(C) is
determined by following formula:

Focc(S, s, k,V(C)) =
{
1− ε if (S, s, k) ∈ V(C),
ε otherwise (6)

where, 0 ≤ ε ≤ 1. By definition, the candidate (S, s, k) has high value of score
C-VNEs recognition if it satisfies some high confidence value contextual rules in
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R(C) and is a C-VNEs. However, if (S, s, k) is not in V(C), we are still calculating
its C-VNEs recognition score with the coefficient ε. In this case, the candidate
(S, s, k) satisfies a lot of contextual rules of which their confidence values are
very high, then we recognize a new C-VNE.

Given a parameter θ ≥ 0, the recognition function and the classification func-
tion are determined based on the C-VNE recognition score. These formulae are
given: for all (S, s, k) ∈ C,

frec(S, s, k) =

{
1 if ∃C ∈ E , Score(S, s, k, C) ≥ θ,
0 otherwise (7)

and

fcla(S, s, k) =

{� if frec(S, s, k) = 0,
argmaxC∈EScore(S, s, k, C) otherwise (8)

The VNE recognition algorithm is given as follows:

The VNE Recognition Algorithm

Input: Candidate (S, s, k), θ > 0
Output: frec(S, s, k) and fcla(S, s, k)

max = 0
1. for each category C in E do
2. Calculate Score(S, s, k, C)
3. if Score(S, s, k, C) > max then
4. max = Score(S, s, k, C)
5. Cmax = C
6. if max < θ then
7. return frec(S, s, k) = 0 and fcla(S, s, k) = �
8. return frec(S, s, k) = 1 and fcla(S, s, k) = Cmax

4 Evaluation

Corpus and Contextual Rules. Our data of sentences is collected from 250.034
articles in the TuoiTre online newspaper (http://www.tuoitre.com.vn) and more
than 9.000 novels in VNThuquan website (http://www.vnthuquan.net). We pre-
processed the data first by applying the data normalization: fixing the code fonts
and repairing spelling mistakes of syllables and segmenting sentences[2]. The ini-
tial corpus has 31.565.364 sentences whose total length is 411.623.127 syllables.

Categories and The Seed VNEs. Each category of VNEs is specified by a small
number of the seed VNEs. The seed VNEs of a given category must be satisfy
2 conditions: (i) must be frequent in the corpus for the bootstrapping algorithm
to work well; and (ii) satisfy the condition of many contextual rules in linguistic
constraints of given category, do not satisfy the condition of ambiguous rules,
which has high frequency and extracts many VNEs of many distinct categories.
The seed VNEs was generated by sorting candidates in the corpus and manually
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Table 1. Seed Named Entities Lists

Category Seed NEs

NEs for Nations: Mỹ, Pháp, Anh, Đức, Nga, Nhật, Úc, Trung_Quốc, Ý, Việt_Nam.

NEs for Cities: Sài_Gòn, Huế, Đà_Nẵng, Cần_Thơ, Đà_Lạt, Hồ_Chí_Minh,

Bình_Dương, Quảng_Nam, Nha_Trang, Đồng_Nai.

NEs for Rivers: Hương, Hàn, Gianh, Cửu_Long, Nhà_Bè, Cầu, Đà, Kim_Ngưu.

NEs for Streets: Lê_Duẩn, Chi_Lăng, Đống_Đa, Cách_Mạng_Tháng_Tám, Phố_Huế,

Hai_Bà_Trưng, Trần_Hưng_Đạo, Bến_Nghé, Bạch_Đằng.

Table 2. Top 15 extraction patterns for semantic categories

NEs for Nations NEs for Cities NEs for Rivers NEs for Humans

trận gặp [NE] và tỉnh [NE] dọc sông [NE] là anh [NE]

hàng phòng_ngự [NE] địa_bàn tỉnh [NE] vượt sông [NE] [B] ông [NE]

vào thị_trường [NE] địa_phận tỉnh [NE] tả_ngạn sông [NE] của ông [NE]

với đội_tuyển [NE] lãnh_đạo tỉnh [NE] của sông [NE] là ông [NE]

[B] quốc_tịch [NE] cho tỉnh [NE] thượng_nguồn sông [NE] hỏi thằng [NE]

của tuyển [NE] từ tỉnh [NE] hạ_lưu sông [NE] gọi chị [NE]

sang thị_trường [NE] chính_quyền tỉnh [NE] trên dòng_sông [NE] tìm anh [NE]

nền kinh_tế [NE] của tỉnh [NE] dọc_theo sông [NE] lúc anh [NE]

tại thị_trường [NE] địa_bàn thành_phố [NE] dọc bờ_sông [NE] gặp_lại chị [NE]

nhập quốc_tịch [NE] tại tỉnh [NE] bên dòng_sông [NE] và cậu [NE]

nhập_khẩu từ [NE] toàn tỉnh [NE] bên bờ_sông [NE] mời chú [NE]

[B] du_khách [NE] trên địa_bàn [NE] và sông [NE] nhìn ông [NE]

tiền_đạo người [NE] ở tỉnh [NE] ven sông [NE] để bác [NE]

[B] người [NE] chi_nhánh tại [NE] nguồn sông [NE] nhìn bà [NE]

xuất_khẩu sang [NE] thuộc tỉnh [NE] đoạn sông [NE] của mợ [NE]

identifying. The seed VNEs lists for some categories that we used are shown in
Table 1.

Contextual rules for category. We ran the bootstrapping algorithm for 50 iter-
ations. Contextual rules produced by the last iteration were the output of the
system. Through the process of checking list of the best contextual rules of 20
categories, some results and ideas are collected:

– Collected contextual rules reflect correctly linguistic constraints of each cat-
egory. Ambiguous rules such as: “của [NE]”, “là [NE]” do not appear in list.
The experimental results reflect correctly the accuracy and efficiency of the
our measurements and algorithms.

– Process recognition and classification categories depends only on the seed
VNEs, help increase the flexibility and efficiency of the system. It would
indeed be appropriate to classify all VNEs, which are separated by different
type.
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Table 2 shows the top 20 contextual rules for some categories produced by
bootstrapping after 50 iterations. In which, [B] is label for beginning of phrase,
and [NE] is label for VNE. Most of these contextual rules are clearly useful
linguistic constraints for extracting VNEs for each catogory.

Table 3. Accuracy of the Semantic Lexicons

Iter 1 Iter 10 Iter 20 Iter 30 Iter 40 Iter 50

NEs for Nations 5/5(1) 43/50(.86) 82/100(.82) 134/150(.89) 178/200(.89) 219/250(.87)

NEs for Cities 5/5(1) 44/50(.88) 91/100(.91) 139/150(.93) 183/200(.92) 221/250(.88)

NEs for Rivers 5/5(1) 49/50(.98) 98/100(.98) 146/150(.97) 185/200(.97) 239/250(.96)

NEs for Streets 5/5(1) 50/50(1) 99/100(.99) 149/150(.99) 197/200(.98) 245/250(.98)

NEs for Persons 5/5(1) 49/50(.98) 99/100(.99) 149/150(.99) 199/200(.99) 248/250(.99)

The Bootstrapping Algorithm. Table 3 shows the accuracy of some categories
after the 1st iteration of bootstrapping and after each 10th iteration. Each cell
shows the number of true category members among the entries generated thus
far. For example, 50 VNEs were recognized as named entities of cities after tenth
iteration and 44 of those (88%) were true VNEs of cities. Table 3 shows that
bootstrapping identified 219 VNEs of nations, 221 VNEs of cities, 239 VNEs of
rivers, 245 VNEs of streets and 248 VNEs of persons. The accuracy of processing
recognize VNEs is very high.

Vietnamese Named Person Recognition. Experiment for Vietnamese named
person recognition ran bootstrapping algorithm for 200 iterations. The results
identified 31.427 VNEs of person with the accuracy about 98%, cả short name as
“Vũ, Kiên, Hiếu”, and full name as “Lê_Trung_Hiếu”, “Nguyễn_Thu_Phương”.
Besides, the selection of appropriate seed VNEs help identify good named per-
sons for man, woman, or named persons for singer, actor, politicians,... These
results are an important data for problems such as Extraction Information, Ab-
stract Document, Classification Documents,...

5 Conclusion

We have presented rule-based model for recognizing and classifying Vietnamese
named entities. The model is constructed by using the bootstrapping algorithm.
The rule-based model relies on contextual rules to provide contextual evidence
that a VNE belongs to a category. The model works well on a large corpus and
can extract many categories, such as, name of person, nations, cities, streets,
rivers, places, oranizations,... with the high accuracy.

Vietnamese language is not explained and described well by grammar rules.
However, according to research results have demonstrated the ability to apply
models Vietnamese word recognition and theory word order patterns for solv-
ing some tasks in Vietnamese language processing. One of our reseach direction is
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“Finding the most common formulas of Vietnamese sentence”. We believe that
with the huge corpus, we can solve many problems of Vietnamese language
processing based on statistic.
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Abstract. In this paper a family of algorithms for the online learn-
ing and classification is considered. These algorithms work in rounds,
where at each round a new instance is given and the algorithm makes a
prediction. After the true class of the instance is revealed, the learning
algorithm updates its internal hypothesis. The proposed algorithms are
based on fuzzy C-means clustering followed by calculation of distances
between cluster centroids and the incoming instance for which the class
label is to be predicted. Simple distance-based classifiers thus obtained
serve as basic classifiers for the implemented rotation forest kernel. The
proposed approach is validated experimentally. Experiment results show
that proposed classifiers perform well against competitive approaches.

Keywords: online learning, fuzzy C-means clustering, Rotation Forest.

1 Introduction

One of the data mining basic tasks is classification that is identification of
some unknown object or phenomenon as a member of a known class of ob-
jects or phenomena. In machine learning and statistics, classification is usually
understood as the problem of identifying to which of a set of categories (sub-
populations) a new observation belongs, on the basis of a training set of data
containing instances (observations) whose category membership is known. The
idea in machine learning is to produce a so called classifier, which can be viewed
as the function induced by a classification algorithm that maps input data to a
category.

In machine learning there are two basic approaches to inducing classifiers:
static and dynamic one. Static approach is based on two assumptions. First one
assumes that a training set of the adequate size required to induce classifier
and consisting of instances with known class labels, is available in advance,
that is before a classifier is constructed. Second assumption requires that data
instances arriving in the future have a stationary distribution identical with the
distribution of data in the training set.
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In case of the dynamic approach assumptions are weaker. Usually, some lim-
ited number of training examples with known class labels is required at the out-
set, however future incoming instances, after their true class label is revealed,
can be added to the available training set extending it, or perhaps replacing
some of its earlier arriving members. Second assumption does not have to hold,
hence data distribution does not have to be a stationary one.

Dynamic approach is a natural way of dealing with important online learn-
ing problems. Online learning is considered to be of increasing importance to
deal with never ending and usually massive stream of received data such as sen-
sor data, traffic information, economic indexes, video streams, etc. [18]. Online
approach is, as a rule, required when the amount of data collected over time
is increasing rapidly. This is especially true in the data stream model where
the data arrive at high speed so that the algorithms used for mining the data
streams must process them in very strict constraints of space and time [15]. A
data stream can roughly be thought of as an ordered sequence of data items,
where the input arrives more or less continuously as time progresses (see for
example [7]). Reviews of algorithms and approaches to data stream mining can
be found in [5], [6] and [15]. Online classifiers are induced from the initially
available dataset as in case of the static approach. However, in addition, there
is also some adaptation mechanism providing for a classifier evolution after the
classification task has been initiated and started. In each round a class label
of the incoming instance is predicted and afterwards information as to whether
the prediction was correct or not, becomes available. Based on this information
adaptation mechanism may decide to leave a classifier unchanged, or modify it,
or induce a new one.

Usual approach to deal with the online classification problems is to design and
implement an online classifier incorporating some incremental learning algorithm
[12], [16]. According to [14] an algorithm is incremental if it results in a sequence
of classifiers with different hypothesis for a sequence of training requirements.
Among requirements an incremental learning algorithm should meet are ability
to detect concept drifts, ability to recover its accuracy, ability to adjust itself to
the current concept and use past experience when needed [19]. Examples of some
state of the art classifiers belonging to the discussed class include approaches
proposed in [18] and [2].

In this paper a family of algorithms for the online learning and classification
is considered. These algorithms work in rounds, where at each round a new
instance is given and the algorithm makes a prediction. After the true class of
the instance is revealed, the learning algorithm updates its internal hypothesis.
The proposed algorithms are based on fuzzy C-means clustering followed by
calculation of distances between cluster centroids and the incoming instance for
which the class label is to be predicted. Simple distance-based classifiers thus
obtained serve as basic classifiers for the implemented Rotation Forest kernel.

The paper is organized as follows. Section 1 contains introduction. Section
2 contains algorithms description and analysis of their complexity. Section 3
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presents validation experiment settings and experiment results. Section 4 con-
tains conclusions and suggestions for future research.

2 Classification Algorithms

The general data classification problem is formulated as follows. Let C be the
set of categorical classes which are denoted 1, . . . , |C|. The learning algorithm is
provided with the learning instances LD = {< d, c > | d ∈ D, c ∈ C} ⊂ D × C,
where D is the space of attribute vectors d = (wd

1 , . . . , w
d
N ) with wd

i being a
numeric value, N - the number of attributes. The algorithm is used to find the
best possible approximation f̂ of the unknown function f such that f(d) = c.

Then f̂ can be used to find the class c = f̂(d) for any d such that (d, c) �∈ LD,
that is the algorithm will allow to classify instances not seen in the process of
learning.

2.1 Online Algorithms

The first step of the considered algorithms is fuzzy C-means clustering (see [4]),
that is an iterative method which allows one row of data to belong to two or
more clusters. The method is based on minimization of the objective function

Jm =

M∑
i=1

noCl∑
j=1

umij · d(ri, cj)

wherem is a fixed number greater than 1 (in the experiments the value was fixed
and equal 2), M is the number of data rows, noCl is the number of clusters,
cj is the center of the j-th cluster, uij is the degree of membership of the i-th
data row xi in cluster j and d is a fixed metric to calculate the distance from
the data row ri to cluster centroid cj . Fuzzy C-means clustering is an iterative
process. In each iteration step the membership factors uij and cluster centers cj
are updated.

Given the partition of the training data via C-means clustering and a data row
r to be classified, to assign the class label to r, firstly the distances from r to all
cluster elements are calculated. The distances are sorted in a non-decreasing or-
der and the coefficient measuring the sum of distances from x nearest neighbours
(x is a parameter) is calculated. The class for which the coefficient is minimal, is
assigned to r. The details of the partition as well as class assignment are given
in [11].

Concept of the training dataset used in the paper is similar to the sliding
window idea used in various incremental algorithms, see for example [5]. For
the proposed algorithms the size of the training set is kept constant. Online
algorithms work in rounds. Starting with the initial training set IN , in each
round a new instance (not seen before) from LD is considered and the algorithm
makes a prediction. After the true class of the instance is revealed, the learning
algorithm updates the training set, according to (1).
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Algorithm 1. Online algorithms OL-rand, OL-fifo, OL-max

Require: training data LD, containing k data rows, Y - correct class labels of the
training dataset, x - number of neighbours, initial training set IN ,

Ensure: qc - quality of classification
1: initialize training set TD ← IN , testSize ← 0, correctClsf ← 0
2: while testSize < k do
3: testSize ← testSize+ 1
4: let (r, c) stand for the next row from LD (not considered before)
5: perform C-means clustering on TD, calculate classification coefficient using x

neighbours of r and find class ĉ for row r
6: if c = ĉ then
7: correctClsf ← correctClfs+ 1
8: end if
9: update TD according to (1)
10: end while
11: qc ← correctClfs

testSize

In case of algorithm OL-rand, the new row replaces the randomly chosen
one, in algorithm OL-fifo it replaces one on the basis of first-in-first-out queue.
Finally, for the algorithm OL-max the new instance (r, c) replaces the row from
the cluster of r which is in maxiumum distance from the respective centroid.

update(TD) =

⎧⎨⎩
replace random row by (r,c) alg. OL-rand
replace row from fifo by (r,c) alg. OL-fifo
replace row maximally distant by (r,c) alg. OL-max

(1)

For each of the algorithms the quality of classification is calculated. The details
of all three algorithms are given in Algorithm 1.

2.2 Principal Component Analysis and Rotation Forest Ensemble
Method

Rotation Forest method creates a family of base classifiers, each based on a
different axis rotation of attributes. To create the training dataset, the set of
attributes is randomly split into a given number of subsets and Principal Com-
ponent Analysis (PCA) is applied to each subset. The algorithm for PCA is
given in Algorithm 2. Let M stand for the number of data rows, each with N
attributes.

The matrix with eigenvectors used in Algorithm 3, is defined in (2).

Ecl
i =

⎡⎢⎢⎢⎣
a11 a21 · · · aM1

1 [0] · · · [0]

[0] a12 a22 · · · aM2
2 · · · [0]

...
...

. . .
...

[0] [0] · · · a1K a2K · · · aMK

K

⎤⎥⎥⎥⎦ (2)
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Algorithm 2. Algorithm PCA

Require: dataset - a matrix X consisting of M rows and N columns
Ensure: the set of M eigenvectors
1: transform the data matrix X into a dataset whose mean is 0 - calculate the mean

value for each column and subtract the mean from each row in the given column
2: find the covariance matrix Cov = 1

N−1
X ·XT

3: compute M eigenvectors of the covariance matrix Cov

Algorithm 3. Algorithm Rotation Forest

Require: TD training dataset with M data rows, each described by N attributes (TD
is a matrix of size M ×N), Y - correct class labels of the training dataset TD (Y
is a matrix of size N × 1 of elements from C), K - the number of subsets.

Ensure: rotation matrix R
1: split the attribute set F into K subsets {Fj}j≤K each with Mj attributes
2: for j = 1 to K do
3: let Xj be the dataset TD for the attributes in Fj

4: transform Xj by deleting 25 % rows, randomly

5: apply algorithm PCA to the transformed Xj to obtain eigenvectors a1
j , . . ., a

Mj

j

6: end for
7: arrange the eigenvectors in matrix E as shown in (2)
8: construct the rotation matrix R from E by rearranging the columns to match the

order in F

Algorithm 4 applies Rotation Forest method to online classifiers. The pro-
posed approach preserves main features of the original Rotation Forest method.
The main heuristic is to apply feature extraction and to subsequently reconstruct
a full feature set for each classifier in the family. This is done through dividing
randomly the feature set into a number of subsets, applying principal component
analysis to each subset and constructing new set of features by combining all
principal components.

2.3 Computational Complexity of the Algorithms

As shown in [11] the computational complexity of fuzzy C-means clustering is
O(t·M ·noCl), where t is the number of iterations of the C-means algorithm,M is
the number of data rows and noCl is the number of clusters. Classification based
on calculating the classification coefficient demands sorting of M values which
sums up to complexity O(M2). Algorithm 1 performs C-means clustering and
classification for each data row which gives O(t ·M3), since noCl is much smaller
than M .

To estimate the complexity of the algorithm based on Rotation Forest consider
first Algorithm 2. It needs the computation of M eigenvectors of a symmetric
matrix cov. In the computational experiments, for this step the Java library
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Algorithm 4. Algorithm Rotation Forest with online kernels,OL-RF

Require: LD training dataset with M data rows, each described by N attributes (LD
is a matrix of size M×N), Y - correct class labels of the training dataset LD (Y is
a matrix of size N × 1 of elements from C), initial training set IN , L - the number
of classifiers in the ensemble, K - the number of subsets.

Ensure: qc - quality of classification
1: initialize training set TD ← IN , testSize ← 0, correctClsf ← 0
2: while testSize < M do
3: testSize ← testSize+ 1
4: let (r, c) stand for the next row from LD (not considered before)
5: for i = 1 to L do
6: apply Algorithm 3 to training dataset TD
7: let Ri stand for the obtained rotation matrix
8: perform C-means clustering on TD · Ri

9: calculate classification coefficient using x neighbours
10: find class ĉi for row r
11: end for
12: use majority vote on ĉ1, . . . , ĉL to define class ĉ for r
13: if c = ĉ then
14: correctClsf ← correctClfs+ 1
15: end if
16: update TD according to (1) for case OL rand
17: end while
18: qc ← correctClfs

testSize

Apache Commons Mathematics Library was used. It is assumed that a standard
method based on iterative approach is used and it requires O(p · M2) steps,
where p is the number of iterations. Algorithm 4 for each data row generates
L classifiers which first applies PCA to the data matrix and then proceeds as
in previously considered online algorithm. Thus the complexity of OL-RF is
O(T · L ·M3), where T is the maximum of t and p.

3 Computational Experiment Results

To test performance of the proposed online algorithms we run them using a
set of publicly available benchmark datasets including data often used to test
incremental learning algorithms. Datasets used in the experiment are shown in
Table 1.

In Table 2 classification accuracies averaged over 20 runs obtained by the
proposed algorithms are shown. In case of the Rotation Forest, basic classifiers
have been produced through using the proposed distance-based online classifier
with random replacement strategy. Number of such classifiers has been set to
L = 5. Number of attribute partitions in the rotation forest kernel has been set
to 3 for datasets where the number of attributes is smaller than 10 and to 5
otherwise. Window refers to the training dataset size and x denotes number of
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Table 1. Benchmark datasets used in the experiment

Dataset Instances Attributes Dataset Instances Attributes

Banana [8] 5300 16 Bank Marketing [1] 4522 17
Breast [1] 263 10 Chess [21] 503 9
Diabetes [1] 768 9 WBC [1] 630 11
Heart [1] 303 14 Hepatitis [1] 155 20

Luxembourg [21] 1901 32 Spam [1] 4601 58
Twonorm [8] 7400 21 Ionosphere [1] 351 35
SEA [17] 50000 4 Magic [1] 19020 11

Electricity [13] 44976 6 Image [1] 2086 19

the considered neighbours as explained in Section 2. In all cases distances have
been calculated using the Manhattan metrics.

In Table 3 some of the results from obtained by the proposed distance-based
online algorithms are compared with results obtained by incremental (I) and
batch (B) learning algorithms published recently in the literature.

Classification rate measured in terms of number of instances per second de-
pends on several factors as it was shown in Section 3. Apart from the number
of attributes the critical factor is the sliding window size, that is the number of
instances in the training set. For example, for the Banana dataset the average
classification rate with sliding window size of 100 was 12 inst./ sec and with the
size of 200 it droped down to 7 inst./ sec in case of OL-rnd, OL-fifo and OL-max.
For the Rotation Forest variant the classification rate was down to 2 inst./ sec.
For the Spam dataset the respective rates were 90, 30 and 11. All computations
have been performed on PC computer with Intel Core i7 processor.

4 Conclusions

The paper contributes through extending a family of the online classifiers pro-
posed originally in [11]. The extension involves proposing and implementing
three different strategies for updating a current training set of examples as well
as adding the Rotation Forest kernel with a view to improve accuracy of classifi-
cation. Computational complexity analysis has shown that the approach assures
classification in polynomial time. Proposed classifiers have been validated ex-
perimentally. The reported computational experiment proves that OL family of
algorithms performs well in terms of the classification accuracy. It can be also
concluded that OL algorithms supported by the Rotation Forest kernel out-
perform some state-of-the-art incremental classifiers reported in the literature.
The experiment does not allow to draw any conclusions as to the comparison of
the OL classifiers with the best batch classifiers. However, it is worth observing
that in a few instances our algorithms performed as well as a very good batch
classifiers with accuracy measured over 10-cross-validation scheme.



184 J. J ¸edrzejowicz and P. J ¸edrzejowicz

Table 2. Average accuracies (% correct) of the proposed distance-based online
classifiers

Dataset Window x OL-rnd OL-fifo OL-max OL-RF

Banana 200 5 87.1 87.2 87.1 88.1
Banana 400 5 88.0 88.1 87.9 88.5
Bank M. 100 5 88.1 88.3 88.0 89.7
Bank M. 400 5 91.1 91.2 91.1 91.4
Breast 50 10 77.0 77.1 76.8 76.9
Breast 70 5 77.3 79.2 77.1 77.4
Chess 200 5 75.7 76.1 75.9 76.8

Diabetes 200 10 74.3 75.2 75.1 75.1
WBC 100 5 97.8 98.0 97.7 98.1
Heart 50 5 80.7 80.9 80.5 81.3
Heart 100 5 83.3 84.3 81.6 85.2

Hepatitis 50 5 83.6 83.4 82.8 87.5
Hepatitis 70 5 83.5 83.9 83.1 88.1

Luxembourg 200 5 74.1 81.1 80.9 81.9
Spam 200 5 70.5 72.1 70.3 72.9

Twonorm 200 5 95.7 96.1 94.5 96.9
Twonorm 400 10 96.1 96.4 96.1 97.6
Ionosphere 100 5 86.9 87.3 87.1 88.6
Ionosphere 200 5 87.7 89.0 88.3 89.2

SEA 50 5 71.1 78.3 78.2 78.9
SEA 200 5 80.4 81.1 80.1 81.1
Magic 200 5 70.9 73.1 71.8 74.3

Electricity 50 5 88,9 89.1 88.7 89.2
Electricity 100 5 89.1 89.8 88.7 90.7
Image 50 5 77.6 78.2 77.5 79.3
Image 100 5 77.8 79.4 77.5 80.3

Table 3. Comparison of accuracies (% correct)

Dataset Best OL Literature reported

Banana 88.5 89.3 - IncSVM, [18] (I)
Bank M. 91.4 86.9 LibSVM; 76.5 J48 [20](B)
Breast 77.4 72.2 - IncSVM, [18](I)
Chess 76.8 71.8 EDDM [21] (I)

Diabetes 75.2 77.5 IncSVM [18] (I)
Heart 85.2 83.8 IncSVM [18] (I)

Hepatitis 88.1 82.1 RF GEP [10] (B)
Twonorm 97.6 97.6 FPA [18] (I)
Ionosphere 89.2 96.9 GEPC-ad [9] (B)

SEA 81.1 96.6 KAOGINC [2] (I)
Electricity 90.7 88,5 Inc.L. [3] (I)
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It is worth noting that the main factor affecting classifier performance it is the
sliding windoe size. Increasing this size usually results in accuracy of classification
improvement at a cost of increased computation time.

Future research will focus on refining adaptation mechanism used to update
and control current training set used by the incremental classifier.
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Abstract. The problem addressed in this paper concerns learning form data 
streams with concept drift. The goal of the paper is to propose a framework for 
the online learning. It is  assumed that classifiers are induced from incoming 
blocks of prototypes, called data chunks. Each data chunk consists of prototypes 
including also information as to whether the class prediction of these instances 
was correct or not. When a new data chunk is formed, classifier ensembles 
formed at an earlier stage are updated. Three online learning algorithms for 
performing machine learning on data streams based on three different prototype 
selection approaches to forming data chunks are considered. The proposed 
approach is validated experimentally and the computational experiment results 
are discussed.  

Keywords: online learning, incremental learning, data streams. 

1 Introduction 

The key objective of the machine learning is to design algorithms that are able to 
improve performance at some task through experience [23]. Such algorithms are 
called learners. The learner uses examples of a particular task to learn. Learning from 
examples is one of most popular paradigms of the machine learning. It deals with the 
problem of identifying regularities between a number of independent variables 
(attributes) and a target or dependent categorical variable observing and analyzing 
some given dataset [30].  

Learning from examples is understood as the process of finding a model (or 
function) that describes and distinguishes data classes. The model produced under the 
machine learning process is called a classifier. It should be also noted that in case a 
dataset with examples is categorical, then learning from examples is based on the 
existence of certain real-world concepts which might or might not be stable during the 
process of learning [10], [23].  

The most common approach to learning classifier from data is based on the 
assumption that the data are static and the learning process remains unchanged during 
the time of the learner operation. However, in many real-world situations, the 
environment in which a learner works is dynamic, i.e. the target concept and its 
statistical properties change over time and these changes cannot be predicted in 
advance. Such a property is typical in case of the, so called, data streams, where the 
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class distribution of the streaming data is imbalanced. Changes of data properties 
occurring in time are usually referred to as a data drift or a dynamic character of the 
data source [7], [25]. Such changes are also known as a concept drift [34] or dataset 
shift [31], and learning in such case is referred to as learning drift concept [18] or 
learning classifiers from the streaming data [37]. 

Learning classifiers from data streams is a one of the recent challenges in data 
mining. The main goal of the paper is to propose an approach to the prototype-based 
online learning. It is  assumed that a classifier is induced from coming blocks of 
prototypes, called data chunks. Each data chunk consists of prototypes. The 
prototypes are  selected from available instances including information as to whether 
the prediction of incoming instances has been correct or not. When a new instance 
arrives, a new data chunk is formed. When a new data chunk is formed it enforces 
updating of the classifier. In this paper we attempt to answer the question how the 
prototype selection method influences the online classification performance. To 
answer the above a comparative experiment is carried-out with the three versions of 
different prototype selection methods.  

The paper is organized as follows. The next section discusses several features of 
the online learning from data streams problem. It also includes a short review of the  
related works on the online learning for data streams. Section 3 gives details of the 
proposed framework. Section 4 provides details on the computational experiment 
results. In the final section conclusions are presented. 

2 Data Streams and Online Learning  

In this paper the problem of online learning is seen through the prism of three 
components. The first one is dealing with data streams, from which the online 
learning model is built, the second one with the classification and the third one with 
the online learning. In this section a selected techniques for data streams, so-called 
data summarization techniques, are briefly reviewed. The second part of the section 
deals with the problems of the online learning and the classification. 

2.1 Data Streams  

A data stream is understood as a sequence of instances that arrive to the system at 
various points of time. Processing streams of continuously incoming data implies a 
new computational requirement concerning a limited amount of memory and a short 
processing time, especially when data streams are large [6].  

In [6] several constrains applicable to the data stream model and processing 
methods have been formulated. One of them states that it is not possible to store all 
the data from streams and only a small part of the data can be stored and used for 
computations within a limited time span. Essentially, the arrival speed of the 
incoming instances from data streams enforce their processing in the real time. Finally 
changes over time in the distribution of data require incorporating some adaptation 
mechanisms into learning algorithms and classifiers that operate on data streams [6].  

To deal with the above described constraints, a typical and standard approach is to 
apply to the data stream analysis some summarization techniques. Example of such a 
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simple summarization technique is to reduce data stream size. Sampling is a most 
common technique used to decrease data size. Because, the data stream model is not 
stationary and in times even unbounded, the sampling approach must be modified 
online. Such modification could base on the analysis of the data in each pass and 
removal of some instances from the training set with a given probability instead of 
periodically selecting them [33]. In [8] the idea has been extended to the case of 
weighted sampling. Among other sampling-based approaches are clustering of data 
streams and sampling within the sliding window model [29]. The last one bases on the 
assumption that analysis of the data stream is limited to the most recent instances, 
thus only limited number of instances is used to the learner training. In a simple 
approach sliding windows are of the fixed size and include most recent instances. 
With each new instance the oldest instance that does not fit in the window is removed. 
When the window has a small size the classifier may react quickly to changes. 
Otherwise the classifier fails to adapt as rapidly as required to changes of data 
properties. Of course decreasing the sliding window size may lead to a loss of 
accuracy. 

Several alternative approaches based on windowing technique have been 
proposed. Weighted windows is one of them. The idea of weighted windows is to 
assign a weight to each instance, however older instances receive smaller weights 
[11]. For VFDT (Very Fast Decision Tree) the size of the window is determined 
based on distribution-free Hoeffding’s bound [4]. 

In case of FISH family of algorithms the size of  window is established based on 
distances between instances. Consecutive versions of the algorithms in this family 
allow to dynamically establish the size of the training window [38]. 

The sliding window algorithm, called ADWIN has been proposed in [5]. This 
algorithm updates the size of the window analyzing statistical hypotheses with respect 
to subwindows. Other algorithm, called OLIN, dynamically adjusts the size of the 
window and the number of new instances that should be considered due to change in 
the concept [22]. Features of the adaptive sliding window approaches have been 
discussed in [18], [34].  

Examples of the window-based algorithms include also the FLORA family of 
algorithms [34], FRANN [19], and Time-Windowed Forgetting (TWF) [26].  As it 
has been indicated, some algorithms use windows of the fixed size, while others use 
heuristics to adjust the window size.  

An adaptive window size has been discussed in [18]. An interesting approach to 
online learning using info-fuzzy network as a base classifier has been also proposed in 
[22]. The approach repeatedly applies info-fuzzy network algorithm to a sliding 
window training data and dynamically adapts the size of the training window. 

Another technique to data stream analysis are sketching techniques. These base on 
a statistical summary of the data stream [22].  

Data summarization techniques can be also merged with the drift detection. The 
aim of the drift detection techniques is to detect changes in the concept and inform the 
system that a learner should be updated or rebuild. A simple approach to drift 
detection is based on a statistical verification, for example, on evaluating the class 
distribution. Examples of approaches based on a statistical tests are Drift Detection 
Method (DDM), and its modification called EDDM [3]. 
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It can be also observed, that typical drift detector approaches operate on blocks of 
data. Thus the recognition of concept drift in data streams can be merged with sliding-
window approaches.  

Another approach, which is dealing with a concept drift is the forgetting 
mechanism. The forgetting mechanism allows in a simple way to react to concept 
changes. The main idea is to select adequate data to remember. The approach assumes 
forgetting training instances at a constant rate and using only a window of the latest 
instances to train the classifier [21]. Alternatively, selection of instances according to 
their class distribution can be used as a forgetting mechanism.  

2.2 Online Learning and Classification 

There are two basic groups of approaches to solve classification tasks through 
applying machine learning techniques. The first group includes the so-called batch 
approaches for which training dataset is known and used by a machine learning 
algorithm to induce the classifier before taking any classification decision. The 
second group involves the online learning, also termed incremental learning. The 
incremental learning approaches are designed to sequentially learn a prediction model 
based on the feedback from answers to previous questions and possible additional 
side information [27]. In other words, during the classification, a class label of the 
incoming instance is predicted in each round, and afterwards information as to 
whether the prediction was correct or not is available. Based on this information the 
classifier can be updated to accommodate a new training instance [16]. Thus, idea of 
the online learning means that upon receiving a new instances the existing model is 
updated. It is much less expensive to update the existing model than to build a new 
one. The decision on updating the classifier is depending on the implemented 
adaptation mechanism. The pseudo-code of the basic online learning model is shown 
as Algorithm 1. 

Algorithm 1. The basic online learning schema 
Input:  X -  input stream of instances x1, x2,…, xi,… 
1. For each instance from X  apply the classifier and predict a label y’i  
2. Determine the true label yi  for xi 
3. If y’i ≠ yi then update the prediction rules of the classifier based on xi, yi and y’i 

Feature of the  incremental learning is that the data are read in blocks at a time, not 
being available at the beginning. It is typical that there is  only one pass through the 
data. It is also true that the online learning algorithms must process the data in a very 
strict constraints of space and time when the data arrive at high speed [21]. 

The incremental learning algorithm should be able to deal with changes of the 
concept drift over time. Several methods have been proposed for learning in the 
presence of drift. Trigger-based methods use a change detector. If the change is 
detected then the classifier is modified and updated. Evolving methods attempt to 
update a classifier without the drift detection. Ensemble methods  are examples of 
evolving approaches. In general, the ensemble methods build a new classifier when a 
new block of data arrives. Such a new classifier replaces the worst component in the 
ensemble. A family of ensemble algorithms for evolving data streams includes: 
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Accuracy Weighted Ensemble, Adaptive Classifier Ensemble, Batch Weighted 
Ensemble, Streaming Ensemble Algorithm, Accuracy Diversified Ensemble and 
Weighted Majority Algorithm [13], [20], [21], [28]. 

Ensemble-based online learning schema using AdaBoost as a means to re-weight 
classifiers has been proposed in [14]. The implementation is based on learning a new 
classifier from the weighted new data, which means that when the new data appear, 
the weight updating rule is used to both “re-weight” previous classifiers and generate 
weighted training set. The disadvantage of such method is that all classifiers 
previously learned must be retained in the memory. 

In [32] it has been proposed to differentiate incrementally build ensemble members 
using the so-called data chunks. In this approach the learner processes the incoming 
streams in data chunks. It is also observed that the size of these chunks is an important 
parameter and have influence on the learning quality. 

A promising approach to online learning is to use adaptive algorithms [9]. An 
example of such adaptive algorithm is the RBF network. In traditional RBF network, 
the structure of the network is usually fixed at some compromise setting, and only the 
output weights are updated over time. In the online case, the size of the RBF model is 
may grow or be pruned based on the incoming data. The RBF network approaches are 
also suitable to handle the problem of online learning in the distributed environment. 
This feature results from ability of the RBF models to control dynamical changes in 
each site in parallel. 

3 A Framework for Data Streams 

The paper deals with the problem of online learning from data streams. The main goal 
is to find the optimal online learning model using instance selection, data chunks and 
evolving approaches.  

The proposed approach uses three components: classification, learning  and data 
summarization. The proposed approach is outlined in Fig. 1. The role of the 
classification component is to predict the class of instances whose class label are 
unknown. The data summarization component is responsible for extracting data 
chunks from  the data stream instances. Afterwards data chunks are used to induce a 
classifier. This task is carried-out by the learning component. 

Data chunks are formed from available instances and from sequence of incoming 
instances for which predictions were incorrect. It is assumed that the size of those 
chunks is not greater than the acceptable threshold. When a data chunk size is smaller 
than the threshold size incoming instances are being added to data chunk. When the 
size of a data chunk reaches the threshold, the chunk is updated.  

Updating a data chunk involves two steps. At the first one instances from a chunk 
which do not pass the criterion of selection are removed. Instances that are to be 
retained are selected using the prototype selection technique. It is obvious that 
selection can be carried-out through implementation of different prototype selection 
algorithms. In such manner prototype selection is a tool allowing formation of data 
chunks. At  the second step an incoming new instance is added to data chunk. 

When a new  data chunk is available, a new classifier is induced from it. In this 
paper it is assumed that the learning component may consist of several classifiers, 
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each produced from independent sequentially arriving data chunks. Such approach is 
classified as an evolving method with block-based ensembles. Next, each new 
induced classier is compared with other classifiers in the ensemble. The worst 
classifier from the ensemble is replaced by the new classifier. The proposed approach 
allows also using  different strategies for updating block ensembles. Also a very 
simple approach based on removing from the ensemble oldest classifiers is 
acceptable. 

 

Fig. 1. Activity diagram of the proposed online learning approach 

4 Computational Experiment  

This section contains the results of several computational experiments carried out 
with a view to evaluate the performance of the proposed approach measured in terms 
of the classification accuracy.  

In particular, the reported experiment aimed at answering the question whether the 
proposed approach can be useful tool to solve the online classification problem. The 
experiment allowed also to study and evaluate how the choice of the prototype 
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selection method for forming data chunks may influence the quality of the online 
classification system.  

In this paper the proposed approach has been denoted as OLP (Online Learning 
based on Prototypes). In the reported research the following variants of the proposed 
approaches have been compared: 

- OLP based on the Condensed Nearest Neighbor  algorithm [15] used for 
forming data chunks – OLPCNN, 

- OLP based on the Edited Nearest Neighbor algorithm [35] used for forming 
data chunks – OLPENN, 

- OLP based on the Instance Based learning algorithm 2 [1] used for forming 
data chunks – OLPIB2. 

For all of the above listed variants of algorithm it has been  decided to use a simple 
ensemble model. Block of ensembles is updated by removing the oldest classifier. 
The final output decision is produced using a simple majority voting to combine 
member decisions.  

The proposed approach has been also compared with other selected approaches to 
online classification i.e. Accuracy Weighted Ensemble (AWE), Hoeffding Option 
Tree (HOT) and iOVFDT (Incrementally Optimized Very Fast Decision Tree), which 
are implemented as extensions of the Massive Online Analysis package within 
WEKA environment [36].  

Generalization accuracy has been used as the performance criterion. The learning 
tool was the C4.5 algorithm [24]. The C4.5 algorithm has been also applied to induce all 
of the base models for all ensemble classifiers. The value of the parameter denoting the 
number of base classifiers has been set arbitrarily and was equal to 5. The ENN 
algorithm has been run with the number of neighbors equal to 3 (set arbitrarily). All 
implemented prototype selection algorithms (ENN, CNN and IB2) have been applied 
using the Euclidean metric. Thresholds for the size of data blocks (chunks) have been 
also set up arbitrarily. Values of the threshold are shown in Table 1. 

In all cases algorithms have been applied to solve the respective problems using 
several benchmark datasets obtained from the UCI Machine Learning Repository [2]. 
Basic characteristics of these datasets are shown in Table 1. Table 1 consists also 
some results reported in literature obtained using batch classifiers. 

An experiment plan has involved 30 repetitions of the proposed schema. The 
instances for the initial training set have been selected randomly from each considered 
dataset providing their number is not greater than a threshold. In each round, when a 
new instance arrives the algorithm predicts its class label. When the prediction is 
wrong an arrived instance is added to a data chunk or replace other one within the 
current data chunk according to the proposed approach.  

Table 2 shows mean values of the classification accuracy of the classifiers obtained 
using the OLP approach (i.e. using the set of prototypes found by selecting instances). 
In Table 2 performances of the proposed approaches are also compared with 
performance of other online learning algorithms and two batch classifiers. 

When the versions of the OLP algorithm are compared as shown in Table 2, it can 
be observed that the best results have been obtained by the OLPIB2 algorithm. It should 
be also noted that the experiment supported hypotheses that the prototype selection 
method  influences the quality of the online classification system.  
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Table 1. Datasets used in the experiment 

Dataset 
Number 

of 
instances 

Number 
of 

attributes 

Number 
of 

classes 

Best reported 
results 

classification 
accuracy 

Threshold  
(in % with respect to 

the original data set) 

Heart 303 13 2 90.0% [8] 10% 

Diabetes 768 8 2 77.34%[17] 5% 

WBC 699 9 2 97.5% [2] 5% 

Australian credit (ACredit) 690 15 2 86.9% [2] 9% 

German credit (GCredit) 1000 20 2 77.47%[17] 10% 

Sonar 208 60 2 97.1% [2] 10% 

Satellite 6435 36 6 - 10% 

Table 2. Accuracy  of the classification results (%) 

Algorithm Heart Diabetes WBC ACredit GCredit Sonar Satellite 

OLPCNN 78.14 73.2 70.1 81.52 70.06 76.81 80.45 

OLPENN 80.4 72.82 71.21 82.4 71.84 75.44 78.25 

OLPIB2 81.5 71.22 72.4 84.06 71.3 77.51 76.14 

AWE 78.01 72.5 72.81 84.5 73.5 77.02 82.4 

HOT 81.4 80.42 72.67 82.41 72.87 76.05 83.4 

iOVFDT 81.7 77.4 71.04 84.5 75.21 75.38 81.54 

C 4.5 [12] 77.8 73.0 94.7 84.5 70.5 76.09 - 

SVM [12] 81.5 77.0 97.2 84.81 72.5 90.41 85.00 

5 Conclusions 

The paper introduces a framework for online learning form  data streams with concept 
drift. The framework is based on block-based ensembles, where classifiers are 
induced from data chunks. Each data chunk is formed from incoming instances and 
using data selection methods. In the paper an initial results of application of the 
proposed approach are shown. Three version of the OLP (Online Learning based on 
Prototypes) proposed algorithm differ in their approach to forming of the data chunks 
have been evaluated and compared with some other approaches.  

From the reported experiment it can be concluded that the proposed approach is a 
useful tool allowing to obtain quite good results, which can be comparable with other 
results obtained by known approaches to online classification. The proposed approach 
can be also considered as a useful extension of a range available online classifiers.  

The experiment, due to its limited scope, allows only for a preliminary validation 
of the approach. Further research should aim at investigating different techniques for 
producing data chunks and different ensemble models as well as carrying-out more 
extensive experiments. 
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Abstract. In this paper the Team of A-Teams for solving the resource-
constrained project scheduling problem (RCPSP) using the reinforce-
ment learning interactive strategy is proposed. RCPSP belongs to the
NP-hard problem class. To solve this problem a parallel cooperating A-
Teams consisting of the asynchronous agents implemented using JABAT
middleware have been proposed. Within each of the A-Team the inter-
action strategy using reinforcement learning is used. To evaluate the
proposed approach computational experiment has been carried out.

Keywords: resource-constrained project scheduling, optimization,
agent system, team of A-Teams, reinforcement learning.

1 Introduction

Resource Constrained Project Scheduling Problem (RCPSP) have attracted a
lot of attention and many exact and heuristic algorithms have been proposed for
solving it ([11,1,13,21]). The current approaches to solve this problem produce
either approximate solutions or can be only applied for solving instances of the
limited size. Hence, searching for a more effective algorithms and solutions to
the RCPSP is still a lively field of research. One of the promising directions of
such research is to take advantage of the parallel and distributed computation
solutions, which are the common feature of the contemporary multiple-agent
systems.

The multiple-agent systems are an important and intensively expanding area
of research and development. There is a number of multiple-agent approaches
proposed to solve different types of optimization problems. One of them is the
concept of an asynchronous team (A-Team), originally introduced by [23]. The
idea of A-Team was used to develop the JADE-based environment for solving a
variety of computationally hard optimization problems called JABAT ([12,2]).
JABAT is a middleware supporting the construction of the dedicated A-Team
architectures allowing to implement the population-based algorithms. The mo-
bile agents used in JABAT allow for decentralization of computations and use
of multiple hardware platforms in parallel, resulting eventually in more effective
use of the available resources and reduction of the computation time.

N.T. Nguyen et al. (Eds.): ACIIDS 2014, Part II, LNAI 8398, pp. 197–206, 2014.
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In [3] an extended version of JABAT has been proposed. The idea of that
approach is extending the JABAT environment through integrating the team of
asynchronous agent paradigm with the island-based genetic algorithm concept
first introduced in [10]. In the resulting Team of A-Teams (TA-Teams) architec-
ture two levels of agent cooperation are introduced. Cooperation at the lower
level takes place within a single A-Team. Cooperation at the upper level involves
communication, that is information exchange, between cooperating A-Teams
belonging to the TA-Teams.

Reinforcement Learning (RL) [5,22,17] belongs to the category of unsuper-
vised machine learning algorithms. It is concerned with how software agents
ought to take actions so as to achieve one or more goals. The learning process
takes place through interaction with an environment. RL is often used for solving
combinatorial optimization problems [25].

The other field where RL is commonly used is the Multi-Agent Reinforcement
Learning (MARL) where multiple reinforcement learning agents act together in
a common environment [9,24]. In this paper the RL is used to support strategy
of searching for the optimal solution by a single team of agents.

In [15] the TA-Teams approach for solving RCPSP problem was proposed and
experimentally validated. Within each A-Team a static strategy for cooperation
was used. In [16] the RL strategy based on utility values was proposed and used
in one A-Team. In this paper the dynamic RL strategy for cooperation within
the A-Team and static strategy for cooperation between A-Teams is used for
solving instances of the RCPSP problem. It is expected that two-levels of coop-
eration between A-Teams supported by the reinforcement learning will result in
obtaining high quality solutions in an efficient manner.

Optimization agents used to produce solutions to the RCPSP instances rep-
resent heuristic algorithms such as the tabu search or path relinking algorithm.
A behavior of the single A-Team is defined by the, so called, interaction strat-
egy and cooperation between A-Teams by the migration strategy. The approach
extends the earlier research results described in [13,3,15,16].

The paper is constructed as follows: Section 2 of the paper contains the
RCPSP problem formulation. Section 3 gives some information on extended
JABAT environment. Section 4 provides details of the TA-Teams using RL in-
teraction strategy designed for solving the RCPSP instances. Section 5 describes
settings of the computational experiment carried-out with a view to validate the
proposed approach and a discussion of the computational experiment results.
Finally, Section 6 contains conclusions and suggestions for future research.

2 Problem Formulation

A single-mode resource-constrained project scheduling problem consists of a set
of n activities, where each activity has to be processed without interruption to
complete the project. The dummy activities 1 and n represent the beginning and
the end of the project. The duration of an activity j, j = 1, . . . , n is denoted by
dj where d1 = dn = 0. There are r renewable resource types. The availability
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of each resource type k in each time period is rk units, k = 1, . . . , r. Each
activity j requires rjk units of resource k during each period of its duration,
where r1k = rnk = 0, k = 1, ..., r. All parameters are non-negative integers.
There are precedence relations of the finish-start type with a zero parameter
value (i.e. FS = 0) defined between the activities. In other words activity i
precedes activity j if j cannot start until i has been completed. The structure
of a project can be represented by an activity-on-node network G = (SV, SA),
where SV is the set of activities and SA is the set of precedence relationships.
SSj (SPj) is the set of successors (predecessors) of activity j, j = 1, . . . , n. It is
further assumed that 1 ∈ SPj , j = 2, . . . , n, and n ∈ SSj , j = 1, . . . , n− 1.

The objective is to find a schedule S of activities starting times [s1, . . . , sn],
where s1 = 0 and resource constraints are satisfied, such that the schedule
duration T (S) = sn is minimized.

The above formulated problem as a generalization of the classical job shop
scheduling problem belongs to the class of NP-hard optimization problems [7].
It is noted as PS|prec|Cmax [8].

3 The Extended JABAT Environment

JABAT is a middleware allowing to design and implement A-Team architec-
tures for solving various combinatorial optimization problems. The problem-
solving paradigm which the proposed system uses can be best defined as the
population-based approach.

JABAT produces solutions to combinatorial optimization problems using a
set of optimization agents, each representing an improvement algorithm. Each
improvement (optimization) algorithm when supplied with a potential solution
to the problem at hand, tries to improve this solution. The initial population
of solutions (individuals) is generated or constructed. Individuals forming the
initial population are, at the following computation stages, improved by inde-
pendently acting optimization agents. Main functionality of the environment
includes organizing and conducting the process of search for the best solution.

In the extended version of JABAT a Team of A-Teams can be implemented
and used similarly to a single A-Team. Each A-Team in the TA-Teams uses
one population of individuals and a fixed number of optimization agents. In-
dividuals can migrate between populations in accordance with a user-defined
migration strategy. The earlier experiments using the TA-Teams architecture
were described in [3,15].

To implement the proposed architecture, the most important are the following
classes of agents: SolutionManager, MigrationManager and OptiAgent. Solution-
Manager represents and manages one A-Team. MigrationManager manages the
communication between A-Teams represented by SolutionMangers. OptiAgent
represents an improvement algorithm.

Other important classes include: Task representing an instance or a set of
instances of the problem and Solution representing the solution. To initialize the
agents and maintain the system the TaskManager and PlatformManager classes
are used. Objects of the above classes also act as agents.
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In the extended JABAT the MigrationManger supervises the process of com-
munication between solution managers with their common memories where pop-
ulations of solutions are stored. The migration is asynchronous. With a given
frequency the MigrationManager sends messages to SolutionManagers point-
ing out to which SolutionManager messages with the best solution or solutions
should be send to. Then each thus informed SolutionManager resends the best
current solution or solutions to the respective common memory. A single Solu-
tionManager controls the process of solving a single problem instance (task) in
accordance with the interaction strategy. Interaction strategy is a set of rules
applicable to managing and maintaining a population of current solutions in the
common memory.

JABAT and extended JABAT environment have been designed and imple-
mented using JADE (Java Agent Development Framework), which is a software
framework proposed by TILAB ([6]) supporting the implementation of the mul-
tiagent systems. More detailed information about JABAT environment and its
implementations can be found in [12], [2] and [3].

4 TA-Teams Using RL Strategy for Solving the RCPSP

JABAT environment was successfully used by the authors for solving the RCPSP,
MRCPSP and RCPSP/max ([13,14,3]). The TA-Teams architecture was used for
solving RCPSP with static interaction strategy for each A-Team as described in
[15]. The dynamic RL interaction strategy for one A-Team was proposed in [16].
In the proposed approach the dynamic RL interaction strategy is used for each
A-Team in TA-Teams.

Classes describing the problem are responsible for reading and preprocess-
ing the data and generating random instances of the problem. They include:
RCPSPTask inheriting from the Task class and representing the instance of the
problem, RCPSPSolution inheriting from the Solution class and representing
the solution of the problem instance, Activity representing the activity of the
problem, Resource representing the renewable resource.

A special set includes classes describing the optimization agents. All of them
are inheriting from OptiAgent class. In the proposed TA-Teams this set includes
the following classes:

– OptiLSA denoting the Local Search Algorithm (LSA),
– OptiTSA denoting the Tabu Search Algorithm (TSA),
– OptiCA denoting Crossover Algorithm (CA),
– OptiPRA denoting Path Relinking Algorithm (PRA),

All optimization agents (OptiAgents) co-operate together using their A-Team
common memory managed by the SolutionManager. An individual is represented
as schedule of activities S. The final solution is obtained from the schedule by
forward or backward Serial Generation Scheme (serial SGS) procedure [18]. The
basic RL interaction strategy is based on the Blocking2 strategy used in [16].
The basic RL interaction strategy details are as follows:
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– All individuals in the initial population of solutions are generated randomly
and stored in the common memory.

– Individuals for improvement are selected from the common memory ran-
domly and blocked which means that once selected individual (or individu-
als) cannot be selected again until the OptiAgent to which they have been
sent returns the solution.

– Returning individual which represent the feasible solution replaces its version
before the attempted improvement. It means that the solutions are blocked
for the particular OptiAgent and the returning solution replaces the blocked
one or the worst from the blocked once. If none is worse a random one is
replaced. All solutions blocked for the considered OptiAgent are released and
returned to the common memory.

– The new solution is generated randomly with probability 0.2 to replace the
worse one or random one from the population.

– For each level of learning the environment state is remembered. This state
includes: the best individual and the population average diversity. The state

is calculated every fixed number of iteration itNS =
⌊
PopulationSize
AgentsNumber

⌋
. Di-

versity of two solutions for RCPSP is calculated as the relative difference
between the number of activities n and the number of activities with the
same starting time in both solutions. To reduce the computation time, av-
erage diversity of the population is calculated by comparison with the best
solution only.

– The A-Team stops computations when the average diversity in it’s popula-
tion is smaller then 0.01%.

The values of the parameters are chosen experimentally.
The three RL rules are formulated and adopted to the basic RL strategy:

RL1 - in which, RL controls the replacement of one individual from the popu-
lation by another randomly generated one.

RL2 - in which, the method of choosing the individual for replacement is con-
trolled by RL.

RL3 - in which, individuals in the population are grouped according to certain
features, and next the procedure of choosing individuals to be forwarded to
optimization agents from respective groups is controlled by RL.

As a result the RL123 in which the three rules are used is considered and tested
experimentally. The proposed RL rules are based on utility values reinforcement
proposed in [19,4].

All A-Teams (managed by the SolutionMangers) exchange the best solutions
according to the migration strategy carried-out by the MigrationManager. The
migration strategy is based on the randomized topology in which the one (source)
SolutionManager asks for a new solution. The source SolutionManager sends
appropriate message to the MigrationManager. It chooses randomly one other
(target) SolutionManager and asks it to send its best solution to the source
SolutionManager. The migration strategy is defined as follows:



202 P. J ¸edrzejowicz and E. Ratajczak-Ropel

– SolutionManager asks for a new solution when the current best solution in
its common memory has not been changed for a fixed time.

– In each case one individual is sent from the one (source) SolutionManager
to the other (target) SolutionManager.

– The best solution taken from the source SolutionManager replaces the worst
solution in the common memory of the target SolutionManager.

– All A-Teams stop computation when one of them stops due to its interaction
strategy.

5 Computational Experiment

5.1 Settings

To evaluate the effectiveness of the proposed approach and compare the results,
depending on the number of SolutionManagers used, the computational experi-
ment has been carried out using benchmark instances of RCPSP from PSPLIB1

- test sets: sm30 (single mode, 30 activities), sm60, sm90, sm120. Each of the
first three sets includes 480 problem instances while set sm120 includes 600. The
experiment involved computation with the fixed number of optimization agents,
fixed population size, and the limited time.

In the experiment 4 sets of parameters have been used as presented in Table 1.
The values are set experimentally. In each set the total number of individuals in
all populations is 80 and the total number of optimization agents working for all
SolutionManagers is 32. The fixed time after which SolutionManager asks for a
new solution is 1 minute.

The no improvement iteration gap has been set to 2 minutes, and the fixed part
of no improvement time gap after which the SolutionManager asks for new solution
is half of that time. The number of reviews in the interaction strategy is 5.

Table 1. Parameters setting

#SolutionManager-s #OptiAgents Population size
(islands) for one SolutionManager for one SolutionManager

1 8x4 80
2 4x4 40
4 2x4 20
8 1x4 10

The proposed TA-Teams includes 4 kinds of optimization agents representing
the LSA, TSA, CA and PRA algorithms mentioned in Section 4.

The experiment has been carried out using nodes of the cluster Holk of the
Tricity Academic Computer Network built of 256 Intel Itanium 2 Dual Core 1.4
GHz with 12 MB L3 cache processors. During the computation one node per
eight optimization agents was used.

1 See PSPLIB at http://www.om-db.wi.tum.de/psplib/

http://www.om-db.wi.tum.de/psplib/
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5.2 Results

During the experiment the following characteristics of the computational results
have been calculated and recorded: mean relative error (MRE) calculated as the
deviation from the optimal solution for sm30 set or from the best known solution
and critical path lower bound (CPLB) for sm60, sm90 and sm120 sets, mean
computation time required to find the best solution (Mean CT) and mean total
computation time (Mean total CT). Each instance has been solved five times
and the results have been averaged over these solutions. In each case the 100%
of feasible solutions has been obtained. The computation results are presented
in Tables 2-5.

The experiment results show that using A-Teams with RL interaction strategy
within the proposed TA-Teams architecture is beneficial. The results obtained
using more solution managers are in most cases better than the results obtained
using only one SolutionManager with a similar parameter settings.

Table 2. Results for benchmark test set sm30 (RE from optimal solution)

#SolutionManagers
MRE from Mean CT Mean total

optimal solution [s] CT [s]

1 0.019% 2.89 35.02
2 0.016% 3.12 33.48
4 0.012% 5.31 34.04
8 0.014% 8.28 34.16

Table 3. Results for benchmark test set sm60

#SolutionManagers
MRE from MRE from Mean CT Mean total

best known solution CPLB [s] CT [s]

1 0.62% 11.16 % 14.72 63.41
2 0.58% 10.98 % 15.36 65.24
4 0.50% 10.83 % 16.83 66.19
8 0.51% 10.86 % 16.91 67.48

Table 4. Results for benchmark test set sm90

#SolutionManagers
MRE from MRE from Mean CT Mean total

best known solution CPLB [s] CT [s]

1 0.98% 10.90% 26.07 76.72
2 0.96% 10.85% 26.12 75.45
4 0.95% 10.79% 25.48 77.08
8 0.95% 10.81% 26.67 76.26
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Table 5. Results for benchmark test set sm120

#SolutionManagers
MRE from MRE from Mean CT Mean total

best known solution CPLB [s] CT [s]

1 2.90% 33.25 % 88.05 197.10
2 2.89% 33.23 % 90.58 186.25
4 2.86% 33.21 % 89.33 191.56
8 2.87% 33.22 % 90.09 199.15

Table 6. Literature reported results [11], [1]

Set Algorithm Authors MREa Mean CT [s] Computer

sm30 Decompos. & local opt Palpant et al. 0.00 10.26 2.3 GHz
VNS–activity list Fleszar, Hindi 0.01 5.9 1.0 GHz
Local search–critical Valls et al. 0.06 1.61 400 MHz

sm60 PSO Tchomte et al. 9.01 – –
Decompos. & local opt Palpant et al. 10.81 38.8 2.3 GHz
Population–based Valls et al. 10.89 3.7 400 MHz
Local search–critical Valls et al. 11.45 2.8 400 MHz

sm90 Filter and fan Ranjbar 10.11 – –
Decomposition based GA Debels, Vanhoucke 10.35 – –
GA–hybrid, FBI Valls at al. 10.46 – –

sm120 Filter and fan Ranjbar 31.42 – –
Population-based Valls et al. 31.58 59.4 400 MHz
Decompos. & local opt. Palpant et al 32.41 207.9 2.3 GHz
Local search–critical Valls et al. 34.53 17.0 400 MHz

a For the set sm30 the MRE from optimal solution and for the remaining sets the
MRE from CPLB are reported.

The presented results are compared with the results reported in [11,1] as
presented in Table 6. The comparison includes the results with known compu-
tation times and processor clocks mainly. In the proposed agent-based approach
computation times as well as number of schedules differ between nodes and op-
timization agent algorithms work in parallel. The results obtained by a single
agent may or may not influence the results obtained by the other agents. Addi-
tionally the computation time includes the time used by agents to prepare, send
and receive messages.

6 Conclusions

Experiment results show that the proposed implementation of TA-Teams with
RL interaction strategy is an effective and competitive tool for solving instances
of the RCPSP problem. Presented results are comparable with solutions known
from the literature and in some cases outperform them. It can be also noted that
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they have been obtained in a comparable time. Time comparisons in this case
might be misleading since the proposed TA-Teams have been run using differ-
ent numbers and kinds of processors. In case of the agent-based environments
the significant part of the time is used for agent communication which has an
influence on both - computation time and quality of the results.

Future research will concentrate on using reinforcement learning at the up-
per level in communication between cooperating A-Teams e.g. to manage the
migration strategy within TA-Teams.

Since the JABAT gives a possibility to run more than one copy of each agent
it is interesting which agents should or should not be replicated to improve the
results. Additionally, testing and adding to JABAT more different optimization
agents and improving the existing ones will be considered.
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Abstract. The paper proposes a new hybrid approach for Vehicle
Routing Problem with Time Windows (VRPTW), which combines a
cooperative problem solving paradigm with the reactive search. Process
of searching for the best solution is performed by a set of cooperating
heuristics working on a population of individuals. Additionally, at each
iteration, a history of search of each heuristic and its performance are
recorded, and next used for dynamic management of the set of heuristics
and adjustment their parameters. Computational experiment which has
been carried out confirmed the effectiveness of the proposed approach.
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vehicle routing problem with time windows.

1 Introduction

Main force which can drive metaheuristic applications to a higher performance
are mechanisms of effective and efficient exploration of the search space involved.
Such a search carried-out by the metaheuristic algorithms should focus enough
on both, intensive exploration of the areas of the promising search space with
high quality solutions (intensification), and on movement to the unexplored
areas of the search space when necessary (diversification) [4]. In order to achieve
a good quality of the metaheuristic-based solutions to a particular optimization
problem, it is necessary to provide and dynamically control a balance between
intensification and diversification strategies. It often requires modification (or
tuning) of some parameters in response to the local properties of the search
space and/or algorithm’s behavior (its history) during the execution. The key
feature of the reactive search proposed by Battiti and Brunato [2] is the online
adaptation of the algorithm parameters to various external and internal factors
observed during searching for the best solution.

An interesting and effective way of controlling the balance between intensifi-
cation and diversification is to use a set of search programs (instead of a single
one), running in parallel, and combined into an effective problem-solving system.
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Such an approach to solving optimization problems is known as the cooperative
search [12]. Since different heuristics have different strengths and weaknesses, it
is expected that combining them, the strengths of one heuristic can compensate
the weaknesses of another. Moreover, joined execution of several heuristics can
also possibly create a synergy effect, in which the combined effect of cooperation
between programs (heuristics) is greater than the sum of their separate effects.

The paper proposes a new agent-based hybrid cooperative and reactive search
approach to the Vehicle Routing Problem with Time Windows (VRPTW). It
uses a list of heuristics (represented as software agents) which collectively solve
instances of the problem by operating on individuals stored in the common,
sharable memory. This research is especially focused on intelligent management
of the set of heuristics during the whole process of searching for the best solution
with a view to make sych search more effective and efficient. In particular, at
each iteration one can decide what heuristics should be used in order to either
intensify or diversify the exploration or exploitation of the search region. One
of the idea for managing the available hauristics is to used the proposed tabu
list of heuristics. Such a list includes heuristics which are excluded from the
computation for a given period of time. Which heuristic is added to the tabu list
and how long it stays on this list is determined according to the trajectory of
search, performance of each heuristic and its contribution to the improvement
of the best solution.

The paper is organized as follows. Section 2 defines the Vehicle Routing Prob-
lem with Time Windows. Details of the proposed approach are presented in Sec-
tion 3. Sections 4 and 5 present the results of the computational experiment and
main conclusions, respectively.

2 Vehicle Routing Problem with Time Windows

The Vehicle Routing Problem with Time Windows (VRPTW) can be formu-
lated as the problem of determining optimal routes through a given set of lo-
cations (customers) and defined on an undirected graph G = (V,E), where
V = {0, 1, . . . , N} is the set of nodes and E = {(i, j)|i, j ∈ V } is a set of edges.
Node 0 is a central depot with NV identical vehicles of capacity W . Each other
node i ∈ V \ {0} denotes customer characterized by a non-negative demand di,
and a service time of the customer si. Moreover, with each customer i ∈ V , a
time window [ei, li] is associated, wherein the customer has to be supplied. Here
ei is the earliest possible departure (ready time), and li - the latest time a ser-
vice to the customer has to be started. The time window at the depot ([e0, l0])
is called the scheduling horizon. Each link (i, j) ∈ E denotes the shortest path
from customer i to j and is described by the cost cij of travel from i to j by
shortest path (i, j ∈ V ). It is assumed that cij = cji (i, j ∈ V ). It is also often
assumed that cij is equal to travel time tij .

The goal is to minimize the number of vehicles and the total distance needed
to supply all customers (minimization of the fleet size is considered to be the
primary objective of the VRPTW), such that each route starts and ends at the
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depot, each customer i ∈ V \ {0} is serviced exactly once by a single vehicle, the
total load on any vehicle associated with a given route does not exceed vehicle
capacity, each customer i ∈ V \ {0} has to be supplied within a time window
associated with him (a vehicle arriving before the lower limit of the time window
causes additional waiting time on the route), and each route must start and end
within the time window associated with the depot.

Because of the NP-hardness of this problem, a majority of aproaches proposed
for solving it has heuristic nature. The wide spectrum of the methods belonging
to this class, ranging from simple local search methods to more complex meta-
heuristics, has confirmed their effectiveness and practical usefulness in solving
this problem [8,9].

Both, cooperative and reactive search, have been proposed independently, for
solving VRPTWby different authors (for example, cooperative search: Bouthillier
and Crainic [5] and Bouthillier et al. [6], reactive search: Chiang and Russell [10],
and Bräysy [7]). However, as far as the author is aware, the hybridization of both
techniques have not yet been proposed in the literature for VRPTW. On the other
hand, to the best author’s knowledge, only Masegosa et al. [11] focused their work
on hybridization of cooperative and reactive search for solving different optimiza-
tion problem. Their approach, using fuzzy and reactive rules incorporated into co-
operative strategy, has been tested on the Uncapacitated Single Allocation
p-Hub Median Problem, producing promising results.

3 A Cooperative and Reactive Search Approach to the
VRPTW

3.1 Model

The proposed approach belongs to an agent-based cooperative population-
based methods group. It assumes the existence of a set of heuristics H =
{H1, H2, . . . , HM}, where each Hj (j = 1, 2, . . . ,M) is represented by optimiz-
ing agent - OptiAgent (OA(Hj)). Each OptiAgent is an implementation of the
approximation method dedicated for solving the VRPTW. During the search,
OptiAgents operate on a population of individuals P = {p1, p2, . . . , p|P |}, stored
in the common memory, where each pi (i = 1, 2, . . . , |P |) represents a solution
of the problem. As OAs try to improve individuals forming the population, it
evolves over time and the best individual from the population is taken as a final
result at the end of the problem solving process. The process of searching for
the best solution is supervised by a dedicated agent, called SolutionManager

(SMa), which role is to maintain and manage the population of individuals P ,
and to coordinate the work of the set of OptiAgents.

The whole process of solving the problem includes two phases: initialization
and improvement. Whereas the former one focuses on initialization of all param-
eters and creation of the initial population of solutions, the second one includes
steps performed towards improvement of the individuals - members of the pop-
ulation. In the proposed approach, the following steps constitue the algorithm:
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Step 1. At first the initial population of solutions is created using a modified
version of the Solomon’s I1 constructive heuristic [13]

Step 2. Repeat the following activities in the loop until a stopping criterion
(predefined time of computation) is met [in parallel]:
a. OAs which are ready to act, informs SMa about it.
b. SMa randomly selects a number of individuals (solutions) from the com-

mon memory and sends it to selected OA, which has just announced its
readiness.

c. After receiving the individual, OA tries to improve it using built-in dedi-
cated method, and next it sends it back to the SMa.

d. If the received solution has been improved by OA then SMa merges it with
the population by replacing the individual previously sent to the OA.

Step 3. Finally, the best solution from the population is taken as a result.

In general, the process of communication between SMa and OAs is organized
in an asynchronous way. It means that each OA, after finishing the process of
improvement of the current solution and anouncing its readiness to work to SMa,
receives immediately a new solution taken from the population by SMa to be
improved, regardless of behavior of other OAs. It implies that the iddle time of
each OA is minimized and, in case of sufficient amount of available resources,
its utilization by agents is higher. On the other hand, according to the author’s
previous observations [1], the effectiveness of heuristics decreases, as the process
of searching progresses. Although heuristics spend much time on calculations,
the time between subsequent improvements grows and no improvements are
observed more often.

3.2 Tabu List of Agents

In order to use OptiAgents in more efficient way, the proposed approach uses
also the tabu list of them - TOA of a fixed lengthM−1, whereM is the number of
OAs. Each element belonging to the TOA includes: the id of a given OA, time tadd
in which this OA has been added to the TOA and a tabu duration tdur, meant as
a period of time in which this OA spends on TOA, and therefore, is not available
to the SolutionManager. It is also assumed that at any moment of time, the
tabu list contains at most a single instance of each OA, and at least one OA must
be tabu inactive (in case where the list is full, and some OA has to be added to
the list, an OA with the shorter remaining time to be tabu inactive, is removed
from the list).

When using tabu list, the fundamental decisions to be made are if and when
a given OA should be added to TOA as well as what tabu duration value works
best for a given problem instance. In the proposed approach, the above decisions
are made dynamically by SMa basing on the performance of each OA.
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3.3 Performance Measures and Reacting Rules

Let T be the total time in which all OAs spend on improving solutions, and let
nt be a number of time slots t1, t2, . . . t|nt|, where each of them has length T/nt.

Each slot begins at tbk, and finishes at tfk (k = 1, . . . , nt).
During the whole process of searching, the SMa monitors the behaviour of

each OA by storing information about its performance. In particular, each agent
a has assigned two online measures of its effectiveness on local and global level.
Whereas the first one, Local Effectiveness (LE) concentrates on comparison of
the value of goal function (and time) after and before improvement by this agent
at iteration t, Global Effectiveness(GE) compares the value of goal function (and
time) after improvement by the agent a at iteration t with the best one known
before improvement:

LE(a, t) =
|f(sR(a, t))− f(sS(a, t))|

tR(a, t)− tS(a, t)
(1)

GE(a, t) =
max(f(sB(t)− f(sR(a, t)), 0)

tR(a, t)− tS(a, t)
(2)

f(sS(a, t)) (f(sR(a, t))) is the value of the goal function of the solution sent
to (received from) the agent a at iteration t, f(sB(t)) is the value of the goal
function of the best solution known at iteration t, and tS(a, t) (tR(a, t)) - time
in which a solution sS(a, t) (sR(a, t)) has been sent to (received from) the
agent a.

It is easy to see, that both measures (LE and GE) concentrate on the perfor-
mance of each agent at current iteration without any considering its performance
in the past. Hence by averaging both measure over all iterations within the
slot tk, one can obtain Average Local Effectiveness (AvgLE(a, tk)) and Average
Global Effectiveness (AvgGE(a, tk)) of the agent a at time slot tk, respectively.
Both measures take into account a history of search of each agent:

AvgLE(a, tk) =

∑
t:tbk≤t≤tfk

LE(a, t)

n(a, tk)
(3)

AvgGE(a, tk) =

∑
t:tbk≤t≤tfk

GE(a, t)

n(a, tk)
(4)

where n(a, tk) is a number of iterations (number of calling) of the agent a within
the slot tk.

Additionaly, the following two measures of the number of local (LI) and global
(GI) improvements of each agent a within each slot tk are recorded:

LI(a, tk) =
nLI(a, tk)

n(a, tk)
(5)

GI(a, tk) =
nGI(a, tk)

n(a, tk)
(6)
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where n(a, tk) has the same meaning as previously, and nLI(a, tk) (nGI(a, tk))
tells how many times the agent a has locally (globally) improved solutions within
the time slot tk.

Adding the OptiAgent to Tabu List. In order to decide what heuristc (if
any) should be placed on tabu list, at the end of each time slot tk (k = 1, . . . , nt)
the following rule is considered:

Rule (Add to Tabu List):

IF (GI(a, tk) = 0) OR

((AvgLE(a, tk) < AvgLE(a, tk−1))− pLE) OR

((AvgGE(a, tk) < AvgGE(a, tk−1))− pGE)

THEN TOA ← TOA ∪ {a}

It says that if the agent a did not improve the best solution in slot tk or
average local (or global) effectiveness of the agent a has significantly decreased
(controlled by thresholds pLE, and pGE, respectively) within the time slot tk
then the agent a is added to TOA. If all heuristics satisfy the above rule, the
agent with the best global performance is choosen and still remains non-tabu.
Time duration of each heuristic added to the TOA is equal to length of a single
slot.

Removing the OptiAgent from Tabu List. At the end of each slot tk
(k = 1, . . . , nt) the following rule is checked for each agent belonging to TOA:

Rule (Remove from Tabu List):

IF (tadd(a) + tdur(a) > tnow)
THEN TOA ← TOA \ {a}

If for given agent a included in TOA, the condition (tadd(a) + tdur(a) > tnow)
holds (tnow is the current time), it becomes tabu inactive, and is removed from
TOA, otherwise it still remains tabu active. OA which has been just removed from
the TOA remains tabu inactive by at least one time slot.

4 Computational Experiment

To validate the proposed approach computational experiment has been carried
out. The main goal was to evaluate to what extent the proposed intelligent man-
agement of the set of heuristics within the cooperative approach for VRPTW
influences the computational results. The quality of the results obtained by the
proposed approach has been evaluated using two measures: the number of ve-
hicles needed to serve all requests, and the total distance needed to be covered



A Hybrid Cooperative and Reactive Search Approach 213

by vehicles in order to supply all customers. It was also assumed that a solution
with a fewer routes is preferred over one with more routes and that in case of
the tie in the number of routes, a solution with the shortest distance is chosen.

The approach has been implemented in Java programming language and us-
ing JADE (Java Agent Development Framework) [3]. The experiment involved
two datasets of instances of Solomon (R1, R2) [13] (available at [14]) with 100
customers uniformly distributed over the plane. Each instance was repeatedly
solved 10 times. All computations have been carried out on PC computer Intel
Core i5-2540M CPU 2.60 GHz with 8 GB RAM running under MS Windows 7
operating system.

The following OptiAgents representing simple improvemement heuristics,
operating on a single selected solution, have been used:

– Four local search heuristics: Relocate1R, Swap1R, Relocate2R, Swap2R,
which operate on a single (Relocate1R, Swap1R) or two (Relocate2R,
Swap2R) randomly selected route(-s). They relocate customer(-s) from se-
lected position to another one, within the same route (Relocate1R) or be-
tween routes (Relocate2R), or swap two selected customers belonging to the
same (Swap1R) or different route(-s) (Swap2R).

– Four simulated annealing implementations: SA(Relocate1R), SA(Swap1R),
SA(Relocate2R), SA(Swap2R), based on the four moves defined above, re-
spectively.

– Two implementations of one (and two-) point crossover evolutionary opera-
tors: Cross1 and Cross2, operating on two randomly selected routes.

– Implementation of simple path relinking procedure (PathRel).

It was also assumed that the process of searching stops after T = 5 minutes of
computation, and the total time has been divided on 15 time slots, which implies
that the length of each time slot is equal to 20 seconds. After the preliminary
experiment, pLE and pGE have been set to 0.2.

The results of the computational experiment are presented in Tables 1 and
4. Table 1 includes statistics of each agent for exemplary instance (R201 in
the experiment), which tell how many times each agent did try to improve the
received solutions (Received Solutions), how many times it improved solution
locally (Improved Local) and globally (Improved Global).

Table 4 presents the results obtained by the proposed approach for two tested
verions of the cooperative algorithm (without and with implemented reacting
rules) for entire R1 and R2 datasets. Besides the name of the instance, the next
columns include the best known results for each instance (avaialble at [15], to-
gether with their sources), the results obtained by the proposed cooperative ap-
proach without (CS) and with (CS+RS) implemented reacting rules, and a mark
’*’, which indicates whether CS+RS outperforms CS for particular instance.

Results presented in Table 1 show that implemented agents have different
complexity and different amount of time is required by each of them for com-
putation in a single iteration. By focusing observation on CS one can see that
each agent differently contributes in improvements of received (or/and the best
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Table 1. Statistics of opimizing agents (instance R201)

CS CS+RS
Received Improved Improved Received Improved Improved

Agents Solutions Local Global Solutions Local Global

Relocate1R 949 171 2 664 110 3
Relocate2R 808 167 2 464 142 6
Swap1R 799 138 3 618 103 0
Swap2R 757 148 5 527 168 7
SA(Relocate1R) 253 109 4 146 53 1
SA(Relocate2R) 286 60 3 158 33 3
SA(Swap1R) 28 12 0 16 11 0
SA(Swap2R) 18 5 0 9 3 1
Cross1 930 121 1 627 144 4
Cross2 865 0 0 201 0 0
PathRel 852 0 0 309 0 0

Total Improvements 931 20 767 25

one) individuals. Some agents (SA(Swap1R), SA(Swap2R), Cross1) very rarely
or never improve the best solutions, however their contribution to cooperative
search may be significant, especially at early stages of computation. On the other
hand, there is a group of agents for which improvements (local or/and global)
are observed more often (Swap1R, Swap2R, SA(Relocate1R), SA(Relocate2R)).

Results for the second version, with implemented RS rules (CS+RS), show
that, due to the decrease in the effectiveness of some agents, they are occa-
sionally eliminated from the search in some time slots, hence the number of
their calls decreases. Only agents, which significanlty positively influence the
computational results are active most of the computation time. An interesting
observation is that, although the number of callings all agents is less than in case
of CS, the total number of global improvements increased. A few agents with-
out any improvements observed in the first case (CS), now (CS+RS) have been
able to achieve some improvements. Also, the number of global improvements
for several agents have increased.

Analysis of the results presented in Table 4 allows one to observe that the
proposed approach (in both version: CS and CS+RS) produces quite good results
close to the best known ones. Although the overall best known results have not
been reached for any instance, the difference between the number of vehicles of
best solution and obtained one does not exceed one for all instances. Also, the
deviation between the best distance and the distance produced by the proposed
approach does not exceed a few percent for all tested instances. By comparing
the results for both versions (CS and CS+RS) one can conlude that average
results over all instances are slightly better for CS version with RS (15 out of 23
instances, which is rqual to 65%). However, at this stage, it is hard to conclude
that this difference is significant.
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Table 2. Results (min. number of vehicles/distance) obtained by the proposed coopera-
tive approach for tested configurations with and without reacting rules (groups R1, R2)

Best known CS CS+RS
Instance NV Distance NV Distance NV Distance RS?

R101 19 1650.80 19 1719.57 19 1715.09 *
R102 17 1486.12 17 1549.25 18 1544.00
R103 13 1292.68 14 1278.14 14 1265.16 *
R104 9 1007.31 10 1006.49 10 1028.32
R105 14 1377.11 15 1421.55 14 1406.95 *
R106 12 1252.03 13 1283.96 13 1287.87
R107 10 1104.66 11 1110.63 11 1106.52 *
R108 9 960.88 10 968.09 10 962.88 *
R109 11 1194.73 12 1195.71 12 1179.53 *
R110 10 1118.84 12 1133.69 11 1152.24 *
R111 10 1096.72 12 1112.04 11 1123.80 *
R112 9 982.14 10 979.47 10 974.95 *

Average 11.92 1210.34 12.92 1229.88 12.75 1228.94

R201 4 1252.37 4 1257.37 4 1259.32
R202 3 1191.70 4 1094.95 4 1091.30 *
R203 3 939.50 3 957.95 3 942.65 *
R204 2 825.52 3 767.05 3 772.78
R205 3 994.42 3 1048.76 3 1028.68 *
R206 3 906.14 3 924.52 3 924.83
R207 2 890.61 3 817.30 3 819.61
R208 2 726.82 3 721.55 2 751.68 *
R209 3 909.16 3 926.48 3 915.60 *
R210 3 939.37 3 962.59 3 976.58
R211 2 885.71 3 791.64 3 782.86 *

Average 2.73 951.03 3.18 933.65 3.09 933.26

5 Conclusions

Anew hybrid approach for Vehicle Routing ProblemwithTimeWindows has been
proposed in the paper. It combines the cooperative problem solving paradigmwith
the reactive search. Process of searching for the best solution is performed by the
set of cooperating agents working on the population of individuals. Additionally,
at each iteration the history of search of each heuristic and its performance are
recorded, which next are used for dynamic management of the set of heuristics
engaged in process of searching and adjustment of their parameters.

Computational experiment confirmed that intelligent management of the set of
heuristics using the tabu list gives an opportunity to more effective use of them.
Moreover, the results obtained by the cooperative approach with management are
promissing, and the benefit of using RS is observed, even if not always necesarilly
significant. The future experiments will aim at testing the proposed approach on
different groups of instances (for example with customers clustered on the plane),
which will allow one to draw more general conclussions. Another direction of fu-
ture work is to propose and implement the set of new reacting rules.
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Abstract. In this paper, a comparative study is presented on various
bio-inspired global optimization algorithms in the problem of digital fil-
ters design. The designed digital filters are minimal phase infinite impulse
response digital filters with non-standard amplitude characteristics. Due
to the non-standard amplitude characteristics, typical filter approxima-
tions cannot be used to solve this design problem. In our comparative
study, we took into consideration the four most popular bio-inspired
global optimization techniques. We examined bio-inspired algorithms
such as: an ant colony optimization algorithm for a continuous domain,
a particle swarm optimization algorithm, a genetic algorithm and a dif-
ferential evolution algorithm. After experiments, we observed that the
differential evolution algorithm is the most effective one for the problem
of the digital filters design.

1 Introduction

Digital signal processing is a very important issue in modern digital technologies.
Among digital signal processing techniques, the most important part is signal
filtering. Signal filtering is currently used in many applications, like for example:
in equalizers, in hearing aid systems, in audiophile systems etc. In digital signal
filtering, we possess two most popular architectures of digital filters: FIR (Finite
Impulse Response) and IIR (Infinite Impulse Response). The main advantage of
FIR digital filters is that the phase characteristics of these filters is linear, but
FIR filters are slower than IIR digital filters. The main advantage of IIR digital
filters is that they are faster than FIR filters, and therefore we can perform signal
filtering in real-time [1, 2].

If we want to design a digital filter that possesses typical amplitude char-
acteristics, we may use one of the existing approximations as for example: the
Butterworth approximation, the Chebyshev I and Chebyshev II approximations,
or the Cauer approximation. Nevertheless, the problem of filter design is com-
plex: if we wish to obtain a digital filter that possesses non-standard amplitude
characteristics, typical approximation cannot be used. Therefore, in the recent
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years, some bio-inspired techniques have been used to solve the digital filters
design problem. Moreover, the problem of digital filter design is represented by
a multi-modal function [3]. Therefore, methods based on a function gradient can
easily stick in the local extremum. In last years, many bio-inspired global op-
timization techniques have been developed. We may mention for example such
techniques as: ant colony optimization algorithms for a continuous domain [11],
particle swarm optimization algorithms [6, 7, 8], genetic algorithms [4, 5] and
differential evolution algorithms [9, 10]. Many of them have been used in digital
filters design with non-standard characteristics [13, 14, 20-24] or to solve other
problems connected with digital circuits design [12, 17, 18]. Sometimes, when
we are not quite certain whether the set of admissible solutions in the search
space is non-empty, as in an examination of the problem solvability, we can use
constraint programming methods [15, 16] before the application of an adequate
optimization algorithm. In this paper, we would like try to find an answer to
the question: which is the most efficient bio-inspired global optimization algo-
rithm for the digital filter design? Therefore, we have implemented four most
popular bio-inspired global optimization techniques, and next these techniques
were used in the design of IIR minimal phase digital filters with non-standard
amplitude characteristics. We compared the following algorithms: the ant colony
optimization algorithm for a continuous domain, the particle swarm optimization
algorithm, the genetic algorithm, and the differential evolution algorithm. When
using these algorithms, we designed four IIR minimal phase digital filters with
amplitude characteristics: linearly falling, linearly growing, non-linearly falling,
and non-linearly growing. Also, it is worth to noticed that we can design any
IIR digital filter with any type of non-standard amplitude characteristics using
the bio-inspired methods presented in this paper. No comparison is included in
this paper between bio-inspired optimization techniques and other optimization
methods that are not bio-inspired.

2 IIR Minimal Phase Digital Filters

The IIR minimal phase digital filter is described using the transfer function in
the z domain as follows:

H (z) =
Y (z)

X (z)
=

b0 + b1 · z−1 + b2 · z−2 + ...+ bn−1 · z−(n−1) + bn · z−n

1− (a1 · z−1 + a2 · z−2 + ...+ an−1 · z−(n−1) + an · z−n)
(1)

The symbols are as follows: ai, bi - filter coefficients, z−1 - delay element, X(z)
- the vector of input samples in z domain, Y(z) - the vector of output samples
in z domain, n - filter order.

The main goal of the any optimization algorithm in the digital filter design
problem is to find a such a set of digital filter coefficients ai, and bi in order to
fulfill all the design assumptions. Furthermore, the designed filter should be a
stable filter, therefore all the poles of the transfer function should be located in
a unitary circle in z domain. Also, the designed filter should be a minimal phase
digital filter, therefore all the zeros of the transfer function should be located in
the unitary circle in the z plane.
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3 Bio-inspired Global Optimization Algorithms

In this section, we presented a short brief concerning four bio-inspired global
optimization algorithms which were used in our comparative study. The partic-
ular algorithm descriptions are adapted to the problem of the IIR minimal phase
digital filters design.

3.1 Ant Colony Optimization Algorithm for Continuous Domain

(1) Table T that consists of Tmax digital filters is created. For each digi-
tal filter, the values of all filter coefficients are randomly selected from range
[−Coeffmax,+Coeffmax].
(2) All the filters from set T are evaluated using the objective function (see
section 4).
(3) All the digital filters from set T are sorted. The best digital filter (one that
has the lowest value of the objective function) possesses index 1. The worst
digital filter (one that has the highest value of the objective function) possesses
index Tmax.
(4) The value of Pi is computed according to the formula:

Pi =
1

q · Tmax · √2 · π · exp
(
− (i− 1)2

2 · q2 · T 2
max

)
(2)

where: Pi is the value of the probability of the selection of the i− th digital filter
from set T , q is a coefficient to level out of the worst digital filters, Tmax is the
number of digital filters in set T .

Furthermore, the value of Pi essentially defines the weight to be a value of the
Gaussian function with argument i, mean 1.0, and standard deviation q · Tmax.
When q is small, the best-ranked solutions are strongly preferred, and when it
is large, the probability becomes more uniform. The influence of this parameter
on this algorithm (ACOR [11]) is similar to adjusting the balance between the
iteration-best and the best-so-far pheromone updates used in ACO [11].
(5) The artificial ant population that consists of M ants is created. Each ant,
based on the value of the probability Pi selects a given digital filter from set
T using a roulette selection method. Next, for each filter coefficient from the
selected digital filter, the value of the standard deviation is computed according
to the formula:

σj = ε ·
Tmax∑
e=1

|te,j − th,j |
Tmax − 1

(3)

where: σj is the value of standard deviation which is computed for j − th filter
coefficient in h − th digital filter, ε is the positive real number which increases
the sensitivity of the pheromone, t is a digital filter from the set T .

Each artificial ant creates one new digital filter using formula:

Sj = μj · randGauss+ σj (4)
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where: Sj is the value of the j− th filter coefficient for the newly created digital
filter S, μj is the actual value of the j−th filter coefficient for the selected digital
filter, randGauss is the random value from range [0, 1] which is selected using
the normal distribution.
(6) Newly created digital filters M are evaluated using the objective function.
(7) The newly created digital filters are added at the end of set T .
(8) After addition, the digital filters in set T are sorted (identically as in the
third step). Next, M worst digital filters are removed from set T .
(9) The termination criteria is checked. If the termination criteria is fulfilled, the
first digital filter from set T is returned as an algorithm result, and the algorithm
is stopped. In other cases, the algorithm jumps to the (4).

3.2 Particle Swarm Optimization Algorithm

(1) Tmax digital filters are created and stored in set T . The value of each filter
coefficient is randomly selected from range [−Coeffmax,+Coeffmax] for each
digital filter stored in set T . Next, for each filter, the coefficient is a randomly
selected value of velocity from range [−Vmax,+Vmax]. The values of all the ve-
locities for all the filters in set T are stored in set V .
(2) The digital filters stored in set T are evaluated using the objective function
(see section 4).
(3) For each i − th digital filter, its best solution Pbesti is selected which has
been found so far. Also, the best global solution which has been found so far is
remembered in variable Gbest.
(4) The new values of velocity are computed according to the formula:

newVi = w · Vi + c1 · r1 · (Gbest− Ti) + c2 · r2 · (Pbesti − Ti) (5)

where: newVi is a new vector of velocity computed for the i−th digital filter from
set T , w is an inertia weight coefficient: w = 0.5 ∗ (c1 + c2)− 1, Vi is the actual
velocity vector for the i − th digital filter from set T , c1, c2 are the values of
global and social coefficients, r1, r2 are the randomly selected values from range
[0, 1]. Equation (5) was developed by Shi and Eberhart [19] to better control
the exploration and exploitation properties of the particle swarm optimization
algorithm.
(5) Each value of velocity vector Vi for the i − th digital filter is replaced by
velocity vector newVi. Next, the new digital filter newTi is created using the
following formula:

newTi = Ti + Vi (6)

The newly created digital filter newTi replaces the old digital filter Ti in set T .
(6) The newly created digital filters are evaluated using the objective function.
(7) The termination criteria is verified. If the termination criteria is fulfilled, the
first digital filter stored in variable Gbest is returned as an algorithm result, and
the algorithm is stopped. In other cases, the algorithm jumps to the (3).



Comparative Study on Bio-inspired Global Optimization Algorithms 221

3.3 Genetic Algorithm

(1) Tmax digital filters are created and stored in set T . The value of each filter
coefficient is randomly selected from range [−Coeffmax,+Coeffmax] for each
digital filter stored in set T .
(2) All the digital filters from set T are evaluated using the objective function.
(3) The selection of individuals for the new population is performed. As a selec-
tion operator, the roulette selection method has been chosen.
(4) The cross-over of the individuals is performed with the cross-over probability
being equal to pc. As a cross-over operator, the single point cross-over operator
has been chosen.
(5) The mutation of the individuals is performed with the mutation probability
being equal to pm. The simple mutation operator has been used as a mutation
operator.
(6) All the digital filters from set T are evaluated using the objective function.
(7) The termination criteria is checked. If termination criteria is fulfilled then
the best digital filter (with the lowest value of the objective function) stored in
set T is returned as an algorithm result, and next the algorithm is stopped. In
other cases the algorithm jumps to the (3).

3.4 Differential Evolution Algorithm

(1) The Tmax digital filters are randomly created and stored in set T . For each
filter coefficient in each digital filter, the initial value is randomly taken from
range [−Coeffmax,+Coeffmax].
(2) All the digital filters stored in set T are evaluated using the objective function.
(3) The best digital filter which has been found so far is remembered in variable
Tr1, and next vector Vi is generated for each i− th digital filter from set T using
the following formula:

Vi = Tr1 + F · (Tr2 − Tr3) (7)

where: F is a randomly taken value from range [0, 2], Tr1 is the best digital filter
from set T , Tr2 and Tr3 are randomly selected digital filters from set T , Vi is a
vector created for digital filter Ti from set T . Also, it is assumed that:

Ti �= Tr1 �= Tr2 �= Tr3 (8)

(4) The cross-over of digital filter Ti with vector Vi corresponding to it, is per-
formed. As a cross-over operation result, vector Ui is created using the following
scheme:

- randomly generate one real number randj ∈ [0, 1) for each j − th digital filter
coefficient from Ti
- if the value of randj is lower than the value of CR factor, then Ui,j := Vi,j
- if the value of randj is higher or equal to the value ofCR factor, then Ui,j := Ti,j
where: CR factor is an algorithm parameter (CR ∈ [0, 1)).
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(5) The newly created digital filters Ui are evaluated using the objective function,
and next the selection of the newly created digital filters is performed using the
following scheme:

- if the objective function value for digital filter Ui is lower than the objective
function value for digital filter Ti, replace digital filter Ti with digital filter Ui in
set T
- in other cases, leave digital filter Ti in set T .

(6) The termination criteria is verified. If the termination criteria is fulfilled, the
digital filter stored in variable Tr1 is returned as an algorithm result, and the
algorithm is stopped. In other cases, the algorithm jumps to the (3).

4 Objective Function

Objective function FC is computed as follows (in equations (9-15), index i rep-
resents the i-th digital filter in set T ):

FCi = (AmplitudeErrori + 1) · (StabErrori +MinPhaseErrori + 1) − 1 (9)

AmplitudeErrori =

R∑
k=1

AmpErri,k (10)

AmpErri,k =

⎧⎨
⎩

H (fk)i − Upperi,k, whenH (fk)i > Upperi,k
Loweri,k −H (fk)i , whenH (fk)i < Loweri,k
0, otherwise

(11)

StabErrori =
J∑

j=1

StabErri,j (12)

StabErri,j =

{ |pi,j | − 1, when |pi,j | ≥ 1
0, otherwise

(13)

MinPhaseErrori =

Q∑
q=1

PhaseErri,q (14)

PhaseErri,q =

{ |zi,q| − 1, when |zi,q| ≥ 1
0, otherwise

(15)

where: AmpErri,k is a partial value of the amplitude characteristics error for
the k -th value of the normalized frequency, H (fk)i is the value of the ampli-
tude characteristics for the k -th value of the normalized frequency f, Loweri,k
is the value of the lower constraint for the amplitude characteristics value for
the k -th value of the normalized frequency, Upperi,k is the value of the upper
constraint for the amplitude characteristics value for the k -th value of the nor-
malized frequency, StabErri,j is a partial filter stability error for the j -th pole of
the transfer function, J is the number of the poles of the transfer function, |pi,j |
is the value of the module for the j -th pole of the transfer function, PhaseErri,q
is a partial filter minimal phase error for the q-th zero of the transfer function,
Q is the number of zeros of transfer function, |zi,q| is the value of module for
q-th zero of the transfer function.
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In order to obtain the value of objective function FC for the i-th digital filter
in set T , first the amplitude characteristicsH(f)i whose coefficients are stored in
the i-th individual is computed. The amplitude characteristics is computed us-
ing R values of normalized frequency f ∈ [0; 1] (where 1 represents the Nyquist
frequency; in the method proposed, the normalized frequency is divided into R
points). Also, the poles and zeros of the transfer function (see Equation 1) are com-
puted for each digital filter in set T. When we have the amplitude characteristics
and the values of poles and zeros of the transfer function for the i-th digital filter,
we can compute the objective function FC. Equation (9) has been determined ex-
perimentally. Of course, at the start of each algorithm, we do not have a guarantee
that the digital filter obtained is a stable digital filter. The digital filter is stable
and it fulfills all the design assumption when the value of FC is equal to 0.

5 Description of Experiments and Obtained Results

As a test, the four minimal phase digital filters with non-standard amplitude
characteristics were designed using each of the algorithms which were described
in Section 3. We have assumed the following amplitude characteristics: linearly
falling (Figure 1a), linearly growing (Figure 1b), quadratic non-linearly falling
(Figure 1c), and quadratic non-linearly growing (Figure 1d). The parameters of
these characteristics are presented in Figure 1. Axis x represents the normalized
frequency in range [0, 1], where value 1 represents the Nyquist frequency. Axis
y represents the attenuation of amplitude characteristics in dB.
The parameters of the algorithms are as follows:

• ant colony optimization algorithm for a continuous domain
Tmax = 300, Coeffmax = 2000, ε = 0.085, q = 0.1, M = 10
• particle swarm optimization algorithm
Tmax = 300, Coeffmax = 2000, Vmax = 7000, c1 = 0.3, c2 = 0.2
• genetic algorithm
Tmax = 300, Coeffmax = 2000, pc = 0.5, pm = 0.1
• differential evolution algorithm
Tmax = 300, Coeffmax = 2000, F is a random value from the range [0, 2],
CR = 0.2

(a) (b) (c) (d)

Fig. 1. Shape of amplitude characteristics of designed digital filters: linearly falling (a),
linearly growing (b), non-linearly falling (c), and non-linearly growing (d)
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Table 1. The results obtained for two linear amplitude characteristics

The results obtained for linearly falling amplitude characteristics

ADev DE GA PSO ACOR

[dB] Average StdDev Average StdDev Average StdDev Average StdDev

1.0 366 357 9536 882 6173 1299 12685 5049
0.8 722 316 9697 719 6367 1337 14826 8330
0.6 750 320 11029 2220 6430 1280 13541 4077
0.4 832 206 10838 2069 6112 1060 14292 5029
0.2 710 222 10061 2133 7123 2912 9902 4218
0.0 1136 337 10965 2547 6719 2556 14291 5621

The results obtained for linearly growing amplitude characteristics

ADev DE GA PSO ACOR

[dB] Average StdDev Average StdDev Average StdDev Average StdDev

1.0 460 236 9629 641 5994 3733 15681 4743
0.8 494 310 10073 1502 6823 3385 15651 3949
0.6 647 286 10953 2420 5362 1903 14784 6843
0.4 659 176 10759 2010 7462 2801 16496 5735
0.2 748 220 9744 622 7769 3261 18813 4299
0.0 866 311 10238 1221 6621 2627 16137 5734

Table 2. The results obtained for two non-linear amplitude characteristics

The results obtained for non-linearly falling amplitude characteristics

ADev DE GA PSO ACOR

[dB] Average StdDev Average StdDev Average StdDev Average StdDev

1.0 705 323 7177 636 4332 1351 8489 3578
0.8 1036 318 7471 918 3451 1637 12102 3259
0.6 1073 320 7251 1056 4222 2550 10913 5008
0.4 1092 320 7754 1716 4270 1275 7482 3283
0.2 888 302 7410 1823 3954 905 10917 3860
0.0 849 137 7830 1163 4075 1735 9327 1964

The results obtained for non-linearly growing amplitude characteristics

ADev DE GA PSO ACOR

[dB] Average StdDev Average StdDev Average StdDev Average StdDev

1.0 753 310 13728 3180 7651 3029 17921 7209
0.8 907 257 13084 2820 9698 2349 17864 5031
0.6 954 260 14334 3355 9710 3936 23487 7549
0.4 1111 507 13413 2418 8662 3655 24070 8292
0.2 1189 350 14140 3011 10949 4268 21132 6975
0.0 1292 340 12940 927 10069 5862 20284 7728

During the experiments, we have only changed the values of the maximal
admissible deviations of the amplitude characteristics from +/- 0 [dB] to +/-
1 [dB] with step 0.2 [dB]. Additionally, we have assumed that the normalized
frequency was divided into 512 points (R=512), and that 8-th order IIR digital
filters are designed (n=8 ). The execution time for each algorithm was equal to
3 minutes.
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In tables 1-2, the average values of the objective function (from the 10-fold
repetition) together with standard deviations were presented for each algorithm,
and for a given kind of the shape of amplitude characteristics.

The symbols in Tables 1-2 are as follows: ADev - acceptable deviations of
amplitude characteristics, DE - differential evolution algorithm, GA - genetic
algorithm, PSO - particle swarm optimization algorithm, ACOR - ant colony
optimization algorithm for a real domain, Average - the average value of the
objective function from the 10-fold repetition of a given algorithm, StdDev -
standard deviation.

6 Conclusions

In this paper, a comparative study on bio-inspired global optimization algo-
rithms in minimal phase digital filters design has been presented. Based on the
results which were shown in Tables 1-2, we can see that for all the cases, the
results obtained using differential evolution algorithm (DE) are best. The worst
results were obtained for the ant colony optimization algorithm for a real domain
(ACOR). We think that this is related with the fact that the ACOR algorithm
is the most complex algorithm as compared with the four algorithms presented.
Therefore, during the same computational time, the lowest number of iterations
is computed. In our future research, we want to study different variations of the
differential evolution algorithm in the application to the problem of the minimal
phase digital filters design.
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Abstract. Propagation phenomenon is an important problem that has
been studied within varied research fields and application domains, lead-
ing to the development of propagation based models and techniques in
social informatics. These models are briefly surveyed in this paper. This
paper discusses common features and two selected scenarios of propaga-
tion mechanisms that frequently occur in social networks. In summary,
a list of the most recent open issues on social propagation is presented.

Keywords: cascading behaviour, information diffusion, spreading
model.

1 Introduction

Propagation phenomena have become a pervasive and significant feature of con-
temporary complex networks. By studying these phenomena, we can better un-
derstand the behaviour cascading in a system. Social networks based on e-mail
contacts like Hotmail, Yahoo and social networking services like Facebook, Twit-
ter, YouTube, for example, are generally modelled as complex structures whose
nodes represent individuals, and whose links represent interaction, collabora-
tion, or influence between them. They are designed for information sharing and
above all for information spreading. As an obvious result, we can observe vari-
ous propagation effects. Here we ask, what are the practical consequences of this
day-to-day existence and interaction.

Propagation mechanisms could be very useful, depending on the different
types of communication networks and their purpose. For instance in online net-
works, there are several popular methods frequently built on ’positive’ spreading
mechanism such as: capturing structures [1], detecting local communities [2], pre-
dicting future network structure and user’s behaviours [3], discovering rumors [4],
tracking collective blogging and argumentations [5], monitoring opinions [6], rec-
ommending trust and measuring influence of authorities [7], and finally maxi-
mizing immunization of the network [8]. On the other hand, propagation in the
form of gossiping [9], misinformation [10], fraudulent reputation building or tar-
geted cyber-attacks [11] could have extremely serious ’negative’ effects. What
is more, the in-depth understanding of propagation phenomenon could enable
early identification of social crises, and provide methods to mitigate potential
catastrophes.
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From a scientific point of view a lot of paramount questions w.r.t. social propa-
gation have been raised and analysed. A few survey works on propagation mainly
in online social networks have already been done [12, 13]. However, important
questions about how to best fit a propagation model and efficiency indicators
are still relevant. Due to lack of other relevant analyses our work provides some
steps toward this direction. Though we do not present a full survey, the aim of
this paper is an attempt to respond to realistic features of propagation issues
that the social networks confront. The results aim to aid researchers and en-
gineers involved in the development of new technologies to better understand
propagation phenomena principles, its power and limitations.

From a business perspective, that might be useful for many services to aptly
adopt the propagation mechanism to make the information (action) spreading
faster and wider. Accurate pushing-pulling selected information to cooperators
and business partners can speed-up communication and significantly lower the
load costs. On the other hand, good knowledge of propagation phenomenon could
be helpful to stop diffusing the undesirable things which can threaten individuals
or organizations.

There are three major parts concerning modelling of social propagation: the
major principles, an appropriate model, and finally a generic algorithm and its
variants. In this paper, our goal is to find answer to the following problems:
what properties of social propagation are essential for efficiency and robustness,
and how a propagation process can directly correlate with time and underlaying
structure. To the best of our knowledge, these questions have not been addressed
by the research community at large.

2 Principles of Social Propagation Mechanisms

What are the major principles associated with propagation phenom-
ena in social informatics?

The general idea behind social propagation is that individuals interact re-
peatedly under the reciprocal influence of other individuals, modelled as a so-
cial influence score, which may often generate a flood of action across the
connections. Elementary social examples include rumor dissemination, forward-
ing memes, joining events or groups, hashtags re-tweeting, and purchasing prod-
ucts. We have investigated these situations in detail, and our main observations
are summarized in Table 1.

2.1 The Classical Approach to Propagation

Many propagation models, also called diffusion models [22], have been studied
to date. To describe social and biological propagation, for instance, for spread of
infectious diseases and computer viruses, the diffusion of innovations, political
upheavals, and the dissemination of religious doctrine, the generalized contagion
model was developed [23]. This non-graph based model exhibits behaviour that
falls into one of two basic classes called respectively: epidemic threshold, and
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Table 1. Principles of social propagation mechanisms

Topology-dependent. Propagation utilizes to the utmost the underlying structure
of a network. Most social networks are characterized, among other qualities, with the
’small-world’ phenomenon, triadic closure, assortative mixing and broad degree dis-
tributions. Recently, more fascinating properties have been discovered, like over time
shrinking diameters, homophily tendency, aging effect, temporal dynamics and the so-
called densification power law [14], including advanced graph theoretic measures [15].
In the vast majority these features can significantly speed up the diffusion process.

Complexity. Social data are often interconnected, have overlapping communities and
are coupled across time through processes. This evolving idea has been successfully
implemented by Google+ circles and Facebook smart lists. When nodes in one network
depend on nodes in another, a small disturbance in one network can cascade through
the entire system often growing to sufficient size to collapse it [16].

Fast influence by ties. Propagation extends Granovetter’s hypothesis that the ma-
jority of influence is collectively generated by weak ties, although strong ties are indi-
vidually more influential [17]. Very often action spreads only partially overlapping the
network, but extremely fast (in sublogarithmic time [18]).

Push-pull activity. For social propagation mechanisms, not only the topology of
links, but also the communication activity is highly relevant [18]. The standard pro-
tocol is based on symmetric push-pull activity. It pushes the information in case it
has, and pulls the information in case the neighbor has. A common form of positive
and negative propagation is spreading of breaking news, rumors, fads, beliefs, senti-
ments and norms. While positive users’ opinions promote an action, negative opinions
suppress its adoption.

Survive or perish. Social informatics are ubiquitous and this applies also to propaga-
tion. Individuals tend to adopt the behavior of their peers, so first propagation happens
locally in their neighborhood. Then, this behaviour might become global and survive
or decay and finally perish as it crosses the network [19].

Epidemic-type and cascading-type. Propagation can be conceptualized either as
an epidemic-type dynamic, where a node in an infected state may infect a neighbor in-
dependently of the status of the other nodes [20], or as a cascading-type dynamic, where
the change may depend on the reinforcement caused by changes in other nodes [21].

critical mass. The first class is based on the idea of a threshold: an adoption
depends on the fraction of neighbors which exceed a specific critical value. In the
second class the population can be infected if the earliest outbreak size makes
up a ’critical mass’. This contagion model can be identified with two seminal
models for the spread of disease: the so-called susceptible� infective� recovered (SIR)
model and simplified susceptible� infective� susceptible (SIS) model [24]. As a rule, all
nodes in SIR model are in one of three states: susceptible (able to be infected),
infected, or recovered (no longer able to infect or be infected). These three classes
in specific rumor model correspond to ignorant, spreader, and stifler nodes. At
each time step, nodes infected in the last time step can infect any of its neighbors
who are in a susceptible state with a probability p. In this model, two transition
rates S � I (the contact rate) and I � R (the rate of recovery) determine the
cumulative number of infected nodes.
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Many others model variations have been studied for social informatics. How-
ever, the two most widely employed models are: the Independent Cascade Model
(ICM) and the Linear Threshold Model (LTM) [25]. In these graph-based mod-
els, each node is either active or inactive. An active node never becomes inactive
again. The propagation process repeats until no more activations are possible.
The spread represented in the ICM and LTM are very similar and proceeds in
discrete steps as follows.

In the ICM, a process starts with an initial set of active nodes A0, called later
seed nodes. It is assumed that nodes can switch their states only from inactive
to active, but not in the opposite direction. When a node i first becomes active
in step t, it has a single chance of influencing each inactive neighbor j with
probability p�i, j�. If node i succeeds, node j becomes active in step t � 1. If
node j has incoming links from a few newly activated nodes, every propagation
effort is randomly sequenced. When all the influence probabilities are equal to
one, the ICM becomes equivalent to the deterministic model, in which every
active node unconditionally activates all its neighbors.

In the LTM, each node i is described by a threshold θi from the range �0, 1�.
This threshold represents the fraction of i’s neighbors, denoted by deg��i�, that
must be active in order for node i to become active. Here ’active’ means that
the node adopts the action and ’inactive’ means otherwise. Given the thresholds
and seed nodes A0, the process unfolds deterministically in discrete steps. In
step t � 1, all nodes that were active in step t remain active, and we activate
any node j for which the total influence power of his active neighbors is at least
θj :

�
p�i, j� � θj . Thus, the threshold θj represents the trend of a node j to

adopt the action when his neighbors do.
Both models have parameter attached to each directional link, i.e., propaga-

tion probability in the ICM and weight in the LTM. In the ICM-based virus-
spreading model, the probability of being infected is proportional to the number
of neighbors infected. Although both models appeared to be comparative, there
are important differences. Intuitively, only a small number of nodes overlap for
these models. Furthermore, it is more difficult for the LTM to transmit action
to hub nodes than the ICM does.

2.2 Our Generic Approach

With respect to existing propagation models and aforementioned six principles,
this directs us to the following generic model definition. A propagation ℘��, G�
with action � over the network is described by a directed connected graph
G � �N,L� where N is the node set and L is the set of directed links containing
connected pairs of nodes �i, j� unfolds in discrete time-steps t � 0 and is defined
as an ordered sequence of triplets �i, j, t�. Each triplet corresponds to a single
interaction event at time-step t between a pair �i, j�, where i, j � 1..N . We
assume that no individual adopts the same action more than once. In Twitter,
for instance, user j adopts tweet posted by i at time t and re-tweets it, then
the tweet becomes available to his followers. The total number of triplets is
given by 	℘��, G�	. At the empirical level, propagation with action over the
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network is a set of interaction events recorded every δ (the sampling resolution)
during an interval Δt. This leads us to the notion of the propagation graph. The
corresponding static propagation graph GΔt

℘ is obtained by aggregating all the
same interactions events within Δt into a graph structure with links connecting
in the direction of propagation. This propagation graph is now a directed acyclic
graph (DAG) which may have disconnected components.

To facilitate the propagation dynamics, particularly its transitivity, in order to
merge propagations along each path, to select one out of multiple propagations,
or to combine propagations from all paths, a set of primitives based on path al-
gebra [26] that effectively operate on a given graph should be formalized. For in-
stance, for propagating trust presented as a triple �belief, distrust, uncertainty�
three associative operators: concatenation, selection, and aggregation are anal-
ysed. The description of these operators goes beyond the scope of this paper,
however, the interested reader is referred to [27] for details.

Note that our basic model fulfils the requirements of both models: ICM and
LTM. Contrary to the classic models, instead of considering sets of nodes, links
and probabilities separately, the proposed model focuses on time-stamped propa-
gation triplets, leading to a reduction of the complexity in propagation scenarios.
Our proposal seems to be adjusted to any action-propagation model, including
variations on compartmental models in epidemiology.

3 The Propagation Algorithm

How does the propagation process normally proceed?
Propagation ℘��, G� in the form of triplets shows pathways for the transmission
of infection, rumor, trust, or other quantities. Common algorithms for crawl-
ing or sampling social networks include, first of all, variants of breadth-first
search and depth-first search. Using only social ties and forward paths we do
not necessarily crawl an entire network. We only explore the connected com-
ponent reachable from the set of seed nodes. The random walk algorithm and
snowball sampling [19] for directed graph are the simplest implementations for
propagation process by passing action from one node to its neighbor. There are
numerous variations like following a randomly selected triadic node (friend, ca-
sual friend or grandparent). Another possible implementation is the preferential
walk to follow someone from whom or through whom they have adopted actions
using a back-propagation mechanism. It has been found in [22] that a combined
strategy with triadic closure and coincided traffic-based shortcuts yield the best
accuracy.

A general propagation algorithm has initialization including seed node(s)
selection, propagation loop with threshold condition, output update and termi-
nation condition(s). By applying different social-based loop and influence condi-
tions, we can consider various strategies. The choice of the strategy is generally
dependent on the communication flow schema like (1) push and (2) pull. The
first one accommodates the propagation along a sender-centered approach such
as ICM, the second, receiver-centered approach such as LTM, which combines
the propagation from different nodes.
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Recall that a threshold value is associated with each node (i.e., social entity
or person). This value represents the positive or negative influence of that indi-
vidual. To get a better understanding we illustrate the key parts of propagation
advancement with the aid of Algorithm 1. In the algorithm, the power to influ-
ence neighbors is modelled as a propagation probability denoted by p�i, j�. Note
that this probability p could be time-varying t and algorithm α dependent as
follows p�i, j� � αt�i, j�. In every step t, each node i belongs to one of the three
sets: waiting, active and inactive. For readability, we omit the inactive set from
our algorithm. The algorithm terminates, if the current time-step t reaches the
time limit T , or there are no more waiting nodes, which mean that no more
activations are possible.

Input: graph G, threshold θi for node, seed nodes A0, time limit T
Output: triplets

active, triplets
�;
waiting 
 A0;
t
 0;
while termination condition not satisfied do

foreach node i � waiting do
t
 t� 1, waiting
 waiting�i�, active
 active� �i�;
propagation loop with threshold condition

end

end
Algorithm 1. Generic propagation algorithm

In the algorithm, we use propagation loop with threshold condition, that
determines how to select next node to activate it in the process to maximize the
spread. In the push variant of propagation loop and condition (Algorithm 2),
propagator one-to-many using deg� operator is required, e.g., sending photo to
all my group members.

foreach node j � deg��i� do
if αt�i, j� � θj � j � active, waiting then

waiting 
 waiting � �j�;
triplets
 triplets� �i, j, t�;

end

end
Algorithm 2. Push variant of propagation loop with threshold condition

In the pull variant, see Algorithm 3, each node’s tendency to become active
increases monotonically as more of its neighbors become active. This time the
propagator requires a many-to-one operator using deg� which corresponds to a
decision taken by an expert committee.
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foreach node j � deg��i� do
if
�

k�deg��j��k�active α
t�k, j� � θj � j � active, waiting then

waiting 
 waiting � �j�;
triplets
 triplets� �i, j, t�;

end

end
Algorithm 3. Pull variant of propagation loop with threshold condition

(a) Step 1 (b) Step 2

(c) Step 3 (d) Step 4

Fig. 1. Preference-pull variant of propagation algorithm

In order to show the diversity of threshold conditions we employ one more
example. The preference variant of condition could incorporate the factor pos-
itive/negative influence f�i,m� of node i corresponding to propagated item m,
where f�i,m� � ��1, 1�. This idea of using preferences is motivating by bundling
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multiple items in viral marketing. Then, in the pull case, a node i is activated
when the sum of the preference scores on the propagated items

�k
m�1 f�j,m� and

the influence scores from a non-empty set of neighbour active nodes, is greater
or equal to the threshold θi. In addition, the influence factor f can be changed
by using a temporal decay function as in [19]. Additionally, we can immunize
selected nodes by adding them to inactive set.

In order to have a better understanding of the propagation algorithm, we
capture the dynamics of it’s pull variant with preference in a step-by-step fashion.
As shown in Figure 1(a), the seed node 1 propagates action to all neighbours 2, 3
and 4. Since the sum of influence p�1, 2� � 0.3 and preference value f�2, item� �
0.3 exceeds the threshold value θ2 � 0.5, according to the associated rectangle
[0.3/0.5], node 2 becomes an active node. Similarly, node 3 becomes active. In
contrast, node 4 remains inactive because its reference value gains f�4, item� �
�0.3, see Figure 1(b). In this particular case, the sum of influence and preference
values does not meet the threshold value for node 4. Afterwards, in the next time
step, see Figure 1(c), nodes 2 and 3 (which are active) propagate action to their
neighbours 4 and 5. As a result, node 4 receives the accumulated influences
of three nodes and now despite a negative preference value f�4, item� � �0.3
meets the threshold value θ4 � 0.1. For the last node 5 the activation from node
3 was sufficient, see Figure 1(d). Since all available nodes became active, the
propagation process terminates.

4 Summary

We have touched upon a few topics of social propagation, briefly explaining
the model, and the algorithm, while referring to articles in parts where more
details can be found. Thanks to its simplicity, our generic model is potentially
useful in a wide range of scenarios. For a model and an algorithm, not only a
theoretical analysis but also numerical simulations are required to demonstrate
how accurate they are in fitting real issues, but these are beyond the scope of
this paper, and will be addressed in future research.

Social propagation constitutes a large area of research that is rather young but
rapidly evolving. Therefore, our analysis is by no means complete. Despite the
considerable amount of ongoing research, we are still far from a satisfactory ad-
herence to reality and proper utilization of propagation in the majority of cases.
Multiple important questions are still open, like understanding the tipping point
of epidemics, predicting who-wins among competing viruses/products, develop-
ing effective algorithms for immunization, and building more realistic propaga-
tions models while analyzing numerous real datasets. In this regard, the vast
number of propagation techniques, which still remain unexplored, need to be
thoroughly investigated in order to improve propagation capabilities and en-
hance system’s efficiency.

One interesting but to date unsolved problem is how to learn on the fly the
time-varying elements of propagation by mining the present and archived log
of past propagations. The simple and insufficient algorithm for capturing the



On Modelling Social Propagation Phenomenon 235

influence probabilities among the nodes and the prediction time by which an
influenced node will perform an action after its neighbors have performed the
action is presented in [28].

Another open issue is the low efficiency of greedy algorithms to compute the
influence maximization problem to large networks. Even with recent optimiza-
tions, it still takes several hours. Improving the greedy algorithm is difficult, so
this leads to a second possibility - the quest for appropriate heuristic.

Social propagation occurs in various forms. Some of them, like social influence
mining, community detection, locating and repairing faults, finding effectors and
maximizing influence, constitute the key components that enable useful insights
into network behaviour and developing future services.

We hope that this paper provides several advanced points for engineers and
scientists to use the propagation methods in more effective manner. However,
it is possible to exploit appropriately this potential only after making further
investigations on real data what we plan soon.
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Abstract. This paper designs a performance analysis framework for
electric vehicle taxis, aiming at promoting their wide deployment. Con-
sisting of an event tracker, a stream handler, object interfaces, and strat-
egy integrator, the analysis procedure can measure the performance of a
dispatch and relocation strategy in terms of dispatch latency, customer
waiting time, and the number of daily fast charging operations. Each
pick-up and drop-off record from the actual call taxi system is associ-
ated with the corresponding taxi and charger object. It can host a new
dispatch strategy to test and revise, while a specific road network and
a future demand prediction model can be incorporated for better accu-
racy. This framework finds out that most battery charging can be done
using slow chargers through the out-of-service intervals under the control
of an intelligent coordinator for the fleet of member taxis, avoiding the
significant increase in power load brought by fast charging operations.

Keywords: Electric vehicle, taxi business, performance analysis frame-
work, dispatch-relocation strategy.

1 Introduction

Smart transportation, one of the major areas in smart grid, is pursuing energy
efficiency in the transport system. Electric vehicles, or EVs in short, are its key
element and get energy from battery-stored electricity. As they can avoid burning
fossil fuels, it is possible to significantly reduce air pollution and greenhouse gas
emissions. However, their driving range is less than 120 km in practice and it
takes about 6 ∼ 7 hours to fully charge an EV battery with slow chargers and
about 20 minutes to charge up to 80 % with fast chargers [1]. Here, due to high
voltage injection, fast chargers can shorten the battery life and it is recommended
that fast charging is done at most once a day. Just like other smart grid entities
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[2], EVs can take advantage of intelligent computer algorithms to alleviate such
problems, mainly by means of sophisticated charging plans [3].

Thanks to the energy efficiency and eco-friendliness of EVs, many cities are
accelerating the deployment of EVs. Not just in personal ownership, EVs will
be exploited in taxis, rent-a-cars, shared vehicles, logistics, and other transport
businesses [4]. Among these, EV taxis are very attractive, as the total moving
distance of taxis will be largest in most urban cities, compared with other types
of vehicles [5]. However, for an EV taxi, the driving distance during its working
hours is almost always longer than the driving range of a fully charged EV, and
EV taxis must be charged more often than other EVs. Actually, taxis do not
always carry passengers and charging can be done hopefully during this period.
Moreover, to further reduce battery consumption, it is desirable for a dispatch
center to assign a taxi to a pick-up request, not allowing taxis to roam randomly
looking for a customer.

In EV taxi systems, the dispatch strategy is very important to customers’
satisfaction and system efficiency, which can be measured by waiting time, dis-
patch overhead, and service ratio [6]. They will essentially depend on the pick-up
request pattern from customers, but the demand dynamics are not known, as
the EV taxi is still immature business. We think that the demand patterns will
not be different for both EV and regular taxis. Here, using the location records
accumulated in most call taxi systems and tracing the field indicating whether
a taxi is carrying passengers, we can know where a taxi picks up and drops off
customers. By this record, we can develop and test a dispatch strategy capable
of intelligently guiding drivers when and where to charge for each EV. In this
regard, this paper designs a performance analysis framework for EV taxis with
location records, incorporating the road network and charging station distribu-
tion, specifically on Jeju city, Republic of Korea.

2 Related Works

[7] presents a multiagent taxi dispatch scheme capable of improving group level
customer satisfaction by concurrently dispatching multiple taxis to multiple cus-
tomers in the same region. Not processing requests one by one in the FIFO order,
this scheme simultaneously assigns taxis to all customer bookings made within
the time window. Each taxi is associated with an agent. A taxi agent announces
the availability of its taxi in a new operation area to the dispatch center, negoti-
ates assignments of booking requests with other taxi agents, and finally informs
the dispatch center of the driver’s decision to accept or reject the assignment.
The collaborative reasoning process begins with arbitrarily initialized permu-
tation and exchanges assigned taxis each round. Impressively, this system is
targeting at the Singapore taxi system currently in operation.

[8] focuses on how to select the best taxi stand after a passenger drop-off,
considering such factors as how many taxis are already waiting and the future
demand in each stand. Their prediction model is built upon time-varying Pois-
son process and ARIMA (AutoRegressive Integrative Moving Average) models.
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First, the Poisson process is incorporated with a weighted average model to give
more weight to the correlation with the demand pattern in the last week. The
ARIMA model, being able to versatilely represent different types of time series,
makes it possible to take the future value of a variable as a linear function of
several observations and random errors. This model was applied to the city of
Porto, Portugal, where a city-wide taxi network is currently running with 63
taxi stands and 441 vehicles. Matching between a taxi and a taxi stand provides
a good reference for matching between an EV and a charging stand in EV taxi
systems.

As an example of dispatch schemes for EV taxis, [5] combines charging plans to
legacy dispatching strategies. Taxi assignment is carried out taking into account
the remaining power of EVs, the availability of the battery charging or swap
stations, and future taxi demand. For the charging plans, the dispatching center
suggests the taxi driver whether to replace depleted batteries immediately or
charge batteries, according to the future demand prediction. The dispatch center,
continuously tracking the location of all EVs and receiving a request from a
customer, first finds a set of taxis that pass the reachability test. Their main idea
is that if the future demand is high in the destination area, a taxi having enough
remaining power (or can be charged quickly) is dispatched. Here, a reservation
mechanism is assumed in charging stations. The authors simulate the EV taxi
fleet management for Taipei city, Taiwan.

3 Analysis Framework Design

Figure 1 shows our analysis framework architecture, which consists of an event-
driven tracker, a stream handler, dispatch/relocation strategy modules, and ob-
ject interfaces. The even-driven tracker is a discrete event simulator which as-
sociates a time-ordered event to the corresponding objects such as EVs and
chargers mainly based on the object ids. The stream handler takes pick-up and
drop-off records, which can be created either randomly or from exiting taxi op-
eration data. The dispatch/relocation strategy module implements a specific EV
taxi management technology and interacts with other analysis framework parts.
Next, the taxi object pool maintains all information for dispatch and relocation
strategies. In addition to the current location and SoC (State of Charge) of each
taxi, charging history is included to avoid fast charging as possible as we can.
The charger object pool includes the location, current queue length, and type of
each charger, to help allocate a charger to an empty taxi.

In Jeju city, location records had been massively collected from 50 taxis in Jeju
Taxi Telematics System during its launching test period [9]. Each record basically
contains time and location stamps as well as a flag indicating whether taxi is
carrying a customer. By tracing the change in this flag, we found 81,813 trips
out of the spatio-temporal stream lasting for the 1.5 month. Each trip consists of
a pick-up record and a drop-off record, having its own time and location stamps.
A pick-up record is considered as a pick-up request in our analysis framework
and invokes a dispatch module. For the dispatch center to assign an EV taxi to
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the pick-up request, the current distribution of taxis and their SoC information
must be available. To this end, the event handler tracks the move of each EV
via the series of location records and estimates the battery consumption based
on moving distance. Here, the tracker ignores the move not carrying customers,
as it is not allowed in EV taxis.

charging history

Dispatch strategy

EV taxi pool Charger pool

Event−driven tracker

Relocation strategy

Pick−up records Drop−off records

Location history data (spatio−temporal stream)

Road networks

location, SoC,

future demand

location, queue length
charger type

Fig. 1. Analysis framework architecture

A drop-off record makes the taxi empty. An empty taxi is forced to go to a
charging stand until assigned to a pick-up request again. It is true that a taxi
can pick up a customer during its move to a charging stand, but this situation is
ignored to focus on the relocation strategy. The dispatch center assigns a charg-
ing stand according to how far it is from the current EV location, whether it
is already occupied by another EV, and most importantly, how future demand
will be. In Jeju city, the charging station tracking system is now in operation to
monitor the real-time status of each charger over the city, as shown in Figure 2.
By this geographic information, realistic distance between an EV and a charg-
ing stand can be calculated. Whether a charging stand is being occupied can
be hardly traced solely by our analysis framework, so we define an occupation
probability for system behavior tracing.

The event-driven tracker maintains the current status of each member taxi and
charger allocation. Every event is ordered by the time stamp and includes the taxi
id field. On each event trigger, through the difference from the previous event, the
tracker updates SoC of all taxis. For taxis currently carrying passengers, SoC
decreases according to the distance from the previous location. The distance
between two location stamps is estimated by the well-known A* algorithm on
the road network. Here, it is necessary convert a location point to the map
coordinate consisting of latitude and longitude. As contrast, for taxis plugged-
in to a charging stand, SoC will increase according to the interval between the
previous and current time stamps. Such integration can host any dispatch and
relocation strategy into our analysis framework.
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Swap station

Fig. 2. Charging facility distribution

Next, the relocation strategy allocates taxis to chargers and makes them pre-
pare for the next service in the area where the future pick-up demand will be
high. An efficient allocation can reduce both spatial and temporal dispatch over-
head, much improving the customer-side convenience. To this end, it is necessary
to either divide the whole area into several continuous subareas or filter a set of
subareas having hot demand. Each subarea is required to have sufficient num-
ber of chargers and has its own pick-up request dynamics. It is now possible
to develop demand fitting and prediction models for each subarea, but those
models need a huge amount of pick-up records. With the expansion of EV taxi
businesses, such big data will be available and we can expect the development
of a more accurate prediction model [10].

4 Analysis Results

To begin with, the basic question is whether regular taxis can be replaced by EVs
and how much intelligent control is necessary. Our experiment selects the vehicle
having the largest number of location records and traces its operation behavior.
Here, it must be mentioned that some records are missed as drivers forget to
turn on the in-vehicle telematics device. In addition, we observe that even during
the normal operation period, some records do not appear due to communication
errors. Anyway, the analysis procedure divides the records if the time stamp
of a location record is more than 2 hours away from its previous record. It is
regarded as the start of a new transaction. In addition, these location records are
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generated from company taxis. Here, the same taxi may continue its operation
just changing drivers. In this case, the transaction of the previous driver cannot
be separated from the transaction of a new driver.

Figure 3 shows the operation distance for each transaction. 26 % of them
drive less than 120 km, excluding erroneously short transactions. Actually, the
driving distance larger than 300 km is unrealistic and must be the case of failing
to separate transactions. After all, 46 % of transactions, EVs need to be charged
once but not twice. In addition, Figure 4 plots the operation length of each
transaction. Figure 3 and Figure 4 show a very similar shape, indicating that
every transaction has almost same vehicle speed, customer service rate, and the
like. The difference comes from the operation time, that is, commute, day time,
or evening. For EV taxis, such vehicle sharing by different employees in the
same company is not possible due to management problems mainly stemmed
from battery charging. The inter-transaction time is at least 2 hours, so EVs can
be charged even with slow chargers in parking lots of their taxi company.

Next, Figure 5 shows a passenger carrying status for a transaction which lasts
about 20 hours starting from 2 PM. During the interval from 6 PM to 8 PM,
the taxi carried no passenger. For about 80 minutes out of this interval, location
reports are not sent to the location tracker, and it seems that the driver had
a meal and took a rest. There are several intervals similar to this situation,
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indicating that even for a transaction having long time, the EV can be charged
by slow chargers with an efficient charging schedule without being unable to
provide service due to battery shortage. Actually, one of the most important
goals of the dispatch strategy is to charge with slow chargers as many times as
possible. Multiple taxis are simultaneously in operation for most intervals, and
the charging coordinator can make drivers take a rest one by one considering
the SoC of respective EV taxis.

On
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Fig. 5. Passenger carrying status

5 Concluding Remarks

EVs can achieve energy efficiency in modern transport systems and it is neces-
sary to promote their deployment. Replacing taxi with EVs will have a great
impact on energy efficiency and environment, but their daily driving distance
is usually longer than the driving range, which is much smaller than legacy
gasoline-powered vehicles. To cope with this problem taking advantage of com-
putational intelligence just like other smart grid entities, an intelligent charging
and operation planning scheme is essential. In this paper, we have designed a
performance analysis framework for EV taxis based on the location history data
obtained from a legacy call taxi system. Consisting of an event tracker, a stream
handler, object interfaces, and strategy integrator, the analysis procedure can
measure the performance of a dispatch/relocation strategy in terms of dispatch
latency, customer waiting time, and the number of daily fast charging operations.

By this framework, we have found that an EV taxi needs to be charged about
once a day on the condition that it is fully charged before it starts its operation.
In addition, out of the operation hours, drivers have meals and take a rest.
During this interval, it is possible to charge EVs by slow chargers. Here, the
portion of fast charging must be kept as small as possible, as it can impose a
significant burden on the power system, especially in day time. To this end, an
intelligent controller must coordinate the charging and operation plan for the
fleet of EV taxis, assigning them to appropriate charging stands. Our framework
helps to develop this planner without expensive filed tests.

As future work, we are planning to develop a dispatch scheme for EV taxi
systems, particularly targeting at Jeju city. A heuristic-based approach is now
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being considered in selecting an EV taxi for each call, according to whether the
call is an in-town trip, a long-distance trip, and others. In addition, as this area
has high potential for wind energy, the integration of such renewable energies is
another important issue [11]. Finally, our research team is currently developing
a battery consumption model for the road network in this area, and we can
integrate this model to elaborate our dispatch strategy.
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Abstract. User-based collaborative filtering (CF) is a widely used technique to
generate recommendations. Lacking sufficient ratings will prevent CF from mod-
eling user preference effectively and finding trustworthy similar users. To alle-
viate this problems, item-based CF was introduced. However, when number of
co-rated items is not enough or new item is added to the system, item-based CF
result is not reliable, too. This paper presents a new method based on movies
similarity that focuses on improving recommendation performance when dataset
is sparse. In this way, we express a new method to measure the similarity be-
tween items by utilizing the genre and director of movies. Experiments show the
superiority of the measure in cold start condition.

Keywords: Recommender systems, Item-based collaborative filtering, Attribute
correlation.

1 Introduction

Recommender systems are based on one of two strategies. The content filtering ap-
proach creates a profile for each user or product to characterize its nature. For example,
a movie profile could include attributes regarding its genre, the participating actors, and
so forth. User profiles might include demographic information or answers provided on
a suitable questionnaire. The profiles allow programs to associate users with matching
products [1]. Of course, content-based strategies require gathering external information
that might not be available or easy to collect.

An alternative to content filtering relies only on past user behavior, for example, pre-
vious transactions or product ratings without requiring the creation of explicit profiles.
This approach is known as collaborative filtering [2]. CF analyzes relationships between
users and inter-dependencies among products to identify new user-item associations.

Regardless of CF success in many application settings, it encounters three serious
limitations, namely sparsity, cold start and scalability [3]. Data sparsity refers to the
problem of insufficient data, or sparseness, in the user-item matrix. The introduction of
new users or new items can cause the cold start problem, as there will be insufficient data
on these new entries for the collaborative filtering to work accurately. As the numbers of
users and items grow, traditional CF algorithms will suffer serious scalability problems.
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For example, Amazon has more than many millions of products and users. Hence, the
matrix size is very large; the calculation over the matrix will be very expensive.

In order to overcome scalability issue, Sarwar et al. [4] introduced item based that
is a method to recommend similar products from previously purchase by the same cus-
tomer but focusing on item aspect rather than users. item-based techniques first analyze
the 〈user,item〉 matrix to identify relationships between different items, and then use
these relationships to indirectly compute recommendations for users.Although the item-
based CF technique has been successfully applied in many applications, its major lim-
itations including sparsity and cold start item problems have restricted its widespread
use.

In this paper, we try to overcome the sparsity and cold start problem. In addition to
using 〈user,item〉 matrix to calculate similarity between items, we propose new similar-
ity measure between items, based on genre and director of movies. This information is
more reliable than the user rating, since genre information provided by movie expert.
Moreover, users tend to watch movies of certain directors could benefit from additional
similarity measure. The main advantage of this work is that newly added item always
has genre and director information, allowing avoidance of cold start problem.

The reminder of paper is organized as follow. In the Sect. 2 we summarize the related
work. After the proposed method are described in detail in Sect. 3 and Sect. 4, we
present experimental evaluation on the dataset in Sect. 5. Finally, we conclude our paper
and propose future work in Sect. 6.

2 Related Work

Methods specifically designed to alleviate the sparsity and cold start problem usually
consist of a hybrid method between a collaborative filter and a content based recom-
mender [5–7].

Our method differs in that we do not use content based method to extract user pref-
erence. Melville et al. [8] employed a content-based predictor to enhance existing user
data, and then provided personalized suggestions through collaborative filtering. Basil-
ico and Hofmann [9] developed a framework that incorporates all available informa-
tion by using a suitable kernel or similarity function between user-item pairs. Pazzani
[10] proposed a hybrid method that recommends items based on vote of four different
algorithms: user-user collaborative filtering, content-based, demographic-based, and
collaboration via content. This approach can provide new user recommendation by
assembling several independent models. Papagelis [3] focuses on developing a com-
putational model that permits the exploration of transitive user similarities based on
trust inferences for addressing the sparsity problem.

Using genre similarity to recommend movie to user has been developed by [11].
Their goal was to find similar genre to user preferred genre and calculate recommenda-
tion point. Although their system needs that user provide his/her own preferred genres
while our system does not require any extra information.
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3 Movie Similarity Methods

In this section different methods for measuring the similarity between movies have
been introduced, first method is based on genre information. Another item used for
measuring the similarity between movies is director. Uluyagmur et al. [12] showed that
director feature gives the best recommendation performance among different features
(actor, genre and director) in content based recommendation.

3.1 Genre-Based Movie Similarity

This section presents different movie similarity based on genre. It consists of:

– Movie similarity based on Jaccard coefficient between genres
– Movie similarity based on genre correlation.

Jaccard Similarity Coefficient. The Jaccard similarity is a common index for binary
variables. It is defined as the quotient between the intersection and the union of the pair-
wise compared variables among two objects. The Jaccard similarity coefficient between
genres is defined as follow:

J(X,Y ) =
Gx

⋂
Gy

Gx

⋃
Gy

(1)

where Gx represents genres of movie x and Gy represents genres of movie y.

Genre Correlation. Genre correlation can be calculated based on genre co-occurrence
of movies in database. One movie can have the characteristics of various genres at
once. For example, Inception has the characteristic of five genres of action, adventure,
mystery, Sci-Fi, and thriller. Let us consider vector Mi containing all genres belonged
to movie j.

Mi = {Gj |j ∈ [1, 22]} (2)

If movie i contains Genre j then Genre j is equal to 1 otherwise 0. By using Mi, it
obtains similarity value among genres with Pearson correlation coefficient.

Once genre correlation is ready, similarity between movies can be calculated as
follows:

Sim(Mi,Mj) =
MGC(GMi, GMj)

MGN(GMi, GMj)
(3)

where GMi expresses genres of movie Mi, MGC is maximum genre correlation be-
tween Mi and Mj , MGN is the maximum genre number of MoviesMi and Mj . There-
fore, if Mi has genres like drama and romance and Mj has genres like romance, family
and war the similarity between them would be 0.39, which is calculated by adding 1 (be-
cause of one common genre-romance) to correlation between drama and war (0.1957)
which is higher than correlation between drama and family, divided by 3 (maximum
genre number between two movies).
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3.2 Director-Based Movie Similarity

Some users like to watch movies of certain directors, rather than of certain actors/actress
or certain type. Director similarity factor can help them to find unseen movies by their
favorite directors.

Director Correlation. If we determine director-genre matrix D, (consisting of N di-
rector and m genres), in which di,g indicates the extent of potency that director i has in
genre g, we can define di,g as below:

di,g =

∑m
g=1 rd,g

Md
(4)

where rd,g shows the rate of movies directed by d in genre g. And Md is the number
of director d’s movies. We can define the general director to director similarity between
director i and j using cosine similarity as shown below:

Sim(i, j) =

∑m
g=1 di,gdj,g√∑m

g=1 d
2
i,g

√∑m
g=1 d

2
j,g

(5)

4 New Approach to Calculating Similarity Measures

In this section our approach for movie recommendation based on movie similarity has
been discussed. We illustrate how making use of genres can help to assess movie sim-
ilarity. Our method recommends movies which are similar to movies that user already
rated using genre information. Movie similarity function can be formulated by integrat-
ing genre similarity term and director similarity term.

Simattribute(i, j) = Simg(i, j) + βSimd(i, j) (6)

β is parameter for weighting the contribution of director similarity. The traditional item
similarity measure can be formulated as below:

Simitem(i, j) =

∑
u∈U (Ru,i −Ri)(Ru,j −Rj)√∑

u∈U (Ru,i −Ri)2
√∑

u∈U (Ru,j −Rj)2
(7)

Let the set of users who both rated i and j are denoted by U . Here R(u, i) denotes
the rating of user u on item, Ri is the average rating of the i-th item. It is common for
item to have high correlated neighbors that are based on very few co-rated item. These
neighbors based on small number of overlapping tend to be bad predictor. Along with
this, there are other situations where Correlation-based item similarity cannot compute
accurately the closeness:

– New items which have not rated by users.
– If all ratings of an item are equal, e.g. <1,1,1,1,1>, correlation cannot be calcu-

lated, since the numerator of formula becomes zero.
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In order to address the above issues, we incorporated the traditional correlation sim-
ilarity measure with our proposed similarity function. A unified item similarity model
can be formulated by taking into account the item similarity based on the genre and
director as an additional term.

Sim(i, j) = Simitem(i, j) + α× Simattribute(i, j) (8)

The larger α is, the greater the emphasis on obtaining the similarity based on movie
information.

4.1 Prediction Computation

The most important step in collaborative filtering system is to generate the output inter-
face in terms of prediction. Once we collect set of most similar items based on movie
similarity, the next step is to look into target user ratings and use a technique to obtain
prediction.

Weighted Sum. As the name implies, this method compute the prediction on an item i
for user u by computing the sum of ratings given by the user on items similar to i. Each
rating is weighted by corresponding similarity S(i, j) which is obtained from Equ. 8
between items i and j. We can denote the prediction P (u, i) as:

Pu,i =

∑
allsimilaritems,N (Si,N ∗Ru,N )∑

allsimilaritems,N (|Si,N |) (9)

Basically, this approach tries to capture how the active user rates the similar items. The
weighted sum is scaled by the sum of the similarity terms to make sure the prediction
is within the predefined range [4].

5 Experiments

5.1 Dataset

We experiment with integrating metadata of movies from two different data sources:
IMDB and MovieLens . the Information like director and genre of movies is accessible
in IMDB. The MovieLens dataset contains user ratings for movies.

5.2 Metrics

We use Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) to measure
the prediction quality of our proposed approach in the comparison with collaborative
filtering.

RMSE =

√
1

T

∑
i,j

(Ri,j −Ri,j)2 (10)
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The metric MAE is defined as:

MAE =
1

T

∑
i,j

|Rij −Rij | (11)

Where Rij denotes the rating that user i gave to item j, Ri,j denotes the rating user i
gave to item j as predicted by method, and T denotes the number of tested ratings.

5.3 Performance Comparison

In this section, we compare the performance of our proposed method versus individual
item similarity methods.

– CIS: Correlation-based item similarity (Equ. 7)
– GJ: Genre similarity between items based on the Jaccard index.
– GD: Similarity measure based on the genre and director movies (Equ. 6)
– CIS-GD: Combination of our proposed approach and correlation-based item

similarity

Table 1. Comparison of recommendation performance between the proposed algorithm and other
approaches

METHODS RMSE MAE

CIS 0.95 0.86
GJ 1.6 1.3
GD 1.2 0.97
GIS-GD 0.86 0.8

From the result we can notice that our method(GIS-GD) outperforms other
approached. It is observed that movie similarity based on genre correlation show bet-
ter results than movie similarity based on Jaccard coefficient which does not consider
genre correlation between movies.

5.4 Impact of Parameters α and β

In our method proposed in this paper, the parameter α play very important role. It
controls how much item similarity based on movie information should incorporate in
similarity measure. If we use a very small value of α, we only mine similarity based
on Pearson correlation. In contrast, for large α value the impact of attribute similarity
is more substantial than Pearson correlation similarity . The optimal α is nearly 0.4 so,
as we increase the value of α up to 0.4 we can see reduction in RMSE. the parameter
β in the proposed algorithm influences the relative contribution from director similarity
measurement. Fig. 2 illustrates the impact of β on the evaluation metric. we can see that
the optimal β is nearly 0.2.
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6 Conclusion

The movie similarity function in this paper plays as an important rule in directing users
to choose similar movies to movies they like. Small numbers of co-rated items lead to
many misleadingly in high correlations. To solve this issue, we proposed a similarity
measure which is independent of user’s ratings. Furthermore, since we compute the
similarity measure based on genres and directors, we will not confront with cold start
problem. From Fig. 2 we concluded that genre similarity is more reliable than director
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similarity for computing movie similarity. It is also experimentally demonstrated that
the proposed methods can handle sparse dataset effectively. Further research include
applying the proposed similarity measure to other types of recommendation such as
user based recommendation or hybrid methods and measure the similarity with different
metrics (e.g., Mean average error).
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Abstract. To remedy the data integration issues of the traditional Web mash-
ups, the Semantic Web technology uses the Linked Data based on RDF data 
model as the unified data model for combining, aggregating and transforms data 
from heterogeneous data resources to build Linked Data Mashups. There have 
been tremendous amount of efforts of Semantic Web community to enable 
Linked Data Mashups but there still lack of a systematic survey on concepts, 
technologies, applications and challenges. Therefore, this paper gives an over-
view of Linked Data Mashups and conducts a state-of-the-art survey about 
technologies, applications and challenges on Linked Data Mashups. 

Keywords: Linked Data, Mashups, RDF, Semantic Web. 

1 Introduction 

The development of generic Web applications is well understood and supported by 
many traditional computer science domains, such as classical database applications. 
In current Web application development data integration and access are typically dealt 
with by fairly sophisticated abstractions and tools which support rapid application 
development and the generation of reusable and maintainable software components. 
The task of programming such applications has become the task of combining exist-
ing components from well-established component libraries, i.e., customizing and 
extending them for application-specific tasks. Typically, such applications are built 
relying on a set of standard architectural styles which shall lower the number of bugs 
and ensure code that is easy to understand and maintain. 

Historically, the process of writing new queries and creating new graphic interfaces 
has been something that has been left to the experts. A small team of experts with a 
limit skill-sets would create applications, and all users would have to use what was 
available, even if it did not quite fit their needs [16]. A mashup is an (web) application 
that offers new functionality by combining, aggregating and transforming resources 
and services available on the web [16]. Therefore, mashups are an attempt to move 
control over data closer to the user and closer to the point of use. Although mashups 
are technically similar to the data integration techniques that preceded them, they are 
philosophically quite different. While data integration has historically been about 
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allowing the expert owners of data to connect their data together in well-planned, 
well-structured ways, mashups are about allowing arbitrary parties to create applica-
tions by repurposing a number of existing data sources, without the creators of that 
data having to be involved [5]. Therefore, mashup enabling technologies not only 
reduce the effort of building a new application by reusing available data sources and 
systems but also allow the developers to create novel applications beyond imagination 
of the data creators. However, the traditional web mashups still suffers the heteroge-
neity of data coming from different sources having different formats and data schema. 
To remedy the data integration issues of the traditional web mashups, the Semantic 
Web technology uses the Linked Data based on RDF data model as the unified data 
model for combining, aggregating and transforms data from heterogeneous data re-
sources to build Linked Data Mashups. Powered by tools and technologies having 
been developed by the Semantic Web community, there are various applications  
domains building applications with Linked Data Mashups. 

There has not been any work that give a comprehensive survey about technologies 
and applications of Linked Data Mashups as well the challenges for building Linked 
Data Mashups. This shortcoming comes from several following reasons. Typical 
Linked mashups are data-intensive and require the combination and integration of 
RDF data from distributed data sources. In contrast to that, data-intensive applications 
using RDF are currently mostly custom-built with limited support for reuse and stan-
dard functionalities are frequently re-implemented from scratch. While the use of 
powerful tools such as SPARQL processors, takes the edge off of some of the prob-
lems, a lot of classical software development problems remain. Also such applications 
are not yet built according to agreed architectural styles which are mainly a problem 
of use rather than existence of such styles. This problem though is well addressed in 
classical Web applications. For example, before the introduction of the standard 3-tier 
model for database-oriented Web applications and its support by application devel-
opment frameworks, the situation was similar to a lot the situation that we see now 
with RDF-based applications [1]. 

This paper aims at giving a systematic view about Linked Data Mashups. It will 
give an overview of Linked Data Mashups in Section 2. Then, in Section 3, the paper 
gives a survey about enabling technologies for Linked Data Mashups such as data 
integration, mashup execution engines, interactive programing and visualization. 
Section 3 will introduce a series of applications domains for Linked Data Mashups. 
The challenges of building Linked Data Mashups are discussed in Section 4. 

2 Linked Data Mashups 

2.1 Linked Data 

The term Linked Data refers to a set of best practices for publishing and linking struc-
tured data on the Web. These best practices were introduced by Tim Berners-Lee in 
his Web architecture note namely Linked Data [17] and have become known as the 
Linked Data principles. These principles are descripted as: the basic idea of Linked 
Data is to apply the general architecture of the World Wide Web to the task of sharing 
structured data on global scale [7]. 
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Linked Data principles firstly advocates using URI references to identify, not just 
Web documents and digital content, but also real world objects and abstract concepts. 
These may include tangible things such as people, places and cars, or those that are 
more abstract, such as the relationship type of knowing somebody. Linked Data use 
the HTTP protocol for Web resources access mechanism with  the use of HTTP URIs 
to identify objects and abstract concepts, enabling these URIs to be dereferenced (i.e., 
looked up) over the HTTP protocol into a description of the identified object or con-
cept. Linked Data principle also advocates use of a single data model for publishing 
structured data on the Web – the Resource Description Framework (RDF), a simple 
graph-based data model that has been designed for use in the context of the Web [7]. 
Lastly, Linked Data uses of hyperlinks to connect not only Web documents, but any 
type of thing. For example, a hyperlink may be set between a person and a place, or 
between a place and a company. Hyperlinks that connect things in a Linked Data 
context have types which describe the relationship between the things. For example, a 
hyperlink of the type friend of may be set between two people, or a hyperlink of the 
type based near may be set between a person and a place. Hyperlinks in the Linked 
Data context are called RDF links in order to distinguish them from hyperlinks be-
tween classic Web documents. 

The RDF data model represents information as node-and-arc-labelled directed 
graphs. The data model is designed for the integrated representation of information 
that originates from multiple sources, is heterogeneously structured, and is repre-
sented using different schemata [7, 12]. Data is represented in RDF as RDF triples. 
The RDF data model is described in detail as part of the W3C RDF Primer1.  

2.2 Linked Data Mashups 

Linked Data Mashups are created in the similar fashion as web mashups whilst they 
use a unified data model, RDF model for combining, aggregating and transforming 
data from heterogeneous data resources. Using a single data model for data manipula-
tion operations enables a simpler abstraction of application logics for mashup devel-
opers. The RDF data model is driven by vocabularies or ontologies which play the 
role as the common understanding among machines, developers, domain experts and 
users.  

A Linked Data Mashup is composed from different piece of technologies. The first 
type of technologies is data integration which covers data transformation, storage,  
accessing and application APIs based on RDF data model. The second type of tech-
nologies is mashup execution engines which provide the execution eviroments for com-
puting the mashup processing workflow. The third type of technologies is interactive 
programing and visualization which provide a composing and exploring environments 
for mashup developer to build data processing workflow for a mashup (Section 3). 

One simple example of a Linked Data Mashup is an aggregated Sales application 
that integrates customer relationship management (CRM) and financial data with 
functionality from the Web and corporate backend data. This example mashup would 

                                                           
1  W3C RDF Primer, http://www.w3.org/TR/rdf-primer/ 
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employ real-time information, streaming content, and Web services to form a coordi-
nated application using all of these data sources. Integrated sales information for the 
traveling sales person could be available from their smart phone or laptop. The data 
integration tools are responsible for transforming streams real-time Web information 
of financial and CRM data and Background information and Request for Information 
(RFI) documents to Linked Data. Internally, Internal, proprietary customer data about 
installed products, contracts, and upsell possibilities can be exposed as Linked Data 
via RDFisers [7]. When all the data are accessible as Linked Data and can be queried 
via SPARQL, there is a series of front-end application can be built. The facet brows-
ers for Linked Data [3, 14] enable combining financial, CRM and other data with 
online maps to visually identify, locate and categorise customers for each geographi-
cal location. Using Google Maps or Mapquest2 APIs, each customer site appears on 
the map and allows the sales person to drill down using the map paradigm to identify 
customer sites to expose new sales or possible upsell opportunities. Background in-
formation and RFI documents could be generated partly using semantically rich  
content from DBpedia (http://dbpedia.org/), the semantically structured content from 
Wikipedia. Integrated and updated glossary definitions of domain vernacular, refer-
ences to partners and competitors could come together as competitive analysis docu-
ments. Prospective customers could read marketing evaluations combined with  
general reference content, and links to trusted independent blogger opinions, all from 
a single document.  Customer data can be integrated with the maps, reference  
information, and sales database to provide personalised content for customers. 

3 Technologies Enabling Linked Data Mashups 

3.1 Data Integration 

Data integration technologies for Linked Data Mashups involve all solutions and  
tools to enable data from heterogeneous sources accessible as Linked Data. The  
representative architecture for data integration of Linked Data Mashups is depicted in 
Fig. 3.  

In this architecture, the publishing layer provides all tools to expose traditional data 
sources in RDF data formats. They include wrappers for the databases, RDFizers for 
transforming data from other format like XML, JSON, HTML into RDF. Then when 
all data is accessible as Linked Data it might be stored in storages or accessed via 
Web APIs such as SPARQL Endpoints, called Web Linked Data. These data might be 
manipulated and integrated to access in a refined form via a SPARQL query interface 
by application code in the application layer. 

3.2 Mashup Execution Engines 

A mashup is usually constructed in a formal language to representing the computing 
process that generates the output for the mashup. Then the mashup represented in a 
                                                           
2  http://www.mapquest.com/ 
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such language is executed in an execution engine. In this section, we introduce two 
popular execution engines, MashMaker [5] and DERI Pipes [1]. MashMaker uses 
functional programing language whilst DERI Pipes uses Domain Specific Language 
(DSL) in XML 

 

Fig. 1. Data integration architecture for Linked Data Mashups [7] 

MashMaker provides a modern functional programming language with non-side 
effecting expressions, higher order functions, and lazy evaluation. MashMaker  
programs can be manipulated either textually, or through an interactive tree represen-
tation, in which a program is presented together with the values it produces. Mash-
Maker expressions are evaluated lazily. The current consensus in the programming 
language community seems to now be that lazy evaluation is the wrong evaluation 
model for conventional programming languages. This is because the bookkeeping 
overhead of lazy evaluation makes programs run slowly, the complex evaluation 
behavior makes performance hard to predict, and programmers often have to battle 
with space leaks due to long chains of lazy thunks. In the case of web mashups, the 
bookkeeping cost of remembering how to evaluate something is tiny compared to the 
massive cost of fetching and scraping a web site, thus it is only necessary for a very 
small number of expressions to be unneeded for the bookkeeping cost to be more than 
paid back. Even if fetching a web site was cheap, it is important for us to minimize 
the number of queries we make to a remote server, to avoid overwhelming a server. 
Typical mashup programs work with relatively small amounts of data that are not 
directly presented to the user, and so space leaks are far less of a problem. 

DERI Pipes [1] proposes a flexible architectural style for the fast development of 
reliable data intensive applications using RDF data. Architectural styles have been 
around for several decades and have been the subject of intensive research in other 
domains such as software engineering and databases. Le-Phuoc et al. [1] bases their 
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work on the classical pipe abstraction and extends it to meet the requirements of (se-
mantic) Web applications using RDF. The pipe concept lends itself naturally to the 
data-intensive tasks at hand by its intrinsic concept of decomposing an overall data-
integration and processing task into a set of smaller steps which can be freely com-
bined. This resembles a lot the decomposition of queries into smaller sub queries 
when optimizing and generating query plans. To some extent, pipes can be seen as 
materialized query plans defined by the application developer. Besides, the intrinsic 
encapsulation of core functionalities into small components, this paradigm is inherent-
ly well suited to parallel processing which is an additional benefit for high-throughput 
applications which can be put on parallel architectures.  

3.3 Interactive and Visual Programming 

As more and more reusable structured data appears on the Web, casual users will 
want to take into their own hands the task of mashing up data rather than wait for 
mash-up sites to be built that address exactly their individually unique needs. There-
fore, an interactive and visual programming environment is desired for building 
Linked Data Mahsups. The techniques and tools like facet-browsing, Web GUI facili-
tate to interactive mashup developing editors such as Potluck [3], Exhibit [4] and 
IntelMash Maker [5]. 

Potluck [3] provides a Web user interface that let’s casual users—those without 
programming skills and data modelling expertise—mash up data themselves. Potluck 
is novel in its use of drag and drop for merging fields, its integration and extension of 
the faceted browsing paradigm for focusing on subsets of data to align, and its appli-
cation of simultaneous editing for cleaning up data syntactically. Potluck also lets the 
user construct rich visualizations of data in-place as the user aligns and cleans up the 
data. This iterative process of integrating the data while constructing useful visualiza-
tions is desirable when the user is unfamiliar with the data at the beginning—a com-
mon case—and wishes to get immediate value out of the data without having to spend 
the overhead of completely and perfectly integrating the data first. 

Exhibit [14] is a lightweight framework for publishing structured data on standard 
web servers that requires no installation, database administration, or programming. 
Exhibit lets authors with relatively limited skills-those same enthusiasts who could 
write HTML pages for the early Web-publish richly interactive pages that exploit the 
structure of their data for better browsing and visualization. Such structured publish-
ing in turn makes that data more useful to all of its consumers: individual readers get 
more powerful interfaces, mashup creators can more easily repurpose the data, and 
Semantic Web enthusiasts can feed the data to the nascent Semantic Web. 

IntelMash Maker [5] does this by making mashup creation part of the normal 
browsing process. Rather than having a reasonably skilled user create a mashup in 
advance as a mashup site that other users browse to, MashMaker instead creates per-
sonalized mashups for the user inside their web browser. Rather than requiring that a 
user tell a mashup tool what they want to create, MashMaker instead watches what 
information the user looks at, correlates the user’s behaviour with that of other users, 
and guesses a mashup application that the user would find useful, without the user 
even having to realize they wanted for a mashup. 
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4 Application Domains 

4.1 DBpedia Mashups 

If you see Wikipedia as a main place where the knowledge of mankind is concen-
trated, then DBpedia [12]—which is extracted from Wikipedia—is the best place to 
find the machine representation of that knowledge. DBpedia constitutes a major part 
of the semantic data on the web. Its sheer size and wide coverage enables you to use it 
in many kind of mashups: it contains biographical, geographical, bibliographical data; 
as well as discographies, movie metadata, technical specifications, and links to social 
media profiles and much more. Just like Wikipedia, DBpedia is a truly cross-language 
effort, e.g., it provides descriptions and other information in various languages. 
DBpedia is an unavoidable resource for applications dealing with commonly known 
entities like notable persons, places; and for others looking for a rich hub connecting 
other semantic resources. 

4.2 Mashups for Internet of Things 

Internet of Things (IoT) has been creating vast amount of distributed stream data 
which can be modelled using RDF data model called Linked Stream Data. Linked 
Stream Data is becoming new valuable data sources for Linked Data Mashups. There-
fore, the Web of Things (WoT) together with mashup-like applications is gaining 
popularity with the development of the Internet towards a network of interconnected 
objects, ranging from cars and transportation cargos to electrical appliances.  

A long the same line, cities are alive: they rise, grow, and evolve like living beings, 
WoT allows a wide rage of Smart City applications. In essence, the state of a city 
changes continuously, influenced by a lot of factors, both human (people moving in 
the city or extending it) and natural ones (rain or climate changes). Cities are poten-
tially huge sources of data of any kind and for the last years a lot of effort has been 
put in order to create and extract those sources. This scenario offers a lot of opportu-
nities for mashup developers: by combining and processing the huge amount of data 
(both public and private) is possible to create new services for urban stakeholders—
citizens, tourists, etc. called urban mashups [9].  

Another application domain for IoT is emergency management [10]. Emergency 
management applications support a command staff in disruptive disaster situations, 
such as earthquakes, large-scale flooding or fires. One crucial requirement to emer-
gency management systems is to provide decision makers with the relevant informa-
tion to support their decisions. Mashups can help here by providing flexible and easily 
understandable views on up-to-date information.  

4.3 Tourism Mashups 

Web 2.0 has revolutionized the way users interact with information, by adding a  
vast amount of services, where end users explicitly and implicitly, and as a side effect 
of their use, generate content that feeds back into optimization of these services.  
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The resulting (integrated) platforms support users in and across different facets of life, 
including discovery and exploration, travel and tourism. Linked Data Mashup enables 
the creation and use of Travel Mashups, defined based on the varied travel informa-
tion needs of different end users, spanning temporal, social and spatial dimensions 
[8]. The RDF-based travel mashups are created for bridging these dimensions, 
through the definition and use of composite, web- and mobile-based services. Their 
applications elicit the information need of an end user exploring an unfamiliar loca-
tion, and demonstrates how the Topica Travel Mashup leverages social streams to 
provide a topical profile of Points of Interest that satisfies these user’s requirements. 

4.4 Biological and Life Science Domains 

Semantic Web technologies provide a valid framework for building mashups in the 
life sciences. Ontology-driven integration represents a flexible, sustainable and exten-
sible solution to the integration of large volumes of information. Additional resources, 
which enable the creation of mappings between information sources, are required to 
compensate for heterogeneity across namespaces. For instance, [6] uses an ontology-
driven approach to integrate two gene resources (Entrez Gene and HomoloGene) and 
three pathway resources (KEGG, Reactome and BioCyc), for five organisms, includ-
ing humans. Satya et al. [6] created the Entrez Knowledge Model (EKoM), an infor-
mation model in OWL for the gene resources, and integrated it with the extant  
BioPAX ontology designed for pathway resources. The integrated schema is popu-
lated with data from the pathway resources, publicly available in BioPAX-compatible 
format, and gene resources for which a population procedure was created. The 
SPARQL query language is used to formulate queries over the integrated knowledge 
base to answer the three biological queries. Simple SPARQL queries could easily 
identify hub genes, i.e., those genes whose gene products participate in many path-
ways or interact with many other gene products. The identification of the genes  
expressed in the brain turned out to be more difficult, due to the lack of a common 
identification scheme for proteins. 

5 Open Challenges  

Even there has been a plenty of technology and research achievements of Linked Data 
community to enable Linked Data Mashups, there are a number of challenges to ad-
dress when building mashups from different sources. The challenges can be classified 
into four groups: Entity extraction from text, object identification and consolidation, 
abstraction level mismatch, data quality. 

Transforming Text Data to Symbolic Data for Linked Data Entities. A large 
portion of data is described in text. Human language is often ambiguous - the same 
company might be referred to in several variations (e.g. IBM, International Business 
Machines, and Big Blue). The ambiguity makes cross-linking with structured data 
difficult. In addition, data expressed in human language is difficult to process via 
software programs. Hence overcoming the mismatch between documents and data to 
extract RDF-based entities is still emerging challenges. 
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Object Identification and Consolidation. Structured data are available in a plethora of 
formats. Lifting the data to a common data format is thus the first step. But even if all 
data is available in a common format, in practice sources differ in how they state what is 
essentially the same fact. The differences exist both on the level of individual objects 
and the schema level. As an example for a mismatch on the object level, consider the 
following: the SEC uses a so-called Central Index Key (CIK) to identify people (CEOs, 
CFOs), companies, and financial instruments while other sources, such as DBpedia, use 
URIs to identify entities. In addition, each source typically uses its own schema and 
idiosyncrasies for stating what is essentially the same fact. Thus, methods have to be in 
place for reconciling different representations of objects and schemata. 

Abstraction Levels. Data sources provide data at incompatible levels of abstraction 
or classify their data according to taxonomies pertinent to a certain sector. Since data 
is being published at different levels of abstraction (e.g. person, company, country, or 
sector), data aggregated for the individual viewpoint may not match data e.g. from 
statistical offices. Also, there are differences in geographic aggregation (e.g. region 
data from one source and country-level data from another). A related issue is the use 
of local currencies (USD vs. EUR) which have to be reconciled in order to make data 
from disparate sources comparable and amenable for analysis. 

Data Quality. Data quality is a general challenge when automatically integrating data 
from autonomous sources. In an open environment the data aggregator has little to no 
influence on the data publisher. Data is often erroneous, and combining data often 
aggravates the problem. Especially when performing reasoning (automatically infer-
ring new data from existing data), erroneous data has potentially devastating impact 
on the overall quality of the resulting dataset. Hence, a challenge is how data publish-
ers can coordinate in order to fix problems in the data or blacklist sites which do not 
provide reliable data. Methods and techniques are needed to; check integrity, accura-
cy, highlight, identify and sanity check, corroborating evidence; assess the probability 
that a given statement is true, equate weight differences between market sectors or 
companies; act as clearing houses for raising and settling disputes between competing 
(and possibly conflicting) data providers and interact with messy erroneous Web data 
of potentially dubious provenance and quality. In summary, errors in signage, 
amounts, labeling, and classification can seriously impede the utility of systems oper-
ating over such data. 

6 Conclusion 

In this paper we have investigated state-of-the-art approaches in Linked Data Mashups 
in terms of technologies and application domain. From analytical reviews on ap-
proaches, we have drawn up open challenges for Linked Data Mashups. This review is a 
first steps of our research aiming at pointing out research trends in building up real 
applications. They are based on the open linked data in order to make a new leash of 
intelligent applications that utilise and facilitate the advantages of RDF data model and 
Linked Data for new generation of Linked Data Mashups application line. 
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Abstract. The main goal of the paper is to present that word’s sen-
timent can be discovered from propagation through well-defined word
networks such as Word–Net. Therefore a new method for propagation of
sentiment from a given word seed - Micro-WNOp corpus over the word
network (WordNet 3.0) has been proposed and evaluated. The experi-
mental studies proved that WordNet has a great potential in sentiment
propagation, even if types of links (e.g. hyponymy, heteronymy etc.) and
semantic meaning of words are not taken into consideration.

Keywords: sentiment analysis, belief propagation, relational propaga-
tion, wordnet, sentiwordnet, complex networks, linguistic network.

1 Introduction

Sentiment analysis has become a very popular research filed in recent years.
Overall, sentiment analysis is typically used to classify opinions about various
things ranging from movie reviews to political opinions about elections. Basi-
cally, it is a method to tag an opinionated text. In its simplest representation
we can add some values like positive, negative or objective to a given text. This
gives us understanding if an opinion is more in favour of the subject described
in the text or not. Sentiment assessment might be considered with various gran-
ularity, starting from single word and ending on whole documents. The problem
of sentiment assignment for a single word is considered in this paper. For this
purpose it is proposed a new method for sentiment propagation, which can as-
sign words’ sentiment regardless of the WordNet’s language. Recently introduced
approaches were specific and limited only to English language. In the paper we
recall basic related work (Section 2), introduce the sentiment problem (Section
3) and propose a method for sentiment propagation (Section 4), which is followed
by the results of its evaluation.

2 Related Work

Sentiment analysis has a great value in text analysis and direct applications
driven by modern business, especially placed in the Internet. The Internet seems
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to be an ideal place for sentiment mining, not only because of its accessibility,
but mainly due to its nature as a place for massive social communication. Simul-
taneously, the Internet is a near infinite resource if it comes to texts that contain
opinions. Among others, Ohana and Tierney presented sentiment analysis in film
reviews [2] using SentiWordNet. SentiWordNet is a network of synsets that were
taken from WordNet and evaluated by experts in terms of sentiment. Authors
took terms from movie reviews in order to determine their sentiment. In the
paper it was proved that SentiWordNet can be used as resource for sentiment
analysis. Typical representation of synsets in a graph is shown in Figure 1.

Fig. 1. Example of synsets with its relations extracted from SentiWordNet

Pang showed in his work [1] that simple classification methods can outper-
form human produced baseline in distinct sentiment analysis tasks, but are to
simple in order to reflect whole phenomena. Another approach was proposed by
Prabowo and Thelwall who combined rule-based classification and supervised
learning into new method [6]. This approach used on movie reviews and social
network comments showed that hybrid classification can improve performance
in sentiment analysis. That work reaffirmed the classification approach in the
field.

WordNet as a network of synsets was used to measure a distance or similarity
between words. This measures focused mostly on taxonomic relations. Kamps
used synonymy relation to derive semantic orientation of adjectives [4].

Sentiment and emotional propagation was mentioned in [3]. Fan et al. observed
that some emotions like anger are more influential in network than another.
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However problem of word sentiment propagation without partition on part of
speech or without usage of some kind of hybrid supervised learning was rarely
studied.

3 Problem Description

Sentiment analysis, as mentioned earlier, is a process of identifying subjective
information from mostly text data. Before the process can start, it needs to be
identified whether the text is either subjective or objective. This process is called
opinion mining. Only the opinionated texts can be used for sentiment analysis
since only author’s subjective statements about a given topic are valuable. The
result of sentiment analysis is classification of a textual units-chunks (a doc-
ument, comment, paragraph or just a word) to one of three classes: positive,
negative or objective) [8].

The scope of sentiment analysis and related activities is very diverse and
consists of many component tasks described in Figure 2.

Fig. 2. Sentiment analysis model

The main source of polarity knowledge used in sentiment analysis could be
SentiWordNet. For English, it can be based on Princeton WordNet. WordNet
is a large lexical database, in which nouns, verbs, adjectives and adverbs are
grouped into sets of cognitive synonyms (synsets), each expressing a distinct
concept. Synsets are interlinked by means of conceptual semantic and lexical
relations, see section 5.1. Every synset may also be tagged with a gloss that
describes it.

The WordNet can be extended with sentiment information assigned to every
synset. This assignment for all synsets may be performed in many ways. Esuli [7]
used a small seed that was taken from research of Turney and Littman [8]. This
seed contained seven words that are positive and seven negative. Next, they used
gloss for sentiment propagation in WordNet. If a new synsets gloss had any word
that were already tagged with sentiment then a new word would also be tagged
with a sentiment value.

The general problem with this approach lies in accessibility to a reliable re-
source in languages other than English that can be used for WordNet sentiment
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annotation. For English, there exists SentiWordNet but there are no automatic
methods or manually worked out SentiWordNets for other than English lan-
guages. The solution for that is the development of generic methods for tagging
of any WordNet with sentiment. Since non-English WordNets are not coherent
with Englis h one, the reliable polarity transfer from English SentiWordNet to
other languages is hardy possible. Key differences and limitations in SentiWord-
Net creation are as follows:

– language specific lexicons,
– sentiment score should be updated in time,
– high cost of resources needed for manual annotation,
– copying sentiment values is forbidden,
– different connections between synsets,
– source lexicon usually is incompatible.

Authors of SentiWordNet used a manually annotated resource (Micro-WNOp)
for synset sentiment evaluation. An additional description of this corpus is in-
cluded in section 5. Our solution is based on the idea of using of a seed synsets
with manually annotated polarization values and further propagation of these
values over the rest of synsets in WordNet. Since the only reliable and expert
approved sentiment annotation is available for Micro-WNOp, this set will be
used both for the seed and experimental cross-validation.

4 Sentiment Propagation in WordNet

In our new approach, two implementations for sentiment propagation are ap-
plied. The first one is Belief Propagation (BP). Sen et all. [5] classified BP as
algorithm based on global formulations in Markov Random Field (MRF). MRF
is a graph where every node represents a Random Variable, and edges represent
relations between nodes. In MRF, the input X denotes the observed variables
(random variables network nodes with a known value) and output Y are unob-
served variables (unknown nodes). The algorithm needs to assign values to these
unknown variables based on the observed variables and edges between all nodes
in network.

The algorithm of Belief Propagation is a simple message-passing algorithm.
In each iteration, each random variable Yi in the MRF sends a message mij to
a neighbouring random variable Yj . Every message consists of belief which value
should have a node that receives message. The algorithm stops when message
passing stops showing any change. In our case, the role of MRF plays the Word-
Net network. As X observed variables synsets from Micro-WNOp were taken.
As Y unobserved variables remaining synsets from Wordnet were used.

The idea of the proposed algorithm is depicted in Figure 3. For research
R language was used with RStudio. As the seed data from Micro-WNOp corpus
was taken and randomized into 10 equal sets. For propagation basic rules were
applied:
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Fig. 3. Algorithm of sentiment propagation

– from every seed set (roughly 106 synsets in each) the sentiment value has
been propagated to all other nodes in the WordNet,

– any node that has already been tagged with sentiment was not annotated
again,

– during the runtime, a matrix was storing information about passed network
paths which prevented the algorithm from reverse loops,

– the distance between an unmarked node and the seed node matters. If the
distance is greater, bigger sentiment weakening was implemented,

– the algorithm stops when all possible nodes in the graph have been consid-
ered and every possible node has been annotated with sentiment.

Weaking of sentiment value can be represented by:

Sentiment = NeighbourSentiment ∗ λ (1)

In experiments 0.75 was assigned as λ.
Note that the propagation is performed over the entire WordNet network

(by means of its links) even though the quality of validation is limited to only
reference nodes: the Micro-WNOp remaining nodes, i.e. the nodes that do not
belong to the seed and are initially treatred as unknown.

Only one seed set in every iteration was used. The first step was to take the
neighborhood of the seed and propagated (with weakening) the sentiment value
to its neighbors. After that the sentiment value was propagated further to a new
set of neighbors. At the end, ten sets of synsets were received with sentiment
values added. Every node from these sets would have a positive and negative
value ranging from 0 to 1. If a node had values 0 as positive and 0 as negative
it would be classified as objective.
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Additional method was devised an based on iteration through the list of all
synsets until there will be no possible way to mark any synset which were not
marked earlier. In this method the initial seed contained 14-element sets of
synsets. Seven of them are marked as extremely positive [1,0,0] and the next
seven as extremely negative [0,1,0]. Other synsets from the WordNet remain
unmarked i.e. have sentiment [0,0,0]. Marked synset have following properties:
positive(s)+negative(s)+ objective(s) = 1 , where s is a synset and positive(),
negative(), objective() are the function returned value of each sentiment part.
In this method cross over of the list of synsets and check:

– if synset is not in seed set
– if synset is unmarked
– if synset have marked neighbours

If all of this conditions are fulfilled then synset become marked. Value of senti-
ment (positive, negative, objective) is calculate as arithmetic mean of sentiment
value of all marked neighbours in following way:

positive(s) =

∑n
i=1 positive(mi)

n
, (2)

negative(s) =

∑n
i=1 negative(mi)

n
, (3)

objective(s) =

∑n
i=1 objective(mi)

n
, (4)

where mi is element of n-element set M which is set of all marked neighbors
of synset s. In case where none of the above conditions is met this synset is
bypassed. If in the first iterations unmarked synsets are present the process
begins anew. This method was named as Neighbourhood Sentiment Propagation
(NSP) and results for this method are presented in tables 8 and 9.

5 Validation

5.1 Datasets

Two datasets, WordNet 3.0 and Micro-WNOp were used in experiments. The
sources are available at http://wordnet.princeton.edu/wordnet for WordNet and
http://www-3.unipv.it/wnop for Micro-WNOp.

In this paper, connections between various synsets are very important factor.
Hence, below some statistics for both of datasets are presented.

WordNet 3.0. Synsets in WordNet 3.0 are connected by both semantic and
lexical types of relations. There are 117,659 various synsets that are consisted
of 147,306 words in this database. Synsets are connected by 22 different types
of semantic relations and 12 types of lexical ones. For the purpose of this study,
were used only semantic relations. There are 285,348 semantic links between all
synsets:
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– 89,089 both hypernym and hyponym,
– 21,386 similarity,
– 12,293 both holonym and meronym,
– 61,198 others connections.

Micro-WNOp. The Micro-WNOp corpus is composed of 1,105 WordNet
synsets (but it was designed for earlier WordNet versions). It was created using
synsets from General Inquirer lexicon. However, after mapping Micro-WNOp
with Word- Net 3.0 49 synsets were omitted. Hence, this is a dataset of 1,056
synsets from WordNet 3.0 which were evaluated by human experts as positive,
negative or objective. The set consists of 3 groups of synsets. The first of them
(covering approximately 10% of synsets) was evaluated by all 5 experts. The
second group of synsets (ca. 45% of synsets) was evaluated by 3 experts (each
synset consists of 3 pairs of positive and negative sentiment values). The third
group (about 45% of synsets) was evaluated by the remaining 2 experts. Its pur-
pose was to evaluate results of sentiment propagation in SentiWordNet 1.0, 1.1,
2.0 and 3.0. Due to the human expert engagement, Micro-WNOp appers to be
a reliable reference set for validation. Note that some synsets may be annotated
as both positive and negative simultaneously.

Experimental Dataset. As a result of running the algorithm 10 datasets
were obtained, which contained Micro-WNOp seed propagation on the whole
WordNet. It was not possible to validate our findings on SentiWordNet since
it does not have every node marked correctly and reliably. For the purpose of
evaluation a cross-validation method was devised on the Micro- WNOp dataset.

From each output dataset synsets were extracted that were present in Micro-
WNOp. Ten datasets were received containing around 950 each. After that all
datasets were combined into one. This dataset contained a mean value for every
synsets from the propagation. Next step was to cross-validate the results from
propagation with same synsets in Micro-WNOp. Our final assessment would be
based on matching polarity from both datasets. If same synsets have identical
values it would be classified as a good result.

5.2 Evaluation Measures

Classification. In order to evaluate the sentiment propagation two classifica-
tions were used. Separate classifications for positive and negative polarity were
performed. Each classification were divided into 5 classes. Table 1 presents as-
signment to the classes.

Comparison. Both the study and the Micro-WNOp database were embraced
by a classification. It allowed to evaluate obtained during the experiment re-
sults. During classification of Micro-WNOp average sentiment polarity for each
synset was used. Initially Micro-WNOp contained several values (sometimes dif-
ferent values) of sentiment, see more in Section 5.1. Similar results averaging for
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Table 1. Sentiment polarity classification

Class Sentiment range

0 0
1 (0, 0.25]
2 (0.25, 0.5]
3 (0.5, 0.75]
4 (0.75, 1]

sub- sequent cross-validation folds was performed. In addition, several methods
were used for evaluation:

Method 1 - the average values for synsets of all 10 folds from cross-validation.
Method 2 - the values obtain by Method 1 were normalized.
Method 3 - the values which has not been marked by algorithm were skipped.

Finally, results as percentage of correct sentiment polarity assignment were
calculated. Outcome is presented in table 10.

5.3 Results

The obtained results are presented in tables from 2 to 7. The ,,MNW” means
sentiment class assignment for Micro-WNOp and ,,Method” implies sentiment
classification of results for chosen methods in table description. For example,
number 65 from table 2 means: 65 synsets assigned as class 1 in Micro-WNOp,
were assigned to class 2 by Belief Propagation algorithm used in this experiment.
Hence, the best assignments are at diagonal in tables. In table 10 final results
are presented.

Accuracy of sentiment propagation using presented BP implementation gives
outcomes at percentage ranging from 22 to 30. The highest results (positive
correctness = 30.05% and negative correctness = 26.35%) were obtained by
Method 2. However, this method has the broadest range of obtained classes.
This is obvious result of using normalization. The best outcomes should present
high concentration near the diagonal line (in tables from 2 to 7). Hence, as

Table 2. Method 1 - positive

MWN Method
0 1 2 3 4

0 166 24 5 3 7
1 490 112 65 70 78
2 1 0 0 3 29
3 0 0 0 0 2
4 0 0 0 0 0

Table 3. Method 1 - negative

MWN Method
0 1 2 3 4

0 143 11 7 4 8
1 545 94 59 63 114
2 0 0 0 1 6
3 0 0 0 0 0
4 0 0 0 0 0
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Table 4. Method 2 - positive

MWN Method
0 1 2 3 4

0 165 8 0 5 24
1 219 44 10 0 0
2 216 66 36 19 5
3 50 15 19 34 49
4 7 3 5 18 38

Table 5. Method 2 - negative

MWN Method
0 1 2 3 4

0 146 7 2 3 30
1 231 31 9 1 0
2 244 55 33 24 4
3 62 12 20 22 48
4 5 0 2 18 46

Table 6. Method 3 - positive

MWN Method
0 1 2 3 4

0 164 8 0 0 0
1 435 110 46 19 5
2 57 18 24 52 87
3 1 0 0 5 17
4 0 0 0 0 7

Table 7. Method 3 - negative

MWN Method
0 1 2 3 4

0 143 7 2 0 0
1 475 86 42 25 4
2 67 12 22 40 94
3 3 0 0 3 18
4 0 0 0 0 12

Table 8. NSP - positive

MWN Method
0 1 2 3 4

0 119 27 11 18 43
1 14 3 0 0 2
2 87 17 17 16 17
3 94 30 12 14 20
4 343 59 30 28 34

Table 9. NSP - negative

MWN Method
0 1 2 3 4

0 190 23 11 12 19
1 237 33 27 23 36
2 131 33 14 13 32
3 41 6 9 10 16
4 89 10 5 10 25

a best result could be chosen Method 3 (with positive correctness = 29.38%
and negative correctness = 25.21%). Method 3 tables do not contain ranges
as wide as Method 2 of obtained classes, i.e. for Method 2 negative cells from
0 to 4 contain 30 synsets and corresponding cell for Method 3 negative contain
0 synsets.

Based on the obtained results, basic BP can provide only low acvuracy for
sentiment propagation. Better accuracy could be achieved by using semantic
links in WordNet. Some of them have can have significant impact on synsets
sentiment. However, analysis on which semantic links have more influence for
sentiment than others has not yet been examined.
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Table 10. Correct sentiment assignment

Synset sentiment Method 1 Method 2 Method 3 Simple NSP

Positive 26.35% 30.05% 29.38% 17.73%
Negative 22.46% 26.35% 25.21% 25.78%

6 Conclusions and Future Works

The general idea of the paper was to test if sentiment can propagate through
well-defined word networks such as WordNet. For that purpose a new method
for sentiment propagation through WordNet by semantic connections and use
BP algorithm was proposed. The experiemental studies revealed that sentiment
propagation is possible by means of knowledge hidden in the WordNet links.
However, this approach requires further research. Sentiment analysis is a topic of
active research, but still a lot can be done in this area. More advanced algorithms
will be used for better sentiment propagation in WordNet.

Appendix

This work is partially funded by the European Commission under the 7th Frame-
work Programme, Coordination and Support Action, Grant Agreement Number
316097, European research centre of Network intelliGence for INnovation En-
hancement (ENGINE).
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Abstract. This paper presents a new method for autocratic decision making 
using group recommendations based on intervals of linguistic terms and 
likelihood-based comparison relations. It can overcome the drawbacks of the 
existing methods for autocratic decision making using group recommendations. 
The proposed method provides us with a useful way for autocratic decision 
making using group recommendations based on intervals of linguistic terms and 
likelihood-based comparison relations. 

Keywords: Consensus measures, group decision making, intervals of linguistic 
terms, likelihood-based comparison relations. 

1 Introduction 

Some methods have been presented for dealing with group decision making problems 
[1]-[15], [17]. In [2], Ben-Arieh and Chen presented the fuzzy linguistic order 
weighted average (FLOWA) operator and applied it for autocratic decision making 
using group recommendations. In [5], Chen and Lee presented a method for autocratic 
decision making using group recommendations based on the interval linguistic labels 
ordered weighted average (ILLOWA) operator and likelihood-based comparison 
relations. However, Ben-Arieh and Chen’s method [2] has the drawbacks that it 
cannot get a correct preference order of alternatives in some situations and it cannot 
deal with interval linguistic terms. Moreover, Chen and Lee’s method [5] has the 
drawback that it cannot deal with the preferring ordering of the alternatives in some 
situations. Therefore, we must develop a new method for autocratic decision making 
using group recommendations based on intervals of linguistic terms and likelihood-
based comparison relations to overcome the drawbacks of Ben-Arieh and Chen’s 
method [2] and Chen and Lee’s method [5]. 

In this paper, we present a new method for autocratic decision making using group 
recommendations based on intervals of linguistic terms and likelihood-based 
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comparison relations. It can overcome the drawbacks of Ben-Arieh and Chen’s 
method [2] and Chen and Lee’s method [5] for autocratic decision making using 
group recommendations. 

2 Likelihood-Based Comparison Relations 

In [16], Xu and Da presented the concept of likelihood-based comparison relations 
and applied it to deal with interval linguistic terms for group decision making. 
Assume that there is a set , , ,  of linguistic terms and assume that there 
are two interval linguistic terms ,  and , , where 0

 and 0 , then the likelihood-based comparison relation 
 between the interval linguistic terms ,  and ,  is 

defined as follows: 

1 , 0 , 0 , (1)

where  and .  

3 A New Method for Autocratic Decision Making Using Group  
Recommendations  

In this section, we present a new method for autocratic decision making using group 
recommendations based on intervals of linguistic terms and likelihood-based 
comparison relations. Assume that there is a linguistic terms set , , , , 
assume that there are n alternatives ,  , , , and assume that there are m 
experts , , , . Assume that the target T = [ , ].  Let  denote the 
subscript of the linguistic term , where  and 1 . In the following, 
we presented the addition operation and the division operation between intervals of 
linguistic terms. Let X and Y be two intervals of linguistic terms, where X = [sa, sb] 
and Y = [sc, sd], and let m be a constant. The addition operation between the intervals 
of linguistic terms X and Y is defined as follows: 
 

X + Y = [sa, sb] + [sc, sd] = [sa+c, sb+d]. 
 
The division operation between the interval of linguistic terms X and the constant 

m is defined as follows: 
 

X/m = [sa, sb]/m = [
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where “ ” denotes the round down value of   and “ ”denotes the round up 

value of  . Assume that the interval linguistic preference matrix  for expert  is 

shown as follows: 
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β ≤ t,  and 1 . The proposed method is now presented as follows:   

Step 1: Initially, let r = 1. Aggregate the interval linguistic preference matrices , 
, …, and   into the collective interval linguistic preference matrix G 

nnijg ×= ][ , 

where 

gij= gij
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Step 2: Construct the preference matrix Rk = rij
k

n×n
 for each expert Ek and construct 

the collective preference matrix RG = rgij n×n
 for all experts, where  
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where t denotes the subscript of the largest linguistic term in the linguistic terms set S, 
)(~ Lk

ijf denotes the left linguistic term of ,
~k

ijf )(~ Rk
ijf denotes the right linguistic term of

,
~k

ijf )(~ Lk
ijf  denotes the subscript of the linguistic term )(~ Lk

ijf , )(~ Rk
ijf  denotes the 

subscript of the linguistic term )(~ Rk
ijf , )(L

ijg  denotes the left linguistic term of 
ijg  in 

the collective interval linguistic preference matrix G, )(R
ijg  denotes the right linguistic 

term of 
ijg  in the collective interval linguistic preference matrix G,  )(L

ijg  denotes 

the subscript of the linguistic term )(L
ijg  in the collective interval linguistic preference 

matrix G,  )(R
ijg  denotes the subscript of the linguistic term )(R

ijg  in the collective 

interval linguistic preference matrix G, ,1 ni ≤≤ ,1 nj ≤≤ ,ji ≠ and .1 mk ≤≤  

Step 3: Calculate the score Vi of alternative Ai, where the score Vi is equal to the 
summation of the values at the ith row of the constructed collective preference matrix 
RG, where .1 ni ≤≤    

Step 4: Construct the consensus matrix Ck = cij
k

n×n
 for each expert Ek, where  

, 1 k
ijij

k
ij rrgc −−=  (5)

,1 ni ≤≤ ,1 nj ≤≤ ,ji ≠  and .1 mk ≤≤  

Step 5: Calculate the consensus degree CDk for each expert Ek, shown as follows: 

( ),11 1 
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where  ,1 ni ≤≤ ,1 nj ≤≤ ,ji ≠  and .1 mk ≤≤  

Step 6: Calculate the group consensus degree CG for all experts, shown as follows:  

.
1 


=
=

m

k

k
G m

CD
C  (7)

If the group consensus degree  is larger than or equal to a predefined group 
consensus threshold value , where  0, 1 , then the larger the score Vi of 
alternative Ai, the better the preference order of the alternative Ai, where ni ≤≤1 ; 
Stop. Otherwise, go to Step 7.  
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Step 7: Construct the proximity matrix PMk = pmij
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 for each expert Ek, where 
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Step 8: Get the set Qk of the pairs (i, j) of alternatives Ai and Aj for expert Ek, shown 
as follows: 

( ) },  and |,{
G

k
ijGk

CcCCDjiQ k <<=  (9)

where CDk denotes the consensus degree for expert Ek, 
k
ijc  is the element at the ith 

row and the jth column of the consensus matrix Ck, CG is the group consensus degree 
for all experts,  ,1 ni ≤≤ ,1 nj ≤≤ ,ji ≠ and .1 mk ≤≤  

Step 9: Based on the set Qk of the pairs (i, j) of alternatives Ai and Aj, adjust the 

interval of linguistic term k

ijf
~ = [ ,

~ )(Lk
ijf )(~ Rk

ijf ] in the interval linguistic preference 

matrix Pk for expert Ek, shown as follows:  
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where )(~ Lk
ijf denotes the left linguistic term of ,

~k
ijf )(~ Rk

ijf denotes the right linguistic 

term of ,
~k

ijf )(~ Lk
ijf  denotes the subscript of the linguistic term )(~ Lk

ijf , )(~ Rk
ijf  

denotes the subscript of the linguistic term )(~ Rk
ijf , )(L

ijg  denotes the left linguistic 

term of 
ijg  in the collective interval linguistic preference matrix G, )(R

ijg  denotes the 

right linguistic term of 
ijg  in the collective interval linguistic preference matrix G, 

 )(L
ijg  denotes the subscript of the linguistic term )(L

ijg  in the collective interval 

linguistic preference matrix G,  )(R
ijg  denotes the subscript of the linguistic term 

)(R
ijg  in the collective interval linguistic preference matrix G, ,1 ni ≤≤ ,1 nj ≤≤

,ji ≠ and .1 mk ≤≤  Let r = r + 1. 

Step 10: Based on Eqs. (2)-(4), update the collective interval linguistic preference 
matrix G, update the preference matrix Rk for expert Ek, and update the collective 
preference matrix RG for all experts, respectively, where .1 mk ≤≤  

Step 11: Calculate the score Vi of alternative Ai, where the score Vi is equal to the 
summation of the values at the ith row of the collective preference matrix RG, where 

.1 ni ≤≤  

Step 12: Based on Eq. (5), update the consensus matrix Ck for expert Ek, where 
.1 mk ≤≤  

Step 13: Based on Eqs. (6) and (7), calculate the consensus degree CDk for each 
expert Ek, where ,1 mk ≤≤  and calculate the group consensus degree CG for all 

experts, respectively. If the group consensus degree  is larger than or equal to a 
predefined group consensus threshold value , where  0, 1 , then the larger the  
score Vi of alternative Ai, the better the preference order of the alternative Ai, where 

ni ≤≤1 ; Stop. Otherwise, go to Step 14. 

Step 14: Based on Eq. (8), update the proximity matrix PMk for each expert Ek, where 
.1 mk ≤≤  Go to Step 8. 
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In the following, we use an example to illustrate the group decision making 
process of the proposed method.  

Example 3.1 [5]: Assume that there is a set S of nine linguistic terms, S = {s0, s1, s2, 
s3, s4, s5, s6, s7, s8}, where s0 = “Incomparable”, s1 = “Significantly Worse”,  
s2 = “Worse”, s3 = “Somewhat Inferior”, s4 = “Equivalent”, s5 = “Somewhat Better”, 
s6 = “Superior”, s7 = “Significantly Superior” and s8 = “Certainly Superior”. Assume 
that there are four alternatives A1, A2, A3, A4 and assume that there are four experts  
E1, E2, E3, E4, assume that the target T = [s0, s8], and assume that the predefined 
threshold value 998.0=δ . Assume that the interval linguistic preference matrices 

, ,  and  given by the  experts , ,  and , respectively, are shown 
as follows: 
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Table 1 shows the preference order of the alternatives for each round by the 
proposed method. Table 2 shows a comparison of the preference orders of the 
alternatives for different methods. From Table 2, we can see that the proposed method 
and Chen and Lee’s method [5] get the same preference order of the alternatives, i.e., 

, whereas Ben-Arieh and Chen’s Method [2] cannot obtain the 
preference order of the alternatives in this situation. 

Table 1. Preference order of the alternatives for each round by the proposed method 

Round 
Number 

r 

Group 
Consensus 
Degree CG 

Scores Preference Order 

1 0.8660 V1 = 1.6444, V2 = 1.7000, V3= 0.9333, V4 = 2.1556. A4 > A2 > A1 > A3 
2 0.9073 V1 = 1.6000, V2 = 1.8000, V3= 0.9333, V4 = 2.2222. A4 > A2 > A1 > A3 
3 0.9345 V1 = 1.6000, V2 = 1.8444, V3= 0.9333, V4 = 2.2556. A4 > A2 > A1 > A3 
4 0.9605 V1 = 1.6000, V2 = 1.8444, V3= 0.9333, V4 = 2.2556. A4 > A2 > A1 > A3 
5 0.9809 V1 = 1.6000, V2 = 1.8444, V3= 0.9333, V4 = 2.2556. A4 > A2 > A1 > A3 
6 0.9928 V1 = 1.6000, V2 = 1.8444, V3= 0.9333, V4 = 2.2889. A4 > A2 > A1 > A3 
7 0.9977 V1 = 1.6000, V2 = 1.8444, V3= 0.9333, V4 = 2.2889. A4 > A2 > A1 > A3 
8 1.0000 V1 = 1.6000, V2 = 1.8444, V3= 0.9333, V4 = 2.2889. A4 > A2 > A1 > A3 
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Table 2. A comparison of the preference orders of the alternatives for different methods 

Methods Preference Order 

Ben-Arieh and Chen’s Method [2] N/A 
Chen and Lee’s Method [5] A4 > A2 > A1 > A3 

The Proposed Method A4 > A2 > A1 > A3 

Note: “N/A” denotes “cannot be obtained”. 

4 Conclusions 

We have present a new method for autocratic decision making using group 
recommendations based on intervals of linguistic terms and likelihood-based 
comparison relations. It can overcome the drawbacks of Ben-Arieh and Chen’s 
method [2] and Chen and Lee’s method [5] for autocratic decision making using 
group recommendations based on intervals of linguistic terms and likelihood-based 
comparison relations.  
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Abstract. Cloud storage service (CSS) is one of the widely applications in 
cloud computing. However, most users tend to doubt the mechanism of the data 
security and privacy protection, which may reduce the expected benefits of 
CSS. Therefore, it`s an important issue to understand the factors that affect the 
intention of user to adopt CSS. This study summarize various risk reliever 
strategies that could be taken by general users when they face a newly emerged 
technological service. Therefore, it total 4 evaluation dimensions and 10 factors 
were finally chosen. Then, the Fuzzy Analytic Hierarchy Process method was 
used to analyze. From the results, it is found the user’s acquaintance with the 
cloud service provider, the positive online word-of-mouth about the CSS, and the 
CSS provider’s statement and warranty of data security and privacy protection 
are three key factors for the users when they consider whether or not to use this 
service.  

Keywords: Cloud storage service, Risk reliever strategy, Fuzzy theory, Analytic 
Hierarchy Process. 

1 Introduction 

Cloud computing is an emerging application in recent years. It provides user with a 
new perspective of operational model. The general definition of cloud computing is 
the user in an Internet-accessible environment can quickly share or access network 
resources (e.g., remote servers, storage spaces and network service applications) 
through some easy operating interfaces and management modes (Ghormley, 2012). IT 
companies provide effective and efficient software and hardware deployment, with 
which users can make use of various cloud services directly via networks without the 
need of purchasing expensive software or hardware (Kim, 2009). Through cloud 
technology, it is able to more effectively utilize various resources and reduce IT cost 
expenditure (Marston et al., 2011).  
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In 2009, the investigation by ABI Research indicated that cloud services are deemed 
an important trend in future network applications1. Gartner Group also identifies cloud 
computing as the first of the top 10 IT industries in the future2. According to the fore-
cast provided by International Data Corporation (IDC) in 2013, the growing expendi-
ture for cloud services mainly included spending for five major product/service types, 
i.e. application software(38%), apps development and deployment(13%), infrastructure 
of software (20%), storage service(14%), and server(15%)3. Among others, the storage 
service is most closely related to the network users’ need. 

Cloud storage service (CSS) is an emerging application that provides user with a new 
perspective of operational model. In the past, all types of files must be stored in users’ 
personal computers or storage media. Nevertheless, there are many frequent data change, 
when editing these data on different computer devices, inconsistency of data might occur. 
Now, the problem of data inconsistency edited or processed on different computers or 
storage media can be solved by using CSS. By storing files in the web hard disk, the user 
may use any Internet-connectable device to access data at any time and any place, which 
largely increases the user’s flexibility in data access (Bowers et al., 2009). 

In July 2010, the Foreseeing Innovative New Digiservices (FIND) website of the 
Institute for Information Industry (III) conducted an investigation to realize the re-
quirements of the users for CSS4. The research results indicated that regarding the 
users’ intention of using cloud storage, more than 60% users claimed that the intention 
of using cloud storage in near future. The research results also implied that cloud 
storage would gradually replace the traditional storage by using hard disk or USB flash 
drive. Besides, the convenience in data access, the speed and stability of data upl-
oad/download, as well as the data integrity are also important factors that are taken into 
consideration by users before they decide to use the CSS. On the other hand, a large part 
of the other users who had no intention of using CSS had worries about the potential 
risks of privacy and leakage of important information. This means that data security 
and privacy protection are important factors to users if they intend to use the CSS.  

Presently, most users tend to doubt the data security and privacy protection in the 
cloud environment, which prevents the users from storing their important or confiden-
tial data in the cloud storage space and accordingly, largely limits the benefits of 
cloud service that were expected to achieve. Further, many consumers are uncertain 
of the performance that can be expected with the newly developed products or servic-
es, and even worry about some unpredictable loss possibly caused by the use of such 
new products or services (Dowling & Staelin, 1994), which leads to customer’s per-
ceived risk of using such products or services (Bauer, 1960; Cox & Rich, 1964; Rose-
lius, 1971). Moreover, being a type of network application service, CSS carries more 
perceived risk (e.g., security and privacy risk of data) than other network services 
(Biswas & Biswas, 2004). Therefore, these user’s considerations would have deep 
influence on the usage of cloud-based information technology. 

                                                           
1  ABI Research, http://www.abiresearch.com/research/1003385, 2013. 
2  Gartner Group, http://www.gartner.com/it/page.jsp?id=777212, 2013. 
3  IDC, http://blogs.idc.com/ie/?p=543, 2013. 
4 FIND, http://books.find.org.tw/newbook_disp.asp?book_id=142, 2013. 
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Recently, most of researches emphasized on the theoretical discussion of cloud 
computing (Marston et al., 2011), while few of them are directed to the factors that 
are considered by users before they decide to use the CSS. In addition, most of the 
relevant studies having been conducted in recent years are aimed mainly at the analy-
sis of the advantages/disadvantages and the benefits of business-level cloud compu-
ting technology (Ghormley, 2012), while few of the related literature are directed to 
the analysis of personal users’ consideration of using the cloud services (Obeidat & 
Turgay, 2013).  

In facing a high-risk web service like CSS, this study intends to explore the factors 
that are important to general users when they consider whether to use CSS or not, and 
the risk reliever strategies that would be taken as key factors by general users to lower 
the perceived risk in using CSS. Based on the chosen key factors, a hierarchical 
structure of evaluation for this study is constructed. Then, Fuzzy Analytic Hierarchy 
Process (FAHP) is employed in this study to find out the key factors that are most 
frequently considered by the users before they make any decision on the use of the CSS. 

2 Literature Review 

2.1 Cloud Storage Service 

The concept of cloud computing was originated in the early 1980s from the motto “The 
Network is the Computer” of Sun Microsystems. Today, the era of cloud computing 
has come, and there is a variety of online cloud services available for network users. By 
cloud storage, it means cloud service providers offer web hard disk storage and users 
pay an amount of money for buying or leasing required storage capacity from the cloud 
service providers. In this manner, the users can be connected to the cloud storage space 
via Internet from anywhere at any time to flexibly access and back up their data. In 
addition, cloud storage allows the users to synchronize files across different devices in 
real time and share files faster. 

Currently, there are quite many cloud service providers who offer the cloud storage 
service (CSS) to personal users, such as Google, Microsoft, Apple, and so on. All these 
cloud service providers provide free cloud storage space for trial use by users. Users 
who require a storage capacity larger than the free cloud storage space may lease cloud 
hard disk from the providers according to their requirements.  

2.2 Fuzzy Analytical Hierarchy Process 

The assessment of the information system is a multi-criteria decision-making problem 
(Alonso et al., 2000). In 1977, Saaty presented that the Analytical Hierarchy Process 
(AHP) is the most widely used and practical methods to solve such problems. It can 
structure the decision-making problems, and provide guidelines, goal weight, and 
alternatives, to give determination of consistency for various criteria (Mahdavi et al., 
2008). 
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Generally speaking, people have not clear boundaries when they make any deci-
sions. Therefore, when the experts decide the importance of elements, the results may 
be biased. For this reason, in 1985, Buckley presented the Fuzzy Analytic Hierarchy 
Process (FAHP). This method combines the concept of Fuzzy Theory and AHP, which 
complete the disadvantage of ambiguity on the two assessment elements for the im-
portance by experts, and more truly reflect the actual situation. 

2.3 Risk Reliever Strategy 

Perceived risk is the potential risk a consumer perceived when making a decision on 
using a new product/service. Consumer’s intention of adopting the new product/service 
is largely affected by higher perceived risk, when consumer is not skilled in using or 
knows little about the new product/service. According to Lakhani et al. (2013), per-
ceived risk is the potential loss in online shopping or using online services subjectively 
perceived by a user. The research of Mitchell & Greatorex (1993) indicated that ser-
vices are perceived as possessing more inherent risk than physical goods. 

Consumers will take various risk reliever strategies, when they are worrying about 
what if the new product/service does not perform as well as they expected. Thus, risk 
reliever strategies are strategies taken by consumers in making a decision on using a 
new product or service for ensuring higher product/service use satisfaction and lower 
risk of incurring any loss (Roselius, 1971). According to Cox & Rich (1964), risk 
reliever strategies are aimed to reduce consumers’ perceived uncertainty and potential 
loss. When the customers are facing different types of products/services, they will take 
different strategies to reduce their perceived risks (Nelson, 1970; Kim, 2010). These 
risk reliever strategies reflect the factors that have influences on the consumers’ deci-
sions on using the products or services. For general users, cloud storage is a service 
having higher risks. Therefore, it is absolutely necessary for the cloud service providers 
to analyze the risk reliever strategies taken by users in response to the high perceived 
risk in using cloud hard disk. 

3 Research Design and Research Model 

3.1 Research Design 

In this study, key factors having an influence on users’ adoption of the CSS were 
carefully chosen through literature review and market research as shown in section 
3.2. Then, a hierarchical structure of evaluation was constructed based on the chosen 
key factors, and a corresponding AHP expert questionnaire was designed. Futher, an 
one-month deep interviews were implemented via the designed expert questionnaire. 
Finally, total 40 questionnaires were received. The returned questionnairs passing the 
consistency test can be regarded as effective questionaires, which were analyzed using 
FAHP to find the relative fuzzy weights for these key factors. Further, by way of series 
of hierarchical, the priority of these key factors was decided. Finally, the results of this 
study were analyzed and discussed. The research model are shown as Fig. 1. 
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Fig. 1. Research model 

3.2 Development of Evaluation Factors 

In this study, we refer the strategy classification by Tan (1999), who conducted a 
research with regard to online shopping. In his research, consumers’ preferred risk 
reliever strategies were divided into “reference group”, “brand image” and “warranty”. 
Our research adopts the above strategy classification by Tan, and incorporates other 
additional factors form the market research on existing CSSs. Further, we grouped four 
measurement dimensions, i.e. “group opinion”, “service and brand image”, “service 
warranty” and “functionality”. These dimensions are defined as follows: 

1. “Group opinion” refers to the opinions and evaluation on the CSSs from some 
groups of persons around the user. 

2. “Service and brand image” refers to the user’s past experiences and the impression 
in using cloud storage and existing cloud service providers. 

3. “Service warranty” refers to the warranty statement that is given by the CSS pro-
viders to consumers. 

4. “Functionality” refers to the functions that can be provided by the CSS and the 
benefits the user can have from this service. 

By summarizing the reviewed literature, ten evaluation factors for each of the 
measurement dimensions are further developed. Definition and description of these 
evaluation factors are shown in Table 1 below. 

Table 1. Definition & description of evaluation factors 

Dimension Evaluation factor Factor Definition & Description 

D1. 
Group  
Opinion 

C1. Endorsement by 
experts or celebrities 

Recommendation or introduction of cloud hard disk 
by experts in information technology or professionals 
good at cloud hard disk. 

C2. Online 
word-of-mouth 

Positive/negative online word-of-mouth and web 
users’ recommendation of cloud hard disk in network 
communities or web forums. 

C3. Recommendation 
from families & friends 

Recommendation of cloud hard disk from the user’s 
families, relatives or friends. 
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Table 1. (continued) 

Dimension Evaluation factor Factor Definition & Description 

D2.  
Service and 
Brand Image 

C4. Acquaintance with 
the service and brand 

The user’s knowledge of and acquaintance with cloud 
hard disk or the impression the user had on existing 
cloud service brands and providers. 

C5. Renowned supplier 
The cloud hard disk is provided by a renowned film 
or sold under a famous brand. 

D3. 
Service  
Warranty 

C6. Warranties of free 
trial use 

The free trial use provided by the cloud hard disk 
providers to new users. 

C7. Warranties of data 
security and privacy 

The cloud hard disk providers’ guarantee on the 
absolute privacy protection of users’ information 
uploaded to the cloud space against access or illegal 
use by other persons. 

C8. Warranty of data 
access speed 

The cloud hard disk providers’ guarantee on the 
stable and efficient access speed during data upload 
and download by users without long waiting time. 

D4.  
Functionality 

C9. Convenience 

The cloud storage can be used to replace the existing 
storage media (e.g. flash drive), and user can use 
device at hand, such as notebook or smartphone, 
allowing the user immediately access required data 
from the cloud space in an emergency or if the data is 
important but not remembered by the user at any 
web-accessible place without spatial limitation. 

C10. Integration 

Data having been accessed, edited and modified by a 
user on different devices, such as notebook, tablet PC 
and smartphone, can be integrated via the cloud hard 
disk with ensured data consistency and integrity. 

This study developed four measurement dimensions and ten evaluation factors; 
based on them, a hierarchical structure of evaluation as shown in Fig. 2. Further, the 
hierarchical structure of evaluation is analyzed using FAHP, in order to understand the 
factors that are deemed important by users when they are considering whether or not to 
use CSS. The weights and the ranking of these factors are also analyzed in this study. 

 

Fig. 2. Hierarchical structure of evaluation 
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4 Results Analysis 

4.1 Consistency Verification 

The AHP questionnaire for this study is designed based on the hierarchical structure of 
evaluation shown in Figure 1. The questionnaire participants must be users who are 
currently using the CSS. In making a pair-wise comparison between the evaluation 
factors, according to Saaty’s suggestion in 1977, the consistency index (C.I.) is pre-
ferably smaller than or equal to 0.1. The order of the pair-wise comparison matrix 
would increase with the complexity of the problem being studied, which in turn results 
in difficulty in determining the consistency of the matrix. Therefore, Saaty further 
proposed the concept of random consistency index (R.I.) and the comparison between 
the consistency index and the random consistency index for deriving a consistency ratio 
(C.R.). The value of C.R. can be used to adjust the change in different C.I. values for 
the pair-wise comparison matrix of different levels. The value of C.R. should also be 
smaller than 0.1 to represent the questionnaire passes the consistency test. 

In this study, the questionnaire is carried out in both the business and the academic 
field, and an in-depth interview is conducted for each of the questionnaire participants, 
total 40 participants replied the questionnaire. All the returned questionnaires are 
subjected to a questionnaire consistency test for verifying the consistency of answers to 
all questions in the questionnaire, so as to ensure the effectiveness of each replied 
questionnaire. Sample data of questionnaire participants is shown in Table 2 below. 

Table 2. Demographical sample data of questionnaire participants 

Catalog Sub-cat. Count 

Gender of expert 
Male 28 
Female 12 

Usage of device 

Smartphone 36 
Tablet 17 
Notebook 24 
Desktop 34 

Usage of platform 

Google Drive 29 
SkyDrive 14 
Asus WebStorage 8 
iCloud 4 
Dropbox 31 

2 Others 

4.2 Calculation of Relative Fuzzy Weights 

It is possible questionnaire participants might have different standards in weighing the 
importance of the same evaluation factor. To avoid this analytical result, in this study, 
data from the returned questionnaires are summarized and substituted by triangle fuzzy 
numbers, and then followed by defuzzification. Finally, the relative fuzzy weights of 
different evaluation factors in the whole hierarchical structure of evaluation are gen-
erated in Table 3. 
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As can be seen in Table 3, in measuring the evaluation factors influencing the users’ 
adoption of the CSS, the “Functionality” in the dimension hierarchy has the highest 
weight (0.433). Since the CSS can integrate users’ different IT devices and operating 
systems to bring a lot of conveniences to users in managing their data, the functionality 
of CSS is deemed by users the most important measurement dimension in making their 
decision on using the CSS. 

Table 3. Relative fuzzy weights of evaluation factors 

Dimensions and Factors Triangle fuzzy numbers Defuzzication Relative weights 

D1. Group Opinion (0.068, 0.129, 0.291) 0.163 0.174 

C1. Endorsement by experts or 

celebrities 
(0.081, 0.141, 0.311) 0.178 0.189 

C2. Online word-of-mouth (0.185, 0.372, 0.786) 0.447 0.476 

C3. Recommendation from fami-

lies & friends 
(0.130, 0.267, 0.549) 0.315 0.335 

D2. Service and Brand Image (0.050, 0.098, 0.220) 0.123 0.131 

C4. Acquaintance with the service 

and brand 
(0.311, 0.546, 1.048) 0.635 0.642 

C5. Renowned supplier (0.173, 0.308, 0.582) 0.354 0.358 

D3. Service Warranty (0.083, 0.165, 0.368) 0.205 0.219 

C6. Warranties of free trial use (0.088, 0.145, 0.285) 0.173 0.206 

C7. Warranties of data security and 

privacy 
(0.159, 0.292, 0.571) 0.341 0.406 

C8. Warranty of data access speed (0.150, 0.279, 0.545) 0.325 0.387 

D4. Functionality (0.182, 0.391, 0.766) 0.446 0.476 

C9. Convenience (0.253, 0.398, 0.721) 0.457 0.518 

C10. Integration (0.230, 0.392, 0.654) 0.425 0.482 

4.3 Priority of Evaluation Factors 

In this study, a relative fuzzy weight for each of the evaluation factors is obtained by 
means of fuzzy weight calculation. Further, for the purpose of obtaining the importance 
ranking of all evaluation factors, we multiply the relative fuzzy weight of each layer so 
as to calculate the absolute fuzzy weight for each factor in the whole hierarchical 
structure of evaluation. Then the evaluation factors are ranked in importance according 
to their absolute fuzzy weights, as shown in Table 4. 

From the priority of evaluation factors, it is found that “Acquaintance with the ser-
vice and brand” (0.135), “Online word-of-mouth” (0.130) and “Warranties of data 
security and privacy” (0.122) are the first three most important key factors of users’ 
adoption of the CSS. 
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Table 4. The priority of evaluation factors 

Evaluation factor absolute fuzzy weight Priority 
C1. Endorsement by experts or celebrities 0.051 10 
C2. Online word-of-mouth 0.130 2 
C3. Recommendation from families & friends 0.092 7 
C4. Acquaintance with the service and brand 0.135 1 
C5. Renowned supplier 0.075 8 
C6. Warranties of free trial use 0.061 9 
C7. Warranties of data security and privacy 0.122 3 
C8. Warranty of data access speed 0.117 4 
C9. Convenience 0.112 5 
C10. Integration 0.104 6 

5 Conclusions and Future Research 

Cloud computing is a big change in the field of network application in recent years. 
Among various cloud services, cloud storage is a service most closely related to web 
users’ need, because it involves in the storage of users’ all important data and backup 
files. Nevertheless, being a type of network application service, cloud storage carries 
more consumers’ perceived risk than other physical products. Therefore, users are 
more carefully in making their decision on using the CSS.  

In this study, the concept of perceived risks is taken into account. Through litera-
ture review and market research, the risk reliever strategies, which are possibly taken 
by users when they make a decision on using the CSS, were carefully chosen. Then, 
the hierarchical structure of evaluation for this study is constructed based on such risk 
reliever strategies. Further, FAHP analysis is employed to find out the key factors that 
have an influence on the users’ adoption of the CSS. 

The results from FAHP indicate that main influence of first three factors on the us-
ers’ adoption of the CSS are namely “Acquaintance with the service and brand”, “On-
line word-of-mouth” and “Warranties of data security and privacy”. Being a type of 
newly developed technological service, CSS inevitably encounters the problem that 
general users might doubt whether it is technically mature enough for commercial use. 
That is why most users, when considering using CSS, tend to choose the service pro-
vided by a brand company they are familiar with or they can trust. In addition, com-
pared to the traditional data access model, CSS proposes a completely new concept of 
web hard disk. However, in view of the considerably high switching costs, potential 
users considering using CSS would first try to get more related information from some 
discussion forums. The CSS potential users would also refer to online user experience. 
Such information and user experience obtained via Internet together form a main 
source of reference for the users intending to use CSS. However, since the CSS, as its 
name suggests, provides a user with an online storage space for the user’s important or 
private files and data, it is doubtlessly an extremely important factor to consider by 
most users whether the files and data stored in the cloud hard disk are always safe 
without the risk of being illegally or maliciously accessed. 

This study can provide a reference in designing business promotion policies for CSS 
providers. In future, subsequent studies can be conducted to analyze whether different 
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industrial groups, such as information or electronic industry, are different in the factors 
being considered by them in their decision making on the use of the CSS. 
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Abstract. In this research, a novel neural-fuzzy guidance law by ap-
plying different neural network optimization algorithms alternatively in
each step is proposed, such as the Gradient Descent (GD), SCG (Scaled
Conjugate Gradient), and Levenberg-Marquardt (LM) methods are ap-
plied to deal with those parameter variation effects as follows: target
maneuverability, missile autopilot time constant, turning rate time con-
stant and radome slope error effects. Comparing with the proportion
navigation (PN) and fuzzy methods are also made; the miss distances
obtained by the proposed method are lower, and the proposed accelera-
tion commands are always without polarity changes or oscillation at the
final stage.

Keywords: neural-fuzzy guidance law, proportion navigation, turning
rate time constant, radome aberration error slope, miss distance.

1 Introduction

Generally, the tactical missile terminal guidance laws are derived on some clas-
sical and optimal control techniques [1-2]. However, they were suffered from
system parameter variations, such as target maneuverability, time delays of mis-
siles autopilot and turning rate, and radome slope error effect defined in Fig. 1.
Although some neural and/or fuzzy methods are also proposed for the guidance
system design, the missile turning rate time constant and radome aberration
error slope were not taken into account, but they play very important roles in
the guidance performances [3-5]. In general, the radome shape must be very
sharp to reduce the aerodynamic drag, but the target line-of-sight (LOS) re-
fraction error would be increased as in Fig.1, so do the miss distance for the
cases of larger missile turning rate time constants [1-2]. Some fuzzy guidance
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laws were applied to the missile guidance law design [3-5], but the improve-
ments are limited. In this paper, a novel neural-fuzzy guidance law by applying
different neural network optimization algorithms alternatively in each step is
proposed, the Gradient Descent (GD) [6], SCG (Scaled Conjugate Gradient) [7],
and Levenberg-Marquardt (LM) [6-7] methods are applied to deal with those pa-
rameter variation effects, such as target maneuverability, missile autopilot time
constant, turning rate time constant and radome slope error effects. The GD
algorithm is a standard gradient descent method; all data samples are processed
at each step of iteration to determine the steepest descent. If the data samples
are linearly separable, then the global minimum point can be reached [2]. Oth-
erwise, the method will never converge as the optimum point does not exist.
This method has another weakness; it requires all data samples to process at
each step of iteration. The scaled conjugate gradient algorithm [7] is to combine
the scaled memoryless BFGS (Broyden-Fletcher-Goldfarb-Shanno) method and
the pre-conditioning technique in the frame of gradient method. The precondi-
tioner is also a scaled memoryless BFGS matrix, which is reset when the restart
criterion holds.

Fig. 1. Missile radome slope error effect

On the other hand, the LM algorithm is an iterative technique that locates
the minimum of a multivariate function expressed as the sum of squares of
non-linear real-valued functions. It is a standard technique for non-linear least-
squares problems, widely adopted in a broad spectrum of disciplines. LM can
be thought of as a combination of steepest descent and Gauss-Newton methods.
When the current solution is far from the correct one, it behaves like a steepest
descent method; this method is slow, but guaranteed to converge.

Comparing with the traditional proportion navigation (PN) and fuzzy meth-
ods; we note the miss distances obtained by the proposed method are lower. Be-
sides, the proposed acceleration commands are always without polarity changes
or oscillations at the final stage. Thus even there are parameter variation ef-
fects; the guidance loop can always track the target without oscillation, and
yields better guidance performances. The paper is organized as: the first sec-
tion is introduction. The second one is problem formulation of guidance system.
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The next one is PD-type fuzzy guidance law design and simulation discussion.
The proposed method is given in section 4. The last part is the conclusion.

2 Problem Formulation of Missile Terminal Guidance
System

In general, the two-degree-of-dimension (2D) terminal engagement geometry of
target and missile can be shown in Fig. 2. The target (missile) initial coordi-
nate and velocity are respectively as (XTO, YTO), and VTO, ((XMO , YMO) and
VMO). Let the target (missile) initial heading angle and maneuver acceleration
be respectively as θTO (θMO) and ATO (AMO). Fig.3 shows the block diagram
by using neural-fuzzy guidance law in which the seeker tracking and stabilization
loop gain are 10 and 100 respectively. R is the radome aberration error slope.
The velocity of missile and target are 600 and 400 m/sec, respectively. The initial
range of missile to target is 10km. The initial aspect angles of target and missile
are θTO (30◦) and θMO (135◦), respectively. The target maneuver is assumed to
be a unit-step lateral acceleration with amplitude AT closed to the missile. The
miss distance requirement is less than 20m. This paper considers two cases of
target maneuverability AT , autopilot time constant τ , missile turning rate time
constant (A31), and missile acceleration limit (Glim) as:

(1)Case 1: AT=6G, τ=0.2sec, A31=0.2sec, Glim=24G.
(2)Case 2: AT=4G, τ=0.5sec, A31=0.5sec, Glim=15G.

Fig. 2. Trajectories of intercept for target and missile

3 PD-Type Fuzzy Guidance Law

To reduce the miss distance this paper applied an intelligent PD-type fuzzy
controller [3-5] firstly. The cross reference rules for the seeker tracking error E
and �E (deviations of present E and the previous E) and outputs of PD-type
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Fig. 3. Block diagram by using neural-fuzzy guidance law

fuzzy controllers are defined in Table 1, where NB, NM, NS, ZE, PS, PM, and PB
respectively stand for negative big, negative middle, negative small, zero, positive
small, positive middle, and positive big. Then the relationship functions of E,
�E and U (control input) are defined and listed in Tables 2-4. The guidance
performances obtained by using fuzzy controllers are analyzed by simulation.
By trial-and-error the proportion and derivative gains are respectively set to
10 and 0.115 to speed up the response of guidance loop. To reduce the gain of
the derivative part is to reduce the noise amplification problem. Figs. 4-7 show
the performance (miss distance vs. radome aberration error slope) by using the
traditional PN and PD-fuzzy guidance laws. Note that both the traditional PN
and PD-fuzzy guidance laws cannot meet the miss distance requirement for some
cases.

Table 1. Rules of PD fuzzy controller

E,�E NB NM NS ZE PS PM PB

NB NB NB NM NM NS NS ZE

NM NB NM NM NS NS ZE PS

NS NM NM NS NS ZE PS PS

ZE NM NS NS ZE PS PS PM

PS NS NS ZE PS PS PM PM

PM NS ZE PS PS PM PM PB

PB ZE PS PS PM PM PB PB

Table 2. Relationship functions of E

Item Type Parameter

N Big Trapmf -1 -1 -0.75 -0.3

N Medium Trimf -0.75 -0.3 -0.15

N Small Trimf -0.15 -0.1 0

Zero Trimf -0.05 0 0.05

P Big Trimf 0 0.1 0.15

P Medium Trimf 0.15 0.3 0.75

P Small Trapmf 0.3 0.75 1 1
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Table 3. Relationship functions of �E

Item Type Parameter

N Big Trapmf -4.5 -4.5 -3.375 -1.35

N Medium Trimf -3.375 -1.35 -0.72

N Small Trimf -1 -0.5 0

Zero Trimf -0.25 0 0.25

P Big Trimf 0 0.5 1

P Medium Trimf 0.72 1.35 3.375

P Small Trapmf 1.35 3.375 4.5 4.5

Table 4. Relationship functions of ∪

Item Type Parameter

N Big Trapmf -12 -12 -9.6 -8.4

N Medium Trimf -9.6 -8.4 -7.2

N Small Trimf -8.4 -4.8 0

Zero Trimf -4.8 0 4.8

P Big Trimf 0 4.8 8.4

P Medium Trimf 7.2 8.4 9.6

P Small Trapmf 8.4 9.6 12 12

Fig. 4. PN law performance (Case 1) Fig. 5. PN law performance (Case 2)

Fig. 6. PD-fuzzy performance (Case 1) Fig. 7. PD-fuzzy performance (Case 2)

4 Neural-Fuzzy (PD) System Design

Thus the neural-fuzzy (PD) controller is applied for the design with two inputs
and four hidden layers. The optimization algorithms such as GD, LM, and SCG
in MATLAB toolbox are applied to train the neural network parameters in Fig.3.
The fuzzy relationship functions for training the neural network are as listed in
Tables 1-4.

4.1 Case 1: Using Only One Neural Optimization Algorithm

Figs. 8 and 9 respectively show the miss distances and acceleration commands
of case 1 by using only one neural optimization algorithm. Note the results can
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Fig. 8. Miss distance with only one neural optimization algorithm (Case 1)

(a) GD algorithm. (b) LM algorithm.

(c) SCG algorithm.

Fig. 9. Accelerations commands with R=-0.02 in Fig. 8 (Case 1)

meet the requirement except the case with R=-0.02 (N=4). By the way, note the
acceleration command of GD algorithm is better as shown in Fig. 9(a) without
any oscillation.

4.2 Case 1: Combinations of Neural Optimization Algorithms

Fig.10 shows the results of case 1 by using various combinations of neural al-
gorithms alternatively for each step. The combination sequence is without any
influence on the miss distance, because the methods are applied in alternative
manner for each step. Note the miss distances obtained by combining both LM
and GD algorithms are better for all the cases of radome aberration error slope.
The other methods cannot meet the requirement for the case with R=-0.02.
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Fig. 10. Miss distance by combining optimization algorithms (Case 1)

(a) LM and GD algorithms. (b) LM and SCG algorithms.

(c) GD and SCG algorithms. (d) LM, GD and SCG algorithms.

Fig. 11. Acceleration commands with R=-0.02 in Fig. 10 (Case 1)

The acceleration commands in Fig. 11 coincide with the results in Fig. 10,
because only the acceleration command by combining LM and GD algorithms
is better without oscillation as shown in Fig. 11(a), while the others not.

4.3 Case 2: Using Only One Neural Optimization Algorithm

Figs.12 and 13 (R=0.02) show the results by using only one neural optimization
algorithm for Case 2. Note the miss distances by using GD algorithm only can
meet the requirement for all the values of R. On the other hand, the acceleration
command by using either LM or SCG algorithm is with polarity changing effect
at the final stage as shown in Fig. 13(b) or 13(c), so the guidance performances
are not good and the miss distances cannot meet the requirement. While by
using GD algorithm only, the polarity of the acceleration command is without
changing effect at the final stage as shown in Fig. 13 (a), and thus the guidance
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Fig. 12. Miss distances with only one optimization algorithm (Case 2)

(a) GD algorithm.
(b)

LM algorithm.

(c) SCG algorithm.

Fig. 13. Acceleration commands with R=0.02 in Fig. 12 (Case 2)

loop can always track the target without oscillation and yields better guidance
performances.

4.4 Case 2: Combinations of Neural Optimization Algorithms

Figs.14 and 15 (R=0.02) show the results by using various combinations of neural
optimization algorithms for Case 2. Note the miss distances by using LM and
GD algorithms only can meet the requirement for all the values of R. Besides,
the polarity of the acceleration command by using this algorithm only is without
changing effect at the final stage as shown in Fig. 15(a) for R=0.02, thus the
guidance tracking performance is better and more stable, so do the performance.
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Fig. 14. Miss distances using various combinations of neural algorithms (case 2)

(a) LM and GD algorithms. (b) LM and SCG algorithms.

(c) GD and SCG algorithms. (d) LM, GD and SCG algorithms.

Fig. 15. Acceleration commands with R=0.02 in Fig. 14 (Case 2)

That proves the conclusion in the literature [6] that by combining both GD and
LM algorithms can give more stable performance.

Comparing with the performances obtained by using the traditional PN and
the fuzzy controllers respectively as in Figs. 4-5 and 6-7, we can see the miss
distances obtained by using the proposed neural-fuzzy controllers are lower in
general. Besides, the controllers obtained by combining different neural methods
are better than those by using only one neural algorithm. Because the guidance
loops can always track the target without oscillations and yield better guidance
performances. Moreover, the GD and LM algorithms are alternatively applied
for each step, so the proposed method would not increase the computation time.

5 Conclusion

This research applies the proportion navigation, fuzzy and neural-fuzzy methods
for terminal guidance law design of a surface-to-air missile. Both the missile
turning rate time constant and radome aberration error slope are taken into
consideration. Comparing with the traditional PN, PD-fuzzy, and the guidance
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laws obtained by applying both Gradient Descent and Levenberg-Marquardt
neural optimization algorithms alternatively for each step are also made; we
note the miss distances obtained by the proposed novel method are lower, and
the acceleration commands are without polarity changes or oscillation at the
final stage. Thus the guidance loop tracking performance is very good. By the
way since the GD and LM algorithms are alternatively applied for each step, so
the proposed method would not increase the computation time.
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Abstract. Detection of bus route number is a very important issue for assisting 
visually impaired people to take the bus. This paper proposes an intelligent 
approach to detect bus route numbers to help visually impaired people to “see” 
the bus route number of a moving bus. Current e-bus stations in Taipei, 
Taiwan, are not very robust in bad weather. For visually impaired people, it is 
very difficult know which bus route number is approaching the bus station. 
Some past research used RFID, GIS, sound, and image-based methods to help 
visually impaired people to “see” bus route number. However, the develop-
ment of bus route number reading devices for visually impaired people in real 
time is still at an early stage. In this paper, we propose an efficient and effec-
tive learning-based method to detect the bus route number in displayed on the 
bus façade panel of the moving bus. Experimental results show that the 
proposed method can reduce time complexity and achieve high bus route 
number detection rates. 

Keywords: Bus route number detection, Moving bus, Learning approach,  
Cascaded rule-based localization, visually impaired people. 

1 Introduction 

Every metropolitan community in the world has a public bus network, and this system 
is a very important resource for visually impaired people to be able get around a city 
independently. For example, in Taipei, Taiwan, there are many bus routes for people 
to use, and there has been some effort to assist visually impaired people to use it. In 
particular, Taipei and New Taipei city has developed the Taipei e-bus system [1]. 
This system uses e-bus stations to present the information about the bus route number. 
However, this system is affected by the climate. If it rains, this system information 
may be out of order.  

                                                           
∗  This paper is supported by the National Science Council, R.O.C., under Grants NSC  

101-2221-E-133-004-. 



 Detection of Bus Routes Number in Bus Panel via Learning Approach 303 

 

In Taipei, as in most systems, the bus route number is displayed on the lighted 
panel on the front of the bus. Every bus system has many different companies’ buses 
and many different routes, each with their own bus route numbers, indicating the 
route and destination of the particular bus. The bus user knows which of the different 
numbers indicates the correct bus for the place where the user needs to go. Usually, 
the bus user waits for his/her bus at the bus station. Any given station will normally 
be served by many routes, and the rider must know whether an approaching bus is the 
one the rider needs. However, if he/she is a visually impaired people, it is very diffi-
cult for them to know which bus route number is coming. If the e-bus stations work 
properly, it is fortunate, because then the visually impaired person can hear the voice 
from the e-bus station announced the approaching route number. However, if the e-
bus station is out of order, they must rely on help from other people. If no people can 
help them, they have no choice but to try by themselves to identify the number. They 
can show the driver a card with the desired bus route number written on it in advance. 
However, if the bus driver cannot see the card, the visually impaired rider cannot 
know whether to get on the bus. 

The key task therefore is to have a device that will detect the bus route number so vi-
sually impaired people will always know which bus is coming. There have been several 
devices, using a glasses-mounted camera, which are designed to help visually impaired 
people to “see” bus route number using an alternative sense such as RFID [2], and RFID 
combined with GIS [3] and sound. However, the development of bus route number 
reading devices for visually impaired people is still at an early research stage. 

A primary image-based detection system is proposed by Pan et al. [4] to assist vi-
sually impaired people to independently travel by bus and obtain the route informa-
tion at a bus station. Their system includes bus detection and bus route number recog-
nition. For bus detection, HOG-based feature [5] and cascaded SVM [6] are used to 
detect the bus façade. In the bus route number recognition, a scene text extraction 
algorithm [7] is used to localize and recognize the text information. Their system can 
achieve high accuracy of bus region detection. Furthermore, the text information of 
the bus route number can be successfully retrieved by their scene text extraction algo-
rithm. However, their bus dataset is captured by the cell phone, so for their system to 
be used by a visually impaired people individual, the person must know how to use a 
cell phone. Furthermore, their system is an image-based system. For real-time appli-
cation, a video-based system should be implemented. Another problem is that the 
accuracy of detecting text information from the detected bus has not been presented in 
their article. For effectively assisting visual impaired people, high accuracy of both 
text detection and recognition should be achieved. 

Tsai and Yeh [8] proposed a text detection method to detect the bus route number 
in the text region on the bus façade panel. Their method includes moving bus detec-
tion, bus panel detection, and text detection. However, their method only detected the 
text region on the bus façade panel and did not extract the bus route number. 

In this paper, we will propose an efficient and effective learning-based method to 
detect the bus route number in the bus façade panel of the moving bus. The proposed 
method is not equipped for bus route number recognition and concentrates only on 
bus route number detection. 
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2 Detection of Bus Route Number 

Helping the visually impaired people with a glasses camera mounted on the ear to 
know which route number of the bus is coming is a challenging task. When a bus 
approaching the bus station is moving from far to near, the apparent size of the mov-
ing bus varies from small to large. Further, the bus route number is on the top of  
the bus façade panel, which is covered by glass, causing non-uniform illumination on 
the bus façade panel. These conditions make the detecting the bus route number in the 
bus façade panel difficult. In order to solve above-mentioned non-uniform illumina-
tion problem, a learning approach based on YCbCr color space is proposed to detect 
the bus route number. 

2.1 Learning Stage 

The YCbCr color space is widely used in skin and face detection [9]. The Y, Cb, and 
Cr components represent the luminance information, the difference between the blue 
component and the luminance component, and the difference between the red compo-
nent and the luminance component, respectively.  

The transformation used to convert from RGB to YCbCr color space [10] is shown 
as follows: 
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To obtain the corresponding cluster of bus route number, a supervised learning me-
thod is proposed to learn the cluster parameters for bus route number in YCbCr color 
space. The proposed supervised learning to compute the Y cluster of the bus route 
number is described as follows: 

1. Take a video containing 60 frames as training examples.  
2. Use GrabCut [11] to label the bus route number in each training frame image. 
3. Compute the total luminance (Y) histogram of all training examples. 
4. Use a Gaussian smoothing filter [12] to smooth the total Y histogram. 
5. Employ the average differences to determine the major peaks [12]. 
6. Find the maximum peak (M) with the maximum population. The maximum peak is 

the distribution of the bus route number. 
7. Find the minimum level one (V1) between the maximum peak and the former peak.  
8. Find the minimum level two (V2) between the maximum peak and the latter peak. 
9. Use confidence interval (CI) [13] concept, the lower (LY) endpoint and the upper 

(UY) endpoint of the 95% confidence Y interval for the bus route number are de-
fined as follows: 
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Here, ni is the number of pixels at level i. Y(LY) and Y(UY) are the zeroth cumula-
tive moments of the luminance histogram from V1th up to the LYth level and from 
(M+1)th to UYth level, respectively. 

10. Similar to steps 3~9, the lower (LCb) endpoint and the upper (UCb) endpoint of the 
99% confidence Cb interval for the bus route number are defined as follows: 
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11. Similar to steps 3~9, the lower (LCr) endpoint and the upper (UCr) endpoint of the 
99% confidence Cr interval for the bus route number are defined as follows: 
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2.2 Thresholding Stage 

Let x = [Y, Cb, Cr]T be a pixel in a color video frame. The classification rule is as 
follows: x is bus route number color if it satisfies the following three tests: 

 254206 ≤≤ Y , (8) 

 14898 ≤≤ Cb , (9) 

 202115 ≤≤ Cr . (10) 

Let X = [xij]W×H be the input color video frame. The output of detection of bus 
route number color is a binary map B = [bij]W×H: 

 




=
otherwise

colornumberroutebusisxif
b ij

ij 0

1 . (11) 

Each set of connected 1’s in B is a potential candidate of bus route number. How-
ever, even with highly accurate detection of the bus route number, two sources of 
error remain to be addressed: (i) background pixels, i.e. non-color of bus route num-
ber such as taxi color or scenery, can have bus route number colors and this leads to 
false detection; (ii) some bus route number regions are affected by the illumination 
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and this leads to broken detection. To solve these problems, a cascaded localization 
method is proposed to locate the bus route number and is described in the following 
Section. 

Figure 1 shows an example of the bus route number detection. The original image 
of frame #26 and the images of thresholding results are shown in Fig. 1(a) and 1(b), 
respectively. From Fig. 1(b), the bus route number “15” is detected. However, many 
noises are also detected. 

 

    
 (a)                                                 (b)                          

Fig. 1. Example of the bus route number detection. (a) The image of frame #26. (b) The image 
of thresholding result. 

3 Cascaded Bus Route Number Localization 

After thresholding the bus route number, connected component labeling [14] is ap-
plied to detect the candidates for the bus route number. These candidates are 
represented by the bounding-boxes (BBs), which may be gray sky, advertising, taxi, 
bus façade body, start text, end text, traffic marking, or bus route number, etc. Figure 
2(a) shows the example of applying the connected component labeling standard to 
label the bus route number candidates in the image of Fig. 1(b). From Fig. 2(a), there 
are 222 bounding-box candidates that have to be labeled. Most of these candidates are 
noises and should be removed. 

In order to locate the bus route number in the candidate bounding-boxes, a cascaded 
localization method is proposed to remove the non-bus route number candidates, to 
merge concentrated broken BBs, and to locate the bus route number. The proposed 
localization method includes thirteen cascaded rules and is described as follows. 

(1) Removing large width BBs: Because the bus is moving from the far to the 
near. The characteristic feature of bus route numbers is the widths and these 
widths are varied from small to large. When the bus is still at a distance, the 
width of the bus route number is small. On the contrary, when the bus is mov-
ing close to the observer, the width of the bus route number is large. Further-
more, when the bus is moving closest to the visually impaired people, the 
width of the bus route number is the largest. Thus, the largest width of the bus 
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route number is used to remove as noise bounding-boxes with larger width 
than that value. This removing large width BBs rule is defined as: If the width 
in a bounding-box is greater than a predefined value (TLW1, set as 35 for frame 
image with width is 640), this bounding-box is removed.  

(2) Merging closed BBs: After applying the above-mentioned rule, the bus route 
number is broken. In order to obtain the complete bus route number, a BB-
based closing [15] is used to merge them. In this merging closed BBs rule, in 
order to vertically merge the adjacent broken BBs, the vertical dilation and 
erosion constants are considered. This merging closed BBs rule is defined as: 
The vertically dilation constants are set as TMVD; a BB-based dilation operation 
uses this dilation constant to dilate the broken BBs, a geometry-based BB 
merging operation is used to merge the dilation broken BBs, and a BB-based 
erosion operation uses the erosion constant (=TMVD) to erode the merged BBs. 
Herein, the merged result depends on the size of the dilation and erosion con-
stants. In order to obtain the optimal result, a supervised learning method is 
applied to set dilation and erosion constants as TMVD = 7.  

(3) Removing large height BBs: Similar to removing large width BBs rule, the 
height of the bus route number when the moving bus is closest the largest 
possible height of the bus route number. This largest height of the bus route 
number is used to remove the noise bounding-boxes with larger height. This 
removing large height BBs rule is defined as: If the height in a bounding-box 
is greater than a predefined value (TLH, set as 60 for frame image with height 
480), this bounding-box is removed. 

(4) Removing small height BBs: After applying above-mentioned rules, there are 
still remaining many small noise BBs. Thus, the small height of the bus route 
number is used to remove the noise bounding-box with small height. This re-
moving small height BBs rule is defined as: If the height in a bounding-box is 
smaller than a predefined value (TSH, set as 6 for frame image with height 
480), this bounding-box is removed. 

(5) Merging closed BBs and removing isolated small BBs: The bus route number 
is covered by glass. This glass affects the appearance of the bus route number. 
The reason for this is the non-uniform illumination on the bus façade panel. 
These conditions result in the bus route number detection process produce 
broken BBs. Thus, the distance between two horizontal BBs and the width of 
the BB are used to merge the closed BBs and remove the isolated small BBs. 
This merging closed BBs and removing isolated small BBs rule is defined as: 
If the distance between a testing BB and the other BBs is smaller than a prede-
fined value (Td1, set as 6 for frame image with width 640), these two BBs are 
closed and merged; else if the width of the testing BB is smaller than a prede-
fined value (Tsw, set as 5 for frame image with width 640), this testing BB is an 
isolated small BB and is removed.  

(6) Removing large width BBs: After applying above-mentioned rules, some addi-
tional BBs with large width are produced. These large width BBs should be 
removed. This removing large width BBs rule is defined as rule1 in addition to 
the predefined value, TLW2, set as 50 for frame image with width is 640.  
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(7) Removing small-area BBs: In the both horizontal side of the bus route number, 
many texts are displayed to tell the passenger this bus starts at one place and 
ends its route at another place. Due to the illumination, the texts are broken af-
ter connected component labeling. These text BBs affect the detection of the 
bus route number and need to be removed. In addition, when the bus is mov-
ing at a distance, the area of the bus route number is small. Thus, this small 
area is used as the basis to remove the BB with small area. This removing 
small-area BBs rule is defined as: If the area of a BB is smaller than a prede-
fined value (TSA), this BB is removed. TSA is set as 119 for frame image with 
640*480.  

(8) Merging horizontal and near BBs: The bus route numbers in the Taipei system 
considered here has up to three digits. In order to group these digits to form a 
complete region for bus route number, the distance between two horizontal 
and near BBs and the ratio of the merged BB are used to merge the horizontal 
and near BBs. This merging horizontal and near BBs rule is defined as: If the 
distance between a testing BB and its horizontal distance to the other BBs is 
smaller than a predefined value (Td2, set as 10 for frame image with width 640) 
and the ratio of the merged BB is between TrL1 and TrH1, these two BBs are 
merged. The TrL1 and TrH1 are set as 0.8 and 0.9, respectively, for two digits in 
frame image with 640*480. 

(9) Removing illegal ratio BBs: An approaching bus is moving from far to near. 
The ratio of bus route numbers is approximately constant. Thus, the ratio of 
the bus route number is used to remove the illegal BBs. This removing illegal 
ratio BBs rule is defined as: If the ratio in a bounding-box is smaller than a 
pre-learning value (TrL2) or greater than a pre-learning value (TrH2), this BB is 
removed. The TrL2 and TrH2 are set as 0.73 and 1.01, respectively, for two di-
gits in frame image with 640*480. 

(10) Removing large area BBs: When the bus is moving at its closest to the visually 
impaired people, the area of the bus route number is the largest. Thus, the 
largest area of the bus route number is used to remove the noise BBs with 
large area. This removing large area BBs rule is defined as: If the area in a 
bounding-box is greater than a predefined value (TLA, set as 3000 for frame 
image with area is 640*480), this BBs is removed. 

(11) Removing BB with minor red color: After applying above-mentioned rules, 
some noise BBs are still remaining. By observing these remaining noise BBs, 
we found the red color in the bus number pixels to be greater than the green and 
blue color. Furthermore, the red color is the majority in the BBs that are in fact 
part of the bus number. In order to remove the noise BBs, the red percent is 
used. This removing BB with minor red color is defined as: If red percent in a 
BB is smaller than a pre-learning value (TRP, set as 0.588), this BBs is removed. 

(12) Adjusting boundaries of BBs: The bus route number is covered by glass. Fur-
thermore, when light shines onto the glass, the illumination of the bus route 
number is non-uniform. Thus, after applying above-mentioned rules, some 
boundaries of the remaining BBs are not corrected. Herein, a scan line color 
differentiation algorithm [16] is used to adjust the four boundaries of the BBs. 
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(13) Locating the BB of the bus route number: After applying all above-mentioned 
rules, the remaining BBs are the bus route number, start text, end text, and 
traffic marking. In order to locate the BB of the bus route number, the maxi-
mum area of the BBs is used. The BB with the maximum area is the bus route 
number.  

After applying all above-mentioned rules for Fig. 2(a), the image of the bus route 
number localization is shown in Fig. 2(b). From this figure, the bus route number 
“15” has been located. 

 

    
 (a)                                                 (b)                          

Fig. 2. Example of the bus route number localization. (a) The image of the labeled result.  
(b) The image of the localization result. 

4 Experimental Results 

The proposed bus route number detection method was implemented in a Microsoft 
Visual C# 2012 Windows-based application on a Intel(R) Core(TM) i7-3667U CPU 
@ 2.00 GHz Apple MacBook Air, carried out on a video clip with 252 frame images. 
This video clip is captured by a glasses camera with 640 x 480 pixel resolutions, si-
mulated a visually impaired person “seeing” a moving bus at a bus station. The video 
clip has been divided into training set and testing set consisting of 60 and 192 frame 
images, respectively. 

To demonstrate the performance of the proposed bus route number detection on the 
moving buses, the predefined values of the proposed method are obtained from the 60 
frame training set via learning approach. The proposed method used these training 
predefined values to detect the bus route number in the training and testing sets, re-
spectively. Table 1 shows the performance of the proposed bus route number detec-
tion method. The number of original bus route number in the training and testing sets 
are 60 and 192, respectively. The number of correct bus route number detections by 
the proposed method in the two sets are 59 and 187, respectively, i.e., detected rates 
for the proposed method in two sets are 98.33% and 97.39%, respectively. The reason 
for the error detected BB is the detected BB is not the bus route number. The correct 
bus route number has not been detected. 
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Table 1. Performance of the proposed bus route number detection method 

Video clip Original frames Original bus 
route number 

Detected bus 
route number 

Detected rate 

Training set 60 60 59 98.33% 
Testing set 192 192 187 97.39% 

 
Table 2 shows the execution time performance of the proposed method. The sizes 

of training and testing sets are 640 x 480 and 640 x 480, respectively. The numbers of 
the frame for training and testing are 60 and 192, respectively. The total execution 
times for the training and the testing videos are 8.951 and 28.839 seconds, respective-
ly, and the FPSs are 6.7 and 6.6, respectively.  From this table, the execution time of 
the thresholding step is the major time consumer. Overall, these times are fast enough 
to make the system useful to a person waiting for a bus. 

Table 2. Execution times performance of the proposed method 

Video clip frames binary  CCL  located whole  FPS 

Training set 60 7.265(s) 0.391(s) 1.295 8.951(s) 6.7 
Testing set 192 23.111(s) 1.751(s) 3.977 28.839(s) 6.6 

 
These experiments show that the proposed method can detect the bus route number 

in the moving bus. Furthermore, the size of the execution program is only 36KB, so 
the proposed method can be run on mobile devices. 

5 Conclusions 

This study proposes an intelligent, efficient, and effective bus route number detection 
method that includes a supervised learning, thresholding, and cascaded rule-based 
localization operations. Experimentally, the bus route number of the moving objects 
in a video clip can be detected by the proposed method. The experimental results 
show that the computation and the detection of the proposed method are efficient and 
effective, respectively. In the future, the detected bus route number will be recognized 
and translated into voice to form the full system to “see” the bus route number for 
helping the visually impaired peoples. 

Acknowledgements. The author would like to express his gratitude to Dr. Jeffrey Lee 
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Abstract. In this paper, an improved energy efficient bandwidth expansion 
(IEEBE) scheme is proposed to assign the available system bandwidth for users 
in wireless communication systems. When the system bandwidth is not fully 
loaded, the available bandwidth can be energy efficiently allocated to users. 
Simulation results show that energy efficiency of proposed IEEBE scheme out-
performs the traditional same bandwidth expansion (SBE) scheme with sub-
optimal bandwidth expansion coefficients (BEC). Thus, the proposed IEEBE 
can effectively assign the system bandwidth and improve energy efficiency.  

Keywords: Bandwidth resource allocation, energy efficiency, same bandwidth 
expansion, sub-optimal bandwidth expansion coefficients. 

1 Introduction 

The global warming issues become the most important. Thus, how to reduce Carbon 
oxide gas emissions attracted all over world to work out [1]. Due to the global growth 
of mobile users, the transmission data traffic increases so much in wireless communi-
cation networks in recent years. Thus, it is need to provide a technology to reduce 
energy consumption in mobile communications [1]. 

Orthogonal frequency division multiplexing (OFDM) can provide a higher data 
transmission [2], and has been widely used in mobile communication systems [3-4]. 
In order to enhance the system capacity, the OFDM based orthogonal frequency  
division multiple access (OFDMA) technique [5] technique is adopted to be as the 
multiple access scheme in 4G mobile communication systems [6-8]. 

In OFDMA systems, different users use the same super frame assigned to the sub-
channel. But the different users occupied different bandwidth. In the full load (band-
width usage rate of 100%) or the low load (bandwidth utilization below 50%) cases, 
with maintaining the user transmission rate, while providing higher bandwidth to the 
user, the user can reduce the transmission signal power. But the bandwidth is limited, 
                                                           
*  Corresponding author. 



 Performance of an Energy Efficient Bandwidth Allocation 313 

 

how to allocate the remaining bandwidth to the user and to reduce the user's energy 
consumption is an important issue studied in this paper. 

2 Energy Efficiency with Bandwidth Expansion Models 

The capacity of a communication system can be obtained by Shannon-Hartley theory 
as [11] 

)1(log2
oN

E
BC +=                                (1) 

where the required bandwidth of the user is denoted by B. The signal-to-noise ratio (SNR) 
of received signal is oNE /=Γ , where E is the received signal energy and oN  is the 

power spectral density of the added white Gaussian noise (AWGN). To improve energy 
efficiency, the bandwidth of users is re-allocated to be α times of required bandwidth, α＞
1. It is called by bandwidth expansion mode (BEM) [9],  where α is called bandwidth 
expansion coefficient (BEC). After the bandwidth expansion, we obtain [9][10][12] 

)1(log))1(log( 22 Γ+=Γ+ BB BEMα                         (2) 

where o
BEMBEM NE /=Γ , BEME  is the required consumption energy. From (2), we 

obtain BEMΓ  by  

1-1α Γ+=Γ BEM                                (3) 

Therefore, from (3), the required energy BEME  can be obtained with the known 

oN , E and α. 

After bandwidth expansion, the total energy reduce factor (ERF) Er
U for N users 

can be obtained by  
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 is the total energy consumption for users, iE  is the energy con-

sumption of the ith user. Both BEM
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 and BEM
iE are the total energy con-

sumption for users and the energy consumption of the ith user, respectively, after 
bandwidth expansion. To investigate the relationship between the ERF and BEC, α, 
we define the ERF by 

BEM
r EEE -=                                   (5) 

where E is the energy consumption of a user and BEME is the energy consumption for 

the user after bandwidth expansion. Fig. 1 shows that the relationship between ERF 
and BEC with No=1nJ for various SNR. From Fig. 1, it is observed that ERF is  
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increasing with SNR. It is intuitive that the higher SNR users consume more energy, 
the BEM will benefit more efficiency. 

Furthermore, in Fig. 1, the ERF are rE =156.4293nJ and rE =181.5161nJ with 

α=1.4 and α=1.8, respectively, for SNR=23dB. Moreover, the ERF are  

rE =181.5161nJ and rE =189.3976nJ with α=1.8, and α=2.2, respectively, for 

SNR=23dB. Therefore, it is mean that the less energy efficiency the higher BEC. 
In the BEM systems, there are total N users, the total bandwidth is B(Hz). With 

available bandwidth can be allocated to users, we can equals the BEC for users by αS, 
called same bandwidth expansion (SBE). Thus, the BEC αS, can be obtained by 

i

N

i
S BB Σ

=
=

1

/α where iB  is the required bandwidth of the ith user. Thus, the allocated 

bandwidth of the ith user  will be ii
BEM
i BB ×= α . The total energy consumption for 

users of SBE is obtained by 
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Fig. 1. The relationship between rE and BEC with No=1nJ for various SNR 

Then, the ERF of SBE can be expressed by 

%100)-1((%) ,
, ×=

U

BEM
SUU

Sr E

E
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Moreover, to perform more energy efficiency the available bandwidth can be 
adaptively allocated to users with different BEC αi for the ith user, respectively. 
When we perform the optimal bandwidth allocation (OBA) with the sub-optimal BEC 
for sub-optimal energy efficiency, it is called improved energy efficient bandwidth 
expansion (IEEBE). The IEEBE optimization algorithms can be expressed by 
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where the total consumption energy can be obtained by  

∑
1

, 1-1
N

i
i
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+= α .                            (9) 

The αi is the sub-optimal BEC for the ith user, Bi is the allocated bandwith for the ith 
user. Thus the ERF of IEEBE can be obtained by  

%100)
-

((%) ,
, ×=

U

BEM
IEEBEUUU

IEEBEr E

EE
E                 (10) 

The ERF ratio of IEEBE and SBE can be obtained by  

%100)-1((%)
BE,

,
,, ×=

BEM
SU

BEM
IEEBEUU

SIr
E

E
E                    (11) 

In the two-user system, we develop the sub-optimal BEC in this section. Assume 
that total bandwidth is B=20MHz, The required bandwidth for user A and user B is 

MHz6=AB  and MHz4=BB , respectively. 

The BECs for two users are 
Aα  and Bα . Then, the allocated bandwidth can be 

MHz6×= A
BEM
A αB  and MHz4×= B

BEM
B αB  after BEM where BEM

AB  and 
BEM
BB  are the allocated bandwidth for user A and B, respectively.  

Thus with SNR=15dB, by using SBE, the BECs can be obtained by 2=Sα . Then 

the ERF can be obtained from (4a) by Er=85.14% as shown in Table 1. However, with 
IEEBE the BECs can be obtained from the IEEBE algorithms in (8) by αA=1.92, and 
αB=2.135. Thus, the allocated bandwidth of IEEBE is 

MHz52.11MHz629.1 =×=BEM
AB  and MHz48.8MHz412.2 =×=BEM

BB  for user A 

and B respectively. The ERF can be obtained (4) by Er =85.27% as shown in Table 
1a. Therefore, it is easily seen that the IEEBE can be more energy efficient than SBE. 

We can compare the ERF for different BEC of user A as shown in Fig. 2. From  
Fig. 2, it is observed that with SBE αA=2, Er is increasing to the maximum of IEEBE, 
αA=1.91. Furthermore, the performance of IEEBE for different total bandwidth  
environment is investigated as the results in Tables 1b and 1c.  With the assumption of 
B=15MHz, SNR=15dB, MHz6=AB and MHz4=BB , the IEEBE outperform the SBE 

with ERF=0.34%.  From (11), in comparison between IEEBE and SBE, the energy 

reduction gain can be obtained by %20.1=,,
U

SOrE  as shown in Table 1b.  

With the assumption of B=15MHz, SNR=15dB, 8MHz=AB and MHz2=BB , 

the IEEBE outperform the SBE with ERF=1.64%.  From (11), in comparison be-
tween IEEBE and SBE, the energy reduction gain can be obtained by 
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%01.11,, =U
SOrE  as shown in Table 1b. Thus, when the required bandwidth between 

the two users is higher, the improved ERF of IEEBE becomes more higher. 

Table 1. Comparisons of Energy efficiency for SBE and IEEBE with SNR=15dB, for total 
bandwidth: (a) B=20MHz, MHz6=AB , MHz4=BB , (b) B=15MHz, 

MHz6=AB , MHz4=BB , (c) B=15MHz, MHz8=AB , MHz2=BB . 

(a) 

 BEM
AB  BEM

BB  Aα  Bα  U
rE (%) 

SBE 12MHz 8MHz 2 2 85.14% 

IEEBE 11.52MHz 8.46MHz 1.92 2.12 85.27% 

(b) 

 BEM
AB  BEM

BB  Aα  Bα  U
rE (%) 

SBE 9MHz 6MHz 1.5 1.5 70.88% 

IEEBE 8.64MHz 6.36MHz 1.44 1.59 71.22% 

(c) 
 BEM

AB  BEM
BB  Aα  Bα  U

rE (%) 

SBE 16MHz 4MHz 2 2 85.10% 

IEEBE 14.64MHz 5.36MHz 1.83 2.68 86.74% 

 
Fig. 2. The ERF comparison for different BEC of user A, αA with SNR=15dB 
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3 Simulation Results  

From the first investigation in previous section, improving energy efficiency of the 
bandwidth re-allocation is related with the required bandwidth and the SNR of users. 
Therefore, in this section, the effectiveness of IEEBE on the system environments is 
further studied. 

At first, the simulation environment is shown in Table 2, where M= AB / BB , 

M=1/4, 1/3, 1/2, 1, 2, 3, 4 and let AB =1.2, 1.5, 2,3,4,4.5, and 4.8 MHz. Then, the 

BEC IA,α  of user A can be found by proposed IEEBE of (8) for different total 

bandwidth B. Because we fix the total required bandwidth of two users BU = AB + BB , 

the BECs of SBE αS can be obtained as proportional to the total bandwidth B. With 
the reallocation algorithms, the BECs IA,α  of user A vs. BECs αS of SBE can be 

obtained as shown in Fig. 3. From Fig. 3, it observed that with M=1 the IA,α  are the 

same as αS. That is no need to relocate the bandwidth when the required bandwidth of 
users are the same. Moreover, when M <1 and smaller, the IA,α  becomes higher. 

But on contrary, when  M >1 and larger, the IA,α  becomes lower. 

The performance of the improvement of proposed IEEBE over SBE is depicted in 
Fig. 4 for M=1/8, ¼, 1/2, 1, 2, 4, 8, and SNR=10dB. From Fig. 4, it is obvious that the 

improvement of proposed IEEBE over SBE U
SIrE ,,  are higher than 18% for 5＞αS > 

1.5 for M=8 and 1/8. Moreover, when M=4 and 1/4, the proposed IEEBE outperforms 

the SBE  with 10% higher of U
SIrE ,,  for 5＞αS > 1.5. 

Table 2. Simulation parameters of M, AB  and BB  

AB (MHz) BB (MHz) M 

0.67 5.33 1/8 
1.2 4.8 1/4 
2 4 1/2 
3 3 1 
4 2 2 

4.8 1.2 4 
5.33 0.67 8 

Previous results are performed with the same SNR for all users. However, when 
the SNRs of users are different, we define the SNR ratio of ASNR to BSNR  by  

B

A

SNR

SNR
n =                             (12) 

where ASNR and are the SNR of user A and user B, respectively. The simulation 

parameters of n, ASNR and BSNR  are shown in Table 3. 
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Fig. 3. Relationships of IA,α  to Sα  with different M and SNR=10dB  

 

Fig. 4. Relationships of U
SIrE ,,  to Sα  with different M and SNR=10dB  

The simulation results of relationships of IA,α  to Sα  with different n and M=1 

( AB = BB =3MHz) are depicted in Fig. 5. From Fig. 5, it is observed that when n>1 the 

IA,α  is becoming higher than that of n=1. That is to say when ASNR  is higher than 

BSNR , user A can have more energy efficiency gain than user B. On the contrary, 

when n <1, the  IA,α is becoming smaller than that of n=1. The improvement of ERF 

of IEEBE to SBE, U
SIrE ,,  is depicted in Fig. 6 for n with M=1. From Fig. 6, it is  
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Table 3. Simulation parameters of n, ASNR and BSNR  

ASNR  BSNR  n 

1dB 10dB 1/8 
4dB 10dB 1/4 
7dB 10dB 1/2 

10dB 10dB 1 
10dB 7dB 2 
10dB 4dB 4 
10dB 1dB 8 

 
observed that with n=1/8 and 8, the improvement of ERF of IEEBE to SBE, U

SIrE ,,  is 

the highest of 24% with Sα =1.5. However, when the n=1/4 or 4 and 1/2 or 2, the 

improvement of ERF, U
SIrE ,,  becomes smaller.  

After we investigate the performance of energy efficiency improvement of the 
proposed IEEBE algorithms on the scenarios of same SNR and same required 
bandwidth for two users, we further combine the previous results as shown in Figs. 7 
and 8. The sub-optimal BECs for users A are depicted in Fig. 7 for different M and n 
with 2=Sα . From Fig. 7, when M=1, 1≤  n  ( BA SNRSNR < ), the sub-optimal 

BECs obtain 2, <IAα . However, when M increases, the IA,α  begins to increase. 

Moreover, when n=2, 3, M=1, the ASNR > BSNR , the IA,α  increases more. When M 

increases, the IA,α  begins to decrease and 2, <IAα . 

 

 
Fig. 5. Relationships of IA,α  to Sα  with different n and M=1 
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The performance of energy efficiency improvement of the proposed IEEBE, U
SIrE ,,  

is shown in Fig. 8 with 2=Sα . From Fig. 8, it is seen that while M >2, 

%10,, >U
SIrE . Especially with n=1/8，and M=4, U

SIrE ,,  approaches the highest 45%. 

However, with n=2, 4, U
SIrE ,,  is lower than 10%. When n=8 and M=1, U

SIrE ,, >10%. 

Moreover, U
SIrE ,, <10% for M>2. It is observed that with two regions: a. 1/8<n≤1 and 

M=1, b. 2<n≤ 8 and M>2, the U
SIrE ,,  is less than 10%.  

 

Fig. 6. Improvement of U
SIrE ,,  for n and Sα  with M=1 

 

Fig. 7. The 3-D relationship of IA,α , with M and n for 2=Sα  
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Fig. 8. The 3-D relationship of U
SOrE ,, with M and n for 2=Sα  

4 Conclusion  

In this study, we propose an improved bandwidth allocation algorithm to improve the 
energy efficiency for wireless communication systems. Simulation results show that 
the proposed IEEBE outperforms the SBE with different SNR and different required 
bandwidth for users. In two users scenario, the ERF improvements of IEEBE to SBE 

ratio U
SIrE ,,  can reach 45%. The ERF of IEEBE, U

IrE ,  achieves 86.5662%, which is 

11.6095% higher than the ERF of SBE, U
SrE , . 
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Abstract. In this paper, a simplified hierarchical route network model 
(SHRNM) is proposed for the optimal shortest road route discovery of transpor-
tation systems in metropolitan area. The Dijkstra algorithms are applied for the 
optimal path calculation. In our model, the metric of shortest path is the driving 
time. The four types of roads of urban road, bypass route, expressway and 
freeway are designed for different driving speeds in the hierarchical model. 
Thus, the shortest path can easily be found with proposed simple road traffic 
model. Simulation results show that the driving time of the discovered shortest 
route is faster than that of the four types of roads.  

Keywords: shortest road route discovery, hierarchical route network model, 
transportation systems.  

1 Introduction 

In the intelligent transportation systems (ITS) and the wide-spread Global Positioning 
System (GPS), the optimal shortest path algorithms is one of the important tools to be 
accepted in the commercial market [1]. The most frequently used Google Map have 
been adopted to find the shortest road for the travelers. However, the shortest road 
usually is obtained by the general traffic environments. Therefore, the driving time of 
traffic lights, traffic jam and the traffic accidents is not considered in the systems. 
Therefore, the best road path for the drivers can not easily be exactly found by the 
Google Map [3]. 

In the optimization algorithms for the shortest path, the Dijkstra [2], A*[3] and the 
hierarchical path searching methods are used recently [5-6]. The A* algorithm uses 
the heuristic methods for the calculation on the straight line distance to predict the 
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distance between the beginning point and the destination [4]. The A* algorithm is 
based on the distance between two points are straight line distance. In the uniformly 
distributed nodes, the performance of A* algorithm exhibits excellent. However, in 
real metropolitan area, the roads are interested by the buildings to be zigzag type 
roads. 

The hierarchical methods search the path by water diffusion for the neighbor node 
of the starting nodes. Like the water drops on the surface, the neighbors can be label 
by the wave number of the diffusion wave. According to the hierarchical number, the 
shortest path can be efficiently found. However, when the area is large, the efficiency 
is degraded [6].  

Dijkstra algorithm is the most useful for the shortest path algorithm in networking. 
[2]. However, the complexity is very high for the high density nodes networking to be 
difficultly implemented [7]. Thus, the simplified Dijkstra algorithm are developed for 
the vehicle networks [8, 9]. 

In the nowadays, the road networks in metropolitan are very complexity. To speed 
up the vehicle traffics and to shorten the arrival time for the drivers, the different 
speed limit of roads are developed for efficiently transportation systems [9]. There-
fore, in this study, a simplified hierarchy road network model (SHRNM) is developed 
to reduce the computational complexity for the shortest route discovery. 

2 Shortest Path Algorithms 

The Dijkstra's algorithm [7,8] is a famous algorithm to exhaustively find a global 
shortest path in computer networks. Therefore, Dijkstra's algorithm is applied to find 
the shortest path in this paper. An example of the transportation road map is shown in 
Fig. 1. The weight on the path between two points is the cost to drive through. There-
fore, an example of Dijkstra's algorithm to find the shortest path from point a to point 
g can be briefly described as the followings. 

 

Fig. 1. An network example for Dijkstra's algorithm 
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At step 0, we list the distance between two points as unlimited because the dis-
tances are still not found yet, as shown in Table 1. At step 1, we can obtain the dis-
tances from ‘a’ to ‘b’ and ‘a’ to ‘f’ by 32 and 3 respectively from the weights in Fig. 1 
as shown in Table 1. 

Table 1. The calculated distance at step 0 and step 1 

 a b c d e f g 

0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 

1 0 32 ∞ ∞ ∞ 3 ∞ 

At step 2, the distance of a-b is updated by 3+7 with 10. the distance can be ob-
tained by 3+2=5 as shown in Table 2. After step 6 the distances between ‘a’ point 
and ‘b, c, d, e, f, g’ points can be obtained by 10, 5, 24,11, 3, 16, respectively, as 
shown in Table 2.  

Table 2. The calculated distance after step 6 

 a b c d e f g 

0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 

1 0 32 ∞ ∞ ∞ 3 ∞ 

2 0 10 5 ∞ ∞ 3 ∞ 

3 0 10 5 ∞ 11 3 16 

4 0 10 5 ∞ 11 3 16 

5 0 10 5 24 11 3 16 

6 0 10 5 24 11 3 16 

3 Hierarchical Vehicle Road Model 

In this study, we develop a simplified road model for the shortest route discovery in 
metropolitan. A simple 9×9 grid map is designed for the proposed SHRNM as shown 
in Fig. 2. Four types of roads of urban road, bypass route, expressway and freeway are 
designed for different driving speeds hierarchical models. In Fig. 4, the position of a 
point is designed for starting point, and the point of Des. Is designed to be destination. 
Then central grid is designed to be city center. Thus, the starting road is always urban 
road and the final roads are urban roads, as well. The bypass route is near the city 
center for short distance bypassing. The expressway is placed to far from the city 
center for the middle distance travelling. Moreover, the freeway is provided for travel-
ling through whole city, thus is place in the farthest position from city center. 
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In the proposed SHRNM, the driving time of each segment road is set to a random 
variable with uniformly distributed in [tL, tH], where tL and tH are the driving time in 
light traffic volume and heavy traffic volume, respectively, for the road type. The 
driving speed limit and the driving time of each road segment are design as shown in 
Table 3. In Table 3, that the driving time of a segment on urban road is set by 1 to 3 
minutes is designed to model the variation of traffic volume. Similarly, for other three 
types of roads, the traffic volumes are set to different parameters as shown in Table 3. 

In a simplest model, only traffic volumes of roads are considering. However, to 
further discover the real shortest route, the traffic signs with the delay time by one to 
three minutes are added at some urban roads, bypass routes and expressways. The 15 
traffic signs are added in the road intersection as shown in Fig. 3. Moreover, to verify 
the dynamic performance, 6 accidents are randomly generated with the delay driving 
time of 1 to 3 minutes randomly. The position of 6 accidents are shown in Fig. 3. 

Table 3. Parameters in SHRNM 

Road type Speed limit 
Driving time of each 
segment [tL, tH]  

Urban road 50m/hr [1, 3] min/seg 
Bypass 
route 70km/hr [1.7, 3.4] min/seg 

Expressway  90km/hr [2.2, 3.5] min/seg 

Freeway 11km/hr [2.3, 3.3] min/seg 

4 Simulation Results 

The shortest route discovery for a metropolitan is investigated by the proposed 
SHRNM. In our simulations, the driving time of each segment road is shown in Table 3. 
We set the driving time of each segment to a random variable with uniformly distri-
buted in [tL, tH], where tL and tH are the driving time in light traffic volume and heavy 
traffic volume, respectively, for the road type. The simulation is performed 100 times 
to discover the shortest route from starting point to destination. We would like to find 
what types of route of the shortest route. Therefore, the shortest route will be  
classified to one of four types of road. The route type classification is described as the 
followings. 

A. If the route only passes by urban road, it will be classified to “urban road”.  
B. Else, if the route only passes by urban road and bypass route, it will be classified 

to “bypass route ”.  
C. Else, if the route only passes by urban road, bypass route and expressway, it will 

be classified to “expressway ”. 
D. Else, it will be classified to “freeway ”.   
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Fig. 2. The proposed SHRNM 

 

Fig. 3. The location of 15 designed traffic signs and 6 accidents 

 

City 
Center 

Starting 

Accidents
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The test results for the simplest model without traffic signs is depicted in Table 4. 
From Table 4, without the shortest route discovering, the average driving time for 
four types are almost the same as about 32 to 36 minutes excepting the longest time of 
36 minutes for freeway.   

The Dijkstra's shortest path algorithm are applied to find shortest route from start-
ing point to destination. The simulation results without traffic signs are depicted in 
Table 5. From Table 5, it is easily seen that the urban road is discovered with 39% to 
be the shortest route with average 30.93 minutes. The discovered shortest route  
examples for different type road are shown in Fig. 4.   

Table 4. Comparisons of driving time for different type of roads without traffic signs 

 Road type 

Time(min) 

Urban 
road 

Bypass
route Expressway Freeway 

average 32.14 33.41 35.24 36.66 

 

Fig. 4. Some selection routes without traffic sign 

Table 5. Comparisons of driving time for shortest route without traffic signs 

 Road type 

Time(min) 

Urban 
road 

Bypass 
route 

Express- 
way 

Free- 
way 

Total 
Average 

Average 30.93 31.73 32.12 32.54 31.81 

Times 39 27 20 14  



 A Hierarchical Road Model for Shortest Route Discovery in Vehicular Networks 329 

 

Moreover, when the traffic signs are added, the simulation results of driving time 
for four type are shown in Table 6. From Tables 4 and 6, it is observed that the traffic 
signs increase the driving time by about 13 minutes for urban road. However, the 
traffic signs increase the driving time by 9 minutes for bypass route. It is easily to 
know the reason is that the traffic signs are mostly added on urban roads.  Further-
more, the shortest path algorithm is applied to find shortest route from starting point 
to destination with traffic signs as depicted in Table 7. From Table 7, it is easily 
known that discovery rate of the urban road is decreased with 7 % to be the shortest 
route and the average time is increased to 44.5 minutes.  Thus, the discovered short-
est route for freeway is the highest with 45% and the driving time is average 35.5 
minutes. 

Table 6. Comparisons of driving time for different type of roads with traffic signs 

Road type 

Time(min) 

urban 
road 

bypass 
route Expressway Freeway 

Average 44.65 42.66 39.76 38.11 

Table 7. Comparisons of driving time for shortest route with traffic signs 

 Road type 

Time(min) 

Urban 
road 

Bypass 
route Expressway Freeway Total 

Average 

Average 40.55 37.94 36.73 35.54 38.1 

Times 7 12 36 45  

 
The comparisons of driving time for different types of roads with traffic signs and 

accidents are further shown in Table 8. From Table 8, when the accidents are added, it 
is observed that the accidents increase a lot of driving time for urban road to be the 
longest way among the four types of roads. Thus the urban road is never selected for 
the shortest path as shown in Table 9. However, the accidents increase the driving 
time for all four type road. It increase the driving time more for expressway and free 
way. The shortest path algorithm is applied to find shortest route from starting point 
to destination with traffic signs and accidents as depicted in Table 9. From Table 9, it 
is observed that the discovery rate of the urban road is decreased to 0 % to be the 
shortest route. Moreover, the discovered shortest route rate for freeway is the highest 
with 52% and the driving time is average 38 minutes. 
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Table 8. Comparisons of driving time for different type of roads with traffic signs and 
accidents 

 Road type 

Time(min) 

Urban 
road 

Bypass 
route 

Express-
way 

Free-way 

Average 53.6 48.44 43.62 42.31 

 
Finally the comparisons of driving time for four types of roads and the discovered 

shortest route are depicted in Fig. 5. From Fig. 5, it is observed that the driving time 
of the discovered shortest route is always faster than that of the four types road. That 
is to say that if we did not adaptively discover the shortest route and drive all the same 
type road, it will spend more driving time. On contrary, if we apply the proposed 
SHRNM, based on the dynamic traffic information, the driving time can be decreased 
and save the time and money.   

Table 9. Comparisons of driving time for shortest route with traffic signs and accidents 

Road type 

Time(min) 

Urban 
road 

Bypass 
route Expressway Freeway 

Total 
Average 

Average  44.79 39.91 38.28 39.8 

Times 0 10 38 52  

 

 

Fig. 5. Comparisons of driving time for four type roads and the discovered shortest route 
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5 Conclusion 

In this paper, an SHRNM is proposed for fast shortest route discovering for vehicular 
network. Simulation results show that the driving time of the discovered shortest route 
is always fast than that of the four types road. That is to say that if we did not adap-
tively discover the shortest route and drive all the same type road, it will spend more 
driving time. On contrary, if we apply the proposed SHRNM, based on the dynamic 
traffic information, the driving time can be decreased and save the time and money. 
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Abstract. Few studies have focused on integrating affective computing and soft 
computing technique for human physiology signals recognition in digital con-
tent learning system. This study develops a human affective norm (emotion and 
attention) recognition system for U-learning system. Eight elementary school 
students (4 male and 4 female) were recruited as participants to see some emo-
tion pictures in international affective picture system (IAPS), and to collect 
their affective information—attention, meditation, electroencephalography 
(EEG), electrocardiogram (ECG), and SpO2 for developing the affective norm 
recognition system. These bio-physiology signals were extracted important fea-
tures selection (Factor analysis) to serve as the input variables for radial basis 
function (RBF) neural network model. The results showed that all types of fac-
tor analysis did not perform well in our emotion norm database. Factor analysis 
with covariance extraction has higher accumulative variances than correlation 
extraction. This study suggested that future research can adopt more nonlinear 
feature selection methods to develop a high accuracy support vector machine 
based emotion recognition system. 

Keywords: Affective Computing, Radial basis function (RBF) neural network, 
Emotion and Attention Recognition System, Eye Tracker, EEG (Electroence-
phalography), ECG (Electrocardiogram), Feature Selection. 

1 Introduction 

Feature selection has been proven quite necessary as a preprocessing step for classifi-
cation algorithms [1]. Several well-known feature selection technique were developed 
as linear principal component analysis (LPCA), kernel principal component analysis 
(KPCA), linear discriminant analysis (LDA), generalized discriminant analysis 
(GDA), nonparametric weighted feature extraction (NWFE) and kernel-based NWFE 
etc. We summarize the application of feature selection methods in EEG/ECG. Ac-
cording the result, KPCA and LDA are the main feature selection methods in EEG. In 
addition, LPCA and LDA are the main feature selection methods in ECG. The GDA, 
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NWFE and kernel-based NWEF are new feature selection methods, but there are no 
applications in EEG or ECG analysis. GDA is a kernel-based LDA, it was proposed 
by [2]. Nonparametric weighted feature extraction (NWFE) was proposed by [3] to 
solve the poor performance of LDA. And, to extend NWFE for nonlinear situations, a 
kernel-based NWFE [4] was proposed. Suited feature extraction, feature selection 
methods and classifiers are unknown. Therefore, this study used factor analysis as 
feature selection method for e-learning emotion recognition. Eight elementary school 
students (4 male and 4 female) were recruited as participants to see some emotion 
pictures in international affective picture system (IAPS), and to collect their affective 
information—attention, meditation, electroencephalography (EEG), electrocardio-
gram (ECG), and SpO2 for developing the affective norm recognition system. These 
bio-physiology signals were extracted important features selection (Factor analysis) to 
serve as the input variables for radial basis function (RBF) neural network.  

2 Literature Review 

2.1 The Physiological Input Signals for Emotion Recognition 

The physiological input signals of eye movement, EEG and ECG will be selected to 
input our learning state recognition system. Attention and emotion is a complex phe-
nomenon. A single physiological parameter can’t evaluate the state of attention and 
emotion. For including more objective physiological indices when recognize learning 
state, several techniques need to be combined for classifying the state of attention and 
emotion based on the past studies. .With the emergence of Electroencephalography 
(EEG) technology, learner's brain characteristics could be accessed directly and the 
outcome may well hand-in-hand supported the conventional test, recognize a learner's 
Learning Style [5]. The arousal state of the brain [6], alertness, cognition, and memo-
ry [7, 8] also can be measure. Heart rate variability (HRV) from ECG, has gained 
widespread acceptance as a sensitive indicator of mental workload [9]. The positive 
emotions may change the HF components of HRV [10]. 

2.2 Feature Selection Methods 

EEG features extracted through wavelet analysis may provide a more reliable method 
[11]. Several recent studies still used discrete wavelet transform (DWT) to extractive 
feature in EEG [12-15]. In addition, wavelet packet decomposition also be used usual-
ly [16-19]. Feature selection has been proven quite necessary as a preprocessing step 
for classification algorithms [1]. But it is difficult to know which method is suited for 
a given problem. The performance is depend on many factors [20]. According the past 
studies, we found that kernel principal component analysis (KPCA) [21-24] and LDA 
[25-28] are the main feature selection methods in EEG. In addition, linear principal 
component analysis (LPCA) [29-33] and linear discriminant analysis (LDA) [34-36]  
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are the main feature selection methods in ECG. Marvelously, the generalized discri-
minant analysis (GDA), nonparametric weighted feature extraction (NWFE) and ker-
nel-based NWEF are new feature selection methods, but there are no applications in 
EEG or ECG analysis. In addition, multi-class support vector machine (MSVM) had 
been practically used in several problems of pattern recognition, for example, ma-
chine vision [37, 38], corporate credit rating [39], alcohol identification [40] and 
EEG-based mental fatigue measurement [41]. An emerging kernel-based machine-
learning technique, the relevance vector machine (RVM) proposed by Tipping (2000), 
has been successfully applied in many areas. For example, credit risk analysis [42], 
EEG signal classification for epilepsy diagnosis [43] and canal flow prediction [44]. 
Fuzzy support vector machine had been practically used in several problems of  
pattern recognition, for example, human identification [45], product design [46], 
bankruptcy prediction [47] and road slope collapse [48]. 

3 Method 

3.1 Participants and Procedure 

Four male and four female elementary school students in the fifth grade will partici-
pate in this study. Participants will be tested individually. On arrival and after attach-
ing physiological sensors, Participants will be asked to rest quietly. Participants will 
be told that pictures differing in emotional content would be displayed for 5 seconds 
on a screen in front of them, and that each picture should be viewed during this mo-
ment. Each rating will be preceded by a 5 seconds preparatory slide showing the 
number (1–24) of the next photograph to be presented (baseline period). The photo-
graph will be rated and then be screened for 5 seconds (stimulus period), while the  

 

 

Fig. 1. Participant in experiment 
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physiological responses will be recorded. The inter-trial interval was set at 30 seconds 
permitting recovery from the previous slide on all physiological measures. Slide pres-
entation will be randomized for all subjects. Prior to the onset of the experimental 
trials, three pictures (highly pleasant-arousing, neutral on both valence/arousal, and 
highly unpleasant-arousing) will serve as practice stimuli. We collected participant’s 
physiology signals (EEG, ECG, heart beating, SpO2) during the experiment every one 
second. 

3.2 Materials 

The aim of emotion norm construction is to determine (calculate) the relations be-
tween physiological changes and subjective ratings of International Affective Picture 
System (IAPS) photographs. A total number of 18 IAPS were used in the experiment. 
The pictures were divided into three different groups; 6 pleasant, 6 neutral and 6 unplea-
sant pictures [49]. Twenty-four International Affective Picture System (IAPS) photo-
graphs are grouped into 3 sets of 8 photographs: highly pleasant-arousing, neutral on both 
valence/arousal, and highly unpleasant-arousing ones. IAPS picture sequence: 
1750(pleasant), 5480(pleasant), 1740(neutral), 1050(unpleasant), 9584(unpleasant), 
6260(unpleasant), 2210(neutral), 7004(neutral), 7330(pleasant), 1300(unpleasant), 
7050(neutral), 1670(neutral), 1463(pleasant), 7460(pleasant), 6370(unpleasant), 
7150(neutral), 9592(unpleasant), 1710(pleasant) [50]. 

Table 1. IAPS picture 

Affective IAPS picture number 
Neural 7009, 7150, 7170, 7705, 7050, 7004, 7100, 7140, 7500, 7560, 1670, 

2190 
Pleasant 1710, 7330, 8461, 5480, 1999, 7430, 1463, 1750, 7460, 8490, 7450, 

8420 
Unpleasant 1050, 9584, 9050, 1201, 1300, 9592, 9911, 1930, 3530, 1302, 3230, 

3210 
Reference: [49] 

4 Database 

NeuroSky is comprised of a complex combination of artifact rejection and data classi-
fication methods. According the NeuroSky proprietary Attention & Meditation 
eSense algorithms, NeuroSky can report the wearer’s 10 brainwave state (attention 
score , meditation score, delta1, theta, beta1, beta2, alpha1, alpha2, gamma1,  
gamma2). 
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Table 2. Brain wave data 

 

Based on the distribution of frequency zones, when a learner's emotional state is neg-
ative, peaceful or positive, the Coherence score will be calculated as 0, 1 and 2, respec-
tively .The value of Heart Rate Artifacts (HRAs) is zero when the human emotion  
detected is in normal situations, whereas the value of HRAs is one when the human 
emotion is detected in abnormal situations. The emWave system identifies learner emo-
tional states every 5 s. In this study, identifying the percentages spent in positive or 
negative emotions was applied to assess the effects of two learning methods on learning 
emotions. In computing the percentages of positive and negative emotions, the Accumu-
lated Coherence Score (ACS) has the key role, whereas the method for computing ACS 
based on different coherence states and HRAs is as follows: 

1 , if Coherence( ) 0 and HRA( ) 0 (negative emotion)

( ) 1 , if Coherence( ) 1and HRA( ) 0 (peaceful emotion) , (0) 0, 0,1, 2, ,

2 , if Coherence( ) 2 and HRA( ) 0 (positive emotion)

t t

CV t t t CV t m

t t

− = =
= + = = = =
+ = =


 

 Our developed emotion norm database is shown in Table 4. We collected data 
from four male and four female elementary school students. Each student was asked 
to see 20 IAPS pictures. The database included brain wave data, hear beating data, 
SpO2, and emotion data. There are totally 14972 records in this database.  

Table 3. Emwave data 
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Table 4. Our Developed Emotion Norm Database 

Id 

A
ttention 

M
editation 

D
elta1 

T
heta 

B
eta1 

B
eta2 

A
lpha1 

A
lpha2 

G
am

m
a1 

G
am

m
a2 

E
m

w
ave 

H
eartB

eat 

SP
O

2 

O
utput 

A001 53 61 44.9 2.1 0.6 1.4 1.1 0.2 0.2 0.1 0 87 98 2 

A001 51 61 44.9 2.1 0.6 1.4 1.1 0.2 0.2 0.1 0 87 98 2 

A001 51 50 44.9 2.1 0.6 1.4 1.1 0.2 0.2 0.1 0 87 98 2 

A001 51 50 86.8 11.1 1.4 0.5 1.7 0.8 0.2 0.4 0 87 98 2 

A001 51 50 86.8 11.1 1.4 0.5 1.7 0.8 0.2 0.4 0 85 98 2 

A001 51 50 86.8 11.1 1.4 0.5 1.7 0.8 0.2 0.4 0 85 98 2 

A001 51 57 86.8 11.1 1.4 0.5 1.7 0.8 0.2 0.4 0 85 98 2 

A001 51 57 67.9 14.9 2.7 9.4 5.8 1.3 0.8 0.4 0 85 98 2 

A001 51 57 67.9 14.9 2.7 9.4 5.8 1.3 0.8 0.4 0 82 98 2 

Classification Accuracy 

This study uses support vector machine with 10 folds cross-validation. The results are 
summarized as shown in Table 5. Among four types of factor analysis, correlation 
extraction in varimax rotation has the best RBF classification accuracy (35.31%). 
However, all RBF neural network classification accuracies are quiet low and have no 
significant differences. Table 6 to Table 9 showed the detail accuracy by class. 

Table 5. Classification Results of SVM among four types of Factor analysis 

Extract Correlation Correlation Covariance Covariance 
Rotation Varimax Oblique Varimax Oblique 
Correct ratio 35.33% 35.31% 34.96% 34.86% 
InCorrect ratio 64.67% 64.69% 65.04% 65.14% 
Accumulate 
Variance 

65.37% 65.37% 88.37% 88.37% 

Table 6. Detail Accuracy by Class (Extract: Correlation; Varimax Rotation) 

TP rate FP rate Precision Recall F-
measure 

ROC 
Area 

Class 

0.27 0.28 0.33 0.27 0.30 0.50 Negative 
0.19 0.15 0.38 0.19 0.25 0.53 Neutral 
0.60 0.54 0.36 0.60 0.45 0.53 Positive 
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Table 7. Detail Accuracy by Class (Extract: Correlation; Oblique Rotation) 

TP rate FP rate Precision Recall F-
measure 

ROC 
Area 

Class 

0.26 0.27 0.33 0.26 0.29 0.50 Negative 
0.19 0.15 0.38 0.19 0.25 0.53 Neutral 
0.60 0.55 0.36 0.60 0.45 0.53 Positive 

Table 8. Detail Accuracy by Class (Extract: Covariance; Varimax Rotation) 

TP rate FP rate Precision Recall F-
measure 

ROC 
Area 

Class 

0.22 0.20 0.36 0.22 0.27 0.52 Negative 
0.02 0.02 0.38 0.02 0.04 0.51 Neutral 
0.80 0.77 0.35 0.80 0.48 0.52 Positive 

Table 9. Detail Accuracy by Class (Extract: Covariance; Oblique Rotation) 

TP rate FP rate Precision Recall F-
measure 

ROC 
Area 

Class 

0.22 0.20 0.36 0.22 0.27 0.51 Negative 
0.02 0.02 0.35 0.02 0.04 0.51 Neutral 
0.80 0.77 0.35 0.80 0.48 0.52 Positive 

5 Conclusion and Suggestion 

This study designs an experiment to develop an emotion norm database.  After that, 
we use four types of factor analysis as feature selection methods for developing a 
RBF neural network classifier for emotion recognition system. The results showed 
that all types of factor analysis did not perform well in our emotion norm database. 
Factor analysis with covariance extraction has higher accumulative variances than 
correlation extraction. Based on research results, we found that linear factor analysis 
performed poor in our emotion norm database. We guess the emotion norm data 
might more suitable for nonlinear feature selection method, such as NWFE, kernel-
based NWEFE. This study suggested that future research can adopt more nonlinear 
feature selection methods to develop a high accuracy support vector machine based 
emotion recognition system. 

Acknowledgements. Authors thank the National Science Council of Taiwan for  
support (grants NSC 101-2410-H-142-003-MY2). 
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Abstract. This paper considers the use of the tone reservation (TR) technique to 
reduce the peak-to-average power ratio (PAPR) of an orthogonal frequency di-
vision multiplexing (OFDM) signal. In the TR scheme, a small number of un-
used subcarriers called peak reduction carriers (PRCs) are reserved to reduce 
the PAPR and the goal of the TR scheme is to find the optimal values of the 
PRCs that minimize the PAPR of the transmitted OFDM signal. The conven-
tional TR technique can provide good PAPR reduction performance for OFDM 
signals; however, it requires an exhaustive search over all combinations of al-
lowed PRC set, resulting in high complexity. In this paper, the harmony re-
search (HS) algorithm is applied to search the optimal combination of PRC, 
which can significantly reduce the computational complexity and offers lower 
PAPR at the same time. Simulation results show that the TR based on HS algo-
rithm can achieve the good tradeoff between PAPR reduction performance and 
computational complexity. 

Keywords: Orthogonal frequency division multiplexing, Harmony search algo-
rithm Peak-to-average power ratio reduction, Tone reservation.  

1 Introduction 

Orthogonal frequency division multiplexing (OFDM) is a promising modulation tech-
nique that can support high data rate transmission in harsh propagation environments. 
Thus, it is adopted in several wireless standards [1]–[3]. Moreover, it has been re-
garded as a promising transmission technique for fourth-generation wireless mobile 
communications. However, due to its multicarrier nature, the major drawback of the 

                                                           
* Corresponding author.  
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OFDM system is the high peak-to-average power ratio (PAPR), which may cause 
high out-of-band radiation when the OFDM signal is passed through a radio frequen-
cy power amplifier. When a high PAPR OFDM signal is passed through a nonlinear 
power amplifier, it reduces the efficiency of power consumption and causes in-band 
distortion and undesired spectral spreading [1]. Furthermore, the high PAPR is one of 
the most important implementation challenges that face designers of OFDM [2]. As a 
result, the OFDM signal will be clipped when passed through a nonlinear power am-
plifier at the transmitter end. Clipping degrades the bit-error-rate (BER) performance 
and causes spectral spreading [4]. 

To reduce the search complexity, some simplified search techniques have recently 
been proposed [5]–[12]. However, for all these search methods, either the computa-
tional complexity is still high, or the PAPR reduction performance is not good 
enough. In those methods have been proposed to reduce the PAPR of OFDM signals 
[6-15], including amplitude clipping [5], tone reservation [7], tone injection [7], se-
lected mapping (SLM) [8], and partial transmit sequences (PTS) [9]. These techniques 
improve PAPR statistics of an OFDM signal significantly without any in-band distor-
tion and out-of-band radiation. But, they require side information to be transmitted 
from the transmitter to the receiver in order to let the receiver know what has been 
done in the transmitter. An efficient method to reduce the PAPR of OFDM signals is 
tone reservation (TR) [10-15]. In the approach, the transmitter reserves a small num-
ber of unused subcarriers for PAPR control. These subcarriers are referred to as peak 
reduction carriers (PRC) and are designed to be orthogonal with the data subcarriers, 
thereby causing no distortion. The problem of optimum selection of PRCs’ values is a 
convex optimization problem [11-12] that leads to increased computational complexi-
ty and low convergence rates. On the other hand, the PAPR reduction performance 
and the computational complexity of TR scheme depend on the method of PRC. In 
other words, there is a trade-off between PAPR reduction performance and computa-
tional complexity in TR scheme. The aim of this paper is to demonstrate some sub-
optimum solutions] to the OFDM PAPR reduction problem, based on the TR concept 
and by exploiting the intrinsic advantages of Harmony search (HS) [16-18] algorithm.  

In this paper, we first propose a new suboptimal PRC set selection scheme based 
on HS algorithm, which can efficiently solve the optimal values of the PRCs that 
minimize the PAPR of the transmitted OFDM signal and NP-hard problem. As a 
result, the HS optimization scheme achieves a nearly optimal PRC set and requires far 
less computational complexity than the GA based- PRC and conventional TR method. 
The simulation results show that the performance of the proposed HS method can 
achieve significant PAPR reduction while maintaining low complexity. This paper is 
organized as follows: In Section 2, OFDM system and TR scheme are described. 
Section 3 introduces a new HS-assisted TR scheme for the nearly optimal PRC set 
and discusses the computational complexity issue. The simulation results are shown 
in Section 4, and, finally, the concluding remarks are given in Section 5.  
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2 System Models 

A. OFDM System Model 

Let 
0 1 1[ , , , ]T

NX X X X −=  denote an input symbol sequence in the frequency do-

main, where KX represents the complex data of the Kth subcarrier and N the number 

of subcarriers of OFDM signal. The N subcarriers are chosen to be orthogonal, that 

is, mf m f= Δ , where 1
f

NT
Δ = . The OFDM signal is generated by summing all the N 

modulated subcarriers each of which is separated by 1

NT
. Then the complex OFDM 

signal in the time domain is expressed as 
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where can also be written in matrix form 
0 1 1[ , , , ]T

Nx x x −= =x DX , where D  is 

the DFT matrix with the (n,k) the entry 2 /
, (1/ ) )j nk N

n kd N e π= , where 1j = − , 

and n stands for a discrete time index. L is the oversampling factor, where L = 4, 

which is enough to provide an accurate approximation of the PAPR [4] and nx  is the 

nth signal component in OFDM output symbol.  

B. Peak-to-Average Power Ratio 

The PAPR of x is defined as the ratio between the maximum instantaneous power and 
its average power, which can be written as [2-3][11],  

               
2
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                     (2) 

where 
2

max nx  is the maximum values of the OFDM signal power, and E[·] is the 

mathematical expectation. As PAPR is a random variable so it can not be a single 
value for a system. Generally PAPR is characterized by Complementary Cumulative 
Distribution Function (CCDF) defined as 

0 0( ) [ ]rCCDF PAPR P PAPR PAPR= >                         (3) 

where 0PAPR  is any positive value and [ ]rP ⋅  is probability function. 

C. Tone reservation scheme to reduce the PAPR 

The objective is to find the time domain signal to be added to the original time do-
main signal x such that the PAPR is reduced. It is known that a randomly generated 
PRC set performs better than the contiguous PRC set and the interleaved PRC set. 
The secondary peak minimization problem is known to be nondeterministic poly-
nomial-time (NP)-hard, which cannot be solved for the practical number of tones.  
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In order to reduce the PAPR of OFDM signal using tone reservation (TR) scheme, 
some subcarriers are reserved as a peak reduction tones set which is used to generate 
the peak canceling signal. In the TR-based OFDM scheme, peak reduction tones are 
reserved to generate PAPR reduction signals. These reserved tones do not carry any 
data information, and they are only used for reducing PAPR. Specifically, the peak-
canceling signal 

0 1 1[ , ,..., ]T
NC C C −=C  generated by reserved PRC is added to the orig-

inal time domain signal 
0 1 1[ , ,..., ]T

NX X X −=X  to reduce its PAPR. The PAPR 

reduced signal can be expressed as [14-18] 

( )Q D= + = +x c X C                                (4) 

where X and C denote the signals transmitted on the data tones and reserved tones, 
respectively.  The c  is the time domain due to C. The TR technique restricts the 

data block X and frequency domain vector 0 1 1[ , ,..., ]T
NC C C −=C  is avoid signal 

distortion, X and C are orthogonal with each other,  

,      ,

,      ,
n

n n
n

n M

n R

∈
+ =  ∈

X
X C

C                                (5) 

and  

                                 M R∩ = ∅  

where 
0 1 1{ , ,..., }N WM m m m − −= represents the index set of the data-bearing subcar-

riers and 0 1 1{ , ,..., }WR r r r −= is the index set of the reserved tones. In addition, R is 

also referred to as a PRC set andW N<  is the number of PRC. Notably, PRCs are 
not used to transmit information, but rather to generate PAPR reduction signals. In 
[11], the PAPR of the OFDM signal sequence is defined Q as  

2

0 1                            
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≤ ≤ −
+

=
 Ε                                   (6) 

Basically, we can adjust the value of nC  to reduce the peak value of nx without 

disturbing the actual data contained in X . Thus, nC  must be investigated to mi-

nimize the maximum norm of the time domain signal nx  ,  The optimization prob-

lem is to find optimum c according to 

2( )

   0                

arg min maxopt
n n

C n N

c x c
≤ <

= +
                        (7) 

Since subcarriers in OFDM systems are orthogonal, and the vectors added are re-
stricted by (7), signals in spare subcarriers can be simply discarded at the receiver. 
Accordingly, in an exhaustive search approach, the computational complexity  
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increases exponentially with the number of PRCs. Then a minima PAPR optimization 
problem is formulated as   

2

        min     E,                                

s.t.  ,   for  all  0,1, , 1,

C

n nx c E n N

∈Π

+ ≤ = −
                   (8) 

where E represents the peak power of the peak-reduced signal, and Π  is the signal 
space of all possible peak-compensation signals generated from the set of R .To 
reduce the complexity of the QCQP, Tellado in [11], [15] proposed a simple a simple 
gradient algorithm to iteratively approach c  and updates the vector as follows: 

               ( )( )( 1) ( )i i
i i n

k kβ+  = − − c c w                                 (9) 

where 0 1 1[ , ,..., ]T
Nw w w −=w  is called the time domain kernel, iβ  is a scaling 

factor relying on the maximum peak found at the i th iteration,
 

 and  

[(( )) ]i Nk k−w denotes a circular shift of w  to the right by a value ik , where 

ik is calculated by 
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k

i
kki cxk +=

                               (10) 

For ease of presentation, the time domain kernel is expressed as 

                         0 1 1[ , ,..., ]T
Nw w w D−= =w W

                      (11) 

where 0 1 1[ , ,..., ]T
NW W W −=W , { }0,1nW ∈ is called the frequency domain kernel 

whose elements are defined by 
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Then, the optimal frequency domain kernel W  corresponds to the characteristic 
sequence of the PRC set R and the maximum peak w of is always because is a {0, 1} 
sequence. The PAPR reduction performance depends on the time domain kernel 
W and the best performance can be achieved when the time domain kernel w is a 
discrete impulse because the maximum peak can be cancelled without affecting other 
signal samples at each iteration. If the maximum number of iterations is reached  
or the desired peak power is obtained, iteration stops. After G iterations of this  
algorithm, the peak-reduced OFDM signal is obtained:
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The PAPR reduction performance of the TR scheme depends on the selection of 
the PRC set R . Thus, it is cannot be solved for practical values of N . To find the 
optimal PRC set, in mathematical form, we require solving the following combina-
torial optimization problem: 

                 [ ]1 2 1arg min , , ,
T

N
R

R w w w∗
−

∞
=                           (14) 

where 
j
  denotes the j -norm and ∞ -norm refers to the maximum values. Here, 

R∗  denotes the global optimum of the objective function, which requires an exhaus-
tive search of all combination of possible PRC set R .  

D. Harmony search Algorithm Based PRC set Search for reduced PAPR  

Harmony search (HS) algorithm, originally proposed in [16], is a metaheuristic ap-
proach which attempts to simulate the improvisation process of musicians.  In such a 
search process, each decision variable (musician) generates a value (note) for finding 
a global optimum (best harmony). An initial population of musician is randomly gen-
erated. Each tone sequences is a vector of length N , and each element of the vector 
is a binary zero or one depending on the existence of a PRC set at that position (one 
denotes existence and zero denotes non-existence). The number of the PRC in each 
binary vector is M N< . Denote the S  tones as { }1 2, ,, sv v v . Then each

uV  is a bi-

nary vector of length. For each tones 
uV  , the PRC set 

uR  is the collection of the 

locations whose elements are one. Then the frequency domain kernel corresponding 
to the PRC set is obtained by (12), and the time domain ker-
nel

0 1 1, , ,u u u
u NW w w w − =    is obtained by (11). The merit (secondary peak) of the 

sequence is defined as [14-15] 

1 2 1( ) , , ,
Tu u

u Nm w w w −
∞

 =  V                              (15) 

The T sequences (called elite sequences) with the lowest merits are maintained for 
the next population generation. The best merit of the sequences is defined as 

        
1

ˆ min ( )u
u N

m m
≤ ≤

= V                              (16) 

3 Minimize PAPR Using Harmony Search Algorithm-Based 
PRC Set 

According to the above algorithm concept, the HS metaheuristic algorithm consists of 
the following five steps [16-18]: 
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Step 1) Initialization of the optimization problem and algorithm parameters:  
In the first step, a possible value range for each design variable of the optimum design 
problem is specified. A pool is constructed by collecting these values together, from 
which the algorithm selects values for the design variables. Furthermore, the number 
of solution vectors in harmony search memory that is the size of the harmony memory 
matrix, harmony considering rate (HMCR), pitch adjusting rate (PAR) and the maxi-
mum number of searches are also selected in this step. 

Minimize  ˆ( )f x   

        ,     1,2, ,i isubject to x X i M∈ =                 (17) 

where ( )f ⋅  is a scalar objective function to be optimized, x̂  is a solution vector 

composed of decision variables ix , iX  is the set of possible range of values for 

each decision variable ix , that is, L U
i i ix X x≤ ≤ , where L

ix  and U
ix are the lower 

and upper bounds for each decision variable, respectively, and M is the number of 
decision variables.  

Step 2. Initialize the harmony memory (HMS). In this step, the ‘‘harmony memo-
ry’’ matrix shown in Eq. (18) is filled with as many randomly generated solution 
vectors as the size of the HM (i.e., HMS) and sorted by the values of the objective 
function, ( )f x  
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where ,i jx  is the value of the ith design variable in the jth randomly selected feasible 

solution. These candidate designs are sorted such that the objective function value 
corresponding to the first solution vector is the minimum.  

Step 3. In generating a new harmony matrix, the new value of the ith design varia-
ble can be chosen from any discrete value within the range of ith column of the har-
mony memory matrix with the probability of HMCR which varies between 0 and 1. In 

other words, the new value of ix  can be one of the discrete values of the vector 

{ },1 ,2 ,, , ,
T

i i i HMSx x x  with the probability of HMCR. The same is applied to all 

other design variables. In the random selection, the new value of the ith design varia-
ble can also be chosen randomly from the entire pool with the probability of 
1 HMCR− . That is, 
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where ns is the total number of values for the design variables in the pool. The PAR 
decides whether the decision variables are to be adjusted to a neighboring value. This 
operation uses the pitch adjustment parameter PAR that sets the rate of adjustment for 
the pitch chosen from the harmony memory matrix as follows: Pitch adjusting  
decision for 

 
       

       (1- )   
new
i

yes with probability of PAR
x

no with probability of PAR


⇐ 


            (20) 

Supposing that the new pitch-adjustment decision for new
ix  came out to be yes from 

the test and if the value selected for new
ix  from the harmony memory is the kth ele-

ment in the general discrete set, then the neighboring value 1k + or 1k −  is taken 

for new new
ix  .  

Step 4. After selecting the new values for each design variable, the objective func-
tion value is calculated for the new harmony vector. If this value is better than the 
worst harmony vector in the harmony matrix, it is then included in the matrix while 
the worst one is taken out of the matrix.  

Step 5. Check stopping criterion. Steps 3 and 4 are repeated until the termination 
criterion, which is the pre-selected maximum number of cycles, is reached. This num-
ber is selected large enough such that within this number of design cycles no further 
improvement is observed in the objective function. 

4 Simulation Results and Discussions 

In this section, simulation experiments are conducted to verify the PAPR performance 
of the proposed IHS -assisted TR method for OFDM systems. The PAPR reduction 
performance is evaluated in terms of its complementary cumulative distribution func-
tion , which is the probability that the PAPR of a symbol exceeds the threshold level . 
To generate the CCDF of the PAPR, 100,000 quadrature phase-shift keying (QPSK)-
modulated OFDM symbols are randomly generated. In addition, the transmitted sig-
nal is oversampled by a factor of 4 for accurate PAPR. Figs. 1 and 2 shows the 
CCDFs for various PRT sets with 32W = and 64W =  in the TR scheme, where the 
original OFDM is obtained directly from the output of the IFFT operation. The simu-
lation results show that, as expected, the TR scheme can more significantly reduce 
PAPR compared to that of the original OFDM signal, regardless of PRT sets em-
ployed. In addition, the PAPR performance improves with an increase in the number 
of PRTs for all the PRT sets. However, with the same number of PRTs, PAPR reduc-
tion performance of the proposed CE PRT set is superior to those with the consecutive 
PRT set, the equally spaced PRT set, and the random optimal PRT set for the cases and. 
When [ ] 4

0 10rP PAPR PAPR −> = , the PAPR reduction of the HIS PRT set with 32W =  
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is in fact slightly better than that of the random optimal PRT set with 64W =  . This 
signifies that, at the same PAPR reduction, the HIS PRT set requires less reserved tones 
in the TR scheme. However, the random optimal PRT set requires more reserved tones 
in the TR scheme to suppress PAPR. In this case, sacrifice of the data rate of the IHS 
PRT set is lower than that of the random optimal PRT set.  
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Fig. 1. CCDF of the PAPR for the TR schemes with various PRT sets with N=256 for 32W =  
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Fig. 2. CCDF of the PAPR for the TR schemes with various PRT sets with N=256 for 64W =  

5 Conclusion 

In this paper, we have developed a reduced-complexity TR scheme for PAPR reduc-
tion of OFDM signals, where a new criterion was derived to effectively select sam-
ples for peak power calculation in each candidate signal. There is a trade-off between 
the computational complexity and performance in the PAPR reduction method. To 
reduce the computational complexity while still obtaining the desirable PAPR  
reduction, we introduce the IHS method, an effective algorithm that solves various 
combinatorial optimization problems, to search the optimal phase factors. We have 
proposed a IHS-based method used to search the values of PRCs in the TR technique 
to obtain PAPR values below the predefined threshold. The simulations demonstrate 
that the proposed HS-based TR scheme not only provide better PAPR performance 
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but also enjoys complexity advantages compared with the conventional GA-assisted 
TR method. Most importantly, the proposed IHS-based TR scheme can achieve all 
considered target PAPRs; in contrast, the GA-assisted TR method is easily trapped 
into local solutions and cannot meet the target PAPRs. 
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Abstract. This study presents a hybrid models to look for sound financial 
companies that are really worth making investment in stock markets. The 
following are three main steps in this study: First, we utilize neural network 
theory to find out the core of the financial indicators affecting the ups and 
downs of a stock price. Second, based on the core of the financial indicators 
coupled with the technology of decision tree, we establish the hybrid 
classificatory models and the predictable rules that affect the ups and downs of 
a stock price. Third, by sifting the sound investing targets out, we use the 
established rules to set out to invest and calculate the rates of investment. These 
evidences reveal that the average rates of reward are far larger than the mass 
investment rates. 

Keywords: hybrid models, financial indicators, neural network, decision tree.  

1 Introduction 

The problem of predicting stock returns has been an important issue for many years. 
Advancement in computer technology has allowed many recent studies to utilize 
machine learning techniques such as neural networks and decision trees to predict stock 
returns. Generally, there are two instruments to aid investors for doing prediction 
activities objectively and scientifically, which are technical analysis and fundamental 
analysis. Technical analysis considers past financial market data, represented by 
indicators such as Relative Strength Indicator (RSI) and field-specific charts, to be 
useful in forecasting price trends and market investment decisions. In particular, 
technical analysis evaluates the performance of securities by analyzing statistics gen- 
erated from various marketing activities such as past prices and trading volumes. 
Furthermore, the trends and patterns of an investment instrument’s price, volume, 
breadth, and trading activities can be used to reflect most of the relevant market 
information to determine its value [1]. The fundamental analysis can be used to 
compare a firm’s performance and financial situation over a period of time by 
carefully analyzing the financial statements and assessing the health of a business. 
Using ratio analysis, trends and indications of good and bad business practices can be 
easily identified. To this end, fundamental analysis is performed on both historical 
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and present data in order to perform a company stock valuation and hence, predict its 
probable price evolution. Financial ratios including profitability, liquidity, coverage, 
and leverage can be calculated from the financial statements [2]. Thus, the focus of 
this study is not on effects but on causes that should be seeking and exploring original 
sources actually. Therefore, selective a good stock is the first and the most important 
step for intermediate- or even long-term investment planning. In order to reduce risk, 
in Taiwan, the public stock market observation of permit period will disclose 
regularly and irregularly the financial statements of all listed companies. Therefore, 
this study employs data of fundamental analysis by using hybrid models of 
classification to extract. Employing these meaningful decision rules, a useful stock 
selective system for intermediate- or long-term investors is proposed in this study. 

In general, some related work considers a feature selection step to examine the 
usefulness of their chosen variables for effective stock prediction, e.g. [3]. This is 
because not all of features are informative or can provide high discrimination power. 
This can be called as the curse of dimensionality problem [4]. As a result, feature 
selection can be used to filter out redundant and/or irrelevant features from a chosen 
dataset resulting in more represen- tative features for better prediction performances 
[5]. The idea of combining multiple feature selection methods is derived from 
classifier ensembles [6]. The aim of classifier ensembles is to obtain high highly 
accurate ones. They are intended to improve the classification performance of a single 
classifier.The idea of combining multiple feature selection methods is derived from 
classifier ensembles (or multiple classifiers) [7]. The aim of classifier ensembles is to 
obtain highly accurate classifiers by combining less accurate ones. They are intended 
to improve the classification performance of a single classifier. That is, the 
combination is able to complement the errors made by the individual classifiers on 
different parts of the input space. Therefore, the performance of classifier ensembles 
is likely better than one of the best single classifiers used in isolation. 

The rest of the paper is organized as follows: In Section 2 an overview of the 
related works is introduced, while Section 3 presents the proposed procedure and 
briefly discusses its architecture. Section 4 describes analytically the experimental 
results. Finally, Section 5 shows conclusions of this paper. 

2 Related Works 

This study proposes a new stock selective system applying the neural network and 
decision tree algorithm to verify that whether it can be helpful on prediction of the 
shares rose or fell for investors. Thus, this section mainly reviews related studies of 
the association rules, cluster analysis and decision tree. 

2.1 Neural Network 

The basic element of a neural network is a neuron. This is a simple virtual device that 
accepts many inputs, sums them, applies a nonlinear transfer function, and generates 
the result, either as a model prediction or as input to other neurons. A neural network 
is a structure of many such neurons connected in a systematic way. The neurons in 
such networks are arranged in layers. Typically, there is one layer for input neurons, 
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one or more layers of the hidden layers, and one layer for output neurons. Each layer 
is fully interconnected to the preceding layer and the following layer. The connections 
between neurons have weights associated with them, which determine the strength of 
influence one neuron has on another. Information flows from the input layer through 
the processing layers to the output layer to generate predictions. By adjusting the 
connection weights during training to match predictions to target values for specific 
records, the network learns to generate better and better predictions. 

In this study, a radial basis function network is selected. It consists of three layers: 
an input layer, a receptor layer, and an output layer. The input and output layers are 
similar to those of a multilayer perceptron. However, the hidden or receptor layer 
consists of neurons that represent clusters of input patterns, similar to the clusters in a 
k-means model. These clusters are based on radial basis functions. The connections 
between the input neurons and the receptor weights are trained in essentially the same 
manner as a k-means model. Specifically, the receptor weights are trained with only 
the input fields; the output fields are ignored for the first phase of training. Only after 
the receptor weights are optimized to find clusters in the input data are the 
connections between the receptors and the output neurons trained to generate 
predictions. Each receptor neuron has a radial basis function associated with it. The 

basis function used in the study is a multidimensional Gaussian, 
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where id  is the distance from cluster center i, and  iσ is a scale parameter 

describing the size of the RBF for cluster i. You can think of the size of the RBF as 
the receptive field of the neuron, or how wide a range of inputs it will respond to. 

The scale parameter iσ  is calculated based on the distances of the two closest 

clusters, 2
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, where 1d  is the distance between the cluster center and the 

center of the closest other cluster, and 2d is the distance to the next closest cluster 

center. Thus, clusters that are close to other clusters will have a small receptive field, 
while those that are far from other clusters will have a larger receptive field. 

During output weight training, records are presented to the network as with a 
multilayer perceptron. The receptor neurons compute their activation as a function of 
their RBF size and the user-specified overlapping value h. The activation for receptor 
neuron j is calculated as 
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where r is the vector of record inputs and c is the cluster center vector. The output 
neurons are fully interconnected with the receptor or hidden neurons. The receptor 
neurons pass on their activation values, which are weighted and summed by the 
output neuron,  

=
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The output weights jkW  are trained in a manner similar to the training of a two-

layer back-propagation network. The weights are initialized to small random values in 



 Predicting Stock Returns by Decision Tree Combining Neural Network 355 

 

the range 001.0≤≤001.0- ijw  , and then they are updated at each cycle t by the 

formula 

( ) ( )twtwtw jkjkjk Δ)1-( +=                              (3) 

The change value is calculated as 

( ) ( ) ( )1-αΔ-ηΔ twaOrtw jkikkjk +=                       (4) 

which is analogous to the formula used in the back-propagation method.  

2.2 Decision Tree 

ID3 decision tree algorithm is one of the earliest use, whose main core is to use a 
recursive form to cut training data.  In each time generating node, some subsets of 
the training input tests will be drawn out to obtain the volume of information coming 
as a test.  After selection, it will yield the greatest amount of value of information 
obtained as a branch node, selecting the next branch node in accordance with its 
recursively moves until the training data for each part of a classification fall into one 
category or meet a condition of satisfaction. C4.5 is the ID3 extension of the method 
which improved the ID3 excessive subset that contains only a small number of data 
issues, with handling continuous values-based property, noise processing, and having 
both pruning tree ability.  C4.5 decision tree in each node use information obtained 
on the volume to select test attribute, to select the information obtained with the 
highest volume (or maximum entropy compression) of the property as the current test 
attribute node. 

Let A be an attribute with k outcomes that partition the training set S into k sub-

sets Sj (j = 1,..., k). Suppose there are m classes, denoted { }mccC ,,1 = , and  

n

n
p i

i = represents the proportion of instances in S belonging to class ic , where 

Sn =  and in  is the number of instances in S belonging to ic . The selection 

measure relative to data set S is defined by: 
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The information measure after considering the partition of S obtained by taking into 
account the k outcomes of an attribute A is given by: 
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The information gain for an attribute A relative to the training set S is defined as 
follows: 
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),()(),( ASInfoSInfoASGain −=                          (3) 

The Gain(S, A) is called attribute selection criterion. It computes the difference 
between the entropies before and after the partition, the largest difference corresponds 
to the best attribute. Information gain has the drawback to favour attributes with a 
large number of attribute values over those with a small number. To avoid this 
drawback, the information gain is replaced by a ratio called gain ratio: 
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Consequently, the largest gain ratio corresponds to the best attribute. 

3 Methodology 

In this study, using the rate of operating expenses, cash flow ratio, current ratio, quick 
ratio, operating costs, operating income, accounts receivable turnover ratio (times), 
payable accounts payable cash (days), the net rate of return (after tax)net turnover 
ratio, earnings per share, operating margin, net growth rate, rate of return of total 
assets and 14 financial ratios, the use of data mining technology on the sample of the 
study association rules, cluster analysis, decision tree analysis taxonomy induction a 
simple and easy-to-understand investment rules significantly simplify the complexity 
of investment rules. The goal of this paper is proposes a straightforward and efficient 
stock selective system to reduce the complexity of investment rules. 

3.1 Flowchart of Research Procedure 

The study proposes a new procedure for a stock selective system. Figure 1 illustrates 
the flowchart of research procedure in this study. 
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3.2 Flowchart of Research Procedure 

This subsection further explains the proposed stock selective system and its 
algorithms. The proposed stock selective system can be devided into seven steps in 
detail, and its computing process is introduced systematically as follows: 

Step 1: Select and collect the data. 
Firstly, this study selects the target data that is collected from Taiwan 
stock trading system.  

Step 2: Preprocess data. 
To preprocess the dataset to make knowledge discovery easier is 
needed. Thus, firstly delete the records that include missing values or 
inaccurate values, eliminate the clearly irrelative attributes that will be 
more easily and effectively pro-cessed for extracting decision rules to 
select stock. The main jobs of this step includes data integration, data 
cleaning and data transformation. 

Step 3: Build decision table. 
The attribute sets of decision table can be divided into a condition 
attribute set and a decision attribute set. Use financial indicators as a 
condition attribute set, and whether the stock prices up or down as a 
decision attribute set. 

Step 4: Neural network. 

The output weights jkW  are trained in a manner similar to the training 

of a two-layer back-propagation network. The weights are initialized to 

small random values in the range 001.0≤≤001.0- ijw  , and then 

they are updated at each cycle t by the formula 

( ) ( )twtwtw jkjkjk Δ)1-( +=                                 (3) 

The change value is calculated as 

( ) ( ) ( )1-αΔ-ηΔ twaOrtw jkikkjk +=                         (4) 

which is analogous to the formula used in the back-propagation 
method.  
Step 5: Extract decision rules. 

Based on condition attributes clustered in step 5 and a decision attri- 
bute (i.e. the stock prices up or down), generate decision rules by 
decision tree C5.0 algorithm. 

Step 6: Evaluate and analyze the results and simulated investment. 
For verification, the dataset is split into two sub-datasets: The 67% 
dataset is used as a training set, and the other 33% is used as a testing 
set. Furthermore, evaluate return of the simulated investment,   
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4 Empirical Analysis 

4.1 The Computing Procedure 

A practically collected dataset is used in this empirical case study to demonstrate the 
proposed procedure: The dataset for 993 general industrial firms listed in Taiwan 
stock trading system from 2005/03 to 2012/12 quarterly. The dataset contains 11916 
instances which are characterized by the following 14 condition attributes: (i) 
operating expense ratio(A1), (ii) cash flow ratio(A2), (iii) current ratio(A3), (iv) quick 
ratio(A4), (v) operating costs(A5), (vi) operating profit(A6), (vii) accounts receivable 
turnover ratio(A7), (viii) the number of days to pay accounts(A8), (ix) return on 
equity (after tax) (A9), (x) net turnover(A10), (xi) earnings per share(A11), (xii) 
operating margin(A12), (xiii) net growth rate(A13), and (xiv) return on total assets 
growth rate(A14); all attributes  are  continuous  data  in  this dataset. The 
computing process of the stock selective system can be expressed in detail as follows:  

Step 1: Select and collect the data. 
This study selects the target data that is collected from Taiwan stock 
trading system. Due to the different definitions of industry 
characteristics and accounting subjects, the general industrial stocks 
listed companies are considered as objects of the study. The 
experiment dataset contains 11916 instances which are characterized 
by 14 condition attributes and one decision attribute. 

Step 2: Preprocess data. 
Delete the 19 records (instances) that include missing values, and 
eliminate the 10 irrelative attributes. Accordingly, in total the data of 
637 electronic firms that consist of 12 attributes and 6793 instances are 
included in the RGR dataset. The attributes information of the RGR 
dataset is shown in Table 1. 

Step 3: Build decision table. 
The attribute sets of decision table can be divided into a condition 
attribute set and a decision attribute set. Use financial indicators as a 
condition attribute set, and whether the stock prices up or down as a 
decision attribute set. 

Step 4: Extract core attributes by neural network  
The use of neural network attributes reduction, the core financial 
attributes can be obtained. The core financial attributes are: (1) return 
on total assets, (2) the net rate of return after tax, (3) earnings per 
share, (4) net growth rate, (5) cash flow ratio, (6) operating profit and 
(7) operating margin. 

Step 5: Extract decision rules. 
Based on core attributes extracted in step 4 and a decision attribute  
(i.e. the stock prices up or down), generate decision rules by decision 
tree C5.0 algorithm. C5.0 rule induction algorithm, is to build a 
decision tree recursive relationship between the interpretation of the 
field with the output field data divided into a subset of the and export 
decision tree rules, try a different part in the interpretation of the data 
with output field or the relationship of the results. Financial Ratios and 
Price Change decision tree analysis Table 3, as follows: 
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Table 1. The partial raw data of the dataset 

Case         
D1 No. A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 

1 0.453 0.550 0.453 0.453 0.453 0.545 0.455 0.620 0.568 0.458 0.575 0.482 0.548 0.582 0.582 
2 0.463 0.510 0.463 0.463 0.463 0.503 0.465 0.463 0.500 0.465 0.505 0.468 0.508 0.632 0.632 
3 0.365 0.455 0.366 0.366 0.366 0.513 0.367 0.367 0.512 0.368 0.512 0.415 0.602 0.595 0.595 
4 0.705 0.648 0.708 0.708 0.708 0.653 0.705 0.710 0.673 0.707 0.673 0.702 0.637 0.620 0.620 
5 0.385 0.533 0.385 0.385 0.385 0.498 0.385 0.387 0.470 0.387 0.462 0.412 0.498 0.562 0.562 
6 0.618 0.548 0.618 0.618 0.618 0.615 0.617 0.618 0.608 0.617 0.607 0.623 0.595 0.580 0.580 
7 0.537 0.551 0.537 0.537 0.537 0.615 0.535 0.533 0.625 0.538 0.630 0.563 0.640 0.597 0.597 
8 0.920 0.695 0.920 0.920 0.920 0.718 0.918 0.917 0.728 0.918 0.723 0.877 0.757 0.575 0.575 
9 0.545 0.553 0.545 0.545 0.545 0.587 0.543 0.543 0.600 0.543 0.602 0.558 0.583 0.608 0.608 
10 0.810 0.668 0.810 0.810 0.810 0.735 0.808 0.808 0.758 0.813 0.760 0.805 0.737 0.657 0.657 
11 0.615 0.588 0.615 0.615 0.615 0.638 0.617 0.612 0.635 0.618 0.638 0.630 0.618 0.587 0.587 
12 0.083 0.317 0.082 0.082 0.082 0.235 0.083 0.085 0.287 0.083 0.292 0.110 0.247 0.460 0.460 
Average 0.542 0.552 0.542 0.542 0.542 0.571 0.542 0.555 0.580 0.543 0.582 0.554 0.581 0.588 0.588 

 

Table 2. The Decision rule set 

No. Decision rule set  

1 If the return on total assets growth rate <= 0.070 and the return on total assets growth rate> -0.430 and 
earnings per share of $ <= 0.900 and the cash flow ratio> -2.800 operating margin <= 20.120 and the 
business interests <= 184,323 and operating income> -97,782 rose. 

 

2 If the return on total assets growth rate <= 0.070 and the return on total assets growth rate> -0.430 and 
earnings per share of $ <= 0.900 and the cash flow ratio> -2.800 operating margin> 20.120 shares rose. 

 

3 If the return on total assets growth rate <= 0.070 and the return on total assets growth rate> -0.430 and 
earnings per share of NT $ 0.900 and the cash flow ratio of> 36.240 and the return on total assets 
growth rate <= -0.240 then the share price rose. 

 

4 If the growth rate of total assets> 0.070 and return on total assets growth rate <= 2.950 and Cash Flow 
Ratio <= 13.760 and earnings per share of RMB> -0.820 and net growth rate <= 16.710 shares rose. 

 

5 If the growth rate of total assets> 0.070 and return on total assets growth rate <= 2.950 and the cash 
flow ratio <= 13.760 per share surplus element> -0.820 and net growth rate of> 16.710 and earnings 
per share of $ 3.750 pricerise. 

 

6 If the return on total assets growth rate> 0.070 and return on total assets growth rate <= 2.950 and the 
cash flow ratio of> 13.760 and return on total assets growth rate <= 0.390 and the return on total assets 
growth rate <= 0.360 shares rose. 

 

6 If the return on total assets growth rate> 0.070 and return on total assets growth rate <= 2.950 and the 
cash flow ratio of> 13.760 and return on total assets growth rate <= 0.390 and the return on total assets 
growth rate <= 0.360 shares rose. 

 

7 If the return on total assets growth rate> 0.070 and return on total assets growth rate <= 2.950 and the 
cash flow ratio of> 13.760 and return on total assets growth rate <= 0.390 and the return on total assets 
growth rate <= 0.360 shares rose. 

 

8 If the return on total assets growth rate> 0.070 and the return on total assets growth rate> 2.950 share 
price rose. 

 

Table 3. The Decision rule set 

No. Decision rule set  

1 If the return on total assets growth rate <= 0.070 and the return on total assets growth rate <= -0.430 
then fell. 

 

2 If the return on total assets growth rate <= 0.070 and the return on total assets growth rate> -0.430 and 
earnings per share of $ <= 0.900 and the cash flow ratio <= -2.800 fell. 

 

3 If the return on total assets growth rate <= 0.070 and the return on total assets growth rate> -0.430 and 
earnings per share of $ <= 0.900 and the cash flow ratio> -2.800 operating margin <= 20.120 and the 
business interests <= 184,323 and business interests <= -97,782 then fell. 

 

4 If the return on total assets growth rate <= 0.070 and the return on total assets growth rate> -0.430 and 
earnings per share of $ <= 0.900 and the cash flow ratio> -2.800 operating margin <= 20.120 and the 
business interests of> 184,323 then fell. 

 

5 If the return on total assets growth rate <= 0.070 and the return on total assets growth rate> -0.430 and 
earnings per share of RMB> 0.900, and the cash flow ratio <= 36.240 fell. 

 

6 If the return on total assets growth rate <= 0.070 and the return on total assets growth rate> -0.430 and 
earnings per share of RMB> 0.900 cash flow ratio of> 36.240 and return on total assets growth rate> -
0.240 then the share price fell. 

 

7 If the growth rate of total assets> 0.070 and return on total assets growth rate <= 2.950 and the cash 
flow ratio <= 13.760 and earnings per share of $ <= -0.820 then fell. 

 

8 If the growth rate of total assets> 0.070 and return on total assets growth rate <= 2.950 and the cash 
flow ratio <= 13.760 and earnings per share of RMB 3.750> -0.820 and net growth rate> 16.710 and 
earnings per share of $ <= fell. 

 

9 If the growth rate of total assets> 0.070 and return on total assets growth rate <= 2.950 and the cash 
flow ratio of> 13.760 and return on total assets growth rate <= 0.390 and the growth rate of total return 
on assets 0.360 fell. 
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4.2 Simulated Investment 

The rules generating from the above statement get down on stock selection from the 
three quarters former listed companies rise in the rules in year 2008. There are 204 in 
the first quarter in line with the rise in the rules, the average quarter rate of return of 
34.20 %; second quarter 52, the average quarter rate of return of 17.45%; 12 in the 
third quarter, the average quarter rate of return of 12.72%. 

Further, get down on stock selection from the three quarters former OTC quarter 
financial report in 97 years. There are 93 in the first quarter in line with the rise in the 
rules, the average quarter rate of return of 12.88%; second quarter of 38, the average 
quarter rate of return of 16.18%; 14 in the third quarter, the average quarter rate of 
return of 7.38%. 

5 Conclusion 

This paper presents an a stock selective system by using hybrid models of 
classification. From the results of empirical analysis obtained in this study, some 
conclusions can be summarized as follows: 

(1.)  This study presents stock selection method. By the dependence of each 
company's financial indicators and by the ups and downs of the stock, the use of 
neural network and decision tree, we can gain a simple set of classification and 
prediction rules.    

(2.) The average rate of return derives from the empirical results show that return on 
investment on stock price in the research is obvious higher than general market 
average.  

(3.) For the welfare of majority of the investing public, the study will bring a practical 
and easy to understand stock selection method that can look for quality 
investment targets in a fast and efficient way. 
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Abstract. Intention (and its change, if any) is an indispensable step in the 
process from belief to action in various types of human behavior. Although the 
notion of intention has been originally investigated in philosophy and psycholo-
gy at first, and then was modeled and formalized in Artificial Intelligence,  
traditional research has focused so much attention on the static properties of in-
tention, but its dynamic properties have received much less attention. However, 
in a changing world, intention of an agent may be changed before it leads into a 
real action and the last change and/or intention just before the real action is the 
most important in almost all cases. In order to provide a computational founda-
tion for various advanced application systems where the key requirement is to 
accurately grasp intentions of agents/users just before their actions, this position 
paper proposes a new research direction: Computing intentions dynamically in a 
changing world by anticipatory relevant reasoning.  

Keywords: Intention calculus, Anticipatory computing, Relevant reasoning, 
Strong relevant logic, Three-dimensional spatio-temporal deontic relevant logic. 

1 Introduction 

Intention (and its change, if any) is an indispensable step (and often the last step just 
before action) in the process from belief to action in various types of human behavior. 
Today, as a key requirement, many advanced application systems require that the 
systems should accurately grasp intentions of agents/users just before their actions. 
For examples, in order to provide users with active services and/or personalized ser-
vices satisfactorily, many advanced service systems in the modern information society 
require grasping users’ intentions before their actions, i.e., to get and/or predict inten-
tions of users beforehand; in a computing anticipatory system consisting of various 
agents, to get and/or predict agents’ intentions before their actions anticipatorily is 
also a characteristic requirement; and so on.  

The notion of intention was originally investigated in Philosophy by Anscombe in 
1957 [6]. Fishbein and Ajzen investigated the notion of intention in 1969 from the 
viewpoint of Social Psychology [1-3], [20-21]. Bratman studied the notion of inten-
tion as a planning theory [7-8]. In the area of Artificial Intelligence, Cohen and Le-
vesque first modeled and formalized the notion of intention based on Bratmen’s 
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theory [15], and almost work in AI follows from their work [22]. Traditional research 
has focused so much attention on the static properties of intention, but its dynamic 
properties have received much less attention. As a result, almost all traditional re-
search approaches on intention are descriptive but not predictive. However, in a 
changing world, intention of an agent/user may be changed before it leads into a real 
action and the last change and/or intention just before the real action is the most  
important in almost all cases. Until now, there is no research focused attention on 
grasping intentions of agents/users just before their actions.  

In order to provide a computational foundation for various advanced application 
systems where the key requirement is to accurately grasp intentions of agents/users 
just before their actions, this position paper proposes a new research direction: Com-
puting intentions dynamically in a changing world by anticipatory relevant reasoning. 

The rest of this paper is organized as follows: Section 2 discusses the logical basis 
for reasoning about intention and its change in a changing world, Section 3 presents 
three-dimensional spatio-temporal deontic relevant logic, Section 4 discusses antic-
ipatory relevant reasoning about intention and its change based on three-dimensional 
spatio-temporal deontic relevant logic, and concluding remarks are given in Section 5.  

2 The Logical Basis for Reasoning about Intention  
and Its Changes in a Changing World 

To represent and reason about intention and its change in a changing world, a logic 
basis as the criterion for the validity of reasoning is indispensable. It is obvious that 
not any logic system can serve as the fundamental logic system satisfactorily. The 
question, “Which is the right logic for reasoning about something?” invites the imme-
diate counter-question “Right for what?” Only if we certainly know what we need, we 
can make a good choice. The present author considers that the fundamental logic 
system to underlie representing and reasoning about intention and its change in a 
changing world must satisfy all the following essential requirements.  

First, as a general logical criterion for the validity of reasoning, the logic must be 
able to underlie relevant and truth-preserving reasoning in the sense of conditional, 
i.e., for any reasoning based on the logic to be valid, if its premises are true in the 
sense of conditional, then its conclusion must be relevant to the premises and true in 
the sense of conditional. Logic is the study of the methods and principles used to dis-
tinguish correct reasoning from incorrect reasoning. The notion of a conditional is  
the heart of logic, because there is no reasoning that does not invoke the notion of 
conditional.  

Second, the logic must be able to underlie ampliative reasoning, i.e., for any rea-
soning based on the logic to be valid, the truth of conclusion of the reasoning should 
be recognized after the completion of the reasoning process but not be invoked in 
deciding the truth of premises of the reasoning. Reasoning is the process of drawing 
new conclusions from given premises, and therefore, any meaningful reasoning must 
be ampliative but not circular and/or tautological.  



 Computing Intentions Dynamically in a Changing World 363 

 

Third, the logic must be able to underlie paracomplete and paraconsistent reason-
ing, i.e., for any reasoning based on the logic to be valid, the conclusion of the reason-
ing may not be the negation of a sentence when (even if) the sentence is not a  
conclusion of the premises of that reasoning, and also may not be an arbitrary sen-
tence when (even if) the premises of that reasoning is inconsistent. In particular, the 
so-called principle of Explosion that everything follows from a contradiction should 
not be accepted by the logic as a valid principle. In general, our knowledge about a 
domain as well as a scientific discipline may be incomplete and/or inconsistent in 
many ways, i.e., it gives us no evidence for deciding the truth of either a proposition 
or its negation, and/or it directly or indirectly includes some contradictions. There-
fore, reasoning with incomplete and/or inconsistent knowledge is the rule rather than 
the exception in our everyday lives and almost all scientific disciplines.  

Fourth, the logic must be able to underlie spatio-temporal reasoning. In a changing 
world consisting of various mobile agents in three-dimensional space, any reasoning 
may somehow depend on notions of time and three-dimensional space. Not only 
propositions (statements) about mobile agents but also relevant relationships among 
mobile agents may be dependent on three-dimensional spatial regions and/or points, 
and may change over time. Some properties of mobile agents, i.e., motion and speed, 
are intrinsically dependent on both time and three-dimensional space. This naturally 
requires that the logic must be able to underlie temporal, three-dimensional spatial, 
and three-dimensional spatio-temporal reasoning.  

Finally, the logic must be able to underlie normative reasoning. Because our empir-
ical rules often describe only those ideal situations, when they be used to in actual 
situations, we need to distinguish between what ought to be done and what is the case. 
Therefore, a formalisation of normative notions is indispensable. Normative state-
ments make claims about how things should or ought to be, and which actions are 
right or wrong.  

Classical mathematical logic (CML), which is based on the classical account of 
validity and represents the notion of conditional by the notion of material implication, 
cannot satisfy any of the above essential requirements [4-5], [9-14], [16], [19], [23], 
[26]. Because any temporal (classical) logic is a classical conservative extension of 
classical mathematical logic in the sense that it is based on the classical account of 
validity and it represents the notion of conditional directly or indirectly by the materi-
al implication, no temporal (classical) logic can satisfy the essential requirements  
[10-12]. Those existing spatial logics [16] are classical conservative extensions of 
classical mathematical logic in the sense that they are based on the classical account 
of validity and they represent the notion of conditional directly or indirectly by the 
material implication. Therefore, similar to the case of temporal (classical) logic, these 
spatial logics also cannot satisfy the essential requirements [14].  

Traditional relevant (relevance) logics were constructed during the 1950s in order to 
find a mathematically satisfactory way of grasping the elusive notion of relevance of 
antecedent to consequent in conditionals, and to obtain a notion of implication which is 
free from the so-called ‘paradoxes’ of material and strict implication [4-5], [19], [23]. 
As a modification of traditional relevant logics R, E, and T, strong relevant logics Rc, 
Ec, and Tc rejects all conjunction-implicational paradoxes and disjunction-implicational 



364 J. Cheng 

 

paradoxes in R, E, and T, respectively [9], [11]. The strong relevant logics can underlie 
relevant reasoning in the sense of the strong relevance. The three-dimensional spatio-
temporal relevant logics [14] are obtained by introducing predicates and axiom schema-
ta about solid-region connection, predicates and axiom schemata about point position, 
and predicates and axiom schemata about motion of mobile objects into temporal rele-
vant logics. However, the three-dimensional spatio-temporal relevant logics do not pro-
vide explicit means to deal with the normative notions and therefore they cannot satisfy 
the fifth essential requirement.  

Therefore, no existing logic system can satisfy all of the essential requirements.  

3 Three-Dimensional Spatio-temporal Deontic Relevant Logic 

Let {r1, r2, r3, …} be a countably infinite set of individual variables, called solid-
region variables. Atomic formulas of the form C(r1, r2) are read as ‘region r1 connects 
with region r2.’ Let {p1, p2, p3, …} be a countably infinite set of individual variables, 
called point variables. Let TCP be an individual constant of point, called the central 
point. Atomic formulas of the form I(p1, r1) are read as ‘point p1 is included in region 
r1.’ Atomic formulas of the form Id(p1, p2) are read as ‘point p1 is identical with p2.’ 
Atomic formulas of the form Arc(p1, p2) are read as ‘points p1, p2 are adjacent such 
that there is an arc from point p1 to point p2, or more simply, point p1 is adjacent to 
point p2.’ Note that an arc has a direction. Atomic formulas of the form Reachable(p1, 
p2) are read as ‘there is at least one directed path (i.e., a sequence of arcs such that one 
connects to the next one) from point p1 to point p2.’ Atomic formulas of the form 
NH(p1, p2) are read as ‘taking TCP as the reference point, the position of point p1 is 
not higher than the position of point p2, i.e., the length of the vertical line from p1 to 
TCP is not longer than the length of the vertical line from p2 to TCP. Here, C(r1, r2), 
I(p1, r1), Id(p1, p2), Arc(p1, p2), Reachable(p1, p2) and NH(p1, p2) are primitive binary 
predicates to represent three-dimensional geometric relationships between three-
dimensional geometric regions and points. Note that here we use a many-sorted lan-
guage. Let {o1, o2, o3, …} be a countably infinite set of individual variables, called 
object variables. Atomic formulas of the form A(o1, p1) are read as ‘object o1 arrives 
at point p1.’ Atomic formulas of the form NS(o1, o2) are read as ‘the speed of object  
o1 is not faster than the speed of object o2.’ Here, A(o1, p1) and NS(o1, o2) are primi-
tive binary predicates to represent motion relationships between mobile objects in a 
three-dimensional geometric space.  

The symbols (logical connectives, quantifiers, individual variables, individual con-
stants, solid-region variables, point variables, object variables, predicates, temporal 
operators, deontic operators), region connection predicates, point position predicates, 
object movement predicates, axiom schemata, and inference rules are as follows:  

Symbols: {¬, , ∧, ∀, ∃, x1, x2, ..., xn, ..., TCP, c1, c2, ..., cn, ..., r1, r2, r3, …, rn, …, 
p1, p2, p3, …, pn, …, o1, o2, o3, …, on, …, p0

1, ..., p0
n, ..., p1

1, ..., p1
n, ..., p2

1, ..., p2
n, ..., 

pk
1,..., pk

n, ..., (, ), G, H, F, Pa, O, Pe}  

Primitive and Defined Logical Connectives:  (entailment), ¬ (negation), ⊗ (in-
tensional conjunction, A⊗B =df ¬(A¬B)), ⊕ (intensional disjunction, A⊕B =df 
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¬AB), ⇔ (intensional equivalence, A⇔B =df (AB)⊗(BA)), ∧ (extensional con-
junction), ∨ (extensional disjunction, A∨B =df ¬(¬A∧¬B)), → (material implication, 
A→B =df ¬(A∧¬B) or ¬A∨B), ↔ (extensional equivalence, A↔B =df 
(A→B)∧(B→A)).  

Temporal Operators: G (future-tense always or henceforth operator, GA means ‘it 
will always be the case in the future from now that A’), H (past-tense always operator, 
HA means ‘it has always been the case in the past up to now that A’), F (future-tense 
sometime or eventually operator, FA means ‘it will be the case at least once in the 
future from now that A’), and Pa (past-tense sometime operator, PaA means ‘it has 
been the case at least once in the past up to now that A’). Note that these temporal 
operators are not independent and can be defined as follows: GA =df ¬F¬A, HA =df 
¬Pa¬A, FA =df ¬G¬A, PaA =df ¬H¬A.  

Deontic Operators: O (obligation operator, OA means “It is obligatory that A”), and 
Pe (permission operator, PeA =df ¬O(¬A), PeA means “It is permitted that A”).  

Primitive Binary Predicates: C(r1, r2) (connection), I(p1, r1) (inclusion), Id(p1, p2) 
(the same point), Arc(p1, p2) (arc), Reachable(p1, p2) (reachable), NH(p1, p2) (not 
higher than), A(o1, p1) (arrives at), and NS(o1, o2) (not speedier than).  

Defined Binary Predicates: DC(r1, r2) =df ¬C(r1, r2), DC(r1, r2) =df ¬(∃p1(I(p1, 
r1)∧I(p1, r2))) (DC(r1, r2) means ‘r1 is disconnected from r2’), Part(r1, r2) =df ∀r3(C(r3, 
r1)C(r3, r2)), Part(r1, r2) =df ∀p1(I(p1, r1)I(p1, r2)) (Part(r1, r2) means ‘r1 is a part 
of r2’), PrPart(r1, r2) =df Part(r1, r2)∧(¬Part(r2, r1)) (PrPart(r1, r2) means ‘r1 is a 
proper part of r2’), EQ(r1, r2) =df Part(r1, r2)∧Part(r2, r1) (EQ(r1, r2) means ‘r1 is iden-
tical with r2’), Overlap(r1, r2) =df ∃r3(Part(r3, r1)∧Part(r3, r2)) (Overlap(r1, r2) means 
‘r1 overlaps r2’), DR(r1, r2) =df ¬Overlap(r1, r2) (DR(r1, r2) means ‘r1 is discrete from 
r2’), PaOverlap(r1, r2) =df Overlap(r1, r2)∧(¬Part(r1, r2))∧(¬Part(r2, r1)) (PaOver-
lap(r1, r2) means ‘r1 partially overlaps r2’), EC(r1, r2) =df C(r1, r2)∧(¬Overlap(r1, r2)) 
(EC(r1, r2) means ‘r1 is externally connected to r2’), TPrPart(r1, r2) =df PrPart(r1, 
r2)∧∃r3(EC(r3, r1)∧EC(r3, r2)) (TPrPart(r1, r2) means ‘r1 is a tangential proper part of 
r2’), NTPrPart(r1, r2) =df PrPart(r1, r2)∧(¬∃r3(EC(r3, r1)∧EC(r3, r2))) (NTPrPart(r1, 
r2) means ‘r1 is a nontangential proper part of r2’), SA(p1, p2) =df NH(p1, p2)∧NH(p2, 
p1) (SA(p1, p2) means ‘the position of point p1 and the position of point p2 are in the 
same altitude’), Hi(p1, p2) =df ¬NH(p1, p2) (Hi(p1, p2) means ‘the position of point p1 
is higher than the position of point p2’), SS(o1, o2) =df NS(o1, o2)∧NS(o2, o1) (SS(o1, 
o2) means ‘the motion of object o1 and the motion of object o2 are in the same speed’), 
Sp(o1, o2) =df ¬NS(o1, o2) (Sp(o1, o2) means ‘the motion of object o1 is faster than the 
motion of object o2’), ND(p1, p2, p3) =df ∃o1∃o2((A(o1, p1)∧A(o2, p2)∧Reachable(p1, 
p3)∧Reachable(p2, p3)∧SS(o1, o2))G(A(o1, p3)A(o2, p3))) (ND(p1, p2, p3) means 
‘the distance of between point p2 and point p3 is not more distant than the distance of 
between point p1 and point p3’), SD(p1, p2, p3) =df ND(p1, p2, p3)∧ND(p2, p1, p3) 
(SD(p1, p2, p3) means ‘the distance of between point p1 and point p3 is equal to the 
distance of between point p2 and point p3’), and Ne(p1, p2, p3) =df ¬ND(p1, p2, p3) 
(Ne(p1, p2, p3) means ‘the distance of between point p1 and point p3 is nearer than the 
distance of between point p2 and point p3’).  
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Axiom Schemata: 
E1: AA,  
E2: (AB)((CA)(CB)), E2′: (AB)((BC)(AC)),  
E3: (A(AB))(AB), E3′: (A(BC))((AB)(AC)),  
E3′′: (AB)((A(BC))(AC)),  
E4: (A((BC)D))((BC)(AD)), E4′: (AB)(((AB)C)C),  
E4′′: ((AA)B)B, E4′′′: (AB)((BC)(((AC)D)D)),  
E5: (A(BC))(B(AC)), E5′: A((AB)B),  
N1: (A(¬A))(¬A), N2: (A(¬B))(B(¬A)), N3: (¬(¬A))A,  
C1: (A∧B)A, C2: (A∧B)B, C3: ((AB)∧(AC))(A(B∧C)),  
C4: (LA∧LB)L(A∧B), where LA =df (AA)A,  

D1: A(A∨B), D2: B(A∨B), D3: ((AC)∧(BC))((A∨B)C),  
DCD: (A∧(B∨C))((A∧B)∨C),  
C5: (A∧A)A, C6: (A∧B)(B∧A), C7: ((AB)∧(BC))(AC),  
C8: (A∧(AB))B, C9: ¬(A∧¬A), C10: A(B(A∧B)),  
T1: G(AB)(GAGB), T2: H(AB)(HAHB),  
T3: AG(PA), T4: AH(FA), T5: GAG(GA),  
T6: (FA∧FB)(F(A∧FB)∨F(A∧B)∨F(FA∧B)),  
T7: (PaA∧PaB)(Pa(A∧PaB)∨Pa(A∧B)∨Pa(PaA∧B)),  
T8: GAFA, T9: HAPaA, T10: FAF(FA),  
T11: (A∧HA)F(HA), T12: (A∧GA)Pa(GA),  
DR1: O(AB)(OAOB), DR2: OAPeA,  
DR3: ¬(OA∧O¬A), DR4: O(A∧B)(OA∧OB), DR5: Pe(A∧B)(PeA∧PeB) 
IQ1: ∀x(AB)(∀xA∀xB), IQ2: (∀xA∧∀xB)∀x(A∧B),  
IQ3: ∀xAA[t/x] (if x may appear free in A and t is free for x in A, i.e., free variables 
of t do not occur bound in A),  
IQ4: ∀x(AB)(A∀xB) (if x does not occur free in A),  
IQ5: ∀x1 ... ∀xn(((AA)B)B) (n≥0),  
RCC1: ∀r1(C(r1, r1)), RCC2: ∀r1∀r2(C(r1, r2)C(r2, r1)),  
PRCC1: ∀p1∀r1∀r2((I(p1, r1)∧DC(r1, r2))¬I(p1, r2)),  
PRCC2: ∀p1∀r1∀r2((I(p1, r1)∧Pa(r1, r2))I(p1, r2)),  
PRCC3: ∀r1∀r2(O(r1, r2)∃p1(I(p1, r1)∧I(p1, r2))),  
PRCC4: ∀r1∀r2(PaOverlap(r1, r2)(∃p1(I(p1, r1)∧I(p1, r2))∧∃p2(I(p2, r1)∧¬I(p2, 
r2))∧∃p3(¬I(p3, r1)∧I(p3, r2)))),  
PRCC5: ∀r1∀r2(EC(r1, r2)∃p1(I(p1, r1)∧I(p1, r2)∧∀p2(¬Id(p2, p1)(¬I(p2, 
r1)∧¬I(p2, r2))))),  
PRCC6: ∀p1∀r1∀r2((I(p1, r1)∧TPrPart(r1, r2))I(p1, r2)),  
PRCC7: ∀p1∀r1∀r2((I(p1, r1)∧NTPrPart(r1, r2))I(p1, r2)),  
RC1: ∀p1∀p2(Arc(p1, p2)Reachable(p1, p2)),  
RC2: ∀p1∀p2∀p3((Reachable(p1, p2)∧Reachable(p2, p3))Reachable(p1, p3)),  
HC1: ∀p1(NH(p1, p1)), HC2: ∀p1∀p2∀p3((NH(p1, p2)∧NH(p2, p3))NH(p1, p3)),  
MC1: ∀o1(NS(p1, p1)), MC2: ∀o1∀o2∀o3((NS(o1, o2)∧NS(o2, o3))NS(o1, o3)),  
DC1: ∀p1∀p3(ND(p1, p1, p3)),  
DC2: ∀p1∀p2∀p3∀p4((ND(p1, p2, p4)∧ND(p2, p3, p4))ND(p1, p3, p4)).  
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Inference Rules:  
E: from A and AB to infer B (Modus Ponens),  
∧I: from A and B to infer A∧B (Adjunction),  
O-necessitation: “if A is a logical theorem, then so is OA” (Deontic Generalization).  
TG: from A to infer GA and HA (Temporal Generalization),  
∀I: if A is an axiom, so is ∀xA (Generalization of axioms).  

Various relevant logic systems are defined as follows, where we use ‘X | Y’ to de-
note any choice of one from two axiom schemata X and Y:  

T =df {E1, E2, E2′, E3 | E3′′} + E,  
E =df {E1, E2 | E2′, E3 | E3′, E4 | E4′} + E,  
E =df {E2′, E3, E4′′} + E,  
E =df {E1, E3, E4′′′} + E,  
R =df {E1, E2 | E2′, E3 | E3′, E5 | E5′} + E,  
T,¬ =df T + {N1, N2, N3},  

E,¬ =df E + {N1, N2, N3},  

R,¬ =df R + {N2, N3},  
T =df T,¬ + {C1~C3, D1~D3, DCD} + ∧I,  
E =df E,¬ + {C1~C4, D1~D3, DCD} + ∧I,  
R =df R,¬ + {C1~C3, D1~D3, DCD} + ∧I,  
Tc =df T,¬ + {C3, C5~C10},  
Ec =df E,¬ + {C3~C10},  
Rc =df R,¬ + {C3, C5~C10},  
TQ =df T + {IQ1~IQ5} + ∀I,  
EQ =df E + {IQ1~IQ5} + ∀I,  
RQ =df R + {IQ1~IQ5} + ∀I,  
TcQ =df Tc + {IQ1~IQ5} + ∀I,  
EcQ =df Ec + {IQ1~IQ5} + ∀I,  
RcQ =df Rc + {IQ1~IQ5} + ∀I.  

The minimal or weakest propositional temporal relevant logics are defined as fol-
lows: T0Tc = Tc + {T1~T4} + TG, T0Ec = Ec + {T1~T4} + TG, T0Rc = Rc + 
{T1~T4} + TG. Note that the minimal or weakest temporal classical logic Kt = all 
axiom schemata for CML + →E + {T1~T4} + TG. Other characteristic axioms such 
as T5~T12 that correspond to various assumptions about time can be added to T0Tc, 
T0Ec, and T0Rc respectively to obtain various propositional temporal relevant logics. 
Various predicate temporal relevant logics then can be obtained by adding axiom 
schemata IQ1~IQ5 and inference rule ∀I into the propositional temporal relevant 
logics. For examples, minimal or weakest predicate temporal relevant logics are de-
fined as follows: T0TcQ = T0Tc + {IQ1~IQ5} + ∀I, T0EcQ = T0Ec + {IQ1~IQ5} + 
∀I, T0RcQ = T0Rc + {IQ1~IQ5} + ∀I.  

We can obtain the minimal or weakest propositional temporal deontic relevant logics 
as follows: DT0Tc = T0Tc + {DR1~DR5} + O-necessitation, DT0Ec = T0Ec + 
{DR1~DR5} + O-necessitation, DT0Rc = T0Rc + {DR1~DR5} + O-necessitation [19]. 
Other characteristic axioms such as T5~T12 that correspond to various assumptions 
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about time can be added to DT0Tc, DT0Ec, and DT0Rc respectively to obtain various 
propositional temporal deontic relevant logics. Various predicate temporal deontic rele-
vant logics then can be obtained by adding axiom schemata IQ1~IQ5 and inference rule 
∀I into the propositional temporal deontic relevant logics.  

Now, we can obtain various three-dimensional spatio-temporal deontic relevant 
logics by adding axiom schemata about region connection, point position, and motion 
of mobile objects into the various predicate temporal relevant deontic logics. For ex-
amples: SDT0TcQ = DT0TcQ + {RCC1, RCC2, PRCC1~PRCC7, RC1, RC2, HC1, 
HC2, MC1, MC2, DC1, DC2}, SDT0EcQ = DT0EcQ + {RCC1, RCC2, 
PRCC1~PRCC7, RC1, RC2, HC1, HC2, MC1, MC2, DC1, DC2}, SDT0RcQ = 
DT0RcQ + {RCC1, RCC2, PRCC1~PRCC7, RC1, RC2, HC1, HC2, MC1, MC2, 
DC1, DC2}.  

4 Anticipatory Relevant Reasoning about Intention  
and Its Change Based on Three-Dimensional Spatio-temporal 
Deontic Relevant Logic 

Having the three-dimensional spatio-temporal deontic relevant logics as the funda-
mental logic systems, we can represent and reason about intention and its change 
based on the logics.  

First, the strong relevant logics provide a logical validity criterion for relevant rea-
soning in the sense of strong relevance, i.e. for any valid reasoning based on a strong 
relevant logic, its premises include no irrelevant and unnecessary conjuncts and its 
conclusion includes no irrelevant or unnecessary disjuncts (Note that the logical valid-
ity criterion provided by traditional relevant logics is not necessarily relevant in this 
sense). Therefore, in the framework of strong relevant logic, if a reasoning is valid, 
then the strong relevance between its premises and its conclusion can be guaranteed 
necessarily, i.e. the logics can certainly underlie relevant reasoning in the sense of 
strong relevance [9], [11]. On the other hand, because the strong relevant logics are 
free of not only implicational paradoxes but also conjunction-implicational and dis-
junction-implicational paradoxes, the logical validity criterion provided by strong 
relevant logics is truth-preserving in the sense of conditional. Note that the logical 
validity criterion provided by CML is truth-preserving only in the sense of material 
implication; it is not truth-preserving in the sense of conditional. Also note that the 
logical validity criterion provided by traditional relevant logics is truth-preserving 
only in the sense of relevant implication; it is not truth-preserving in the sense of con-
ditional. Therefore, in the framework of strong relevant logic, if a reasoning is valid, 
then the truth of its conclusion in the sense of conditional can be guaranteed necessar-
ily, i.e. the logics can certainly underlie truth-preserving in the sense of conditional 
[9], [11].  

Second, a reasoning based on any of relevant logics including strong relevant log-
ics is ampliative but not circular and/or tautological. This is because the notion of 
entailment (conditional) that plays the most intrinsic role in any reasoning is 
represented in relevant logics by a primitive intensional connective satisfying the 
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Wright-Geach-Smiley criterion, i.e. to come to know the truth of an entailment with-
out coming to know the falsehood of its antecedent or the truth of consequent [4-5], 
[19], [23].  

Third, all relevant logics including strong relevant logics reject the principle of Ex-
plosion, and therefore, they are paraconsistent but not explosive [4-5], [19], [23]. All 
relevant logics can certainly underlie paracomplete and paraconsistent reasoning.  

Fourth, the predicates and axiom schemata about solid-region connection and point 
position provide the means to represent and reason about three-dimensional geometric 
relationships among three-dimensional geometric regions and points. The temporal 
operators and related axiom schemata provide the means to represent and reason 
about those propositions and/or formulas whose truth-values may depend on time. 
The predicates and axiom schemata about motion of mobile agents provide the means 
to represent and reason about motion relationships among mobile agents in a three-
dimensional geometric space. Therefore, the three-dimensional spatio-temporal rele-
vant logics can also underlie three-dimensional spatial reasoning, temporal reasoning, 
and three-dimensional spatio-temporal reasoning.  

Finally, the three-dimensional spatio-temporal deontic relevant logics provide ex-
plicit means to deal with the normative notions, and therefore, they can underlie nor-
mative reasoning.  

Therefore, the three-dimensional spatio-temporal deontic relevant logics can sat-
isfy all of the essential requirements for the fundamental logic systems to underlie 
representing and reasoning about intention and its change in a changing world.  

An anticipatory reasoning is a reasoning to draw new, previously unknown and/or 
unrecognized conclusions about some future event or events whose occurrence and 
truth are uncertain at the point of time when the reasoning is being performed [10], 
[12], [17-18], [24-25]. By using temporal operators and predicates about motion of 
mobile agents, one can easily represent and reason about future situations of mobile 
agents moving in a three-dimensional geometric space.  

To represent and reason about intention and its change based on the three-
dimensional spatio-temporal deontic relevant logics, for any real case, we have to 
define some concrete (empirical) facts and predicates to represent agent’s concrete 
beliefs, intentions, actions, and situations of the changing world in which the agent is 
playing/working, find some concrete (empirical) relationships between them, 
represent these facts, predicates, and relationships by the language of the three-
dimensional spatio-temporal deontic relevant logic, choose a three-dimensional spa-
tio-temporal deontic relevant logic system that is suitable to the real case, and finally 
take these facts, predicates, and relationships as premises to reason about agent’s 
intention and its change based on the logic system.  

5 Concluding Remarks 

We have proposed a new approach to represent and reason about intention and its 
change based on the three-dimensional spatio-temporal deontic relevant logics. The 
work presented in this paper is only a preliminary theoretical one, and there are many 
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future works. We are working on various case studies to apply our approach to some 
real cases to confirm the effectiveness of our approach.  

Grasping agents/users’ intentions in a changing world before their actions, i.e., to 
get and/or predict intentions of agents/users beforehand, may be a key issue in an 
application system. It is obvious that the system will have more time to do something 
if it gets and/or predicts intentions (in particular, the last intention before action) of 
agents/users as early as possible. Therefore, from the viewpoint of application, the 
efficiency of anticipatory reasoning about intention and its change is a key require-
ment as well as its validity and effectiveness. In this paper, we only consider the va-
lidity of anticipatory reasoning about intention and its change. There are many inter-
esting and challenging research problems on the effectiveness and efficiency of antic-
ipatory reasoning.  
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Abstract. This paper addresses the problem of the nD-hypercube interconnec-
tion networks rearrangeability that is the capability of such networks to route 
optimally arbitrary permutations under queueless communication constraints. 
To that purpose, the paper exploits the recursive structure of nD-hypercube as 
two (n-1)D-hypercubes and proposes the k-partitioning paradigm. For n = 4, the 
paper characterizes permutations that do not admit 1-partitioning. It then exhib-
its representatives of some of the subclasses of such permutations. Each repre-
sentative is then proved to admit 2-partitioning and one of its corresponding 
routing strategies is exhibited. Such routing strategy is obtained as a concatena-
tion of a routing strategy of one of the upstream permutations of the considered 
permutation and a routing strategy of each of the two downstream permutations 
induced by the considered upstream permutation. 

Keywords: interconnection network, hypercube, network rearrangeability, 
permutation, routing, bipartite graph, maximum matching, graph partitioning. 

1 Introduction 

A n-dimensional hypercube, nD-hypercube, is a bidirectional interconnection network 
(IN) whose graph, say H(n) = (V, E),  is a set V of 2n nodes u = 0, 1, ..., 2n-1 and a set 
E of the edges such that a node u is connected to a node v if and only their binary 
codes (un-1un-2 ...u0) and (vn-1vn-2 ...v0) differ on one and only one dimension. Fig. 1 
illustrates a 4D-hypercube. 

 

Fig. 1. A 4D-hypercube 
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In this paper we will consider that each node is connected to itself by a sort of in-
ternal link. This interconnection logic confers to hypercubes interesting mathematical 
properties which allow them to match most of the IN performance criteria. For this 
reason they still constitute very attractive alternative for numerous applications 
among which parallel computers IN. In this context, its rearrangeability that is its 
capability to optimally route arbitrary permutations and, if so, a switching strategy to 
do so are, beyond their theoretical aspects, practical valuable properties to be insured. 
Unfortunately, this problem is still an open one since at least a quarter of century. If 
the problem can be tackled with brute force for very low dimension, n ≤ 2, hyper-
cubes, this is inconceivable for hypercubes with higher dimensions. Indeed, apart 
from the fact that the number of permutations to be examined is exponential, 2n!, 
20,922,789,888,000 for n = 4 for instance, each permutation would require an ex-
haustive search for 2n non-conflicting and optimal routes through the hypercube. To 
avoid so much effort, efficient alternative approaches have to be developed. 

In this paper, we propose the k-partitioning paradigm. It consists in decomposing 
the permutation in an upstream permutation routable in k steps and two independent 
downstream permutations routable in n-k steps on two disjoint hypercubes. 

The remainder of the paper is organized in four sections. Section 2 surveys the 
state-of-the-art on the optimal queueless routing of arbitrary permutations. Section 3 
presents the mathematical foundations of the k-partitioning paradigm. Section 4, 
firstly establishes the characterization of non-1-partitionable permutations. Then it 
analyzes the non-1-partitionability on 4D-hypercubes and exhibits the representatives 
of some of the non-1-partitionable permutations classes. Section 5 deals with and 
proves the 2-partitionability of the exhibited classes of non-1-partitionable permuta-
tions. It then shows how to devise required non-conflicting routing paths for each 
class. Section 6 concludes the paper. 

2 Problem Formulation and Related Works 

Let π be a permutation on a H(n) and a set of 2n messages of the same size each one 
located at one node u and destined for the node π(u). Routing π under queueless 
communication constraints consists in conveying all the messages to their respective 
destination given that each interconnection link may convey no more than one mes-
sage and each node may host no more than one message. Given the constraints, such 
routing consists in a sequence of global and synchronous exchanges between neighbor 
nodes. As the messages have the same size, its complexity is of the order of the re-
quired number of exchange steps. Therefore an optimal routing is the one with the 
minimal exchange steps. For an arbitrary permutation it is well known, from e-cube 
routing [1], that at least n exchange steps are required. 

Optimal routing of arbitrary permutations on nD-hypercubes is, since at least a 
quarter of century, one of the most challenging open problems in the theory of IN. It 
has so been extensively well studied and several communication models and routing 
paradigms have been used to that purpose.  

In [2] Szimansky considers the offline routing in circuit-switched and packet 
switched commutation under all-port MIMD communication model. Under the cir-
cuit-switched hypothesis he proves, for n ≤ 3, that any hypercube is rearrangeable.  
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He also conjectured that routing can be made on the shortest paths, conjecture for 
which a counterexample has been given in [3] by Lubiw. Under packet-switched hy-
pothesis he shows that routing can be made in 2n-1 steps. Under the single port 
MIMD communication model, Zhang in [4] proposes a routing in O(n) steps on a 
spanning tree of the hypercube. In [5, 6] Hwang et al considered online oblivious 
routing under buffered all port MIMD communication models. They prove that n 
steps routing is possible for n ≤ 7 and later for n ≤ 12 if local information are used. 
The better routings under the models viewed above are due to Vöckling [7]. He 
proves that deterministic offline routing in buffered all port MIMD model can be done 
in n+O(√nlogn) steps while online oblivious randomized one can be done in 
n+O(n/logn) steps.  

For the more restrictive models, that is single-port, queueless, and MIMD communi-
cation model, the personal communication of Coperman to Ramras, according to Ra-
mras, and the works of Ramras [8] constitute certainly the leading ones. Indeed while 
Coperman gives computational proof that arbitrary permutations can be routed in 3D-
hypercube in 3 steps, Ramras proves that if a permutation can be routed in r steps in rD-
hypercube, then for n ≥ r arbitrary permutations on nD-hypercubes can be routed in 2n-r 
steps. Recently, Laing and Krumme in [9] have introduced an approach which simpli-
fies the problem enough to permit a human verification of the possibility of routing in 3 
steps arbitrary permutations on 3D-hypercube and computer verification for the 4 steps 
routing in 4D-hypercube. We also have addressed the problem with a paradigm similar 
to Laing and Krumme one that we call k-partitioning. However instead of looking ex-
plicitly for a partition into 2k permutations, we look for a partition into two permutations 
on two disjoint (n-1)D-hypercubes routable in n-k steps. We formally proved in [10] 
that for n ≤ 3, arbitrary permutations are routable in n steps.  

3 Mathematical Foundations of k-Partitioning 

As the routing hypercube rearrangeability requires a sequence of synchronous ex-
change between neighbor nodes, this one can be realized on one side according to the 
sequence of perfect matching between hypercube nodes. On the other side, to guaran-
tee the convergence of the messages towards their destination, each matching must 
split the hypercube in other of lesser dimensions. So, formally, the k-partitioning 
process comes down to the computation of a perfect matching in bipartite graphs that 
are graphs G=(V1, V2, E) where V1 and V2 are disjoint sets of nodes and E, the set of 
the interconnection between the pairs {u, v} of the nodes such that u∈V1, v∈V2. 

The bipartite graph associated to a nD-hypercube is the one where V1 and V2 are 
two disjoint copies of the nD-hypercube nodes and E is the set of the pairs {u, v} such 
that {u, v} is an interconnection of the hypercube nodes. The perfect matching we are 
looking for are one-to-one correspondences Γ which associates to each node u of V1 a 
node Γ(u) of V2 such that the set of all the pairs {u, Γ (u)} constitute a set of two-by-
two non adjacent edges of E. 

With this purpose, let's consider the adjacency matrix M of the hypercube inter-
connection graph whose rows and columns are indexed by the hypercube nodes and 
the components are such that M[u, v] = 1 (resp. 0) if {u, v}∈ (resp. ∉) E. Observe that 
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a nD-hypercube, as illustrated in Fig. 1 for n = 4 in dimension i = 0, a nD-hypercube 
suppress the last a nD-hypercube can be viewed as an interconnection, in any of its n 
dimensions, of two (n-1)D-hypercubes say H(n)

0, i, and H(n)
1, i where H(n)

x, i is the re-
striction of the nD-hypercube to its nodes u such that ui = x. Similarly, the adjacency 
matrix is anyone of the n (2x2)-blocks matrices whose extra-diagonal blocks, which 
express the interconnection between its two (n-1)D-hypercubes, are identity matrices 
and diagonal blocks are the adjacency matrices of its two (n-1)D-hypercubes. Table 1 
illustrates the four adjacency matrices of the 4D-hypercubes.  

Table 1. Adjacency matrices of 4D-hypercubes 

 

In dimension i the indexes of the rows and the columns of the matrix are the  
boldfaced numbers of the column and the row numbered i in shadowed italic font. 

Given a permutation π on a nD-hypercube H(n), x ∈ {0, 1} and 0 ≤ i ≤ n-1, let: 

─  r be its optimal routing steps, 
─ Sx,i (resp. Dx,i) be the set of the nodes u of H(n) such that πi(u) (resp. ui) = x; in fact 

Dx,i is the set of the nodes of H(n)
x,i, 
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─ Gx,i,k be the bipartite graph (Sx,i, Dx,i, E
k), k = 0, 1, 2, …, r-1 where {u, v} ∈ Ek if 

and only if there is a path of length less than or equal k, from u∈Sx,i to v∈Dx,i, and 
a path of length less than or equal r-k from v to π(u), 

─ Mx,i,k be the adjacency matrix of Gx,i,k, 
─ Γx,i,k be a maximum matching of Gx,i,k. 

Definition 1. π is said to be k-partitionable, for k < n,  in dimension i if there is a 
permutation Γ = (Γ0,i,k, Γ1,i,k) on H(n) such that α (resp. β) which associates π(u) to 
Γ(u) such that Γi(u) = 0 (resp. 1) is a permutation on the (n-1)D-hypercube H(n)

0, i 
(resp. H(n)

1, i). α and β are then downstream permutations and Γ upstream permutation 
of π. 

Definition 2. π is said to be k-partitionable if there is a dimension for which it is k-
partitionable. Otherwise it is non-k-partitionable.  

Obviously, permutations such that Sx,i = Dx,i, or Sx,i∩Dx,i = ∅ k-partitionable with k = 
0 and 1 respectively. Thus in the sequel we will consider only permutations such that 
Sx,i ∩ Dy,i ≠ ∅ for y = 0, 1. 

4 Characterization of Non-1-Partitionable Permutations 

The k-partionability is the guaranty for a permutation to be optimally routed, first in k 
steps and then in n-k steps as two distinct permutations on two disjoint (n-1)D-
hypercubes. In this intention, it is essential to identify the classes of non-1-
partitionable permutations. In [10] we proved the following characterization. 

Proposition 1. A permutation is non-1-partitionable in dimension i of a hypercube if 
and only if one of the adjacency matrices Mx,i,1 contains a null column. 

It can be easily proved, consequently to Proposition 1, that: 

Proposition 2. A necessary and sufficient condition for a permutation π to be non-1-
partitionable in dimension i, is that there is at least a node v of H(n)

x,i such that for any 
node u, neighbor of v, πi(u) = x. 

In the sequel, a node v of H(n)
x,i whose neighbors u, including itself, are such that 

πi(u) = x will be called a x-node.  
Now let's examine how the characterization from the proposition 2 comes in vari-

ous forms for n = 4. Let π be a non-1-partitionable permutation on H(4). Then for any 
dimension i, there is a x-node. As it may exist more than one x-node per dimension, 
we have first to determine the maximum number of x-nodes admissible per dimension 
then, in case of several x-nodes, to study their compatibility in the sense that they can 
lead to a permutation. 

It can be observed that with the labelling induced by Proposition 2, H(4)
x,i admits at 

most two x-nodes. Thus there are two non-1-partitionability models in any dimension: 
the 1-x-node l and the 2-x-nodes models. In this study we restrict ourselves to the 
second model. As H(4)

x,i is a 3D-hypercube, three situations may happen according to 
the distance between the x-nodes. Without loss of generality, we can consider the case 
of the 1-nodes in H(4)

0,0. Let node 0 be one of the 1-nodes. 
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Case 1. The 1-nodes are distant of 1. Let node 2 be the second 1-node. By definition of 
a 1-node, nodes 0, 2 and all their neighbors, the half of H(4) nodes have to be labeled 
with 1. Consequently, the other nodes have to be labeled with 0. Fig. 2 illustrates this 
case. We can observe that in each of the 3D-hypercubes H(4)

x,k, πi(u) = πi(u). 

 

Fig. 2. The labelling of H(4) nodes according to the 1-nodes 0 and 2 

Case 2. The 1-nodes are distant of 2. Let node 10 be the second 1-node. The resulting 
labelling is illustrated in Fig. 3. 

 

Fig. 3. The labelling of H(4) nodes according to the 1-nodes 0 and 10 

As previously, the labeling is consistent. Furthermore in each of the  
3D-hypercubes H(4)

x,k, πi(u) = πi(u). 

Case 3. The 1-nodes are distant of 3. Node 0 being one the 1-node in H(4)
0,0, the only 

choice for the second 1-node is node 14. The resulting labeling is obviously not con-
sistent.  

This analysis can be summarized by the following proposition. 

Proposition 3.  If a permutation on H(4) admits two x-nodes in H(4)
x,i then : 

a) it also admits two x-nodes in H(4)
x,i, 

b) both x (resp. x)-nodes are distant of 1 or 2 in H(4)
x,i (resp. H(4)

x,i), 
c) each x-node remains a x-node in a different H(4)

y,k where k is a dimension in 
which the binary addresses of  the x-nodes differ. 
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In the sequel, we will consider arbitrary permutations having two x-nodes in each 
dimension of the 4D-hypercube and we will denote K(i) the set of the dimensions k 
for which the binary addresses of the x-nodes in the dimension i of the 4D-hypercube 
differ. Now we have to study how these two consistent models of non-1-
partitionability self combine then how they mingle in the different dimensions of the 
4D-hypercubes to lead to a permutation. In this aim, it should be noticed that, to al-
low obtaining different final labeling for its vicinity, a node can not be an x-node in 
two different dimensions. Several cases may happen according to the distance be-
tween the two x-nodes. 

Case 1. The two x-nodes are distant of 1 for each dimension. One can prove that K(i) 
≠ K(j) for any i ≠ j.  

Case 2. The two x-nodes are distant of 2 for each dimension. One can prove that there 
are no compatible such pairs of x-nodes.  

Case 3. Two x-nodes distant of 1 for a dimension and two other distant of 2 for a 
different dimension. One can again prove that there are no compatible such pairs of x-
nodes. 

We can conclude this part of our analysis by the fact that if a permutation on a 4D-
hypercube admits two x-nodes for each dimension, they are distant of 1. Moreover for 
two different dimensions the dimensions on which the binary address of its x-nodes 
differ are different too.  

Now let's consider for each dimension of the 4D-hypercube a pair of x-nodes dis-
tant of 1 and whose the dimensions on which their binary addresses differ are differ-
ent for different dimensions. Without loss the generality we can consider the pair {0, 
2} for the dimension 0. Then K(0) = 1 and the only compatible pairs are the follow-
ings, indexed with the dimension on which their binary addresses differ: 
─ {1, 5}2, {1, 9}3, {4, 5}0, {4, 12}3, {8, 9}0 and {8, 12}2 for dimension 1, from where 

K(1)∈{0, 2, 3} 
─ {1, 9}3, {3, 11}3, {8, 9}0 and {10, 11}0 for dimension 2, from where K(2)∈{0, 3} 
─ {1, 5}2, {3, 7}2, {4, 5}0 and {6, 7}0 for dimension 3, from where K(3)∈{0, 2}. 

We then distinguish the following three situations. 

─ K(1) = 0, K(2) = 3 and K(3) = 2: which leads for the triplets of dimensions (1, 2, 3) 
to one of the triplets of pairs ({4, 5}, {1, 9}, {3, 7}) and ({8, 9}, {3, 11}, {1, 5}).  

─ K(1) = 2, K(2) = 3 and K(3) = 0: which leads for the triplets of dimensions (1, 2, 3) 
to one of the triplets of pairs ({1, 5}, {3, 11}, {6, 7}) and ({8, 12}, {1, 9}, {4, 5}).  

─ K(1) = 3, K(2) = 0 and K(3) = 2: which leads for the triplets of dimensions (1, 2, 3) to 
one of the triplets of pairs ({1, 9}, {10, 11} , {3, 7}) and ({4, 12}, {8, 9}, {1, 5}).  

Considering the labels induced for each node of the 4D-hypercube by the above 
pairs of 1-nodes we easily verify that they lead to permutations isomorphic to: 

• π(1) = (3, 11, 13, 15, 1, 10, 9, 8, 7, 6, 5, 14, 0, 2, 4, 12)  
• π(2) = (7, 15, 9, 13, 3, 14, 11, 10, 5, 4, 1, 12, 2, 6, 0, 8)  

The above analysis can then be summarized by the following proposition. 
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Proposition 4. A permutation on H(4) admits two x-nodes for each dimension if and 
only if it is isomorphic to one of the permutations π(1) and π(2). 

5 Optimal Routing of Non-1-Partitionable Permutations 

In this section we deal with the optimal routing of π(1) and π(2). We will restrict our 
analysis mainly to π(1), the reasoning being the same for π(2). 

In the sequel an upstream permutation which can not be routed in k steps on a nD-
hypercube or whose at least one of induced downstream permutations can not be 
routed in n-k steps on a (n-1)D-hypercube will be called T-permutation. 

5.1 On the 2-Partitionability of the Permutations 

Let π be a non-1-partitionable permutation on a hypercube H(4). Let us examine if 
there is a dimension i such that the bipartite graphs Gx,i,2 admit a perfect matching. 
With this purpose we have to consider, without loss of generality, the adjacency ma-
trices Mx,i,2 for x = 0, 1 of the bipartite graphs of a representative permutation of  each 
class. We proved in [10] that such permutations are isomorphic to (3, 2, 1, 7, 0, 6, 5, 
4), or (6, 2, 1, 7, 0, 3, 5, 4) for 3D-hypercube.  

Let's consider the adjacency matrices of the bipartite graphs Gx,i,2, x = 0, 1. For i=0, 
for instance these are the matrices of Table 2. 

Table 2. The adjacency matrices of the bipartite graphs Gx,i,2, x = 0, 1 associated to π(1) 

 
 

We can observe, and this is the case for the other dimensions, that the two matrices 
are similar modulo a rows and columns permutation. Indeed, M1,0,2[u, v] = M0,0,2[u, v] 
∀u∈S0,0, v∈D0,0. Thus in the sequel, for each dimension i we will consider only the 
bipartite graph G0,0,2. 

Considering in M0,0,2 only the boldfaced 1 which constitute a permutation matrix of 
the same order and then a perfect matching of G0,0,2, we can conclude, from the simi-
larity with G1,0,2 that in each dimension, π(1) admits Γ(0) = (5, 1, 7, 3, 13, 6, 15, 4, 11, 
10, 9, 8, 0, 14, 2, 12) as an upstream permutation. Thus its 2-partitionability question 
comes down to the existence in at least one dimension of an upstream permutation 
which is not a T-permutation. Unfortunately, such problem is generally not decidable 
and may require a prohibitive and often futile exhaustive research as this is the case 
with Γ(1) = (6, 7, 1, 3, 0, 15, 5, 13, 11, 10, 9, 2, 4, 14, 8, 12). 
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Now, we have to consider the 2-steps-routability on two distinct 3D-hypercubes of 
the downstream permutations, say α(i) and β(i), induced by at least one of the 2-steps-
routable upstream permutations Γ(i). With this purpose, for each dimension of the 4D-
hypercube, renumber the nodes of each of its 3D-hypercube from 0 to 7 according to 
their ascending number in their 3D-hypercube. We obtain for instance form Γ(0) the 
downstream permutations α(0) = (0, 2, 4, 5, 7, 3, 6, 1) and β (0) = (5, 7, 1, 6, 2, 3, 0, 4) 
which are routable in 2 steps on their respective 3D-hypercube. In conclusion, π(1) 
admits at least an upstream permutation which is not a T-permutation.  Therefore it is 
2-partitionable and it can be routed in at most 4 steps on 4D-hypercube.  

5.2 Routing of the Permutations 

In this subsection we deal with the routing of the two representatives of the consid-
ered non-1-partitionable permutations. We restrict our analysis to π(1). The data ex-
change steps required to do so follows from the analysis which has led to its 2-
partitionability. Let's consider the upstream permutation Γ(0) and its corresponding 
downstream ones α(0) and β(0). As Γ(0) is routable in 2 steps by 1-partitioning let's 
consider one of the perfect matching of its corresponding bipartite graphs, for exam-
ple in the dimension 1, we have (1, 0, 3, 2, 12, 7, 14, 5, 10, 11, 8, 9, 4, 15, 6, 13).  

Similarly, as α(0) and β(0)  are routable in 2 steps by 1-partitioning let's consider one 
of the perfect matching of their corresponding bipartite graphs. For example in the 
dimension 0, we have respectively (2, 0, 6, 1, 5, 7, 4, 3) and (1, 5, 3, 2, 0, 7, 4, 6).  

In restoring the 3D-hypercubes nodes numbers to their original ones in the 4D-
hypercube, the perfect matching of Γ(0), α(0) and β(0) exhibited above lead to the 
routing table of Table 5. 

Table 3. A routing table for π(1) 

 

By a similar reasoning the routing table of the table 6. 

Table 4. A routing table for π(2) 

 

This study can be summarized by the following proposition. 

Proposition 5. Any permutation on H(4) which admits two x-nodes in each dimension 
is routable in 4 steps. 
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6 Conclusion and Future Works 

This paper promoted the k-partitioning paradigm to contain the algorithmic complexi-
ty of the hypercube rearrangeability problem. This paradigm is based on the recursive 
structure of hypercube interconnection networks that it exploits by reducing each 
routing step of a given permutation on nD-hypercube to routing two different permu-
tations each one on a distinct (n-k)D-hypercube. For the still open case of 4D-
hypercube, non-1-partitionable permutations have been characterized and some 
classes, the ones with two x-nodes for each dimension, exhibited. For each representa-
tive of these latter, an optimal routing strategy has been devised.  

To decide of the rearrangeability of 4D-hypercube, this study has to be completed 
with two other of the same vein. The first concerns how the 1-x-node models of non-
1-partitionability may consistently self-combine and mingle with the 2-x-nodes mod-
els. The second concerns the structure of the resulting permutations and their 4-steps-
routability. Simulations are currently under way on each aspect of these studies. The 
results let think that the concerned permutations are 2-partitionable too. Consequently 
4D-hypercube would be rearrrangeable too. 
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Abstract. While there is a variety of approaches and algorithms for
optimizing the mission of a sensor, there are much less works which deal
with the implementation of several sensors within a human organization.
In this case, the management of the sensors is done through at least one
human decision layer, and the sensors management as a whole arises as
a bi-level optimization process. The following hypotheses are considered
as realistic: Sensor handlers of first level plans their sensors by means
of elaborated algorithmic tools based on accurate modelling of the en-
vironment; Higher level plans the handled sensors according to a global
observation mission and on the basis of an approximated model of the
environment and submit its plan to a costly assessment by the first level.
This problem is related to the domain of experiment design. A gener-
alization of the Efficient Global Optimization method (Jones, Schonlau
and Welch) is proposed, based on a rare event simulation approach.

Keywords: sensor management, Efficient Global Optimization, rare
event simulation, non-Gaussian/non-linear models, experiment design.

1 Introduction

The main background of this paper is the optimal planning of sensors in the
context of an acquisition mission. Typically, the acquisition mission may result
in the localisation of a target, with the final purpose of intercepting this target.
In this work, we focus especially on dealing with the modelling errors of the sen-
sor planning problem. Then, the question of interest is: how to spend resources
optimally in order to reduce the model errors, and how does that affect the sensor
planning problem?

Sensor planning, especially in order to localize a target, has been thoroughly
studied in the literature. First works in this domain track back to the works of
Koopman during World War II [1, 2]. This seminal works has been extended
in various manner, so as to take into account motion models [3, 4], or reactive
behaviours of the target [5, 6]. Sensor planning now deals with the general do-
main of search and surveillance [7, 8]. The combination of multiple sensors with
their constraints is addressed by some works and in various application contexts:
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optimizing the performance of a sensor network [9, 10]; optimizing the tasks-to-
sensors affectation in the context of an intelligence collection process [11–14].
Another major issue in sensor planning is also to maximize the positive effect
of subsequent data processing in regards to mission objectives. For example,
entropic-based criterion is used in order to take into account optimal post-
processing (data fusion) of the collected information[15]. A more direct approach
has also been addressed by means of Partially Observable Markov Decision Pro-
cesses [16, 17]. From this last point of view, sensor planning is clearly related to
the domain of robotic.

Thus, a variety of approaches have been investigated for many contexts of the
sensor planning. Nevertheless, there is not as much works dedicated to the ques-
tion of modelling the sensor planning. In their inspiring work[18, 19], Koopman
addressed initially this formalisation, priorly to sensor planning problem. Le
Cadre studied various practical case of use of the model of Koopman, and de-
duced related parametrization of the models[20]. Whatever, it appears that a
minimal effort is necessary for acquiring a good estimation of the parameters
modelling our sensor planning. In the case of a reproducible scenario, it is pos-
sible to learn such parameters.

However, there are cases where a prior learning of the parameters is clearly im-
possible. Such cases hold typically when the planning team has a limited control
on the sensors, and relies on sub-processes or on sub-teams in order to imple-
ment the sensors or compute their performance parameters. Especially, military
organizations are characterized by a hierarchical structure, where decisions are
made through at least two human-driven levels. In practice, accurate models of
the sensors and mission contexts are only available to the first, close-to-sensor,
level. The coordination level only works on the basis of approximated models;
Accurate parameters learning or acquisition are generally not possible at this
level, since the request to sub-processes resources are costly and restricted.

The following hypotheses are thus considered as realistic:

– Sensor handlers of the first level plans their sensors by means of elaborated
algorithmic tools based on accurate modelling of the environment,

– Higher level plans globally a variety of sensors according to a global observa-
tion mission on the basis of an approximated model; at this stage, the global
plan has to be confirmed by the first level,

– In order to assess the global plans and to enhance their accuracy, higher level
may request the first level. Each request to the first level is costly: it implies
communication procedures, as well as the parametrization and execution of
the algorithmic tools by the sensors handlers.

This bi-level problem is formalized very generally as the maximization of a func-
tion, defined with a prior model noise. Each actual evaluation of the function
increases the knowledge about the function, and subsequently the efficiency of
the maximization. The issue is to optimize the sequence of value to be evalu-
ated, in regards to the evaluation costs: this problem is related to the domain of
experiment design. Jones, Schonlau and Welch proposed a general method, the
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Efficient Global Optimization (EGO) [21, 22], for solving this problem in the
case of additive functional Gaussian law. In this work, a generalization of the
EGO is proposed, based on a rare event simulation approach. This simulated
approach makes possible the implementation of non-Gaussian functional law,
and even of simulated functional law. It is applied to the aforementioned bi-level
sensor planning.

In the first section 2 of this paper, we propose a general formalisation of the sen-
sor planning with experiment sub-processes, and its description as an abstract
problem. In section 3, a rare-event simulation approach is proposed for solving
this bi-level sensor planning. Section 4 presents a scenario and numerical results.
Section 5 concludes.

2 Sensor Planning with Experiment Sub-processes

2.1 A Model-Noised Sensor Planning

The purpose of this paper is to solve the planning of a set of sensors in order to
answer to a set of requests and on the basis of a noisy prior knowledge of the
environment. More precisely, the problem is characterized as follows:

– M requests characterized by their locations z[m] with m = 1 :M ,
– K sensors with indices k = 1 : K :

• Starting/ending location of sensor k is s[k] ,
• Maximum autonomy of sensor k (maximum cumulative cost performed

by k) is γ[k],
– A noisy map μ, which describes the difficulty of the ground: from this map is

computed the minimum cost c[z1, z2;μ] for moving from z1 to z2 . The exact
map is not known from the planner: only the prior law pμ on μ is known,

– A true map μ̂ which is unknown to the planner and only known by the
monitoring teams which process the sensors,

– Moving constraints: a sensor travels from starting/ending point through
some request locations and back to starting/ending point. The trip of sensor
k is denoted τ [k] = s[k]z[mk

1 ] · · · z[mk
ik
]s[k]. Moreover the cumulative cost for

a trip is smaller than the sensor autonomy:

If τ [k] is a valid trip, then C(τ [k];μ) ≤ γ[k] , (1)

where:

C(τ [k];μ) = c[s[k], z[m1];μ] + c[z[m1], z[m2];μ] + · · ·+ c[z[mk
ik ], s[k];μ] .

(2)

– Criterion to maximize:

Priority 1: Maximize the number of requests performed by the sensors:

G[τ ;μ] = card ({m = 1 :M /∃k = 1 : K, m ∈ τ [k] and τ [k] is valid}) ,
(3)



Bi-level Optimization with Calls to Costly Sub-processes 385

Priority 2: Minimize the global cost:

C[τ ;μ] =
∑

k=1:K

C(τ [k];μ) . (4)

Since the environment is known with noise, the global plan τ does not always fit
the actual constraints, and has to be evaluated by the first planning level. It is
assumed that the proposed plan is truncated by the first planning level, in order
to fit the accurate models:

τ [k] is truncated to: τ̂ [k] = s[k]z[mk
1 ] · · · z[mk

nk
]s[k] , (5)

where:

nk = argmax
{
n = 1 : ik

/
C(s[k]z[mk

1 ] · · · z[mk
n]s[k]; μ̂) ≤ γ[k]

}
. (6)

The first planning level also provides an actual evaluation of the (truncated)
plan in regards to the true map:

Ĝ[τ ] = G[τ̂ ; μ̂] and Ĉ[τ ] = C[τ̂ ; μ̂] . (7)

These information imply an improvement of the knowledge of the map, but it
is costly. In order to optimize the plan, the global planner has to tune between
the optimization of the plan and the actual evaluation requests.

2.2 The Theoretical Problem

A refined theoretical formulation of the planning problem of section 2.1 is now
made with the following meaning: f is the evaluation of the plan, x is a plan, ν
is the noisy map. Then, the optimization problem is characterized by means of
a noisy criterion function:

f : (x, ν) ∈ X ×N �→ f(x, ν) , (8)
where:

x ∈ X is a parameter to be optimized , (9)
ν ∈ N is a model noise , (10)
pν ∈ P (N) is a known probabilistic noise prior . (11)

and by an unknown actual model noise:

ν̂ ∈ N is the actual value of the model noise . (12)

The noise on f is a model noise and it is always possible to evaluate the actual
criterion f(·, ν̂) for any specific actual parameter x̂. Then the purpose is not to
optimize a mean criterion, but rather to choose a good sequence of actual pa-
rameters x̂ so as to approximate an optimum for the actual criterion f(·, ν̂). It
comes that each evaluation of the actual criterion is costly, while, in comparison,
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the evaluation of the modelled criterion f(·, ν) is considered free for any noise
hypothesis ν. Since each evaluation of the actual criterion provide also some
knowledge about the actual model noise ν̂, the issue is to balance optimally
between actual evaluation and model-based optimization, so as to find a near
optimal solution to the actual criterion.

So as to deal with this problem, Welch proposed[21] the famous Efficient Global
Optimization method, which is based on an iterative optimization maximiz-
ing the Expected Improvement. More precisely, Welch considered the case of a
(spatial) Gaussian noise combined with a linear model, and derived exact com-
putation of the sequence. Our main contribution is to extend Welch algorithm
to any cases by means of simulation approaches. Rare event simulation methods
are quite instrumental here.

From a general point of view, Welch approach takes the form of the following
recursive computation:

[Expected Improvement Maximization (EIM)]
1. Set n = 0 ,
2. Repeat:

(a) Compute x̂n+1, the next candidate for an actual evaluation:

x̂n+1 ∈ argmax
x∈X

∫
ν∈N

pν [n](ν)f [n](x, ν) dν , (13)

where: pν [n](ν) = pν
(
ν
∣∣ ∀k = 1 : n, f(x̂k, ν) = ŷk

)
, (14)

f [n](x, ν) = max

{
f(x, ν), max

k=1:n
ŷk

}
. (15)

(b) Request the actual evaluation of x̂n+1 ŷn+1 = f(x̂n+1, ν̂) ,
(c) Set n← n+ 1 ,
until the convergence of (x̂1:n, ŷ1:n) is sufficient.
[Output:] The sequence (x̂1:n, ŷ1:n) and model noise estimation pν [n] .

The function f [n]−maxk=1:n ŷk evaluates the improvement of f at step n. The
conditional probability pν [n] is the posterior knowledge of ν obtained after the
n first measurements.

From these considerations, it appears that we need to:

– Evaluate the conditional probability pν [n],
– Compute the optimal parameter x̂n+1.

We will see that both tasks are performed by rare event simulations. We will
also propose a combined approach for performing these tasks at same time.

3 Rare Event Simulation

A rare event is an event with very small probability. In this section, the following
notations are considered:
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– Ω is a probabilistic space,
– pω ∈ P (Ω) is a probabilistic distribution on Ω,
– φ : ω ∈ Ω �→ IR is a measurable function,

We are considering events the form φ−1([γ,+∞[). Then φ−1([γ,+∞[) is a rare
event, if

∫
ω∈Ω I[φ(ω) ≥ γ]pω(ω) dω � 1 , where I[true] = 1 − I[false] = 1 . The

two following subsection explain how conditional sampling and optimization may
be solved by simulating a rare event. Third section explains the cross-entropy
method as a general process for rare event simulation.

3.1 Conditional Sampling and Rare Event Simulation

It is possible to sample the conditional law pω(ω|φ(ω) ≥ γ) by sampling the law
pω and rejecting all samples such that φ(ω) < γ. In the case where φ−1([γ,+∞[)
is a rare event, a direct Monte-Carlo approach is not feasible, but dedicated rare
event simulation approaches may be used.

As a specific case, the simulation of conditional law pν [n] may be approximated
by pω(ω|φ(ω) ≤ ε), where ω = ν and:

φ(ν) =
∑

k=1:n

(
f(x̂k, ν)− ŷk

)2
. (16)

In such approach, the threshold ε is a measure of the quality of the conditional
sampling.

3.2 Optimization and Rare Event Simulation

Actually, the set of maximizers of a function could be defined as a limit of rare
events. More precisely:

argmax
ω∈Ω

φ(ω) =
⋂

γ<maxφ(Ω)

φ−1([γ,+∞[) . (17)

Then, it comes naturally that the optimization of a function may be obtained
by simulating an arbitrarily rare event. Especially, the Cross-Entropy simula-
tion method presented subsequently has been applied to the optimization of
functions. Such approaches may be compared to population-based metaheuris-
tics (eg. genetic algorithm).

3.3 The Cross-Entropy Method

The cross-entropy method (CE) has been pioneered by Rubinstein [23], and
was initially settled for the simulation of rare event. It is based on a recursive
importance sampling driven by a family of sampling densities:

π(·|Θ) =
(
π(·|θ))

θ∈Θ
(18)
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Without loss of generality, it is assumed that there is θo ∈ Θ such that pω =
π(·|θo) . By denoting Nt the number of samples ωi

t generated at step t, Rt : ϕ ∈
IR �→ Rt(ϕ) ∈ [0, 1] a selective function for the samples (typically, a quantile-
based selection) and αt ∈]0, 1] a smoothing parameter, the CE simulation may
be defined as follows:

[CE simulation]
1. Set t = 0 and θ0 = θo ,
2. Repeat until the convergence is sufficient:

(a) Generate the samples ωi
t ∈ Ω, for i ∈ {1 : Nt}, according to the proba-

bilistic density function (pdf) π(·|θt) ,
(b) Compute the evaluations φ(ωi

t) of the samples for i ∈ {1 : Nt} ,
(c) Compute the selective parameters:

ρt[0] = 1− αt , (19)

ρt[i] = αt
Rt(φ(ω

i
t))∑

i=1:Nt
Rt(φ(ωi

t))
× π(ωi

t|θo)
π(ωi

t|θt)
, for all i ∈ {1 : Nt} , (20)

(d) [Update] Update the importance sampler by maximizing the cross-
entropy with the selected samples:

θt+1 ∈ argmax
θ∈Θ

∫
Ω

(
ρt[0]π(ω|θt) +

∑
i=1:Nt

ρt[i]δ[ω = ωi
t]

)
log (π(ω|θ)) dω ,

where: δ[ω = ωi
t] is the Dirac distribution on ωi

t , (21)

(e) Set t← t+ 1 ,

[Output:] The importance sampler π(·|θt) and likelihood ratio
pω

π(·|θt) .

The criterion for convergence may be, as in the classical CE [23], achieved when
a sufficient ratio of samples is within the rare event φ−1([γ,+∞[).

4 Practical Implementation and Numerical Results

4.1 Definition of the Maps, Costs and Plans

The map is defined by mapping from a vector parameter to a matrix of practica-
bility level: Z ∈ IRp �→ μ[Z] ∈ IR

[0,1]×[0,1]
+ . In practice, Z combines the positions

of threats and μ[Z] is computed as distances from these threats. The practicabil-
ity level μ[Z](x) infers a local cost to any sensor which moves on position z: the
cost c[z, z′] of a trajectory z → z′ is obtained by integrating the local cost. The
threat vector Z is known with a Gaussian noise, the model noise of our problem.
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4.2 Generating Laws for Conditional Sampling and Optimization

The map is sampled as a real-valued vector. The plan is obtained by sampling
mission to sensor mapping and a priority order between the mission. Both are
easily derived from a real-valued vector by mean of a surjective discrete mapping.
Gaussian laws are thus considered for both conditional sampling and optimiza-
tion. The update step (21) is quite easy for such laws family and is typically
derived from the empirical mean and covariance.

4.3 Numerical Results

Settings. The considered scenario is characterized by 5 sensors and 20 missions:

– Sensor position: (1, 1), (1, 1), (9, 1), (9, 1), (5, 1)
– Sensor autonomy: 1, 2, 1, 2, 2
– Missions: 20 missions chosen uniformly on [1, 10]× [1, 10]

and by a map of threats characterized by 4 threats:

– Theoretical threat position, with noise νi ∼ N(0, diag(2, 2)) :

μ =
{
(2, 3) + ν1, (5, 4) + ν2, (4, 7) + ν3, (2, 3) + ν4}

– Actual threat position: μ̂ =
{
(1, 1), (4, 6), (3, 7), (1, 4)} .

The cost inferred by the map is computed as follows:

– The local cost c[z] = 1/(1 + d(z, T )2) decrease with the distance to the set
of threats,

– The cost of a path z → z′ is computed by integrating on the interval [z, z′],
ie. C[z, z′;μ] =

∫
ω∈[z,z′] c[ω] dω .

A Sequence of Run. First at all, a reference plan is optimized on the basis
on the true map:

iter 1 20 40 60 80 100 120 140 160 180 200
opt 11.6 13.3 14.3 14.8 15.1 15.5 16 16.6 17.3 17.7 17.9∫
samp 100 2K 4K 6K 8K 10K 12K 14K 16K 18K 20K

In this table, iter is the number of iteration in the CE algorithm, opt is the
reached maximal value and

∫
samp is the cumulative number of generated sam-

ples. This optimization required 200 iteration and 20000 samples for convergence.
The following optimized plan is sampled be means of the sampler π(· · · |θ200) af-
ter the last iteration:

Sensor planned trajectory corrected trajectory
0 {3} {}
1 {2, 10, 12, 16} {2, 10, 12, 16}
2 {4, 0, 18} {4, 0}
3 {13, 6, 5, 15, 7, 8} {13, 6, 5, 15, 7, 8}
4 {17, 1, 9, 19, 14, 11} {17, 1, 9, 19, 14, 11}
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Now, the following sequence of actual evaluations is obtained by applying the
CE-based EIM algorithm:

ε NaN 0.07 0.96 0.72 0.8 2.6
y 15.7 17 17.7 17.7 17.1 NaN
ŷ 14.9 13.9 11.9 15.92 15.93 NaN

The quality of the conditional estimation is evaluated by means of the feasible
threshold ε, as defined in section 3.1, obtained after CE convergence. It is of
course undefined at step 0 (there is no conditioning). The estimation is good at
step 1, rather good from step 2 to step 4. The estimation is bad at step 5. The
optimized actual evaluation ŷ is 14.9 at step 0 and it is 15.93 at step 4, and only
4 evaluation is needed in order to reach 15.92. At step 5, the conditioning is bad,
and the CE-based EIM fails.

Obviously, the failure of CE-based EIM is related to the quality of the conditional
estimation. In fact, the conditional law is obtained from nonlinear constraints.
As a consequence, it is multi-modal and cannot be efficiently sampled by means
of Gaussian sampler. In order to enhance the algorithm, it will be necessary to
consider mixtures of laws, or multi-modal law by construction.

5 Conclusion

In this paper we considered the problem of planning a set of sensors in the
presence of model noises. The following hypotheses were considered: the planner
only knows the law of the model noise, but he can request an actual but costly
evaluation of a solution. In such case, each actual evaluation of the criterion
function increases the knowledge about the model, and subsequently the effi-
ciency of the plan optimization. The issue was to optimize the sequence of value
to be evaluated, in regards to the evaluation costs. In our work, we defined a
generalization of the Efficient Global Optimization (EGO) algorithm, based on
a rare event simulation approach. The results are promising, and the algorithm
produced good plans while requesting quite few sub-process calls. It appeared
that this optimization was limited by the Gaussian approximation of potentially
multi-modal conditional law. Future works will consider mixtures of laws for
approximating the conditional law.
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Abstract. In this work, a single-period portfolio selection problemwhich
consists of minimizing the total transaction cost subject to different types
of constraints on feasible portfolios was considered. The total transaction
cost function is separable and discontinuous. This problem is nonconvex
and very hard to solve. First, by using additional binary variables,we trans-
form it into a mixed zero-one program and then investigate a DC (Differ-
ence of Convex functions) programming framework for designing
solution methods. Two approaches are developed: DCA (DC Algorithm)
and a combination of DCA and Branch & Bound technique. Computa-
tional experiments are reported to demonstrate high efficiency and compu-
tational inexpensiveness of DCA, which provides good approximate global
solutions.

Keywords: portfolio selection, separable transaction cost, DC program-
ming, DCA, Branch and Bound.

1 Introduction

In 1952, Markowitz proposed the mean-variance’s model [11] which is a basis for
the development of many portfolio selection techniques. Based on this model,
many researchers considered portfolio optimization problems taking into account
real features such as transaction costs, cardinality constraints, shortselling, buy-
in threshold constraints, etc,... The appearance of these features makes these
problems nonconvex and very difficult to solve in most of the cases, see e.g.,
[3–6].

In [10], Lobo et al. studied two alternative models for the problem of single-
period portfolio optimization. The first model deals with maximizing the ex-
pected return, taking the nonconvex transaction cost into account, and subject to

N.T. Nguyen et al. (Eds.): ACIIDS 2014, Part II, LNAI 8398, pp. 392–402, 2014.
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different types of constraints on the feasible portfolios. They proposed a heuris-
tic method for solving this model. The authors confirmed that their heuristic
method can be adapted to solve the second model which consists of minimiz-
ing separable and discontinuous transaction costs subject to feasible portfolio
constraints.

In this work we are interested in the second model introduced in [10]. We
consider a slightly modified model where the constraints include shortselling
constraints, limit on expected return, limit on variance, and diversification con-
straints. The considered transaction cost is also assumed to be separable. This
function is discontinuous making the program nonconvex.

We investigate a deterministic approach for its solution methods to this prob-
lem based on DC programming and DCA. DC programming and DCA were first
introduced by Pham Dinh Tao in 1985 in their preliminary form and have been
extensively developed since 1994 by Le Thi Hoai An and Pham Dinh Tao in their
common works. DCA has been successfully applied to many large-scale noncon-
vex programs in various domains of applied sciences, to become now classic and
popular (see e.g. [7–9, 12, 13, 1] and references therein). We first introduce bi-
nary variables and then rewrite the initial problem as an equivalent mixed 0-1
programming problem. By using penalty techniques in DC programming, this
program is reformulated as a DC program, which can be handled by a DCA. For
evaluating the quality of solutions provided by DCA, we propose a hybridiza-
tion algorithm that combines DCA and a Branch-and-Bound (BB) scheme.
Lower bounds of the optimal value are obtained by solving convex relaxation
subproblems.

The rest of the paper is organized as follows. In the next section, we describe
the portfolio problem and its mathematical formulation. Section 3 deals with
the reformulation of this problem as a mixed zero-one program and the trans-
formation of the resulting problem into a DC program by penalty techniques.
A combined DCA-Branch-and-Bound algorithm is also proposed in the same
section. Numerical simulations are reported in section 4 and some conclusions
are included in the last section.

2 Problem Description and Mathematical Formulation

An investment consists of holding in some or all of n assets. The current holding
is w = (wi, . . . , wn)

T , the current wealth is then 1Tw. The amount transacted
in asset i is xi, with xi > 0 for buying, xi < 0 for selling and x = (x1, . . . , xn)

T

is portfolio selection. After transactions, the adjusted portfolio is w + x. This
adjusted portfolio w + x is held for a fixed period of time. At the end of that
period, the return on asset i is the random variable ai. Let a = (a1, . . . , an). We
assume that E(a) and Var(a) are known.

The wealth at the end of the period is a random variable, W = aT (w + x).
We consider the problem of minimizing the total transaction costs subject to
portfolio constraints:

min{φ(x) : E(W ) ≥ rmin, w + x ∈ S} (1)
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where the portfolio constraint set S can be defined from the following convex
constraints:

1. Shortselling constraints: Individual bounds si on the maximum amount of
shortselling allowed on asset i are

wi + xi ≥ −si, i = 1, . . . , n. (2)

If shortselling is not permitted, the si are set to zero. Otherwise, si > 0.
2. Variance:The standard deviation of the end period wealth W is constrained

to be less than σmax by the convex quadratic inequality

Var(W ) = (w + x)TΣ(w + x) ≤ σ2
max (3)

((3) is a second-order cone constraint).
3. Diversification constraints: Individual diversification constraints limit the

amount invested in each asset i to a maximum of pi,

wi + xi ≤ pi, i = 1, . . . , n. (4)

Alternatively, we can limit the fraction of the total wealth held in each asset,

wi + xi ≤ λi1
T (w + x), i = 1, . . . , n. (5)

In this study, the transaction costs φ(x) is defined by

φ(x) =

n∑
i=1

φi(xi), (6)

where φi is the transaction cost function for asset i. Let βi be the common fixed
costs associated with buying and selling asset i. The functions φi are given by

φi(xi) =

{
0, xi = 0

βi + αi|xi|, xi �= 0.
(7)

The function φ is nonconvex, unless the fixed costs are zero.
We develop below a zero-one approach based on DC programming and DCA

for solving (1) with S being defined in (2), (3), (5) and φ given in (6), (7).

3 Solving (1) by a Zero-One Approach

Recall that the problem (1) is the following (C being the feasible convex set of
portfolio cosntraints)

ω = min

{
φ(x) =

n∑
i=1

φi(xi) : x ∈ C, l0i ≤ xi ≤ u0i , ∀i = 1, . . . , n

}
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3.1 A Mixed Zero-One Formulation

Suppose that lower bounds l0i and upper bounds u0i for xi are calculated. We
introduce n binary variables yi such that yi = 0 if and only if xi = 0, and yi = 1
if xi �= 0. Then φi(xi) = (βi + αi|xi|)yi, ∀i = 1, . . . , n, and we have

∀i, l0i ≤ xi ≤ u0i ⇐⇒ yi ∈ {0, 1} and l0i yi ≤ xi ≤ u0i yi. (8)

Each φi is now considered as a function of two variables xi, yi and we can
replace φi(xi) by ϕi(xi, yi) := (βi + αi|xi|)yi.

The mixed 0-1 programming formulation of (1) is

ω = min

{
ϕ(x, y) :=

n∑
i=1

ϕi(xi, yi) : x ∈ C, yi ∈ {0, 1}, l0i yi ≤ xi ≤ u0i yi ∀i
}

(Q01)

3.2 DC Programming and DCA for Solving (Q01)

DC Programming and DCA [12, 13, 9, 1]. For a function θ : R
n →

R∪{+∞} lower semicontinuous proper convex function, the subdifferential of θ
at x0 ∈ domf := {x ∈ R

n : θ(x) < +∞}, denoted by ∂θ(x0), is defined by

∂θ(x0) := {y ∈ R
n : θ(x) ≥ θ(x0) + 〈x− x0, y〉, ∀x ∈ R

n},

and the conjugate θ∗ of θ is

θ∗(y) := sup{〈x, y〉 − θ(x) : x ∈ R
n}, y ∈ R

n.

A general DC program is that of the form:

α = inf{F (x) := G(x)−H(x) : x ∈ R
n} (Pdc) (9)

where G,H are lower semicontinuous proper convex functions on R
n. Such a

function F is called a DC function, and G−H a DC decomposition of F while
G and H are the DC components of F . Minimizing the DC function F on a
nonempty closed convex C set can be recast into the standard form (9) by
changing g in g+χC where χC is the indicator function of C defined by χC(x) = 0
if x ∈ C, and +∞ otherwise.

DC duality associates a primal DC program with its dual [12, 13, 9]

α := inf{h∗(y)− g∗(y) : y ∈ R
n} (Ddc) (10)

which is also a DC program with the same optimal value.
A point x∗ is called a critical point of G−H , or a generalized Karush-Kuhn-

Tucker point (KKT) of (9) if

∂H(x∗) ∩ ∂G(x∗) �= ∅. (11)
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DC programming and DCA have been introduced by Pham Dinh Tao in their
preliminary form in 1985 and extensively developed by Le Thi Hoai An and
Pham Dinh Tao since 1994 (see [12, 13, 9, 1], and the references therein). These
theoretical and algorithmic tools have been successfully applied by researchers
and practitioners to model and solve their nonconvex programs from different
filds of Applied Sciences, especially in the large scale setting.

Based on local optimality conditions and duality in DC programming, DCA
consists in constructing two sequences {xk} and {yk} (of trial solutions of the
primal and dual DC programs respectively) which are improved at each iteration:

Generic DCA scheme

Initialization: Let x0 ∈ R
n, k ←− 0.

Repeat
– Calculate yk ∈ ∂H(xk)
– Calculate xk+1 ∈ ∂G∗(yk) = argmin{G(x)− 〈x, yk〉 : x ∈ R

n} (Pk)
– k ←− k + 1

Until convergence of {xk}.
It is worth noting that DCA works with the convex DC components G and

H but not the DC function F itself (see [7, 9, 12, 13]). Moreover, a DC function
F has infinitely many DC decompositions which have crucial impacts on the
performance (speed of convergence, robustness, efficiency, globality of computed
solutions,...) of DCA.

Convergence properties of DCA and its theoretical basis can be found in
[7, 9, 12]. For instant, it is important to mention that (for the sake of simplicity,
we omit here the similar dual part)

– DCA is a descent method (the sequences {G(xk) − H(xk)} is decreasing)
without linesearch but with global convergence

– If the optimal value α of problem (9) is finite and the sequence {xk} is
bounded then every limit point x∗ of the sequence {xk} is a critical point of
G−H .

– DCA has a linear convergence for general DC programs.
– DCA has a finite convergence for polyhedral DC programs (when either G

or H is polyhedral convex).

The next subsection is devoted to the development of DCA applied on (Q01).

DC Algorithm for the Problem (Q01). Firstly we claim that the objective
function of (Q01) is a DC function on R

n × [0, 1]n. Indeed, we have

ϕi(xi, yi) =
(αi

2
(|xi|+ yi)

2
)
−
(αi

2
(x2i + y2i )− βiyi

)
Let θi(xi, yi) = αi

2 (|xi| + yi)
2 and κi(xi, yi) = αi

2 (x2i + y2i ) − βiyi, then θi, κi

are convex functions on R × [0, 1]. Let θ(x, y) =
n∑

i=1

θi(xi, yi) and κ(x, y) =

n∑
i=1

κi(xi, yi), then θ − κ is a DC decomposition of ϕ.
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Furthermore, let

A := {(x, y) ∈ R
n × [0, 1]n : x ∈ C, l0i yi ≤ xi ≤ u0i yi, ∀i = 1, . . . , n}

and define the function p : Rn × R
n −→ R, p(x, y) :=

n∑
i=1

yi(1 − yi), then p is a

nonnegative concave (quadratic) function on the convex set and the feasible set
of (Q01) is

{(x, y) ∈ A :yi ∈ {0, 1}, ∀i}={(x, y) ∈ A :p(x, y)=0}={(x, y) ∈ A : p(x, y) ≤ 0}.
Thus (Q01) becomes

min {ϕ(x, y) = θ(x, y)− κ(x, y) : (x, y) ∈ A, p(x, y) ≤ 0} . (12)

Note that the objective function of (12) is DC and (12) contains a reverse con-
vex constraint: p(x, y) ≤ 0. In order to overcome these difficulties when solving
(12), we propose to use penalty techniques in DC programming [14, 2].

With a scalar t > 0, we define a penalty function Ft of ϕ on R
n × R

n by

Ft(x, y) = ϕ(x, y) + tp(x, y) = θ(x, y) − (κ(x, y)− tp(x, y)) (13)

then the penalized problem for (12) can be

min {Ft(x, y) = θ(x, y)− (κ(x, y) − tp(x, y)) : (x, y) ∈ A} (14)

or in a natural DC form

min{G(x, y)−H(x, y) : (x, y) ∈ R
n × R

n}
where G(x, y) = θ(x, y) + χA(x, y) and H(x, y) = κ(x, y)− tp(x, y).

Applying DCA to solve (14) leads to compute (zk, vk) ∈ ∂H(xk, yk) at each
iteration k, and then solve the convex program

min{G(x, y)− 〈(zk, vk), (x, y)〉 : (x, y) ∈ R
n × R

n}
to obtain (xk+1, yk+1) ∈ ∂G∗(zk, vk). This convex program is equivalent to the
following

min{θ(x, y)− 〈(zk, vk), (x, y)〉 : (x, y) ∈ A} (15)

A subgradient of H , (zk, vk) ∈ ∂H(xk, yk), is computed by

(zk, vk) ∈ ∂H(xk, yk) ⇐⇒
{
zki = αix

k
i , ∀i = 1, . . . , n,

vki = (αi + 2t)yki − (βi + t), ∀i = 1, . . . , n.
(16)

We describe the DCA applied on (14) as follows.

Algorithm 1 (DCA for 0-1 model).

• Initialization:
Let (x0, y0) ∈ R

n × [0, 1]n and ε be a small enough positive number.
Iteration k ←− 0.
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• Repeat:

 Calculate zki = αix
k
i and vki = (αi + 2t)yki − (βi + t), ∀i = 1, . . . , n.

 Solve (15) to obtain (xk+1, yk+1).
 k ←− k + 1

• Until: |F (xk+1, yk+1)− F (xk, yk)| ≤ ε or ‖xk+1 − xk‖+ ‖yk+1 − yk‖ ≤ ε.

3.3 A Combined DCA-Branch and Bound Algorithm

To evaluate the globality of solutions computed by DCA in Algorithm 1, we
propose to solve (Q01) or its equivalent problem (12) by a BB algorithm. The
subdivision of the combined algorithm is performed in the way that either yi = 0
or yi = 1.

For lower bounding, we solve the relaxation problem (Rkcp) of φ on C ∩ Rk

at iteration k in the BB scheme.
Suppose that at iteration k in the BB scheme, we have two sets of indices

Ik, Jk ⊂ {1, . . . , n} such that yi = 0 ∀i ∈ Ik, yj = 1 ∀j ∈ Jk. The corresponding
DC objective function at this iteration is

ϕk(x, y) =
∑

i/∈Ik∪Jk

ϕi(xi, yi) +
∑
j∈Jk

(αj |xj |+ βj) (17)

The penalty function of ϕk at iteration k, with t > 0, F k
t (x, y) = ϕk(x, y) +

tp(x, y) is a DC function with DC components

Gk(x, y) =
∑

i/∈Ik∪Jk

θi(xi, yi) +
∑
j∈Jk

(αj |xj |+ βj)

Hk(x, y) =
∑

i/∈Ik∪Jk

(κi(xi, yi) + tyi(yi − 1))

The penalty problem of (12) at iteration k can be given by

min{F k
t (x, y) : (x, y) ∈ A, yi = 0, ∀i ∈ Ik, yj = 1, ∀j ∈ Jk} (18)

Solving (18) by DCA leads to determine two sequences {(xs, ys)}, {(zs, vs)}
in R

n × R
n satisfying

(zs, vs) ∈ ∂Hk(xs, ys) ⇐⇒

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
zsi = αix

k
i , if i /∈ Ik ∪ Jk,

zsi = 0, if i ∈ Ik ∪ Jk,
vsi = (αi + 2t)yki − (βi + t), if i /∈ Ik ∪ Jk,
vsi = 0, if i ∈ Ik ∪ Jk,

(19)

and

(xs+1, ys+1) ∈ ∂(Gk)∗(zs, vs) ⇐⇒ (xs+1, ys+1) solves the convex program
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min{Gk(x, y)−〈(zs, vs), (x, y)〉 : (x, y) ∈ A, yi = 0, i ∈ Ik, yj = 1, j ∈ Jk} (20)

If solving the penalty problem (18) by DCA provides (x, y) as a solution then
ϕ(x, y) is an upper bound for ω.

Therefore, we can describe below a combined algorithm for solving (12).

Algorithm 2 (DCA-BB for 0-1 model).

• Initialization:

Compute the first bounds [l0i , u
0
i ] for variables xi and the first rectangle

R0 =
n∏

i=1

[l0i , u
0
i ].

I0 := ∅, J0 := ∅, iteration k ←− 0.

The optimal value μ0 of the relaxation problem (R0cp) of (P ) provides the
first lower bound for ω.

• Iteration k:

We apply DCA described in Algorithm 1 inside BB algorithm. DCA is used
in the first time at the end of the first iteration of BB scheme (iteration 0).
And then, in the BB process, we restart DCA when the current upper bound
is updated. More precisely, the DCA used inside the BB algorithm is carried
on as follows:

1. Construct the current relaxation problem (Rkcp) of (Q01) at the node k.
Solve (Rkcp) to obtain a lower bound for ω at this node and a solution
xRk ∈ C ∩R0.

2. If φ(xRk ) is smaller than the current upper bound then construct the
penalty problem of the form (18) and launch DCA for solving it.

3. Let (x̃1, ỹ1) be the solution obtained by DCA. Let ε be a sufficiently
small positive number. For each i /∈ Ik ∪ Jk, if ỹ

1
i ≤ ε then add the

constraints xi = 0 into the set of constraints of (Rkcp) and add this
index i into Ik. Name the new problem (P ′

re).

4. Solve (P ′
re).

◦ If (P ′
re) provides a solution then launch DCA for solving the corre-

sponding penalty problem of (Q01) (constructed with the new Ik) to
obtain (x̃2, ỹ2). Update the upper bound, the best current solution
known so far by comparing φ(xRk ) with φ(x̃1) and φ(x̃2) then return
to the BB algorithm.

◦ If (P ′
re) is infeasible, update the upper bound, the best current solu-

tion and return to the BB algorithm.

5. Continue the BB process until the convergence.

Numerical experiments in the next section show the efficiency of the proposed
algorithms.
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4 Computational Results

The algorithms are coded in C and run on a PC equipped with Window 7
Intel(R) Core(TM) i5-2540M CPU 2.60GHz, 8.00 Go RAM. To solve the convex
programs, we use CPLEX solver version 12.4.

We have tested the proposed algorithms on the set of data used in [10]. The
portfolio selection consists of (n − 1) risky and one riskless assets (the riskless
asset corresponds to the nth-asset in the portfolio decision). The mean and co-
variance of (n− 1) risky assets were estimated from daily closing prices of S&P
500 stocks (for the tests with n ≤ 101, we chose the first (n− 1) stocks, alpha-
betically by ticker, with a full year of data from January 9, 1998 to January
8, 1999; for n > 101, the first (n − 1) stocks were chosen with the data from
January 01, 2005 to January 01, 2007). The mean of riskless asset is set to
be 0.1.

The results presented in Table 1 have been computed using the values

wi = 1/n, ∀i = 1, . . . , n

αi = 0.01, ∀i = 1, . . . , n− 1, αn = 0

βi = 0.1/(n− 1), ∀i = 1, . . . , n− 1, βn = 0

si = 5βi, ∀i = 1, . . . , n− 1, sn = 0.5

λi = 0.5, ∀i = 1, . . . , n.

We have tested Algorithm 1 (denoted DCA for 0-1 model), Algorithm 2 (de-
noted DCA-BB for 0-1model) and the BB algorithm without DCA (denoted
BB). The tolerance ε for stopping DCA is equal to 10−8. The stopping criteria
of the BB algorithm (with DCA or without DCA) is either the CPU time (in
seconds) is greater than 1 hour or the difference between the best upper bound
and the best lower bound is smaller than ε := 10−8. In our numerical tests, the
hybrid algorithm and the BB algorithm always provide an ε-optimal solution.
In Table 1, the number of iterations for each algorithm as well as the ε-optimal
values found by BB, ”DCA-BB for 0-1 model” and the CPU time are reported.

Comments on the Numerical Results. From numerical results we observed
that

• ”DCA for 0-1 model” provides usually a good approximation of the optimal
solution within a very short running time (less than 5 seconds) and the
number of iterations ”DCA for 0-1 model” is less than 5.

• The combined algorithm ”DCA-BB for 0-1 model” (in which the number of
restarting DCA is less than 10) provides the same optimal values in com-
parison with the classical BB algorithm (BB) within a bit larger CPU time
when n ≤ 161. However, in the last four cases, when n = 171, 181, 191, 201,
respectively, we can observe the performance of DCA when combining it
with BB: it greatly reduces the number of iterations of the BB process and
the computation time of BB (without DCA) is really more expensive.
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Table 1. Minimize Transaction costs

BB DCA-BB for 01 model DCA for 01 model

n iter Opt.val CPU iter rest. Opt.val CPU iter valDCA CPU

11 51 0.104149 2.699 50 4 0.104149 2.684 2 0.104544 0.140
21 35 0.089724 1.077 84 4 0.089724 3.447 4 0.089742 0.593
31 31 0.086269 1.685 30 2 0.086269 1.981 4 0.087762 0.390
41 41 0.085362 3.260 40 3 0.085362 4.557 4 0.086853 0.889
51 51 0.084845 7.005 50 3 0.084845 7.035 3 0.086337 0.514
61 70 0.084487 11.732 100 2 0.084487 15.418 3 0.085977 0.983
71 159 0.084228 27.877 242 4 0.084228 35.100 4 0.085719 0.827
81 181 0.083878 35.631 428 4 0.083878 76.767 3 0.085530 1.029
91 3803 0.083601 956.046 3802 4 0.083601 786.803 3 0.085382 1.045
101 4877 0.083683 1573.743 4876 3 0.083683 1109.761 4 0.085208 1.310
111 189 0.084263 51.995 1116 3 0.084263 305.000 2 0.085251 1.560
121 316 0.084130 106.190 1403 4 0.084130 430.733 2 0.085169 1.794
131 298 0.083862 101.924 561 3 0.083862 225.102 2 0.085097 2.153
141 495 0.083775 181.563 627 5 0.083775 272.205 2 0.085039 2.262
151 364 0.083678 139.508 666 4 0.083678 297.383 2 0.084989 2.793
161 612 0.083593 281.261 628 5 0.083593 329.627 2 0.084945 2.730

171 721 0.083516 519.326 661 5 0.083516 389.767 2 0.084905 2.715
181 986 0.083447 788.477 874 5 0.083447 590.711 2 0.084869 3.291
191 1135 0.083386 982.932 915 6 0.083386 689.646 2 0.084837 4.337
201 1643 0.083329 1781.377 1348 5 0.083329 981.273 2 0.084807 4.103

5 Conclusion

In this work, we have proposed solution methods for solving a hard portfolio
selection problem where the total transaction cost function is nonconvex, dis-
continuous. By introducing binary variables, the problem can be rewritten as a
nonconvex mixed zero-one program, and then transformed into a DC program
in the continuous framework due to penalty techniques in DC programming. We
developed DCA, BB and the combined DCA-BB for solving the resulting DC
program. In our numerical simulations with real data, CPLEX solver was used
for minimizing convex quadratically constrained quadratic programs.

The computational aspects of the proposed approaches show high efficiency,
computational inexpensiveness of DCA, which provides good approximate global
solutions, and also the positive influence of DCA on BB algorithm, especially
for large-scale problems.

References

1. Le Thi, H.A.: DC Programming and DCA,
http://lita.sciences.univ-metz.fr/~lethi

2. Le Thi, H.A., Pham Dinh, T., Huynh, V.N.: Exact penalty and Error Bounds in
DC programming. Journal of Global Optimization 52(3), 509–535 (2012)

http://lita.sciences.univ-metz.fr/~lethi


402 T. Pham Dinh, V.-N. Pham, and H.A. Le Thi

3. Kellerer, H., Mansini, R., Speranza, M.G.: Selecting Portfolios with Fixed Costs
and Minimum Transaction Lots. Annals of Operations Research 99, 287–304 (2000)

4. Konno, H., Wijayanayake, A.: Mean-absolute deviation portfolio optimization
model under transaction costs. Journal of the Operation Research Society of
Japan 42(4), 422–435 (1999)

5. Konno, H., Wijayanayake, A.: Portfolio optimization problems under concave
transaction costs and minimal transaction unit constraints. Mathematical Pro-
gramming 89(B), 233–250 (2001)

6. Konno, H., Yamamoto, R.: Global Optimization Versus Integer Programming in
Portfolio Optimization under Nonconvex Transaction Costs. Journal of Global Op-
timization 32, 207–219 (2005)
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Abstract. We develop a filter based feature selection approach in Multi-
classification by optimizing the so called Generic Feature Selection (GeFS)
measure and then using Multi Support Vector Machine (MSVM) classi-
fiers. The problem is first formulated as a polynomial mixed 0-1 fractional
programming and then equivalently transformed into a mixed 0-1 linear
programming (M01LP) problem.DCA (Difference of Convex functions Al-
gorithm), an innovative approach in nonconvex programming framework,
is investigated to solve the M01LP problem. The proposed algorithm is
applied on Intrusion Detection Systems (IDSs) and experiments are con-
ducted through the benchmark KDD Cup 1999 dataset which contains
millions of connection records audited and includes a wide variety of in-
trusions simulated in a military network environment. We compare our
method with an embedded based method for MSVM using l2 − l0 regu-
larizer. Preliminary numerical results show that the proposed algorithm is
comparable with l2 − l0 regularizer MSVM on the ability of classification
but requires less computation.

Keywords: Feature Selection, Filter approach, Generic Feature Selec-
tion measure, MSVM, DCA.

1 Introduction

Feature selection consists of choosing a subset of available features that capture
the relevant properties of the data. In supervised pattern classification, a good
choice of features is fundamental for building compact and accurate classifiers.
Feature selection is often applied to high-dimensional data prior to classifica-
tion learning. The main goal is to select a subset of features of a given data
set while preserving or improving the discriminative ability of a classifier. Gen-
erally speaking, feature selection can be classified into three categories: filter
approaches, wrapper approaches, and embedded approaches.

Wrapper methods exploit a machine learning algorithm to evaluate the use-
fulness of features. Filter methods rank the features according to some dis-
crimination measure and select features having higher ranks without using any
learning algorithm (it utilizes the underlying characteristics of the training data

N.T. Nguyen et al. (Eds.): ACIIDS 2014, Part II, LNAI 8398, pp. 403–413, 2014.
c© Springer International Publishing Switzerland 2014



404 H.A. Le Thi et al.

to evaluate the relevance of the features or feature set by some independent mea-
sures such as distance measure, correlation measures, consistency measures [12]).
The wrapper approach is generally considered to produce better feature subsets
but runs much more slowly than a filter. In contrast to the filter and wrapper
approaches, the embedded approach of feature selection does not separate the
learning from the feature selection part. It integrates the selection of features in
the model building. For instance, for feature selection in classification, an embed-
ded method uses a machine learning algorithm to search a classifier that uses as
few features as possible while a filter method selects the features by optimizing
a measure criterion and then finds a classifier defined on the selected features.

In this paper we propose a filter approach for feature selection in MSVM. The
starting point of our work is the GeFS measure studied in [2] that is a common
model of several feature selection measures, for instance the correlation-feature-
selection (CFS) measure [6] and the minimal-redundancy-maximal-relevance
(mRMR) measure [13]. Considering the GeFS measure, we follow [2] to formulate
the feature selection problem as a polynomial mixed 0-1 fractional programming
(PM01FP) problem. Based on the Chang’s method [2,3] this PM01FP problem is
reformulated equivalently as a mixed 0-1 linear programming (M01LP) problem.
We follow [4] to refine the last model in a MP01LP problem with smaller size.
Our main contributions concern with the use of DCA for solving the M01LP
problem and the application of the proposed method for Intrusion Detection
Systems (IDSs) which play a vital role of detecting various kinds of attacks. Due
to the computational efficiency, filter approaches are usually utilized to select
features from high-dimensional data sets, such as IDSs. A major challenge in
the IDS feature selection process is to choose appropriate measures that can
precisely determine the relevance and the relation between features of a given
data set. Hence the correlation feature selection (CFS) measure seems to be
suitable and is often used to feature selection and classification in IDSs. Here we
consider the GeFS measure whose CFS is an instance. We apply our algorithm
for optimizing the GeFS measure, from which a subset of features is selected.
Finally, l2-MSVM is used to classification on the selected features. Experiments
are conducted through the benchmark KDD Cup 1999 dataset which contains
millions of connection records audited and includes a wide variety of intrusions
simulated in a military network environment. We compare our method with an
embedded based method for MSVM using l2 − l0 regularizer [9]. Preliminary
numerical results show that the proposed algorithm is comparable with l2 − l0 -
MSVM but requires less computation.

2 Optimizing Generic Feature-Selection Measure: A
PM01FP Formulation

2.1 Generic Feature-Selection Measure and the Feature Selection
Problem

Let x = (x1, ..., xn) be the vector with binary values xi indicating the appearance
(xi = 1) or the absence (xi = 0) of the feature fi, for i = 1, . . . , n. A generic
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feature-selection measure used in the filter model is a function GeFS(x) defined
as ([4])

GeFS(x) =
a0 +

∑n
i=1Ai(x)xi

b0 +
∑n

i=1 Bi(x)xi
, x ∈ {0, 1}n. (1)

where a0, b0 are constants;Ai(x), Bi(x) are affine functions of variables x1, . . . , xn:

Ai(x) = ai0 +

n∑
j=1

aijxj , Bi(x) = bi0 +

n∑
j=1

bijxj ,

The feature selection problem is to find x ∈ {0, 1}n that maximizes the function
GeFS(x) ([4]):

max
x∈{0,1}n

GeFS(x) =
a0 +

∑n
i=1Ai(x)xi

b0 +
∑n

i=1 Bi(x)xi
, (2)

s.t. b0 +

n∑
i=1

Bi(x)xi > 0.

Correlation Feature Selection Measure is a Special Case of GeFS:
The Correlation Feature Selection (CFS) measure evaluates subsets of features
on the basis of the following hypothesis: ”Good feature subsets contain features
highly correlated with the classification, yet uncorrelated to each other” [6]. The
following quation gives the merit of a feature subset S consisting of k features:

MeritSk
=

krcf√
k + k(k − 1)rff

Here, rcf is the average value of all feature-classification correlations, and rff is
the average value of all feature-feature correlations. The CFS criterion is defined
as follows:

max
Sk

[
rcf1 + rcf2 + ...+ rcfk√

k + 2(rf1f2 + ..+ rfifj + ..+ rfkf1)

]
. (3)

This problem takes the form

max
x∈{0,1}n

[
(
∑n

i=1 aixi)
2∑n

i=1 xi +
∑

i�=j 2bijxixj

]
, (4)

where ai := rcfi and bij := rfifj .
It is obvious that the CFS measure is an instance of the GeFS measure. We
denote this measure by GeFSCFS .
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2.2 A Mixed 0-1 Linear Programming Formulation

By introducing an additional positive variable, denoted by y, one consider the
following problem equivalent to (2):

min
x∈{0,1}n

−a0y −
n∑

i=1

Ai(x)xiy (5a)

s.t. b0y +

n∑
i=1

Bi(x)xiy = 1, y > 0. (5b)

Proposition 1. Suppose that m ≤ a(x, ξ) ≤ M and x ∈ {0, 1}. Then, the
mixed term a(x, ξ)x can be represented via a continuous variable z by one of two
following ways

minz z

s.t.

{
z ≥ mx,
z ≥M(x− 1) + a(x, ξ),

and

⎧⎨⎩
mx ≤ z ≤Mx,
z ≤ m(x− 1) + a(x, ξ),
z ≥ M(x− 1) + a(x, ξ).

(6)

Proposition 2. A term −Ai(x)xiy from (5a) and a term Bi(x)xiy from (5b)
can be represented via a continuous variables zi and vi as follows

minzi zi

s.t.

{
zi ≥ −Cxi,
zi ≥ C(xi − 1)−Ai(x)y,

and

⎧⎨⎩
−Cxi ≤ vi ≤ Cxi,
vi ≤ C(1 − xi) +Bi(x)y,
vi ≥ C(xi − 1) +Bi(x)y,

(7)

where C is a large positive number.

We substitute each term xjy, (j = 1, . . . , n) that will appear in (7) by new
variables tj satisfying constraints from Proposition 1. By applying these tech-
nique, the problem (5) is equivalent to a mixed 0-1 linear program given below

min
x∈{0,1}n,y,z,v,t

−a0y −
n∑

i=1

zi

s.t. y > 0, and for all i = 1, . . . , n

ti ≥ C(xi − 1) + y, ti ≤ y, 0 ≤ ti ≤ Cxi, (8)

zi ≥ −Cxi, zi ≥ C(xi − 1)− ai0y −
n∑

j=1

aijtj ,

−Cxi ≤ vi ≤ Cxi,

C(xi − 1) ≤ vi − bi0y −
n∑

j=1

bijtj ≤ C(1− xi).

The total number of variables for the M01LP problem will be 4n+1. Therefore,
the number of constraints on these variables will also be a linear function of n.
As we mentioned above, with Chang’s method [2,3] the number of variables and
constraints depends on the square of n. Thus this new method actually improves
Chang’s method by reducing the size of the problem.
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3 Solving the M01LP Problem by DCA

3.1 DC Programming and DCA

DC Programming and DCA were introduced by Pham Dinh Tao in their pre-
liminary form in 1985. These theoretical and algorithmic tools are extensively
developed by Le Thi Hoai An and Pham Dinh Tao since 1994 to become now
classic and increasingly popular. DCA is a continuous primal dual subgradient
approach based on local optimality and duality in DC programming for solving
standard DC programs which take the form

(Pdc) α = inf{f(x) := g(x)− h(x) : x ∈ R
n}, (9)

with g, h ∈ Γ0 (Rn). Such a function f is called a DC function, and g − h, a
DC decomposition of f , while the convex functions g and h are DC components
of f.

The main idea of DCA is simple: each iteration of DCA approximates the
convex function h by its affine minorant defined by yk ∈ ∂h(xk), and solves the
resulting convex program.

yk ∈ ∂h(xk)

xk+1 ∈ arg min
x∈IRn

{g(x)− h(xk)− 〈x− xk, yk〉}. (Pk)

The construction of DCA involves DC components g and h but not the function
f itself. Moreover, a DC function F has infinitely many DC decompositions
which have crucial impacts on the qualities (speed of convergence, robustness,
efficiency, globality of computed solutions,...) of DCA. Hence, for a DC program,
each DC decomposition corresponds to a different version of DCA. DCA is so a
philosophy rather than an algorithm. For each problem we can design a family
of DCA based algorithms. To the best of our knowledge, DCA is actually one
of the rare algorithms for nonsmooth nonconvex programming which allow to
solve large-scale DC programs. DCA was successfully applied to a lot of different
and various nonconvex optimization problems to which it quite often gave global
solutions and proved to be more robust and more efficient than related standard
methods ([14,15,16] and the list of reference in [7]).

3.2 From Combinatorial Optimization to DC Programming

Let D �= ∅ be a bounded polyhedral convex set in IRn and let J ⊂ {1, . . . , n}.
Consider now the M01LP problem in the form

(M01LP ) min{〈c, x〉 : x ∈ D, xi ∈ {0, 1}∀i ∈ J}.
For solving (M01LP) by DCA we first reformulate it in a continuous optimization
problem.
Let K := {x ∈ D : 0 ≤ xi ≤ 1, ∀i ∈ J} and define p(x) =

∑
i∈J xi(1− xi).

Clearly, p is a concave function with nonnegative values on K and

{x ∈ D : xi ∈ {0, 1}} = {x ∈ K : p(x) = 0} = {x ∈ K : p(x) ≤ 0},



408 H.A. Le Thi et al.

the M01LP problem is equivalent to

min {〈c, x〉 : x ∈ K, p(x) ≤ 0} .
Using the exact penalty theorem proved in [8,11] we can reformulate equivalently
the M01LP problem as, for any t > to,

min

{
〈c, x〉 + t

∑
i∈J

xi(1 − xi) : x ∈ K

}
. (10)

3.3 DCA for Solving (10)

By introducing the indicator function χK (χK = 0 if x ∈ K, +∞ otherwise) we
rewritte the last problem as

min{F(x) := χK(x) + 〈td+ c, x〉 − txTQx : x ∈ R
n}. (11)

where d ∈ R
n satisfying di = 1 if i ∈ J and 0 if i /∈ J . Since K is a polyhedral

convex set, χK is a polyhderal convex function. On the other hand, the quadratic
function −〈td+ c, x〉+ txTQx is clearly convex. Hence (11) can be written in a
DC form

α = inf{F(x) := g(x)− h(x) : x ∈ R
n}, (12)

with the following natural DC decomposition

g(x) := χK(x); h(x) := −〈td+ c, x〉+ txTQx. (13)

By the definition of h, we have

yk = ∇h(xk) = −(td+ c) + 2tQxk. (14)

Finding xk+1 consists in solving the following convex program after removing
useless constants:

xk+1 ∈ arg min
x∈Rn

{g(x)− 〈x, yk〉}

which is in fact a linear program

{〈−(td+ c) + 2teJ , x〉 : x ∈ K} (15)

Algorithm 1 describes the DCA for solving problem (12).

Algorithm 1. DCA applied to (12)
Initilization: Let x0 ∈ R

n be a guess, k ← 0
Repeat:
- Set yk := −(td+ c) + 2teJ .
- Solve the linear program (15) to obtain xk+1.
- k ← k + 1.

Until: Convergence of {xk}.
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The convergence of this DCA is proven by the following theorem:

Theorem 1. (Convergence properties of DCA)

(i) DCA generates a sequence {xk} contained in the vertex set of K (denoted
V (K)) such that the sequence {〈e, xk〉+ tp(xk)} is decreasing.

(ii) The sequence {xk} converges to a critical point x∗ ∈ V (K) of (12) after a
finite number of iterations.

(iii) Moreover, the point x∗ is almost always a local minimizer of Problem (12).
(iv) For a sufficiently large number t , if at an iteration r we have xr ∈ {0, 1}n,

then xk ∈ {0, 1}n for all k ≥ r.

Proof. This is consequence of the convergence properties of general DC pro-
grams, those of polyhedral DC programs, as well as the transportation of local
minimizers in DC programming ([14,15]).

It is worth to note that, intesrestingly, with this suitable DC decomposition,
although our algorithm works on a continuous domain, it constructs a sequence
of integer solution (see iii) in the above theorem). Such an original property is
important for large scale setting: in ultra large problems (it is often the case of
IDSs), if we stop the algorithm before its convergence, we get always a feasible
solution of the M01LP program. Moreover, DCA enjoys interesting convergence
properties: it converges, after a finitely many iterations, to a local solution in
almost cases.

4 Numerical Experiments

We will use the GeFSCFS measure mentioned in Sect. 2.1 to evaluates subsets
of features. Solving the problem (2) (or equivalently (8)) results in a subset of
selected features. To perform classification task, we use Multi-class Support Vec-
tor Machines (MSVM) proposed in [17] that uses a l2-norm regularization. This
approach will be referred to GeFSCFS when mentioning the feature selection
task and l2-MSVM (or l2 for short) when indicating the classification task.

We compare our approach with an embedded feature selection in MSVM called
l2l0-MSVM (or l2l0 for short) that is considered in [9,10]. In this approach, l2l0
regularizer has been utilized and the concave approximation has been imposed
on the l0-norm. The approximate optimization problem is a DC program and
was solved by DCA. This approach has been already shown by the authors to
be more efficient than several other competitors [9].

The environment used for the experiments is Intel CoreTM I5 (2.8 Ghz) pro-
cessor, 4 GB RAM. The CPLEX solver library (ILOG CLPEX 11.2) for C++ is
used to solve the linear programs in Algorithm 1 and convex quadratic programs
in l2-MSVM and l2l0-MSVM.

4.1 Datasets and Evaluation Criteria

The performances of the comparative methods are evaluated through the KDD
Cup 1999 dataset. This original dataset contains more than 4 millions connection
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records of intrusions which are simulated in a military network environment.
These records are extracted from the sequence of TCP packets to and from
some IP addresses.

Each element includes 41 attributes. An other set, equal to 10% of the orig-
inal dataset (Ten-Percent set), containing 494, 021 records is considered. The
attributes are devised into 4 groups. The first group includes 9 features of indi-
vidual TCP connections. The second and the third group consist of, respectively,
13 features which describe the content within a connection suggested by domain
knowledge and 9 traffic features. The final group contains 10 host based features
[10,1].

We first construct the training datasets. Three training datasets with the size
of 5, 000; 10, 000 and 50, 000 records are generated from the Ten-Percent set. In
these sets, the percentages of samples in each category are maintained as in the
original dataset. In the Table 1, we summarize the statistics of the used training
datasets.

Table 1. Statistics of training datasets

Dataset #Samples #Attributes #Categories Intrusion samples

SET05 5,000 41 5 80.34%

SET10 10,000 41 5 80.32%

SET50 50,000 41 5 80.31%

The test sets are separated into two types. The first type are three above
training datasets. In the second type, the test sets having different sizes are
disjoint with the training sets. As above, we maintain the percentages of samples
in each category as those in the original dataset [10].

We use five main evaluation criteria in IDSs for these methods. The first cri-
terion is Classification Error (CE) which is often used to evaluate the quality
of classifiers. The second criterion is ACTE (Average Cost per Test Example)
defined via a Cost Matrix of each misclassification. We use the Cost Matrix pub-
lished by the KDD CUP’99 competition organizers. The third criterion is True
Positive or Detection Rate (DeR) which is defined by the rate of the number
of intrusions detected as intrusions (regardless of intrusion type) over the total
number of intrusions. The fourth criterion is Diagnosis Rate (DiR) that is the
rate of the number intrusions correctly classified over the total number of intru-
sions. The final criterion is False Positive (FP) which is the rate of the number of
normal connections identified as the intrusions over the total number of normal
connections [10].

4.2 Experiment Results

In the Table 2, we show the number of full-set features and the number of selected
features by the GeFSCFS and the l2l0-MSVM [9,10].

In the Table 3, we report the results via the five above criteria on traning
sets. The Table 4 presents the CPU time (in seconds) of training and testing
processes on each set. The results on test sets is presented in Table 5.
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Table 2. Full-set features and the number of selected features

Dataset Ful-set GeFSCFS l2l0-MSVM

SET05 41 13 15

SET10 41 13 20

SET50 41 15 29

Table 3. The performance of l2-MSVM and l2l0-MSVM for IDSs on the training sets

Data CE (%) ACTE DeR (%) DiR (%) FP(%)
set l2 l2l0 l2 l2l0 l2 l2l0 l2 l2l0 l2 l2l0

SET05 1.24 0.03 0.0248 0.0038 98.80 99.93 98.66 99.90 0.813 0.711

SET10 1.27 0.09 0.0252 0.0021 98.78 99.93 98.67 99.93 1.016 0.152

SET50 0.87 0.09 0.0173 0.0020 99.07 99.94 99.03 99.93 0.477 0.172

Table 4. The CPU time (s) of two approaches. Time of preparing data is time for
calculating correlation coefficients used in CFS measure

Toltal times of Trainning and Feature Selection Testing time
Data GeFSCFS l2l0
set preparing data DCA(M01LP) l2 Total l2 l2l0

SET05 18.330 0.062 3.032 21.424 67.765 0.093 0.296

SET10 48.859 0.063 5.117 54.039 139.854 0.171 0.514

SET50 866.503 0.070 66.144 932.717 1169.550 1.101 2.028

Table 5. The performance of l2-MSVM and l2l0-MSVM for IDSs on the test sets

Test CE (%) ACTE DeR (%) DiR (%) FP(%)
set l2 l2l0 l2 l2l0 l2 l2l0 l2 l2l0 l2 l2l0

The training set SET05

5,000 1.30 0.46 0.0252 0.0078 98.80 99.83 98.78 99.70 0.915 1.118

10,000 1.30 0.54 0.2560 0.0086 98.69 99.75 98.51 99.64 0.508 1.270

50,000 1.26 0.55 0.2514 0.0086 98.71 99.81 98.57 99.71 0.559 1.625

100,000 1.25 0.53 0.0248 0.0083 98.73 99.82 98.58 99.72 0.589 1.569

The training set SET10

10,000 1.34 0.24 0.0269 0.0052 98.74 99.85 98.62 99.79 1.169 0.356

50,000 1.25 0.25 0.0247 0.0047 98.78 99.88 98.69 99.83 1.016 0.569

100,000 1.24 0.24 0.0245 0.0046 98.81 99.80 98.71 99.84 1.051 0.574

494,021 1.23 0.22 0.0244 0.0042 98.82 99.90 98.72 99.86 1.048 0.561

The training set SET50

50,000 0.92 0.17 0.0178 0.0034 99.06 99.89 99.01 99.88 0.586 0.335

100,000 0.91 0.16 0.1786 0.0033 99.06 99.90 99.00 99.88 0.564 0.335

494,021 0.90 0.14 0.0177 0.0029 99.07 99.96 99.02 99.90 0.557 0.310

4898431 0.38 0.10 0.0060 0.0017 99.71 99.96 99.67 99.95 0.577 0.335
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Through these results, we observe that: both l2-MSVM and l2l0-MSVM pro-
vide good quality solutions for very large sizes of test sets. They give very good
results via all of the criteria, especially, for the two most important criteria of the
network intrusion detection techniques: ACTE and FP. Overall, the l2l0-norm
gives better results on classification but the filter approach selects a smaller
number of features and its running time is shorter.

5 Conclusion

In this paper, we have studied the feature selection problem by means of the
GeFS measure as a polynomial mixed 0-1 fractional programming (PM01FP)
problem. We use the improved Chang’s method to reformulate this PM01FP
problem into a mixed 0-1 linear programming (M01LP) problem. DCA, an ef-
ficient algorithm in nonconvex programming framework is investigated to solve
this M01LP problem via an exact penalty technique. Finally, the classification
task is performed by using l2-MSVM on reduced dataset with selected features.
Experimental results investigated to intrusion detection systems show that the
proposed algorithm is comparable with l2 − l0 regularizer MSVM on the ability
of classification but requires less computation.
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Abstract. Recent studies in financial markets suggest that technical analysis 
can be a very useful tool in predicting the trend. Trading systems are widely 
used for market assessment. This paper employs a genetic algorithm to evolve 
an optimized stock market trading system. Our proposed system can decide a 
trading strategy for each day and produce a high profit for each stock. Our deci-
sion-making model is used to capture the knowledge in technical indicators for 
making decisions such as buy, hold and sell. The system consists of two stages: 
elimination of unacceptable stocks and stock trading construction. The pro-
posed expert system is validated by using the data of 5 stocks that publicly 
traded in the Thai Stock Exchange-100 Index from the year 2010 through 2013. 
The experimental results have shown higher profits than “Buy & Hold” models 
for each stock index, and those models that included a volume indicator have 
profit better than other models. The results are very encouraging and can be  
implemented in a Decision- Trading System during the trading day. 

Keywords: Computational intelligence, Genetic Algorithms, Stock Index, 
Technical Analysis.  

1 Introduction 

In recent financial markets, the use of automatic trading methods, which are often 
referred to as algorithmic trading, is expanding rapidly. Many works are found in 
applications of computational intelligence methodologies in finance [1]. Evolutionary 
computation, such as genetic algorithm (GA) [2], is promising in these methodolo-
gies, because of their robustness, flexibility and powerful ability to search.  

Various works have been done on automated trading using evolutionary computa-
tion (e.g. [3], [4], [5] and [6]). These methods are mainly based on technical analysis, 
which is one of the two basic approaches in trading methods.  Technical analysis is 
an attempt for the forecast of the future direction of prices by analyzing past market 
data, such as price and volume. 

There is a large body of GA work in the computer science and engineering fields, 
but little work has been done concerning business related areas. Latterly, there has 
been a growing interest in GA use in financial economics, but so far there has been 
little research concerning automated trading. According to Allen and Karjalainen [7], 
genetic algorithm is an appropriate method to discover technical trading rules.  
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Fern´ andez-Rodr´ıguez et al. [8] by adopting genetic algorithms optimization in a 
simple trading rule provides evidence for successful use of GAs from the Madrid 
Stock Exchange. Some other interesting studies are those by Mahfoud and Mani [9] 
that presented a new genetic-algorithm-based system and applied it to the task of pre-
dicting the future performances of individual stocks; by Neely et al. [10] and by Ous-
saidene et al. [11] that applied genetic programming to foreign exchange forecasting 
and reported some success. 

The aim of this study is to show how genetic algorithms, a class of algorithms in 
evolutionary computation, can be employed to improve the performance and the 
efficiency of computerized trading systems. It is not the purpose here to provide the 
theoretical or empirical justification for the technical analysis. We demonstrate our 
approach in a particular forecasting task based on emerging stock markets. 

The paper is organized as follows: Section 2 presents the background about the 
Technical Analysis and genetic programming. Section 3 presents the GA decision-
making model (GATradeTool); Section 4 is devoted to experimental investigations 
and the evaluation of the decision-making model, and models the structure. The main 
conclusions of the work are presented in Section 5, with remarks on future directions. 

2 Literature Reviews 

2.1 Technical Analysis 

Our approach to analyze financial markets is the technical analysis based on the past 
changes of prices and volume. The technical analysis needs various indicators for 
trading. They are evaluated from past stock data. Generally, technical indicators have 
several parameters. For example, moving average has a parameter, namely period, 
which is used as the denominator of averaging calculation. Various derived indicators, 
such as 10-days moving average, 50-days moving average, etc., are defined with the 
parameter.  

Relative Strength Index (RSI) 
The Relative Strength Index (RSI) is a momentum oscillator used to compare the 
magnitude of a stock’s recent gains to the magnitude of its recent losses, in order to 
determine the overbought or oversold conditions. The calculation formula used is  

                             
(1)

 

Where RS=Average gains/Average losses.  
Fig. 1 (a) shows a RSI index in 14 periods time. After that, we can evaluate buy, 

hold and sell signals by experience trader. Sell zone was RSI more than 70 and buy 
zone was RSI below 30. Thus, hold zone was between 30 and 70. Sell, buy and hold 
zone shown Fig 1(b).    
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Because the index prices and technical indicators are not in the same scale, the 
same maximum and minimum data are used to normalize them. Normalization can be 
used to reduce the range of the data set to values appropriate for inputs to the system. 
The max is derived from the maximum value of the linked time series; similarly the 
minimum is derived from the minimum value of the linked time series. The maximum 
and minimum values are from the training. Testing and validation data sets must be 
same scale. The outputs of the system will be rescaled back to the original value ac-
cording to the same formula. 

 

Fig. 1. (a) The 14 periods RSI index (RSI14 (t)) calculated by close price(t) (b) The Buy (1), 
Hold (0), Sell (-1) evaluated by RSI14(t) 

After normalization, input scale is between -1 and 1. The normalization and scaling 
formula is 

                           ,                           (2) 

Where is the data before normalizing, is the data after normalizing. 

For NFs trading system, the expected returns are calculated considering the stock 
market. That is, the value obtained on the last investigation day is considered the prof-
it. The trader’s profit is calculated as 

                             (3) 

Where n is the number of trading days.  
And the Rate of Return Profit (RoRP) is 

                                                    (4) 
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Moving Average Convergence Divergence (MACD)  
The MACD indicator constitutes one of the most reliable indicators within the market. 
It is a trend following the momentum indicator that exhibits the relation between two 
distinct moving averages.  Essentially, it defines two lines:  the MACD line that 
corresponds to the difference between a 26-week and 12-week EMA and a trigger line 
that corresponds to an EMA of the MACD line.  The difference between the former 
lines allows us to obtain a histogram that can be easily analyzed and offers us pers-
pectives on price evolution. 

         MACDt(s,l) = EMA(s)t-EMA(l)t      (5) 

where S=12, l=26 

2.2 Genetic Programming 

Genetic Programming is a branch of genetic algorithms. The difference between them 
is the way of representing the solution. Genetic programming creates computer pro-
grams as the solution whereas genetic algorithms create a string of numbers that 
represent the solution. Here the one-dimensional vector is called the chromosome and 
the element in it is a gene. The pool of chromosomes is called the population. 

Genetic Programming uses these steps to solve problems.  

i.   Generate a population of random polynomials.  
ii.  Compute the fitness value of each polynomial in the population based on how  
     well it can solve the problem.   
iii. Sort each polynomial based on its fitness value and select the better one.   
iv. Apply reproduction to create new children.  
v.  Generate new population with new children and current population.  
vi. Repeat step ii – vi until the system does not improve anymore.  

The final result that we obtain will be the best program generated during the 
search. We have discussed how these steps are implemented in our work in the next 
subsections. 

Initial Population Generation 
The initial population is made of randomly generate programs. We have used the 
traditional grow method of tree construction to construct the initial population. A 
node can be a terminal (value) or function (set of functions +, -, x, /, exp) or variable. 
If a node is a terminal, a random value is generated. If a node is a function, then that 
node has its own children. This is how a tree grows. 

Fitness Evaluation  
After the initial random population is generated, individuals need to be assessed for 
their fitness. This is a problem specific issue that has to answer “how good or bad is 
this individual?”  In our case, fitness is computed by ∑  where k is 
the day in past, p is the past data, f is the present data and l is the length of the  
section found by concordance measures. 
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Crossover and Mutation 
In a crossover, two solutions are combined to generate two new off spring. Parents for 
the crossover are selected from the population based on the fitness of the solutions. 
Mutation is a unary operator aimed to generate diversity in a population and is done 
by applying random modifications. A randomly chosen subtree is replaced by a ran-
domly generated subtree. First, a random node is chosen in the tree, and then the node 
as well as the subtree below it is replaced by a new randomly generated subtree.   

 

Fig. 2. Historical Quotes of Bangchak Petroleum public Co., Ltd. (BCP) Stock Prices 

3 Methodology for The Intelligence Decision Trading System 

Many stock market traders use conventional statistical techniques for decision-making 
in purchasing and selling [7]. Popular techniques use fundamental and technical anal-
ysis. They are more than capable of creating net profits within the stock market, but 
they require a lot of knowledge and experience.  Because stock markets are affected 
by many highly interrelated economic, political and even psychological factors, and 
these factors interact with each other in a very complex manner, it is generally very 
difficult to forecast the movements of stock markets (see Fig 2). Fig. 2 shows histori-
cal quotes of Bangchak Petroleum Public Co., Ltd. (BCP) stock prices. It is a high 
nonlinear system.  In this paper, we are working on one-day decision making for 
buying/selling stocks. For that we are developing a decision-making model, besides 
the application of an intelligence system.  

3.1 Architecture 

Many technical indicators have been proposed, but it is hard to select optimal indica-
tors for actual algorithmic trading. Furthermore, it is also difficult to determine  
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parameters for the selected indicators. In this paper, GAs are applied for this problem. 
The same trading system is used in both the training and test phase. We investigate 
fifteen trading systems. Each system consists of a combination of five technical indi-
cators. We encode technical indicators and their parameters on chromosomes in GAs 
and apply the GA search for acquiring appropriate combinations of technical indica-
tors and their parameters.  

 

Fig. 3. Flow of trading using GA 

The flow of our trading method is shown in Fig. 3. First, we apply the GA using 
stock price data for a predetermined period. This is the training phase to extract a set 
of effective technical indicators and their parameters. Next, we try an automated trad-
ing with the obtained set of technical indicators and their combined parameters using 
another stock price dataset. This is the testing phase to examine the performance of 
the selected indicators and their parameters. This process was executed with the 15 
trading systems. Note that we do not apply the GA in the testing phase. It is important 
to prevent the overfitting in the training phase for improvement of the performance in 
the test.   

3.2 Technical Indicators (TI) 

Technical indicators are used by financial technical analysts to predict market move-
ments, and many analysts use the standard parameters of these indicators. However, 
the best set of values for the parameters may vary greatly for each Thai Stock Index. 
Therefore, our approach uses GA to optimize these parameters considering the past 
time series history in order to maximize the profit. In this paper, we use five popular 
technical indicators: (i) Exponential Moving Average (EMA), (ii Moving Average 
Convergence/Divergence (MACD), (iii) Relative Strength Index (RSI), (iv) Wil-
liams’s %R (W) and (v) On Balance Volume. All of them correspond on close price 
and volume.  The TA-Lib MATLAB toolbox [20] is used to generate the technical 
indicators for each Thai Stock Index. 
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3.3 Trading Strategy 

To analyze the proposed method, fifteen trading systems (TS) were created using the 
five technical indicators listed above. We define four TSs shown in Table I. The ele-
ven remaining TSs are defined as a combination of the systems of Table I. In the GA 
search, the parameters assume only the integer values within the search ranges listed 
in Table I. Table I also shows the output variables of the technical indicators. The RSI 
and Williams’s %R produce an output ranging between 0 and 100, restricting the 
parameters Overbought and Oversold to be within that range. 

During the training phase, the GA optimizes the technical indicator’s values of 
each trading system, aiming to maximize the profit by applying the trading rules de-
fined by each TS. The rules generate buy and sell signals. When no trading signal is 
emitted, the TS does not trade, staying in a neutral (standby) state. The trading sys-
tems were built using the stop-and-reverse strategy, that is, while the system is emit-
ting a buy signal, the order is maintained intact until a sell or neutral signal is emitted, 
closing the current order and reverting the operation in case of a sell signal or just 
staying neutral. The same process occurs in the case of a recurrent sell signal output, 
reverting the order in the case of a buy signal or just closing the trade and staying 
neutral.  

We also investigate eleven trading systems that were built by combining the sig-
nals generated from the five technical trading indicators. All the TSs considered are 
listed in Table 1. 

Table 1. Input and output of Decision Trading System 

 

3.4 Genetic Algorithm 

The method of Fig. 3 was implemented using the genetic algorithm of the MATLAB 
Global Optimization Toolbox [19], which has an implementation to handle Mixed 
Integer Optimization Problems [20]. This is used in the experiments to cope with the 
chromosome integer restrictions. The best profit in 50 executions of the training phase 
was chosen as the best fitted solution and then validated against the test data. The 
algorithm stops if there is no improvement in the objective function after at least 50 
generations. The maximum number of generations chosen was 100 and two elite 
children are guaranteed to survive to the next generation. 

TS TS Rules TS TS Rules TS TS Rules
GA1 EMA GA6 EMA+RSI GA11 EMA+RSI+W
GA2 MACD GA7 EMA+W GA12 MACD+RSI+W
GA3 RSI GA8 MACD+RSI GA13 EMA+RSI+W+OBV
GA4 William(W) GA9 MACD+W GA14 MACD+RSI+W+OBV
GA5 EMA+MACD GA10 RSI+W GA15 EMA+MACD+RSI+W+OBV



 Building a Trade System by Genetic Algorithm 421 

 

4 Results and Discussion 

4.1 Setup 

The model realization could be run having different groups of stocks (like Banking 
group, Energy group, etc.), indexes or other groups of securities. For that we are using 
market orders, as it allows simulating buying stocks when the stock exchange is near-
ly closed. All the experimental investigations were run according to the above pre-
sented scenario and were focused on the estimation of Rate of Return Profit (RoRP). 
At the beginning of each realization, the starting investment is assumed to be 
1,000,000 Baht (Approximately USD 29,412).  The data set, including 10 approved 
stock indexes in the Stock Exchange of Thailand (SET) index, has been divided into 
two different sets: the training data and test data. The stock index data is from April 
23, 2010 to March 31, 2013 totaling 674 records. The first 539 records are training 
data, and the rest of the data, i.e., 135 records, will be test data. Moreover, the data for 
stock prices includes the buy-sell strategy, closing price and its technical data. Conse-
quently, max-min normalization can be used to reduce the range of the data set to 
appropriate values for inputs and output used in the training and testing method.  

4.2 Stage 1: Elimination of Unacceptable Stocks 

In this stage, the stocks that are not preferred by investors are eliminated. The unac-
ceptable stocks are those that have a negative price to earnings ratio (P/E) or a nega-
tive shareholder’s equity value. For this reason, investors generally do not prefer to 
invest in these stocks. In this study, the data that are taken into consideration in this 
stage are the 1-year-data that precedes the investment date. Investors may also elimi-
nate some stocks according to their preferences or specific knowledge about those 
stocks. This stage reduces the burden on the stock evaluation stage, and prevents the 
system from suggesting unacceptable stocks to user. 

4.3 Stage 2: Stock Trading Construction and Results 

After developing the intelligence trading system, we were given 1,000,000 baht for 
investment at the beginning of the testing period. The decision to buy and sell stocks 
is given by the proposed intelligence output. We translated the produced RoRP results 
that verify the effectiveness of the trading system. Table 1 shows a Financial Simula-
tion Model for calculating profit in our trading strategy. For example, results of Mod-
el GA13 of Historical Quotes of Bangchak Petroleum public Co., Ltd. (BCP) Stock 
Prices within training days and testing day are shown in Figure 4 and 5, respectively. 
The Profit of BCP on training periods is 80.3% and 50.2 % on testing periods.  
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Table 2. Example of Financial Simulation Model in trading strategy 

 
  

Fig. 4. Comparison profit between Possible 
Rate of Return Profit (Possible RoRP) and 
Profit from our proposed Trading System in 
Training Days of BCP Stock Index 

Fig. 5. Comparison profit between Possible 
Rate of Return Profit (Possible RoRP) and 
Profit from our proposed Trading System in 
Testing Days of BCP Stock Index 

Our experimental results show that GATradeTool can improve digital trading by 
quickly providing a set of near optimum solutions. Concerning the effect of different 
GA parameter configurations, we found that an increase in population size can im-
prove performance of the system. The parameter of the crossover rate does not se-
riously affect the quality of the solution. 

Finally, it would be interesting for further research to test a series of different sys-
tems in order to see the correlation between a genetic algorithm and system perfor-
mances. At a time of frequent changes in financial markets, researchers and traders 
can easily test their specific systems in GATradeTool by changing only the function 
that produces the trading signals 

5 Conclusion 

This paper presented the decision-making model based on the application of GA. The 
model was applied in order to make a one-step forward decision, considering histori-
cal data of daily stock returns. The experimental investigation has shown a scenario of 

Stock Stock
Index # of Shared Cash(Baht) Index # of Shared Cash(Baht)
69.50   1 STAY -            400,000     69.50   1 STAY -            300,000     
69.25   0 Hold -            400,000     69.25   1 Buy 4,332        -              
68.00   0 Hold -            400,000     68.00   0 HOLD 4,332        
67.25   0 Hold -            400,000     67.25   0 HOLD 4,332        
67.00   0 Hold -            400,000     67.00   0 HOLD 4,332        
67.00   1 Buy 5,970        -              67.00   0 HOLD 4,332        
67.25   0 Hold 5,970        -              67.25   0 HOLD 4,332        
68.50   0 Hold 5,970        -              68.50   0 Hold 4,332        -              
69.50   0 Hold 5,970        -              69.50   0 Hold 4,332        -              
75.50   0 Hold 5,970        -              75.50   0 Hold 4,332        -              
77.25   0 Hold 5,970        -              77.25   0 Hold 4,332        -              
77.75   0 Hold 5,970        -              77.75   0 Hold 4,332        -              

Buy & Hold : Buy & Sell (BCP)
Action

GA13 : Buy & Sell (BCP)
Action
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Intelligence Trading System based on Technical Analysis and GA to make a trading 
strategy, achieving more stable results and higher profits when compared with Buy 
and Hold strategy. Some models that included volume indicators have profit better 
than other models. For future work, several issues could be considered. Other tech-
niques, such as support vector machines, particle swarm algorithms, etc. can be ap-
plied for further comparisons. This method should also be used to combine different 
signals that capture market dynamics more effectively (say a bear, bull, or sideways 
market), or to analyze other stock index groups, other stock exchanges or other indus-
tries for comparisons. 
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Abstract. Globalization of the competitive market and the diverse needs of so-
ciety have produced today's work patterns, which differ from the agricultural 
age and produce a twenty-four hour industrial society. Shift work has become 
one of the social work patterns which, while shift workers often need to adjust 
to different times of the day and change their daily routine of life to adjust to 
the long-term impact of shifts on  work performance. These changes have re-
duced life quality, leading to negative emotions and physiological and mental 
fatigue. This study on Semiconductor technology conducted an employee ques-
tionnaire survey using 250 questionnaires, and 226 questionnaires were recov-
ered for a rate of 94.1%. The study found that Semiconductor technology indus-
try employees present a significant effect for Role Conflict to Emotional  
Exhaustion, Emotional Exhaustion and a negative impact on Quality of Life, 
and Role Conflict insignificantly influences Quality of Life. A full mediating 
affect of Emotional Exhaustion between Role Conflict and Quality of Life is 
supported.  

Keywords: Shift Work, Emotional Exhaustion, Role Conflict, Quality of Life.  

1 Introduction 

In response to growing competition in the global marketplace and changing social de-
mands, a 24-hour work pattern has emerged in industrial society, which leads to shift 
work, an employment practice that allows for both adjustable and flexible work hours. 
Although shift work has produced tremendous economic effects, it has also had many 
mental and physical impacts on shift employees. Over the long term, the practice of 
shift work may affect employees’ job performance and quality of life, or even result in 
employees’ experiencing negative emotions and psychological fatigue, as they with-
stand multiple physical and psychological effects (Knutsson & Bøggild, 2000). 

Without timely regulation of emotions, the employee may suffer from excessive 
pressure, start to develop indifferent and negative attitudes toward work, and be vul-
nerable to emotional exhaustion (Halbesleben & Bowler, 2007). Over time, shift 
work, already a characteristic of modern society, will continue to be extensively used, 
and thus, a growing number of employees will be required to engage in shift work. 
Hence, the issue of shift work and its impact on the shift worker is worthy of in-depth 
research. 
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2 Literature Review 

Role Conflict. Role conflict appears when an individual is pulled between two or 
more role expectations, and while meeting one of these expectations, he or she must 
act in conflict with the other/s (Jackson & Schuler.1985). According to the definition 
of role conflict proposed by Kahn et al. (1964), of all the set of roles that an individual 
plays, each may present different demands for the individual, and consequently, im-
pose different role pressure and role expectations on that individual. That role conflict 
becomes a form of mental pressure or emotional distress, which occurs in a situation 
where an individual’s ability falls short of satisfying all demands, when facing two or 
more conflicting role expectations. Babakus et al. (1999) have pointed out that em-
ployees with a higher level of role ambiguity or role conflict are also more likely to 
experience emotional exhaustion.  

Emotional Exhaustion. Emotional exhaustion is a feeling of depleted feelings, vigor, 
and energy. Emotion exhaustion is also a state that tends to make a worker feel over-
extended and exhausted in capability, as well as sensing helplessness at work, and 
emotional burnout. Meanwhile, the worker may suffer from anxiety, stress, and de-
pression, along with other negative emotions, and feel weary about doing his or her 
work and unable to maintain   devotion and commitment to work (Maslach, 1993; 
Maslach & Jackson, 1981; Freudenberger, 1974). Wu (2009) points out that there is a 
positive correlation between the level of role conflict and emotional exhaustion. Role 
conflict can have an indirect effect on an individual’s health due to emotional exhaus-
tion. Emotional exhaustion refers to a situation when an employee at work feels an 
exhaustion of emotional resources from extreme consumption, the cause of which 
may attribute to the depletion of that employee’s emotional energy after a long period 
of enduring excessive stress.  

Quality of Life. Quality of life emphasizes that an objective assessment of one’s 
status of life should be added to an individual’s subjective feelings about life to have a 
more comprehensive assessment of the total quality of life. Quality of life,  an inhe-
rent condition of each person and an ongoing and dynamic process of personal senti-
ment, is interconnected with  other factors, such as body, soul, social culture, and 
environment, as well as the  forming of relationships of mutual influence using these 
factors (Anne Hickey, 2005; Kleinpell & Ferrans, 2002; Register & Herman, 2006). 
The pursuit of a positive and healthy life, however, can not be solely achieved through 
satisfaction with physical-level matters, such as medical care and one’s life, as satisfac-
tion at a spiritual level is the key for experiencing an enhanced quality of life. 

3 Methodology 

3.1 Role Conflict and Emotional Exhaustion 

Role conflict arises when an individual perceives conflicts stemming from incompati-
ble expectations and demands for two or more roles in the collection of roles that an 
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individual plays (Singh, 1998). An employee whose job duties primarily involve sim-
ple and routine tasks is less likely to experience emotional exhaustion, as that em-
ployee has fewer opportunities to be exposed to the sources of stress that can cause 
emotional exhaustion (Cordes, 1997). Role conflict also has a positive effect on emo-
tional exhaustion (Schwab & Iwanicki, 1982). Thus, this study proposes the following 
research hypothesis:  

H1: Role conflict has a positive and significant correlation with emotional  
exhaustion.    

3.2 Emotional Exhaustion and Quality of Life  

An absolute relationship exists between recreational activities and quality of life. In 
addition to alleviating mental stress, proper physical recreational activities provide 
people benefits during activity participation and thus improve people’s quality of life 
(Iwasaki & Mannell, 2000a). Bergner (1989) and Coleman(1993) studied the influ-
ence of recreational activities on quality of life and found that recreational activities 
can enhance   an individual’s quality of life, life satisfaction, well-being, and self-
efficacy. Thus, this study proposes the following hypothesis:  

H2: Emotional exhaustion has a significantly negative influence on quality of 
life.  

3.3 Role Conflict and Quality of Life 

Iwasaki and Mannell (2000a) propose that recreational activities can help people 
when handling various types of stress. Bergner (1989) discussed the effects of recrea-
tional activities on quality of life and concluded that recreational activities can en-
hance quality of life, life satisfaction, well-being, and self-performance, as well as 
help people alleviate stress, self-anxiety, and depression. Ongoing participation in 
recreational activities also contributes to a person’s positive mindset and in turn af-
fects that person’s physical health in positive ways Therefore, this study proposes the 
following hypothesis:  

H3: Role conflict has a positive and significant influence on quality of life.  

With reference to these three research hypotheses, it can be inferred that role con-
flict has a significant influence on quality of life through emotional exhaustion. 
Therefore, this study proposes the following hypothesis: 

H4: Emotional exhaustion has a mediating effect on the influence of role  
conflict on quality of life. 
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Fig. 1. The research structure concept 

4 Data Analysis and Results 

4.1 Sample Information 

The study took convenience sampling from Hsinchu Science Park shift worker ques-
tionnaires. The test session occurred periodically from Aug 1st to Aug 31st about four 
weeks periodic. After the convenient random sample was distributed to employee who 
work in Science Park at a Science Semiconductor company and total 250 surveys were 
delivered and 250 surveys were returned. Eliminate the 24 unusable questionnaires were 
eliminated, leaving 226 samples useable. The total returned rate became 94.1.8%. 

4.2 The Operational Definition 

The operational definition of Role Conflict, when referring to shift workers is the 
conflict to roles stress or expectation for two or more statuses. Role Conflict was as-
sessed using Li and Shani’s developed role conflict 5-item scale (1991).  

The operational definition of Emotional Exhaustion refers to shift workers tired 
from physical and emotional depletion. Emotional Exhaustion was assessed using 
Maslach and Jackson’s (1981) 9-item scale. 

The operational definition of Quality of Life refers to what shift workers face in 
life that makes them feel satisfied. Quality of Life was assessed using Cumming and 
Huse’s 18 -item scale (1985) And three dimensions as: Individual stratification, work 
stratification plane, and the organization stratification plane.  

All of the questionnaires applied Likert’s scale 7-point scale and a response scale 
consisting of seven points, ranging from 1 to 7 (Strongly agree).  

4.3 Data Analysis 

The statistical analysis software package uses IBM SPSS 20.0 and AMOS 20.0 as the 
analysis technology. The statistic methods used for this study include a reliability and 
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validity analysis, mean and standard deviation analysis of the correlation analysis, 
structural equation model to test the hypothesized correlation and relationships be-
tween variables, and bootstrapping as the meditation test tool. Finally, an overall 
model analysis inspects and is a test of compliance using its standards fit. 

4.4 Reliability and Validity Analysis 

The study questionnaire had four major dimensions: Emotional Exhaustion, Quality 
of Life, and Role Conflict. Emotional Exhaustion included 9 questions; Quality of 
Life had three sub-dimensions with individual stratification, work stratification plan 
and organization stratification plane. There are 18 questions, and Role Conflict had 5 
questions. The pilot test was distributed after development of the questionnaire; five 
experts reviewed and provided word correction.  A total 32 of questions became the 
final survey. After the survey sample analysis, a reliability analysis of the question-
naire  total dimensions of reliability test was greater than 0.7, and for each scale the 
total dimensions Cronbach α values were> 0.7, the Quality of Life slightly lower than 
0.7 (Cronbach's α0.654) , Emotional Exhaustion Cronbach α was 0.860, and Role 
Conflict Cronbach α was 0.863. The three dimensions all presented a high degree of 
reliability. 

4.5 Construct Validity 

4.5.1   Convergent Validity Analysis 
Confirmatory factor analysis (CFA) enabled us to test how well the measured va-
riables represented the construct.  Scholars Fornell and Larcker (1981) indicated the 
best CR value should be above 0.6. After a CAF examination of those dimensions, the 
CR values are almost greater than 0.7 and shows this scale has a good reliability. The 
result of AVE offered the following information: The Quality of Life dimensions for 
AVE values were 0.56, 0.30, and 0.47; Emotional Exhaustion at all observed va-
riables had AVE values at 0.42; Role Conflict scale for AVE was 0.57. The construct 
variables were close to the suggested AVE values being greater than 0.5 (Hair et al, 
2009). 

4.5.2   Discriminant Validity Analysis 
Discriminant validity verifies the different dimensions and suggests they should have 
differentiation that is less statistically; further, the questions in each dimension should 
not be highly related. In this study the confidence interval method (bootstrap) was 
used to exam the correlation coefficient between the dimensions. If the test number 
did not include 1, then that dimension completely related (Torzadeh, Koufteros, & 
Pflughoeft, 2003). The bootstrapping sample for 2000 times with a confident interval 
of 95%. Three different methods can identify the result of discriminant validity: Esti-
mates value  ±2 standard error, Bias-corrected, and the Percentile method. The results 
show that all dimension numbers did not include 1 and there is a discriminant  
between variables as shown in Table 1. 



 A Study of Shift Workers for Role Conflict Effect 429 

 

Table 1. The Four Dimensional Scale of  Discriminant Validity Analysis 

Parameters Estimate
Estimates ±2 SE Bias-corrected Percentile Method 

Lower Upper Lower Upper Lower Upper 

Quality 
of Life  

work <--> individual  0.765 0.617 0.913 0.643 0.93 0.633 0.917 

work <--> organization 0.703 0.519 0.887 0.499 0.872 0.515 0.876 

individual <--> organization 0.317 0.155 0.479 0.147 0.464 0.153 0.469 

4.6 Overall Model Fit Indices 

This study focused on the correlation of shift workers to Role Conflict, Quality of 
Life, and Emotional Exhaustion as its dimensions measurement. The first phase of the 
dimensions value indicated the second phase adjusted model. The initial confirmatory 
factor analysis indicators were not entirely satisfactory in this study. Therefore, the 
adjusted parameter was released offered by the modification indices.  

The indices showed that released and deleted Emotional Exhaustion total of the 
two questions dimension will reduce the chi-square value. The final adjust model fit 
as follows: The partial model fit results are acceptable for the absolute model fit and 
the parsimony and incremental model fit were also good. The result of the model fit is 
shown in Table 2. 

Table 2. Overall Model Fit for Construct Structure 

Model fit 
Evaluation 
Indicators 

Range 
Evaluation 
Criterion 

Preliminary 
Validation of 
the Model 

Result Acceptable 

Absolute  
Fit Index 

χ2/df 
Less is 
better 

＜5 4.436 3.933 Good 

GFI 0-1 ＞0.9 0.782 0.823 Acceptable 

AGFI 0-1 ＞0.9 0.713 0.756 Not Good 

RMR - 
as less  
as better 

0.24 0.200 
Acceptable 

SRMR 0-1 <0.05 0.0863 0.0769 Acceptable 

RMSEA 0-1 ＜0.08 0.124 0.114 Acceptable 

Parsimony 
Fit Index 

PGFI 0-1 ＞0.5 0.593 0.597 Acceptable 
PCFI 0-1 ＞0.5 0.665 0.694 Good 
PNFI 0-1 ＞0.5 0.628 0.659 Good 

Incremen-
tal Fit 
Index 

NFI 0-1 ＞0.9 0.736 0.796 Acceptable 

NNFI/TLI 0-1 ＞0.9 0.742 0.804 
Acceptable 

CFI 0-1 ＞0.9 0.780 0.838 Acceptable 
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4.7 Hypotheses Test 

In the unstandardized estimates model, the test results show that the correlation be-
tween Role Conflict and Emotional Exhaustion estimated value was 0.431, standard 
error was 0.065、CR had a  6.655、P value ＝***, and the standardized path coef-
ficient = 0.702. The results show that Role Conflict and Emotional Exhaustion have a 
positive effective significance. Thus H1 is accepted. 

In the unstandardized estimates model, the test results show that the correlation be-
tween Emotional Exhaustion and Quality of Life estimated value was -0.572, standard 
error was 0.127、CR was -4.518、P value ＝***, and the standardized path coeffi-
cient =-0.593. This result shows that Emotional Exhaustion and Quality of Life have a 
positive effective significance. Thus H2 is accepted. 

In the unstandardized estimates model, the test results show that the correlation be-
tween Role Conflict and Quality of Life estimated value was0.056, standard error 
was 0.066、CR was 0.841、P value was ＝0.400, and the standardized path coeffi-
cient =-0.094. The results show that Role Conflict and Quality of Life did not have 
effective significance. Thus H3 was not accepted. 

4.8 Mediating Effect Test 

In this study, the bootstrapping method was used for testing the mediating effect for 
judgment value that under a (1-α) 100% confidence interval (95% CI). The results 
between the highest and lowest range does not include zero mean, namely, that the α 
result reached  statistically significant level (Cheung & Lau, 2008).However, this 
study tested Emotional Exhaustion a mediator between Role Conflict and Quality of 
Life, and the result shows that the total effect and the Indirect Effects of Z scored 
higher than 1.96.  

Table 3. The Relationship Between Role Conflict and Quality of Life Mediated by Emotional 
exhaustion 

Variable Estimate 
Product of Coeffi-

cients 

Bootstrapping 

Bias-Corrected Percentile  

95% CI  95% CI 
SE Z Lower Upper Lower Upper 

Total Effects 
Role Conflict→ 
Quality of Life 

-0.191 0.060 3.18 -0.315 -0.084 -0.312 -0.081 

Indirect Effects 
Role Conflict→ 
Quality of Life 

-0.247 0.063 3.92 -0.416 -0.153 -0.393 -0.144 

Direct Effects 
Role Conflict→ 
Quality of Life 

0.056 0.069 0.81 -0.079 0.197 -0.084 0.193 
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Moreover, the Bias-Corrected and Percentile exam value of the highest and lowest 
scores does not include the Zero after the bootstrapping exam. The direct effect of the 
Z score of 0.81 is lower than 1.96; also the Bias-Corrected and Percentile exam value 
of the highest and lowest score included the Zero after the bootstrapping exam. Thus, 
H4 is complete mediation. The result of the mediation effect is in seen in Table 3. 

5 Conclusion and Discussion 

Santavirta et al (2007) indicate that role conflict is perceived when the protagonist 
receives two or more role expectations and does not know how to satisfy them. Shi-
rom (2003) suggests that emotional exhaustion is accompanied by physical and men-
tal fatigue. When the resources available at work fail to meet work requirements, 
employees feel depletion of emotional resources, which leads to emotional  
exhaustion. 

This study found that role conflict has a positive and a significant influence on 
emotional exhaustion, and role conflict causes mental and physical fatigue and further 
leads to emotional exhaustion. Hideto, Yasushi & Kouichi (2005) indicate that shift 
workers have a more inferior quality of life than day shift workers, implying that an 
accelerated level of occupational stress under the practice of shift work results in a 
dropped quality of life. As discussed, occupational stress has a positive and signifi-
cant influence on emotional exhaustion. 

This study found that emotional exhaustion has a negative and significant influence 
on the quality of life, implying that a higher level of emotional exhaustion is accom-
panied by a lower quality of life, and vice versa. As an individual plays a variety of 
roles in diverse environments, role conflicts arise when these roles conflict with the 
individual (Santavirta et al., 2007). Thus, to ensure a certain quality of work and mi-
nimize the impacts of role conflict, one should relieve stress in a timely way and par-
ticipate in more recreational activities to maintain a healthy and sound mental state 
(Bergner, 1989). 

This study suggests that emotional exhaustion has a mediating effect on the influ-
ence of role conflict on the quality of life, while role conflict has an indirect, yet sig-
nificant, influence on quality of life when a person is emotionally exhausted. In other 
words, emotional exhaustion has a complete mediating effect on the influence of role 
conflict on quality of life. With respect to workers in the technology industry, work-
ers’ following the shift  practice of work are more likely to become  victims of oc-
cupational stress and experience a lowered personal quality of life due to such issues  
as life patterns and job performance. To cope with this predicament, enterprises 
should allow employees to work on a fixed time shift and maintain their routine sleep 
patterns. In addition, enterprises could consider providing extra rewards to employees 
who do volunteer to work the night shift for a long time. On the other hand, em-
ployees should relax through proper recreational activities to release anxiety and 
stress and thus enhance their quality of life, elevate their work performance, and rein-
force organizational commitment to the worker. 
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Abstract. Being capable and doing well as a core strategy are very important 
for business corporations that desire  good products, quality, marketing share 
and cooperative social responsibility (CSR) .International business has 
developed with the deepening of globalization, and CSR covers a wide 
range of discussion. Customers are to awakening the attention of business 
brand equation, trust and businesses to corporate social responsibility 
(CSR).  

This paper applies a SEM structural equation model as the analysis 
technique for product harm recall impact for brand equity, trust, and customer 
perceived value correlation. Corporate social responsibility does not play a 
moderation role between brand equity perceived under the bootstrapping test. 
There is no correlation between customer trust and perceived value, but 
customer trust has a positive correlation with corporate social responsibility 
(CSR).    

Keywords: Product harm recall, brand equity, customer perceived value,  
customer trust, CSR, Structural equation model.  

1 Introduction 

Being capable and doing well are very important core strategies for business 
corporations that include good products, quality, marketing share, and cooperate 
social responsibility (CSR).International business develop via the deepening of 
globalization, so the topic of CSR covers a wide range of discussion . Moreover, 
customers are awakening to business brand equation, trust and businesses -corporate 
social responsibility (CSR). Product-harm crises often produce product recalls that 
have a significant impact on a firm’s sale, brand reputation, stock price and financial 
value. Moreover, company product-harm crises also cause negative publicity that 
substantially affects future purchase intentions considering consumer complaints. 

Business operations involving business activities and achievements of all pro-social 
organizations not only strictly affect the maximizing of shareholder profits, but also 
"corporate social responsibility. That responsibility “is accepted for Taiwan enterprises 
and regarded as a model. Although t many researchers have sought CSR initiatives to 
understand the relationship between motivation, behavior and the consequences for 
consumers in brand recognition under corporate social responsibility and has an impact 
on perceived value and trust (e.g., Martins, 2005; Waddock &Graves, 1997). 
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2 Literature Review 

From a marketing perspective, the enterprises from their economic interests focus on 
corporate social responsibility practice linked to positive consumer product 
marketing, brand assessment, brand choice and brand recommendations (Brown & 
Dacin, 1997; Drumwright, 1994; Handelman & Arnold, 1999; Osterhus, 1997). Many 
scholars studies conclude that corporate social responsibility (CSR), makes an 
important contribution in that: (1)corporate social responsibility affects consumer 
behavior and play an important role in everyday life more than economic or rational 
considerations;(2)the additional effect of the halo effect, unrelated to the consumer on 
the judgment of daily consumption of corporate social responsibility, such as 
evaluating new products. Corporate social responsibility plays an important role in 
ongoing consumer behavior and the impact of consumer purchases (Folkes, V.1984). 
Therefore, the following hypothesis is offered: 

 
H1: Corporate Social Responsibility has a significant effect on consumer value 

perceptions 
 

Dodds, Monroe (1985) and Monroe,& Krishnan(1984) tested perceived quality and 
purchase intention, brand under an empirical model. The results show that prices will 
positively affect perceived quality, but there is a negative relationship between 
perceived value and purchase intention. In other words, consumers believe that higher 
price lead to better quality product perception. Higher perceived quality and purchase 
intention will also increase. Therefore, trust will result in greater perceived value and 
a positive effect. The second hypothesis thus is as follows: 

 
H2: Consumers trust relationship and consumer perceived value have a positive 

and significant relationship  
 

Assessing the implementation of corporate social responsibility lets the average 
consumer not only to consider their own CSR expectations, but  also considerations 
relative to a Company's unique corporate culture and whether the product is consistent 
with personal moral beliefs, values to generate consumer trust and loyalty(Endacott, 
2003). Menon, & Kahn’s(2003)study found  that consumers support corporate social 
responsibility of products under good advertising and believe  product quality and are 
willing to pay a higher price to buy those products. Therefore, when the company 
takes more CSR actions for their products, the more will consumer value perception 
and trust relationship be linked. Therefore, the third hypothesis is offered as follows: 

 
H3: The mediation effect of corporate social responsibility between the consumer 

relationship of trust and perceived value relationship is significant.  
Monroe and Krishnan(1985) and  Dodds, et al (1985) point out that brand equity 

achieved through brand name(brand name) or corporate symbol (company 
symbol)has a positive and direct impact on customer perceived value of products.  
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Morgan (2000) points out that brand equity is the key to consumer perception toward 
the brand value for the individual. Further empirical research, Yoo et al(2000) found 
that brand equity will positively influence the value of the customer and the 
company's perceived value based on the impact of brand equity and its dimensions. 
Aaker(1991) proposed  a brand equity model for sale price and quality impact of 
social values and emotional response. Based on this literature, a fourth hypothesis is 
as follows: 

 
H4: Brand equity has a significant positive impact on perceived value. 

 
Brown and Dacin’s(1997)study points out that a company's corporate social 

responsibility to participate in social activities has a positive impact on its perceived 
benefits, interests, and stakeholders. The active participation incorporate social 
responsibility relates to consumer perceived value. It has a negative impact on 
enterprise responsibility for product failures and brand equity for competing products 
(Jones, 2005). However, the implementation of corporate social responsibility will 
also help consumers to agree to fulfill the expectations of stakeholders and enable 
more value for brand equity. Based on the above theory, this study proposes a fifth 
hypothesis as follows: 

 
H5: Corporate social responsibility plays a mediator role between brand equity and 

perceived value. 

 

Fig. 1. The Research Concept Model for CSR as Mediator 

3 Methodology 

In this study, the operational definitions include corporate social responsibility, which 
is the consumer perception of organizations response to economic, legal, ethical, and 
spontaneous responsibility. Economic responsibility is the corporate responsibility to 
maintain the performance of economic growth and produce products that meet 
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consumer expectations. The legal responsibility of the enterprise abides by national 
business regulations and compliance to sustain economic growth. Moral responsibility 
is abiding by the social ethical standards and complying with social expectations. 
Spontaneous responsibility for law and ethics, corporate voluntary implementation 
bear the responsibility for consumer. The instrument was developed by Maignan & 
Ferrell (2000). There are total of 18 questions on four dimensions, including 
Economic, Legal, Ethic and Spontaneous concepts.  

Trust refers to the consumer’s feeling about the enterprise and its produced 
products. The products of a company are reliable based on the information provided, 
the service is trustworthy and the customer believes that the enterprise has the ability 
to meet these demands, thus achieving commitment to the customer. There are two 
dimensions, namely reliability and capability, and the survey instrument has eight 
questions developed by Walter Muller and Helfert (2003). 

4 Data Analysis and Results 

In this study convenience sampling was used. The students from University that were 
under junior and senior levels were the sampling target for random sample 
questionnaire survey. The thrust of this study is the plasticizer events from large 
enterprises of the plasticizer crisis that was reported on by newspapers and magazines. 
This event reported on perception of consumer awareness of corporate social 
responsibility and trust, and product impact as the background for the study case. A 
total of 250 questionnaires were issued after a random convenience sampling and a 
total of 213questionnaires were returned, leaving 188questionnaires as valid samples. 

4.1 Reliability and Validity Analysis 

The questionnaire addressed total four dimensions: Corporate social responsibility, 
brand equity, trust, and perceived value. Corporate Social Responsibility (CSR) has 
four dimensions with a total of 18 questions; there are four dimensions of brand 
equity with total 15 questions, while trust has two dimensions and a total of eight 
questions; perception of value has four dimensions of total 21 questions. In this study, 
Cronbach's α and a confirmatory factor analysis assessed the limits and validity, 
Nunnally (1978) pointed out that the terms of basic research for a reliability 
coefficient should be above .70 . All questionnaire dimensions showed greater than 
the reliability Cronbach's α test 0.7 or above. For Corporate Social Responsibility, he 
Cronbach's alpha value is 0.95; for brand equity, the Cronbach's alpha value is 0.94 
and for trust, it is 0.869. The perceived value of Cronbach's alpha value is 0.962. All 
of the dimensions showed a high degree of validity and reliability. 

4.2 Analysis of Convergent Validity 

Confirmatory factor analysis dimensions as convergent validity is based on the 
average number of variables extracted amount (average variance extracted, AVE) as a 
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benchmark. The AVE is mainly the dimensions in the calculation constructs surface 
of each observed variable (the measured items) the explanatory power of the average 
variance. If the average variance extracted was higher (the AVE ≧0.5), then the 
dimensions of the higher reliability and convergent validity. For the corporate social 
responsibility of all observed variables, each dimension AVE values were 0.562, 
0.629, 0.60, and 0.634. The AVE value of the perceived value is 0.758, 0.803, and 
0.724. Trust Scale dimensions and their AVE value are 0.585and0.499. The brand 
equity scale AVE value is 0.693, 0.830, 0.557, and 0.697. All of the various 
dimensions for recommended AVE values were greater than 0.5 (Hair et al, 2009)  

4.3 Overall Model Fit 

The scale confirmatory factor analysis model fit indicators were χ 2value of 
376.81(df= 59); χ2/df(chi-square value /degrees of freedom)value is 6.387, other fit 
indexes: GFI= .754, AGFI =0.621, NFI =0.798, CFI= 0.823, all with moderate were 
lower than the evaluation value of 0.9,but not nearly to the ideal value. Overall were 
unable to achieve the adaptation index of 0.9 or more, while RMSEA=0.170 and  
 

Table 1. The Overall Model Fit for Construct Structure 

Evaluation 
Indicators Scope  Evaluation 

Standard 
Model 
Validated 

Research 
Result  

Ideal 
Evaluation 
Value 
Conformity 

χ2/df Less is better  ＜5 6.387 5.592 Acceptable  

GFI 0-1 ＞0.9 0.754 0.808 Acceptable 

AGFI 0-1 ＞0.9 0.621 0.688 Not good  

NFI 0-1 ＞0.9 0.798 0.835 Acceptable 

CFI 0-1 ＞0.9 0.823 0.859 Acceptable 

RMR Less is better  ＜0.05 0.094 0.082 Acceptable 

RMSEA Less is better  ＜0.05 0.170 0.157 Not good 
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RMR =0.094, SRMR= 0.092, those values only close to the minimum tolerance 
standard, according to the comprehensive judgment of the goodness of the fit index of 
the initial confirmatory factor analysis for indicators and are less than ideal.  

Therefore, it is needed to release parameters and adjustments based on the 
modification indices provided by the AMOS program. The results found in the 
dimensions of brand equity, brand loyalty factor loading 0.773, proposed the deletion 
of the modification indices to reduce the chi-square value of143. This study is based 
on the recommendations dimensions to delete the higher score various and after the 
release of the dimensions recomputed for the model fit analysis. Therefore, according 
to data provided by the modification indices of the index mode correction, the model 
fit indicators are as follows: χ 2value of268.434(df= 48); χ 2/ df(chi-square value 
/degrees of freedom)is5.59,and other indicators of model fit: GFI=.808, AGFI =0.688, 
NFI =0.835, CFI= 0.859, the overall fit indicators should be greater than 0.9 but 
remain above the minimum acceptable range, and RMSEA =0.157andRMR =0.082, 
also close to the standard range, the results in the overall fit indicators, such as shown 
in Table1.  

4.4 Bootstrapping Effect Analysis of the Mediating Test 

When using the Bootstrap method in this study to test the mediating effect (Cheung 
&Lau, 2008), the judgment for (1-α) 100% confidence interval (usually set at 95% 
CI) lies between the highest and lowest range and does not contain zero. This finding 
indicates that the α level of each statistic is significant. According to results of the 
study, brand equity to perceived value is estimated as a value of 0.882, the Z value> 
1.96 and presents significantly, while the bootstrap in the Bias-correct and percentile 
and 95% confidence interval of high standard and low standard value does not contain 
zero, indicating the establishment of the brand equity for the total effect of perceived 
value. However, the value of the indirect effect of the bootstrap method in two 
detection methods is zero, which points out that the indirect effect does not exist. 
Direct effect from the three tests under high and low values do not contain zero 
confirms the direct effect of the existence, while the mediator effect is not supported. 
These results are shown in Table 2. 

CSR as the trust and perceived value of the mediator and verification statement 
results shows that trust under the total effect of perceived value in the coefficient is 
relative to the product of the Z value <1.96, high and low values of the bootstrap 
method in the two detection methods that are containing zero. The effect does not 
exist. Indirect effects and direct effects are not only showing zero detection value, but 
also the indirect effects do not exist. Therefore, the CSR as mediator between trust 
and perceived value does not exist. These results are shown in Table 3. 
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Table 2. The CSR Mediator Test for Brand Equity and Perceived Value 

Variable 
Estimated 

Value 

Multiplied Coefficient Bootstrapping 

Product of 
the Coefficients 

Bias-Corrected Percentile 

95% CI 95% CI 

SE Z Lower Upper Lower Upper 

Total Effects 
Brand Equity →
Perceived Value

 0.882 0.218 4.04 0.645 1.638 0.592 1.407 

Indirect Effects 

Brand Equity →
Perceived Value

 0.012 0.227 0.052 -0.013 0.156 -0.089 0.067 

Direct Effects 

Brand Equity →
Perceived Value

 0.817 0.352 2.32 0.619 1.1771 0.576 1.451 

Table 3. The CSR Mediator Test for Trust and Perceived Value 

Variable 
Estimated 
Value 

Multiplied  
Coefficient 

Bootstrapping 

Product of  
Coefficients 

Bias-Corrected Percentile 

95% CI 95% CI 

SE Z Lower Upper Lower Upper 

Total Effects 

Trust →Perceived Value -0.083 0.256 0.324 -0.910 0.232 -0.688 0.295 

Indirect Effects 
Trust →Perceived Value -0.039 0.342 0.114 -0.228 0.087 -0.178 0.159 
Direct Effects 
Trust →Perceived Value -0.044 0.489 0.089 -1.017 0.325 -0.783 0.408 

 

Hypothesis Testing 
The trust to corporate social responsibility estimated value is 0.476, standard 
error=0.162, the CR value is 2.934(P = 0.003) significant in the model test results. 
Brand equity to corporate social responsibility points to an estimated value of-0.143, 
standard error=0.126, the CR value of-1.137(P =.255) showing it is not significant. 
Corporate social responsibility and perceived value estimate= - 0.082, standard 
error=0.11, the CR value of-0.745(p = 0.255) showed as not significant.  
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Trust to perceived value estimate is-0.044, standard error=0.202, CR value of-
0.218(P = 0.828) showing as not significant. Brand equity to perceived value 
estimated value is 0.871, standard error=0.159, so the CR value of 5.459(P = 0.001) is 
significant. 

5 Conclusion and Discussion 

The globalization wave has reached many countries. International companies with 
strong capital, technology, and individuals now enter the development market in 
countries and battle for market share. Both the supply chain and supplier relationships 
are an essential tools for strategic competitiveness. Suppliers and downstream 
information integration issues with the concept of corporate social responsibility is 
mature and gradually expanding. However, corporate social responsibility will no 
longer be limited to operating brands and their image from enterprises. The suppliers 
of raw materials will also be a critical partner and be pulled into the circle of trust and 
business strategies to enhance international trade supply chain requirements.  

The Taiwan plasticizer event indicates the broad supply chains problem on the 
surface. Whether this product harm recall reaction to a health issue event affects 
consumer trust in business brand image produces a deep impact on product value 
perception and customer trust, moreover lower customer brand equality. For 
consumers, the research find out on corporate social responsibility in corporate trust 
and brand equity of products’ perceived value for the plasticizer incident value 
perception test as the mediator role does not affect and even not relative as important 
linkage. The result suggests that consumers require corporate social responsibility that 
is higher than the average of the other dimensions, especially in terms of legal liability 
and spontaneous responsibility being higher than ethical responsibility and economic 
responsibility. Corporate responsibility in the minds of consumers should be 
consistent with national law and companies’ self-motivation to produce CSR. 
Therefore, enterprises should be consistent in their social responsibility to fulfill 
consumers’ expectations.  

However, under corporate social responsibility associated with the perceived value 
and trust of consumers, the perception and trust of the consumer is substantial, and 
accepted in that direct responsibility, especially for price dimensions, does higher affect 
than other dimensions. Moreover, the trust dimensions for consumers still indicate that 
enterprises have the ability to solve any product harm recovery and handle product 
returns. The result shows that the event affected the reliability of product perception, 
product reliability and value under the slow move and rejection of responsibility since 
the event as reported by the press was unable to resolve the product harm issues and 
crisis management for large enterprise access to consumer trust.  

The company that faces its corporate social responsibility and recalls products 
immediately will have a positive significant impact on the trust structure. Corporate 
social responsibility for the perceived value of trust and brand equity cannot render 
the mediator effect; consumers do not support the outcome of the corporate social 
responsibility for the association of perception of trust and product value and need 
more work out to retrieve customer confidence and trust. 
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Abstract. The issue of decreasing birth rate has caused a big challenge for the 
Ministry of Education in Taiwan. The universities are looking for solutions to 
the problem. Current recruiting strategies include college admission fairs, col-
lege admission seminars, campus visits, and press release. How to find the po-
tential students has become a big challenge. The present study aims at exploring 
the potential source of the Department of Information Management of a univer-
sity via the application of Chance Discovery and KeyGraph and the operation 
of frequency and association parameter value and sensitivity analysis. Findings 
of the study showed that students from Taipei and New Taipei City, living in a 
distance within 15 Km to the university are basic students of the university.  
Furthermore, the Zip code 970, 608, 636 and high schools that have a distance 
around 63 Km to the university may also be potential students of the university.  

Keywords: Chance Discovery, KeyGraph, decreasing birth rate, recruiting  
activities.  

1 Introduction 

Due to the phenomenon of “decreasing number of children” in Taiwan, the Ministry 
of Education (MOE) is facing a serious problem. In the three years to come, higher 
education in Taiwan will be confronting its first challenge. It will be especially appar-
ent in private colleges or universities, who are eager to look for solutions to the prob-
lems of recruiting students. Decreasing number of children means the decrease in 
birth rate and, consequently, the decrease in young population and the entire popula-
tion of Taiwan. This phenomenon is going to affect the entire social structure and the 
economical development of Taiwan. The entire population of Taiwan was slightly 
over 300,000 between 1989 and 1997, and it dropped to 270,000 in 1998.  This will 
first cause serious problems for colleges or universities in the 2016 academic year. In 
2000, the population of Taiwan slightly raised to 300,000.  However, from the next 
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year on, the population of Taiwan dropped dramatically. In 2010, as it turned out, 
there were only about 160,000 people in Taiwan, approximately half of the population 
in the 1990s [15]. This phenomenon has worried the Taiwanese government, and they 
have been looking for solutions to the serious problem. 

Currently, the common practice of promoting the school and recruiting students in-
cludes nation-wide college fairs, seminars for high school students, face-to-face talks 
with high school students, advertisements in mass media. How effective these un-
focused recruiting strategies can be is really doubtful. The author argues that recruit-
ing strategies should be decided based on the attributes of individual departments or 
programs. It may be more effective to target your recruiting campaign at those highly 
potential students. Generally speaking, high school students do not really understand a 
college or its departments, and their decision is probably influenced by the ranking of 
schools, their parents, teachers, or relatives. They are not really sensitive to schools or 
departments. Aside from those high-achieving and low-achieving students, who have 
less schools or departments to choose from, it does not make a real difference for 
those falling at the intermediate level to choose department A or department B. It live 
schools some room for promoting themselves.  However, it is a great and rewarding 
challenge for universities to explore their sources of students. 

The purpose of this study is to explore the sources of students for the information 
department in a university via applying the theories of Chance Discovery and Key-
Graph and use of frequency and association value in sensitivity analysis.  The sec-
tions that will follow are literature review that include an overview of the common 
practice of recruiting students in Taiwan, and theories and applications of Chance 
Discovery and KeyGraph, methodology and procedure, findings, and conclusion and 
discussions. 

2 Literature Review 

2.1 Studies on Higher Education’s Recruiting Strategies 

Generally speaking, previous studies on recruiting strategies of higher education were 
based on the application of marketing, and questionnaire surveys and case studies 
were mostly used [8] [10]. However, the quality of the questionnaire, the willingness, 
involvement, and reliability of the respondents may greatly affect the findings of the 
survey [2]. When the distribution of potential students appears to have unique charac-
teristics in a particular group, using the strategies of market segmentation may be 
helpful for universities to respond to a loosely distributed student market and to stu-
dents’ needs. Many researchers now is resorting to the strategies of market segmenta-
tion and offering alternatives to respond to the issues of recruiting students [1] [3] [5]. 
In order to solve the potential problems caused by questionnaire survey, some re-
searchers make use of the techniques of detecting clusters in data mining to explore 
the patterns of student distribution and the characteristics of a particular group so as to 
provide the school with recruiting strategies that meet the requirement of the student 
market [12]. 
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As far as marketing strategies are concerned, universities in the U.S. resorted to 
commercial ad, development of public relations, fund raising, recruiting management, 
etc. The president of a university is always busy recruiting students. Business terms, 
such as customers, shareholders, Niche marketing, brand marketing, appeared in aca-
demia, and it is a sign that higher education is transforming into business enterprise 
[11]. In Taiwan, the common practice for colleges and universities to recruiting stu-
dents include college recruiting fairs, campus visits, workshops for potential students, 
TV commercials, newspaper or magazine advertisements, road signs, audio or video 
tapes, reports, and propagandas [14]. 

2.2 Theories and Applications of Chance Discovery and KeyGrraph 

Chance Discovery was first proposed by Ohsawa [16] [17] as a new issue of research. 
Ohsawa considered “chance” an event or a scenario critical to decision making exist-
ing in a dynamic environment. These events or scenarios are rare and are easily ig-
nored. From the perspective of information management, data that are rare and are 
structurally important can be considered “chances.” Chance Discovery is mainly a 
combination and extension of information interception, social networks, and small 
world. Generally speaking, the tool KeyGraph proposed by Ohsawa [17] and others is 
currently used in the study of Chance Discovery. 

KeyGraph is a tool used to present strategic information in a visualized interface to 
decision makers. It is a tool used to do data mining and, based on the frequencies and 
positions of words or events appearing in a database to calculate the association val-
ues between and among words or events. The results are then presented to decision 
makers in a figure form. The steps as to how KeyGraph calculates are illustrated as 
follows [7]:  

Here we assume that a document,  , is composed of sentences and each sentence 
is composed of words. The main steps of the KeyGraph algorithm can be outlined as 
follows. 

Document Preprocessing, Which Consists of Two Tasks: 
1. Document compaction: insignificant words from the document are removed us-

ing a user-supplied list of words and word stems. Word stems are used to reduce re-
lated words to the same root. For example, words like ‘innovate’, ‘innovates’ and 
‘innovating’ are reduced to ‘innovate’ using a method proposed by Porter [18]. 

2. Phrase construction: here preference is given to longer phrases with higher fre-
quency. A subset of phrase  words are chosen from the document and all possible 
phrases out of those words are constructed. A phrase that occurs with the highest fre-
quency in the document is retained. 

It should be noted that in this study we don’t use any preprocessing. After prepro-
cessing, if any, the document  is reduced to , which consists of unique terms , , , , where a term  refers to either a word or a phrase. 
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Extracting High-Frequency Terms: 
Terms in  are sorted by their frequencies in the document  and top nodes (high-
frequency terms) are retained. These high-frequency terms are represented as nodes in 
a graph . A set of the high-frequency terms is denoted by hf. 

Extracting Links:  
Links represent co-occurrence-term-pairs that often occur in the same sentence. A 
measure for co-occurrence of terms  and  is defined as  

                 assoc ,  ∑ min | |  ,  

where  and  are elements of the set hf, and | |  is the number of times a 
term  occurs in a sentence . 

The assoc values are computed for all pairs of high-frequency terms in hf. The 
term-pairs are sorted according to their assoc values and top hf 1 tightly asso-
ciated term-pairs are taken to be the links. The links between term-pairs are 
represented by the edges in . 

Extracting Key Terms: 
Key terms are terms that connect clusters of high-frequency terms together. To measure 
the tightness with which a term  connects a cluster, the following function is defined: 

                 key 1 ∏ 1 based ,
neighbors⊂  

where  is a cluster, and  

 based , ∑ | | | |  
 neighbors ∑ ∑ | | | |  

 | | | | | |   ,if  ,| |                ,if   , 
where | |  is the number of times a cluster  occurs in a sentence . 

Qualitatively, key  gives a measure of how often a term  occurs near a clus-
ter of high-frequency terms. 

The  values are computed for all the terms in assoc values and key top 
 terms are taken as high-key terms. These high-key terms are added as nodes-if 

they are not already present-in  and are elements of a set hk. 

Extracting Key Links:   
For each high-frequency term hk  and each high-key term hk , 
assoc ,  is calculated. Links touching  are sorted by their assoc values for 
each high-key term hk. A link with highest assoc values connecting  to two 
or more clusters is chosen as a key link. Key links are represented by edges-if they are 
not already present-in . 

Extracting Keywords: nodes in  are sorted by the sum of assoc values associated 
with the key links touching them. Terms represented by nodes of higher values of 
these sums than a certain threshold are extracted as keywords for the document . 
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The theory of Chance Discovery has been widely used by researchers. Hong [9] 
used Grounded Theory as basis to integrate with domain knowledge and the interac-
tive procedure of data mining to develop Qualitative Chance Discovery Model 
(QCDM), and this model has been used in the Optical Industry in Taiwan to explore 
the potential chances. Li et al. [13], on the other hand, used the techniques of Chance 
Discovery to explore the rare and important features or techniques of patented DVD 
and provided the industries with information for developing patent items.  Further-
more, the theory of Chance Discovery is also used in analysis of bankruptcy of banks 
[6] and are applied to Bulletin Board Services [19]. 

The researcher of the present study made use of the features of KeyGraph, applied 
the operation of key value, and operated Sensitivity Analysis to solve the problem of 
KeyGraph caused by different settings of parameter value [20]. In this study, the re-
searcher analyzed the data of students admitted to the Department of Information 
Management. The following section to present the methodology of the present study. 

3 Methodology 

3.1 Data Collection and Data Analysis 

The author collected data from the statistical information of the students admitted to 
the Department of Information Management of AU, ranging from the 2008 to 2013 
academic year, including students’ demographic information, levels of students’ 
scores based on the five categories assigned in that year, the distance between their 
high schools and AU. There were 275 students’ information collected for the present 
study. Individual student’s information included gender, ID number, the high school 
from which he or she graduated and the distance between the high school and AU, 
address and zip code, finally the scores he or she earned in the five main subjects  
they took on the entrance exam, namely Chinese, English, Math, Social Science, and 
Natural Science. The author then programmed a KeyGraph formula to obtain the key 
values and Red Nodes (meaning the potential opportunities). 

3.2 Sensitivity Analysis 

It is essential to set parameter values of Threshold of Frequency (TF), Association 
rule, Threshold of Association ( TA), Number of double-circled black nodes, Number 
of red nodes, and Threshold of Frequency of KeyGraph. Double cycle black nodes 
stand for High Frequency and High Key Value Terms and Red nodes stand for Key 
words or Terms. There is no standardized way to set parameter values, and it is also 
possible that different settings of parameter values can generate different KeyGraph 
[20]. A common practice is to use the principles of Try and Error to obtain the best 
result. The researcher used Sensitivity Analysis in the hope to obtain the best results. 
Sensitivity Analysis answers “what if” questions: “If we make a slight change in one 
or more aspects of the model, does the optimal decision change?” If so, the decision  
is said to be sensitive to these small changes, and the decision maker may wish to 
reconsider more carefully those aspects to which the decision is sensitive [4]. 
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The parameter values settings at the beginning were as follows: Threshold of Fre-
quency=2, Association rule=Initial association, Threshold of Association=5, Number 
of black nodes= 6, Number of red nodes= 6, Threshold of Frequency of KeyGraph=3. 
The researcher adjusted the values of sensitivity for the Threshold of Frequency from 
2 to 100 and the Threshold of Association from 5 to 50 or 90.  The researcher 
stopped the task in case the same red nodes appeared.  It is a sign of stability. Table 1 
is an example of Sensitivity Analysis, using Threshold of Frequency=15. 

In this case, TF=2, and TA ranges from 5 to 50 with an interval of 5. At the point 
of 50 in TA, the 6 key terms remain unchanged. However, at the point of TF=15, the 
situation is not stable until TA=80. At the point of TF=100, the 6 Key Terms are un-
changed no matter how TA are changed. The fact is that the 6 Key Terms are un-
changed from TF=60 on no matter how TA are changed. Therefore, in the present 
study, the potential chances were decided by the 6 stable key terms of TF. 

Table 1. Example of Sensitivity Analysis 

TF TA Key term 1 Key term 2 Key term 3 Key term 4 Key term 5 Key term 6 

15 5 242 HS248 dis_24 114 251 dis_27 

15 10 242 HS248 dis_24 114 251 dis_27 

15 15 HS118 HS218 241 HS222 dis_24 HS227 

15 20 HS118 HS218 dis_27 dis_24 241 HS354 

    …    

15 75 HS248 HS118 242 247 HS232 dis_24 

15 80 HS248 HS118 242 247 dis_24 HS232 

15 85 HS248 HS118 242 247 dis_24 HS232 

15 90 HS248 HS118 242 247 dis_24 HS232 

 
The procedure to calculate is to first look for the points of potential chances, and 

then calculate the frequency of each key term and the frequencies are ranked. The 
next step is to calculate the key value of each potential point and rank the key value.  
The difference between the two values is termed “ranking difference”. Those key 
terms that have large ranking difference are in low frequency and high key value, and 
they can be considered those with greater potential chances. Findings of the study are 
presented in the following section. 

4 Findings 

4.1 Frequency of Demographic Data 

Frequency of demographic data is shown in Fig. 1. 
This chart shows that the percentages of males and females admitted to the de-

partment are 58.91 and 41.09 respectively. The highest frequency is “Total_Level 4”, 
and it takes 80%. Birthplace codes A and F have a total of 68%.  The highest fre-
quency of distance between the high school and AU is 15 Km. 
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Fig. 1. Frequency of Demographic Data 

4.2 K-Means Cluster Analysis 

The researcher first coded the 275 pieces of data and came up with 6 codes, namely 
distance (dis) , five levels for Chinese (11, 12, 13, 14, 15), five levels for English (21, 
22, 23, 24, 25, five levels for math (31, 32, 33, 34, 35), five levels for social science 
(41, 42, 43, 44, 45), five levels for natural science (51, 52, 53, 54, 55), and five levels 
for the total grades (61, 62, 63, 64, 65). K-means cluster analysis was then done to 
look for possible relationships between the distance between the high school and AU 
and possible clusters based on students’ scores of different subjects.  

Table 2. K-means Cluster Analysis 

 
Cluster 

1 2 3 

dis 
500 21 221 

1 Chinese 
15 14 14 

2 English 
24 24 24 

3 Math  
34 34 34 

4 Social Science 
44 44 43 

5 Natural Science 
55 54 54 

6 Total Scores 
64 64 64 

Total No. 
2 250 23 

 
Findings of the study (as shown in Table 2) showed that the sources of students of 

the department can be roughly divided into 3 clusters, and most of the students mainly 
belong to the 2nd cluster, meaning their grades of each subject fall on Level 4, school 
distance is around 21 Km. The next highest cluster are students living in Central  
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Taiwan and the school distance is around 221 Km. and they had an average higher 
scores in social science (Level 3). There are only 2 students who belong to the 3rd 
cluster, who are overseas Chinese from mainland China, and they had low scores in 
Chinese and Natural Science (Level 5). 

K-means Cluster Analysis mainly aims at exploring possible clusters. However, 
it is not to make sense as to how the chart means. The researcher used the theory of 
Chance Discovery to analyze the KeyGraph data to explore important information. 

4.3 Analysis of Key Value and Key Terms 

Based on the procedures stated above, key terms are presented in Table 3. The value 
of Ranking Difference has its threshold set for 10 and above. Because “dis_63” is the 
first item shown in the chart and the following items are all names of high schools, 
these high frequency schools do not meet the principles and requirements of Key-
Graph, 10 is chosen as the threshold value. Zip code 970 (Hualien City) has the high-
est ranking deviation, meaning low frequency and high key term. It is a potential 
term. Zip code 320 (Jungli City), 249(Bali District), and 247(Luzhou District) are 
currently not really the sources of AU students, these areas are close to AU and are 
potential sources of AU students. Findings of study can provide the recruiting de-
partment with important information on key high schools to focus on, mainly in 
Chiayi City, Yunlin County, Taoyuan County, Hsinchu City, Taipei and New Taipei 
City. It is crucial to develop academic relationship and collaboration with those poten-
tial high schools. The appropriate distance between the high school and AU is 63 Km, 
roughly around Hsinchu City. 

Table 3. Ranking Difference between Frequency and Key value 

Ranking Difference Key term Key value 

163 970 0.109134 

 
… 

 

34 320 0.072109 

32 HS335 0.104901 

29 249 0.087884 

 
… 

 

19 247 0.081877 

19 HS150 0.115871 

19 HS129 0.102742 

 
… 

 

10 dis_63 0.036143 
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5 Conclusion and Discussions 

In an era of decreasing birth rate, academic institutions are looking for ways to miti-
gate the impact caused by the challenge. Generally speaking, the academia applies 
traditional ways of mass marketing to recruiting students. However, as the author 
argues, different recruiting strategies should be applied to different schools because of 
their different academic attributes and different historical backgrounds. It has become 
an important issue for school administrators and teachers to look for potential students 
and to provide these students with one-on-one promotion. It is an interesting issue as 
to how we can discover those potential students. 

The author of the present study applied KeyGraph used for chance discovery to the 
discovery of potential students and their shared characteristics. Findings of the study 
showed that this method can indeed help discovery of potential students. This method 
not only focused on the levels of frequency, but also took the relationships or 
connections between two schools into consideration. Take AU as an example, in 
addition to being physically closed to AU, some high schools may be potentially the 
source of prospective students because of their religious attributes. Just after the 
completion of this study, one of the high schools made an alliance with AU.  It is 
apparent from the fact that the method can be helpful for schools to discover the 
sources of potential students. In the future studies, the author will look for more 
pieces of evidence to ensure the validity and reliability of the method. 
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Abstract. A new Core Broking Model (CBM) has been introduced to e-
markets, involving joint-selling of multiple goods and offering volume discount 
for group-buying coalitions. It is a core-based model, maintaining the stability 
of coalitions and using physical brokers to resolve group-trading problems in e-
markets. After a survey has been made on the present commission of brokers 
and the current fees systems of some popular e-marketplaces, a fees system for 
the CBM has been set up and was suggested to the model. The fees system con-
sists of four kinds of fees: final value fee, handling fee, session fee and online 
store fee. It is evaluated and discussed at the end of this paper.  

Keywords: Fees system, Brokers, Broking system, Commission, E-Markets. 

1 Introduction 

E-commerce is “the best approach for organizations to manage their activity as an 
integral part of their approach to developing and sustaining customer relationship” 
[1]. The growth of e-commerce was at one time more than 20% per year all over the 
world. “Much of the retail sector's overall growth in both the US and the EU over the 
next five years will come from the Internet” [2], so there will be unceasing large po-
tential profits for traders in Internet e-commerce. When traders get together on the 
Internet and work out deals, they seize every opportunity to maximize their own  
profits. Forming coalitions is an effective way of striving to achieve their goals. 
Therefore, concepts and algorithms for coalition formation have been investigated in 
Multi-Agent Systems, Computer Science and Economics communities [3, 4, 5]. Issue 
of coalition problems is increasingly popular to researchers in e-commerce, “where 
business transactions take place via telecommunications networks” [6]. 

E-market is a new trading model for Internet e-commerce. It gives product infor-
mation and trading mechanisms to traders and provides them opportunities to execute 
transactions. Buying or selling goods in e-markets has become an essential aspect of 
the daily lives of many people. It is understandable why coalition problems in e-
markets attract so much attention from both academics and practitioners. A coalition 
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with stability is in a condition when every member has the incentive to remain in it 
[7]. The core is the stable set of profits that no coalition can improve upon [8]. How-
ever, it is incapable of dealing with large coalitions [9]. 

A new core-based model called Core Broking Model (CBM) has been built [10]. 
The CBM combines coalitions in e-markets into a bigger coalition [11]. It inherits 
from the core to ensure the stability of coalitions, but makes many improvements [12] 
to have incentive compatibility, distributed computing, and less computational com-
plexity [13] and can be adopted in e-markets [14]. It highly depends on physical bro-
kers, who are “persons who buy and sell goods or assets for others” [15]. They carry 
out transactions and play a wide variety of roles in trading process. They may be sa-
lespersons and fill orders for their clients. They may also serve as trading advisers to 
their customers providing services like market research or trade recommendations. 
Commission is an effective way to encourage brokers to fulfill their duties. A com-
mission agreement is used in the new model. 

The CBM consists of a site, which is a broking system defining as “the business or 
service of buying and selling goods or assets for others” [15]. Many online shopping 
sites such as eBay are such systems providing services to their users and executing 
transactions. Their main revenues come from the users. A financial reward can be an 
incentive to these sites to provide a good service to their users. People are willing to 
pay for the services, because they are tailored to their needs. The sellers pay for the 
privilege of coming to the e-markets and finding potential customers there. These 
sites keep themselves afloat with the fees from sellers. Fees systems of shopping sites 
are explored here, so that a reasonable fees system can be set up for this new model. 

Here, a fees system is proposed to provide guidelines for the CBM about how the 
brokers and the site may be paid. To construct a suitable fees system, in section 3, 
there are some investigations into commissions for brokers and fees systems in 15 
popular shopping websites. In the last section, the proposed fees system is evaluated. 

2 Core Broking Model (CBM) 

This core-based model involves joint-selling of multiple goods, offering volume dis-
count for group-buying coalitions in e-markets. Several providers conduct bundle 
selling together, while, many buyers are for the amount discounts. The descriptions of  

• Core-brokers: the initiators of the group-trading projects. 
• Projects: Each project has several sessions of group-trading in e-markets. 
• Providers: The core-brokers invite them to provide products and services for  

customers. 
• Market-brokers: who play the role of team members to help with the projects. 
• E-markets: may be any existing online shopping avenues such as eBay or the 

market-brokers’ own sites on which they can post projects and find customers. 
• Buyers: the market-brokers’ clients, who have been attracted to the projects. 
• The Core Broking System (CBS) consists of three components as follows: 
─ CBS Website: A place where core-brokers and market-brokers meet together. 

Market-brokers may come here and search for the projects which interest them. 
Members of the site can report and open a case for a problematic transaction in 
its resolution centre. 
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─ Project Subsystem: a system specially designed to assist the core-broker in 
managing all the necessary tasks to assure quality outcomes. 

─ Market Subsystem: the market-brokers can use it to perform transactions for a 
session on a project; purchase electronic coupons from the core brokers and sell 
them to their clients. 

 

Fig. 1. The Structure of the CBM 

The system flow chart of the model shown in Fig. 2 is used to explain the process 
of the CBM. A brief description for the six stages in the process is as follows: 

 

Fig. 2. System Flow Chart of the CBM 

1. Initiating – A core broker setups a proposal for a group-trading project, settle the 
project with some providers and lists the project on the CBS website. 

2. Commencing – After recruiting several market brokers, the core broker officially 
begins sessions of group trading in the group-trading project. 

3. Gathering − The market brokers attract buyers to their websites, combine the or-
ders of buyers into market-orders and submit the market-orders to the core broker. 

4. Combining – The core broker checks the stability of the coalitions, combines the 
coalitions together, decides the final prices for the items and sends acceptance no-
tices to the market brokers. 

5. Closing − When the buyers have paid for their purchases, they receive coupons. 
Finally, the brokers close the deal with their clients and the benefits of the partici-
pants are calculated.  

6. Terminating –The core broker backups the data tables and analyse the transac-
tions in the sessions of the group-trading project for the future use.  

To ensure a healthy level of competition, the new model adopts brokers to prevent 
price makers as would occur in ‘monopolies’, giving them “exclusive possessions or 
control of the supply of or trade in a commodity or service” [15] or ‘cartels’, acting as 
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a formal arrangement between producers and manufacturers who agree to fix prices, 
marketing, and production [16]. Both core brokers and market brokers play important 
roles in the CBM. They make possible the collaboration between the members of 
coalitions. The core-broker is like a project manager. On the other hand, the market-
brokers act like salesmen in the CBM. 

The core-brokers initiate projects on the CBS website. The market-brokers pro-
mote products of the project on the appropriate shopping sites and form buyers’ coali-
tions there. The core-brokers invite providers to perform joint-selling to increase the 
‘competitive advantage’ [17]. They provide information to the market-brokers for 
them to promote the product. Each session has a starting and an ending date. The 
suggested duration for a session is usually one week. The iterative process is looping 
between stage 2 and stage 5. At the end of a session, the core brokers may choose to 
have a new session of trading or stop the project for good.  

The model manages the orders on a First Comes First Serves (FCFS) basis. If an 
order is submitted late, the required items may no longer be available, especially 
when the supply of products falls short of demand. If the actual quantity is less than 
the quantity ordered, the brokers have to decide how to distribute the items fairly. 
There are many ways to do so. Other than FCFS, another option is to use the Shapley 
value, which is decided by the original amount ordered by each customer. An agree-
ment may also be reached amongst the customers on the distribution over the conflict-
ing issues through a multiple stage negotiation process [18]. 

When buyers pay for the orders, they receive electronic coupons from the brokers. 
Each coupon has a unique ID to ensure that one coupon may be redeemed only once. 
No extra fee for shipping is charged, when they claim the real products and services 
from the providers printed on the coupons. Alternative payment methods are used 
including bank transfers, PayPal and utility & debit cards. The results of 248 surveys 
in Tulsa indicated that most sellers do not feel any risk associated with transactions 
with a reliable payment mechanism [19]. Bank transfers are regarded as secure and 
are a common and efficient way of making payments today. PayPal is an alternative 
safe way but it involves additional cost [20]. According to the assumptions in this 
paper, the providers and the core-brokers receive money by bank transfer, while cus-
tomers pay for their items via PayPal. 

A prototype of the CBS was developed in C# under the development environment 
of Visual Studio 2008. The database in the CBM is designed so that the core-brokers 
and market-brokers can manage and store all the data they need to fulfil their tasks in 
the group-trading. 

3 Commissions and Fees Systems in Current E-Markets 

The fees are normally calculated on the basis of a percentage of the sale price. The 
percentage is negotiable. For instance, in the area of home buying and selling, brokers 
usually charge the homeowner 5% to 7% commission [21], but commissions may 
range widely between 1.5% and 12% in practice. Likewise, online broking sites take 
various commissions. However most of them seem to have standard and non-
negotiable fees systems. A good fees system is essential for group-trading sites, there-
fore a survey of the fees for online shopping sites is needed in order to construct a  
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Table 1. Fees for 15 Shopping Sites 

Company Final Value Fees Online Store Fees Insertion Fees  

Amazon
8.05%, 11.5%, 17.25%
£0.86 + £0.16 ~£1.32 £28.75

 
£0.06  

Atomic Mall 1~6% of TV £0~ £12.30 0  
Blujay 0 0 0  

Bonanzle 1.5~ 3.5% of FOV + £0.31 0 0  
CQout 1.8~5.4% £3.41~£9.25 0  

Craigslist £6.20 0 0  
eBay 1.5~10% £14.99, £49.99, £349.99 £0~£7.95 or 3%+£1  

eBid.net 3% £4~£8 0  
eCrater 0 0 0  

Etsy 3.5% 0 £0.20  
GoAntiques 2~10% £24.20~£49.62 0  

iOffer 1.5~5% 0 £0~£12.40  
OnlineAuction.com  0 £5 £0~£6.20  

Ruby Lane 0 £12.40 £0.19  
TIAS.com 2% or10% £24.80 0  

 
reasonable fees system for the new model. The sites in Table 1 are selected because 
they “had traction, had a substantial number of users” [22]. Generally speaking, there 
are three types of fees which sellers are normally charged: online store fees (OSF), 
insertion fees and final value fees (FVF). 

Opening an online store is one of the most economic ways for sellers to setup a 
business. The sellers do not need to spend money on renting a warehouse, but they 
need Uniform Resource Locators (URLs) for their online shops to "provide means of 
locating the resource by describing its primary access mechanism" [23]. When the 
sellers pay a monthly fee for an online store on these sites, they can have URLs for 
their stores, to which they can easily direct their customers from around the world.  

Many of the sites provide special features to allow sellers to customize their pro-
fessional-looking store with logos, images and colors of their choice. Some market-
places help sellers with promotional tools, so that they can advertise their goods and 
bring in more buyers. EBay charge the highest OSF, which is £349.99 for an anchor 
shop and £49.99 for a featured shop. A GoAntiques online shop at £49.62 comes next. 
And it is then followed by Amazon’s £28.75 and TIAS.com’s online shop at £24.80. 
The lowest OSF is £5 on OnlineAuction.com. The average OSF is about £24.50 ex-
cluding the above two over-exaggerated fees. 

An insertion fee may be charged whenever a seller lists an item on a shopping site. 
All the marketplaces charge a fixed amount of money, except eBay. In nine out of the 
fifteen shopping venues, listing an item is free. On the eBay site, the insertion fee is 
zero when the starting price of an auction-style item is less than £0.99. The concept of 
an insertion fee is perhaps similar to the fee for a newspaper advertisement, but news-
paper companies do not charge a fee when the products are sold. It does not seem fair 
to ask the seller to pay for insertion fees and FVF at the same time. Most sellers are 
discontented with this [24], especially when they get no profit at all out of an unsold 
item, but they still have to pay the extra expense of an insertion fee. 

Most of the sites calculate the FVF using a certain percentage of the final selling 
price handling fees or sales taxes. Amazon has the highest percentage, at 17.25% a 
possible reason as to why many of its sellers may have complaints [25]. The second 
highest percentage is 10%, which is charged by eBay, GoAntiques and TIAS.com. 



 A Fees System of an Innovative Group-Trading Model on the Internet 459 

 

And it is then followed by Atomic Mall, at 6%, CQout, at 5.4% and iOffer, at 5%. 
The average percentage of these 15 sites is around 7.5%. Amazon and eBay are con-
sumers’ top two websites for shopping this year in the UK [26], but they seem to 
charge the sellers the highest percentages of the final selling price. 

In Atomic Mall, the final fee is up to 6% of the Total Value (TV), which is the total 
price of an item including shipping fees and handling costs. The FVF on some sites 
like Bonanzle is based on the Final Offer Value (FOV), which is the sale price minus 
a shipping fee exemption of up to £6.20. For example, assume that a seller sells a 
£472 item after shipping. The total shipping for the item is £10, of which only £6.20 
is deducted. The FOV is £472–£6.20=£465.80. The fee for the first £310 is 
£0.31+£310×3.5%=£11.36 while the fee for the remaining amount is 
£155.80×1.5%=£2.34. So the FVF is £11.36+£2.34=£13.70. The final value fee for a 
seller derived from the schemes based on TV or FOV usually turns out to be more 
than the fee calculated from the final selling price of an item.  

In summary, the above survey of the fees systems reveals that these markets’ aver-
age percentage of FVF is around 7.5% of the final selling price of an item. Their av-
erage OSF is about £24.50 and their range of insertion fees is from £0 to £35.00. 

4 A Fees System of the CBM 

A fees system of the CBM including the commission for brokers and how the mem-
bers of the CBS site pay their fees is constructed here. There are four kinds of fees: 
FVF, handling fee, session fee and OSF. Session fee is the only fee the core-brokers 
need to pay for a project. It is suggested that a session fee of £30.00, every time they 
list a session in a project on the site. An OSF of £24.50 is a suggested monthly fee for 
market-brokers, who wish to open an online store on the CBS site including purchase 
of domain name, server use, maintenance etc. 

A FVF is paid by the providers, 5.5% of final selling price. When a FVF is re-
ceived, it is then divided into 3 portions. The core-broker takes 2%, the market-broker 
gains 3% and the CBS site keeps 0.5%. For example, a core-broker CB has four mar-
ket-brokers: MB1, MB2, MB3 and MB4, who order 100, 80, 120 and 50 items respec-
tively. Assume that the retail price of an item from a provider is £100 and the buyers 
get 40% discount. The final selling price for one unit of the item is £100×(1–
40%)=£60. The total number of items is 100+80+120+50=350. The provider earns 
£60×350×(1–5.5%)=£198,450. The FVF is £60×350=£21,000, and CB, MB1, MB2, 
MB3, MB4 and the CBS site gain £420, £180, £144, £216, £90 and £105 respectively. 

A handling fee from the buyers rewards the brokers, because they let the buyers get 
better discounts. A suggested handling fee is 15% of the extra discount, after each of 
the brokers has processed the orders. For example, an item’ retail price is £100 and its  
 

Table 2. Handling Fees 

Customer Quantity Original 
Discount 

Extra 
Discount 

Payment Handling 
Fee 

Total 
Payment 

C1 10 3% £370 £600 £55.50 £655.50 
C2 33 12% £924 £1980 £138.60 £2118.60 
C3 49 15% £1225 £2940 £183.75 £3123.75 
C4 28 9% £868 £1680 £130.20 £1810.20 
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discount is 40%. In Table 2, market-broker MB3 has four customers C1, C2, C3 and 
C4. Customer C1 orders 10 items and has a discount of 3% at the beginning. C1 gains 
extra discount £100×(40%–3%)=£370. So his handling fee is £370×15%=£55.50. The 
total payment for customer C1 is £100×10×(1–40%)+£55.50=£655.50. 

The final discounts of the customers are due to the contributions of two brokers. 
Table 3 shows how the handling fees from the customers are distributed to be com-
missions for the brokers. When MB3 put the orders together, the market order has 
21% discount. Customer C1’s discount increases 21%−3%=18%, so he pays 
£100×10×18%×15%=£27 to reward MB3. When core-broker CB combines all the 
orders together, the final discount becomes 40%. C1 pays another 
£100×10×(40%−3%−18%)×15%=£28.50 to CB for services. This means C1’s han-
dling fee £55.50 is divided into two portions, £27.00 and £28.50. The commission 
that MB3 gets from this fee, is £27.00+£44.55+£44.10+£50.40=£166.05, while core-
broker CB gains £28.50+£94.05+£139.65+£79.80=£342.00 from MB3’s clients. 

Table 3. Commissions 

Customer MB3 (21%) Handling Fee for MB3 CB (40%) Handling Fee for CB 
C1 18% £27.00 19% £28.50 
C2 9% £44.55 19% £94.05 
C3 6% £44.10 19% £139.65 
C4 12% £50.40 19% £79.80 

With the fees system, the brokers and the CBS site may earn money from the ex-
ecution of group-trading. Brokers get their commission out of FVF and handling fee. 
They are in return of their valuable efforts, such as setting the projects in motion, 
keeping a watchful eye on the process of group-trading, ensuring that what is on offer 
to the buyers will be attractive to them, and most of all, combining the orders to bring 
high benefits to the traders. Certainly, their earnings need to be good enough to cover 
the payments of session fee and OSF. The fees, FVF, session fee and OSF, keep the 
CBS site running and provide on-going services to the brokers. 

5 Evaluation of the Fees System in the CBM 

The aim of the new model is not only to bring lower prices for buyers but also to cre-
ate higher profits for service providers. It is essential to prove that both the buyers and 
the providers may get more benefits in the CBM than they can gain in a traditional 
market (will be referred to as TM) even when the benefits have excluded the fees for 
brokers and websites. Therefore, the proposed fees system must be judged here to see 
whether it functions properly in the CBM. Although prototype of CBS site has been 
developed in C#, at this stage, a real-world test would be inappropriate; further it 
would be unlikely to produce the data set necessary for a rigorous testing. Therefore, 
a simulation system was developed using the scenario of a travel agent and was used 
to produce outputs from the TM and the CBM.  

Core-broker Ben created group-trading project S1, ‘Summer Time around the Mid-
lands’ , which integrates the products from the three providers offering inexpensive 
hotel rooms and low car rentals for economical travel in the Midlands. By offering  
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volume wholesale discounts, customers may form groups to purchase items. Coupons 
can be chased and sent to the providers on them and exchanged into hotel rooms or car 
for the buyers to travel around the Midlands in the UK.  

The simulation system was written in C# in the Visual Studio 2008 development 
environment. The results in this paper were produced in it on a common personal 
computer with Windows Vista. The system contains a Test Case Generator (TCG), a 
TM Simulator (TMS) and a CBM Simulator (CBMS). The TMS is based on the core 
concept and aims to find a core of the coalition in a TM. The CBMS is built to the 
pattern of the CBM and aims to find a bigger core of coalitions in multi-e-markets. 
The data generated by the TCG were put into the TMS and the CBMS at the same 
time. By examining the outputs of the TMS and CBMS, a comparison between the 
TM and the CBM and the results were made. According to the results of the simula-
tion system in Fig. 3, the net discounts of the customers and the net profits for the 
providers in the CBM are not less than the ones in the TM. The net benefits of the 
traders in the CBM have had the brokers’ commission deducted from them. The bro-
kers do bring higher benefit to both the customers and the providers in the multi e-
markets of the CBM. The results of the scenario of demanding customers, who desire 
to get high discounts, definitely may convince the traders to joint in the CBM. 

   
a                                        b 

Fig. 3. Normal Customers’ Discounts and their Providers’ Profits 

According to the results of the simulation system in Fig. 3, the net discounts of the 
customers and the net profits for the providers in the CBM are all higher than the ones 
in the TM. The net benefits of the traders in the CBM have had the brokers’ commis-
sion deducted from them. The brokers do bring higher benefit to both the customers 
and the providers in the multi e-markets of the CBM. The results of the scenario of 
demanding customers, who desire to get high discounts, definitely may convince the 
traders to joint in the coalitions of the CBM. 

It is quite common in an e-market nowadays to have many demanding customers. 
It is also very difficult to attract such customers to the TM. It is important to show that 
CBM can effectively allure such buyers to e-markets and bring more profit to provid-
ers. It is crucial that the simulation system provides evidence to show that there are far 
more discounts in the CBM for customers than in the TM. For this purpose, the TCG 
created test data for a scenario of demanding buyers, who only buy items at an ex-
tremely low price. Within the order detail table, there is a special field called ‘ex-
pected discount’. This field allows customers to place the orders without committing 
to buy the items. The CBM will wait for the final discount to be settled and decide  
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whether the purchase should go ahead or be dropped, by comparing the final and ex-
pected discount. For instance, product Ca’s discount for customers is between 0% and 
40%. The TCG generates data randomly ranging from 19% to 40% and puts in this 
particular field of the orders of the demanding buyers. 

 

   
a                                        b 

Fig. 4. Demanding Customers’ Discounts and their Providers’ Profits 

With the demanding customers, the graph in Fig. 4a shows that the discount stays 
low in the TM, but the net discount in the CBM is getting higher when the number of 
the customers increases. This implies demanding customers can get the higher dis-
counts they want due to the ability of the CBM in gathering large coalitions. This also 
means that the CBM can really attract this kind of customers to the e-markets. In Fig. 
4b, the providers are significantly better off by using the CBM and even after they 
have paid commission to the brokers. The brokers in the CBM earn commission be-
cause they provide a new channel of selling for suppliers and attract all kinds of cus-
tomers including these demanding customers. 

6 Conclusion 

It is usual that if the customers get better discounts, then the service providers receive 
less profit, or the other way round, but the CBM has considered the interests of both 
the customers and providers and makes all of them better off than the TM. The simu-
lation also shows that the traders may gain higher benefits in the CBM in both scenar-
ios: the one with normal buyers, and the one with demanding buyers. In this way, the 
new model definitely has chances to attract as many as buyers to the e-markets. 

With the proposed fees system, the traders are proven to have better benefits in the 
CBM than they gain in the TM, even after part of the benefits goes to the brokers as 
commission. Besides, the process of the CBM allows brokers to merge smaller coali-
tions in different e-markets into a bigger coalition and gives buyers higher discounts. 
This can really encourage the customers go through with their purchases and bring 
larger total profits to the providers. As a result, a wise trader will definitely choose to 
join the group-trading in the CBM rather than stay in the core of a TM. 

Core brokers may set up different rates of fees, if they feel it is necessary, before a 
session of group trading in the project starts. Through the aid of the simulation sys-
tem, an experienced core broker usually can figures out reasonable rates without prob-
lems. They may find out some useful solutions and set up special rates for their 
projects by consulting providers or other brokers in the CBS site.  
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The distribution of discounts for buyers in a real e-market is normally distributed 
in some contexts. However, the data in the expected discount fields of the orders of 
the normal buyers, which was generated randomly by the TCG and used in the simu-
lation system, is no way near to this distribution. To simulate natural e-markets using 
data in such a distribution is one of future tasks in the CBM. To work out a negotiable 
fees system will be another target for future research. The rates of commission in the 
CBM’s fees system for the brokers are fixed here. In practice, they are fixed for the 
duration of the session, but all the fees are subject to negotiation. 
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Abstract. This paper proposes a Stochastic Chance-Constrained Programming 
Model (SCCPM) for the supplier selection problem to select best suppliers of-
fering incremental volume discounts in a conflicting multi-objective scenario 
and under the event of uncertainty. A Fast Non-dominated Sorting Genetic Al-
gorithm (NSGA-II), a variant of GA, adept at solving Multi Objective Optimi-
zation, is used to obtain the Pareto optimal solution set for its deterministic 
equivalent. Our results show that the proposed genetic algorithm solution me-
thodology can solve the problems quite efficiently in minimal computational 
time. The experiments demonstrated that the genetic algorithm and uncertain 
models could be a promising way to address problems in businesses where 
there is uncertainty such as the supplier selection problem. 

Keywords: Supplier selection, Chance constrained approach, Incremental 
quantity discount model, Genetic algorithms. 

1 Introduction  

Today businesses run not only on a higher level of performance but also on maintain-
ing cordial relationship with the clients. For a manufacturing firm , particularly , sup-
pliers acts as a backbone of the business as the right choice of suppliers reduces costs, 
increases profit margins, improves component quality and ensures timely delivery and 
therefore choosing a few but superior suppliers  becomes a very important strategic 
decision. Choice of suppliers depends on several dimensions such as price, delivery, 
quality, capacity etc.  Selection of suppliers becomes more challenging when suppli-
ers offer interesting deals such as better price and quality, incremental or all units 
quantity discounts etc. to attract and retain buyers for a longer period, to motivate 
them to procure larger quantities and to reduce cost of transportation per commodity. 
These deals and discounts could be based on the quantity of each product ordered 
from a supplier or based on the total value of all products ordered from a supplier. 
Therefore in general, the supplier selection problem is a multi-criteria problem based 
on joint consideration of purchasing cost, quantity discounts, order size restrictions, 
product quality and service levels, supplier capacity and lead time. Selecting an op-
timal supplier under such multiple conflicting criteria often gets complicated even for 
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an experienced purchase manager because competing suppliers have different levels 
of achievement under these criteria.  

However, in solving for practical supplier selection and purchasing plans, busi-
nesses are faced with some uncertain factors. In the event of uncertainty such as un-
certain or fluctuating demand, changing supplier’s capacity, supplier’s unreliable lead 
time and varying quality, selection of suppliers becomes even more complex. Al-
though the researches have been made in the field of selecting suppliers under uncer-
tainty or under discount pricing and lot size restrictions, no research to the best of our 
knowledge has integrated quantity discounts model with uncertainty and lot size re-
strictions at a time.  

Various multi-objective optimization techniques have already been established to 
solve a variety of deterministic supplier solution problems. However, when uncertain 
factors are explicitly considered in a supplier selection problem, it is hardly treated 
since the traditional mathematical modeling is difficult to deal with the uncertain 
programming problem. In such cases, where risk is a major part of the decision, it is 
imperative to capture the risk factors into a mathematical model. Chance-constrained 
programming that was pioneered by Charnes and Cooper [4] is one approach that can 
handle the uncertainty of the problem. Nature inspired / Evolutionary algorithms can 
be used as an alternative to obtain a global optimal solution to solve such Multi Ob-
jective Optimization problems. One of the most popular of these techniques is Genetic 
Algorithms (GA). GA is a stochastic search method for optimization problems based 
on the mechanics of natural selection and natural genetics (i.e., the principle of evolu-
tion—survival of the fittest). A Fast Non-dominated Sorting Genetic Algorithm 
(NSGA-II) [7], a variant of GA, adept at solving Multi Objective Optimization, is 
used to obtain the Pareto optimal solution set for our problem statement.  

In this paper, an attempt has been made to present a mathematical model for sup-
plier selection supplying multiple products to a buyer under uncertain scenario incor-
porating incremental quantity discounts on lot sizes of multiple products to be sup-
plied by multiple suppliers. Uncertainty in model parameters such as capacity, lead 
time and demand uncertainty is handled through the Chance constraints approach [4-
6]. These uncertainties are captured by probability distribution of capacity, demand, 
cost and lead time. A stochastic chance-constrained programming model for the sup-
plier selection problem is transformed into the deterministic equivalent mathematical 
programming model which is then solved using fast non dominated genetic algorithm 
(NSGAII). Our results show that the proposed genetic algorithm solution methodolo-
gy can solve the problems quite efficiently in minimal computational time. The expe-
riments demonstrated that the genetic algorithm and uncertain models could be a 
promising way to address problems in businesses where there is uncertainty such as 
the supplier selection problem. 

The paper is structured as follows. Section 2 presents a review of the relevant lite-
rature on supplier selection and use of genetic algorithms to solve such problems. 
Section 3 formulates the Stochastic Chance-Constrained Programming Model 
(SCCPM) for the supplier selection problem with uncertain cost, quality and lead 
time. Section 4 explains the SVGAII algorithm to solve the formulated problem.  
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A case example has been presented in section 5 to validate the proposed model. De-
tails of how SVGA applied to the case problem is presented in section 6 .Section 7 
conclude the paper with future directions for research. 

2 Literature Review   

Although the process of supplier selection has been studied extensively, the problem 
of supplier selection under multi-supplier with quantity discounts has received atten-
tion quite recently.  A weighted fuzzy multi-objective model for the supplier selection 
under price breaks or quantity discounts environment in a supply chain is proposed by 
[2]. Xia and Wu [16] propose a multi-objective optimization problem, where one or 
more buyers order multiple products from different vendors in a multiple sourcing 
network using using business volume discounts. Ebrahim et al. [8] uses a scatter 
search algorithm for supplier selection and order lot sizing under multiple price dis-
count environment.  

Alonso Ayuso et al. [1] proposed a two-phase stochastic program where they con-
sidered plant selection, product allocation and supplier selection under uncertain 
costs, product prices and demand. Burke et al. [3] also developed a supplier selection 
model with demand uncertainty and unreliable suppliers. These researches has not 
explored uncertainties related to demand, capacity and lead time at a time and also 
lack the concept of quantities discounts on the part of supplier.    

Application of genetic algorithms is gaining momentum in a variety of industrial 
applications [9,10,11,12,15]. Rezaei and Davoodi [12] who formulated a fuzzy mixed 
integer programming model of a multi-period inventory lot sizing problem with sup-
plier selection. The problem is converted to equivalent crisp decision making prob-
lems and solved by using a genetic algorithm that determines what items to order in 
what quantities from each supplier in which periods. But this paper however lacks the 
concept of uncertainty which prevails in the real business scenario. 

Present paper integrates the concept of incremental quantities discounts and lot size 
restrictions offered by multiple suppliers in the event of uncertain demand, supplier’s 
capacity and lead time. A stochastic chance-constrained programming model for the 
supplier selection problem is transformed into the deterministic equivalent mathemat-
ical programming model which is then solved using fast non dominated genetic algo-
rithm (NSGAII) [7].  

3 Problem Formulation 

This section formulates a Stochastic Chance-Constrained Programming Model 
(SCCPM) for the supplier selection problem. Following notations are used to formu-
late the model.

 

j         1,2,...,J suppliers 
k        1,2,...K  products 
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   1 if supplier j is assigned as supplier of product k, 0 otherwise 

    The amount of product k shipped from supplier j 

     Demand for product k 

  Capacity at supplier j for product k 

middle order quantity  to be supplied from supplier j of product k 

 kth product unit cost incurred on buyer from jth supplier if order quantity  

kth product unit cost incurred on buyer from jth supplier if order quantity  

 Aggregate unit cost incurred when order quantity  

     Fixed cost of operating with supplier j 

   Percentage of good quality items of product k procured from supplier j 

 Lead time of product k from supplier j 
  Minimum order quantity to be supplied from supplier j 

 Lead time of product k from supplier j 

     Mean lead time of product k from supplier j 

 Level of probability that units supplied satisfies the demand of kth product 
       Level of probability that  

 Level of risk for the calculated value of lead time to be greater than aspired level 

 Constant inverse probability distribution function for random demand 
 Constant inverse probability distribution function for random capacity 

 Constant inverse probability distribution function for random lead time 

3.1 Stochastic Chance-Constrained Programming Model (SCCPM)for the 
Supplier Selection Problem with Uncertain Cost, Quality and Lead Time 

A stochastic chance-constrained programming model for the supplier selection  
problem integrating incremental quantity discounts and lot size restrictions can be 
written as: 

  (1) 
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 Subject to 

  (4) 

  (5) 

                                  (6) 

  (7) 

  (8) 

  (9) 

  (10) 

  (11) 

Objective function Z1 minimizes the total cost incurred by the buyer.  Objective func-
tion Z2 maximizes the total quality of purchased products. Objective function Z3 mi-
nimizes the total lead time. Constraint given by equation (4) ensures that shipments 
from the suppliers cover the entire demand for each product. Equation (5) restricts the 
amount shipped from the suppliers to their capacity. Constraint (6) ensures the lead 
time of suppliers .Constraint (7) provides the lot size restriction on different products. 
Constraints in equation (8) and equation (9) enforce binary and non-negativity condi-
tion in the decision variables respectively. Constraints (10) and (11) indicates the 
incremental quantities discount provided by the jth supplier for kth product based on 
the number of components ordered.  

3.2 Stochastic Chance-Constrained Programming Model (SCCPM) for the 
Supplier Selection with Deterministic Equivalents  

Stochastic chance-constrained programming model (SCCPM) for the supplier selec-
tion with its deterministic equivalents is described from equation (12) to equation (17) 
as follows [4]: 

  (12) 

  (13) 

  (14) 

1

,
J

j k k k
j

P h D k Kα
=

 
≥ ≥ ∀ ∈ 

 


( ) , ,j k j k j k j kP h c a p x j J k Kα≤ ≥ ∀ ∈ ∈

1
1 1

jk

J K

l jk jk l
j k

P h x Aμ α
= =

 
≥ ≥ 

 
 

1

, ,
K

jk jk j
k

h x q j J k K
=

≥ ∀ ∈ ∀ ∈

[0 ,1] ,jkx j J k K∈ ∀ ∈ ∀ ∈

0 , ,jkh j J k K≥ ∀ ∈ ∀ ∈

'jk jk jk jku u if h m= ≤

' * ( ) '' ,jk jk jk jk jk jk jk jk jku u u m h m u if h m
−

= = + − >

1
1 1 1 1

Minimize  +
J K J K

jk jk jk j jk
j k j k

Z u h x F x
= = = =

=  

2
1 1

M axim ize  
J K

jk jk jk
j k

Z Q h x
= =

=  

3
1 1

M inim ize Z
jk

J K

l jk jk
j k

h xμ
= =

=  



470 R. Aggarwal and A. Bakshi 

 

 Subject to  

  (15) 

  (16) 

  (17) 

 Constraints (7)-(11)  

4 Solution Methodology: Fast Non Dominated Sorting Genetic 
Algorithm (NSGAII) 

In GA terminology, a solution vector is called an individual or a chromosome. In the 
modern implementations of GA, chromosomes can be real numbers, strings, matrices 
and other data structures. For the purpose of Multi Objective Optimization, GA pro-
vide a Pareto set of final solutions to the given problem. The set of all feasible non-
dominated solutions in X is referred to as the Pareto optimal set, and for a given Pare-
to optimal set, the corresponding objective function values in the objective space is 
called the Pareto front. For many problems, the number of Pareto optimal solutions is 
enormous, sometimes even infinite. Thus the eventual goal of a multi-objective opti-
mization algorithm, such as ours, is to closely approximate solutions in the Pareto 
optimal set. Therefore, a more pragmatic approach is followed in which the best 
known Pareto set is investigated as much as possible. 

Pareto-ranking approaches explicitly utilize the concept of Pareto dominance in 
evaluating fitness or assigning selection probability to solutions. Initially, a random 
parent population P0 is created. The population is sorted based on the non-domination. 
Each solution is assigned a fitness equal to its non-domination level. At first, the usual 
binary tournament selection, recombination, and mutation operators are used to create 
an offspring population Q0 of size N. A combined population R t= Pt U Qt  is formed. 
The population Rt is of size 2N and is sorted according to non-domination thereby 
ensuring non domination. Solutions belonging to the best non dominated set F1 are of 
best solutions in the combined population and must be emphasized more than any 
other solution in the combined population. If the size of Ft+1 is smaller than N we 
definitely choose all members of the above set for the new population Pt+1. The re-
maining members of the population Pt+1 are chosen from subsequent non dominated 
fronts in the order of their ranking. Thus, solutions from the set   F 2 are chosen next, 
followed by solutions from the set F 3 and so on. Crowding distance approaches (Ra-
jagopalan et al. [11]) aim to obtain a uniform spread of solutions along the best11 
known Pareto front without using a fitness sharing parameter.  

Step 1. Rank the population and identify non-dominated fronts F1,F2,....FR .For 
each front j=1 ... R repeat Steps 2 and 3. 
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Step 2. For each objective function k, sort the solutions in F j  in the ascending 

order. Let l = |Fj
| and x [i,k] represent the i th solution in the sorted list with respect to 

the objective function k. Assign ,  ∞  ∞ and ,  ∞  ∞ and  

for i =2 … l assign 

cdk(x [i,k] )= [zk(x [i+1,k]) - zk(x
k [i-1,k])]/[ zk

max-zk
min]                    (18) 

Step 3. To find the total crowding distance cd(x) of a solution x, sum the solution 
crowding distances with respect to each objective, i.e.  ∑ (x).  

In the NSGA-II, this crowding distance measure is used as a tie-breaker as in the 
selection phase that follows. Randomly select two solutions x and y; if the solutions 
are in the same non dominated front, the solution with a higher crowding distance 
wins. Otherwise, the solution with the lowest rank is selected.  

Deb also proposed the constrain-domination concept and a binary tournament se-
lection method based on it, called a constrained tournament method. A solution x is 
said to constrain-dominate a solution y if either of the following cases are satisfied: 

Case 1: Solution x is feasible and solution y is infeasible. 
Case 2: Solutions x and y are both infeasible; however, solution x has a smaller 
constraint violation than y. 
Case 3: Solutions x and y are both feasible, and solution x dominates solution y. 

In the constraint tournament method in NSGA-II, first non-constrain-dominance 
fronts …  F R  are identified by using the constrain-domination criterion. In 
the constraint tournament selection, two solutions x and y are randomly chosen from 
the population. If solutions x and y are both in the same front, then the winner is de-
cided based on crowding distances of the solution.  

5 Numerical Illustration : (5*3 Test Problem; Three Objectives) 

Consider Five suppliers (S1, S2, S3, S4, S5) supplying three different products (P1, 
P2, P3) to the buyer. Stochastic data corresponding to the capacity, minimum order, 
middle order quantities, demand, unit cost, fixed cost, quality levels and stochastic 
lead time are given from Table 1 to Table 6.  All data are randomly generated. The 
reliability level for the capacity is set at = 0.95  meaning that at 

least 95% of demand should be met. The risk level is set at .  

We begin with developing the NSGA-II algorithm framework and subsequently ap-
proach the given problem from a GA viewpoint. From the equations formulated above it 
is inferred that there are 15 independent real variables ( hjk) and 15 binary variables (xjk) 
involved in the optimization problem, the values of which need to be determined. The 
feature vector for each individual in the population thus consists of 30 variables. The 
problem is to be optimized with respect to 3 objective functions and is subject to 6 con-
straints. The 15 intermediate variables (ujk) are introduced in the problem formulation 

jkα 1,2,...5; 1,2,3j k∀ = =

, 0.05k lα α =
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according to the given data. The genetic algorithm is initialized with a random starting 
population of 100 individuals. The probability for crossover is 0.75 and that for muta-
tion is 0.05.  The termination condition is set at 250 generations.  

Table 1. Stochastic capacity data  and lot size restriction (in units) 

 P1 P2 P3 Min. order  

S 1 N(50,6.25) N(45, 5) N(100,25) 100 

S 2 N(90, 20) N(100,25) N(20,1) 100 

S 3 N(70,12) N(50,6.25) N(150,56) 100 

S 4 N(80, 6) N(200,100) N(50,6.25) 100 

S 5 N(70,12) N(100,25) N(70,12.25) 100 

Table 2. Stochastic demand data (in units) 

P1 P2 P3 
N(210,36) N(250,49) N(250,64) 

Table 3. Fixedcost  data (in dollars) 

S 1 S 2 S 3 S 4 S 5 

100 200 150 150 120 

Table 4. Unit cost  data (in dollars) 

  Without discount  With discount 
 Ranges  P1 P2 P3 Ranges  P1 P2 P3 

S 1 30 h 50 15 10 8 h>50 12 9 6 

S 2 30 h 60 10 8 10 h>60 8 7 9 

S 3 30 h 50 6 5 9 h>50 5 4 7 

S 4 30 h 60 5 9 7 h>60 4 8 6 

S 5 30 h 60 7 7 10 h>60 5 6 8 

    Table 5. Quality data (% of good items)               Table 6. Stochastic lead time data (days) 

 P1 P2 P3 

S 1 0.95 0.95 0.93 

S 2 0.95 0.97 0.99 

S 3 0.9 0.9 0.9 

S 4 0.9 0.93 0.9 

S 5 0.9 0.92 0.97 
 

 P1 P2 P3 

S 1     
N(10,6) 

  N(9, 5) N(1,0) 

S 2 N(5, 2) N(2,1) N(8,1) 

S 3 N(8,2) N(3,1) N(9,2) 

S 4 N(3,1) N(4,2) N(6,2) 

S 5 N(8,2) N(2,1) N(4,1) 

≤ ≤

≤ ≤

≤ ≤

≤ ≤

≤ ≤
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Table 7. Results in terms of cost, quality and lead time 

 NSGA-II 
(Population1 ) 

NSGA-II  
(Population2 ) 

NSGA-II  
(Population3 ) 

Cost 8736.04 9023.806 8709.357 
Quality 687.4363 689.433 685.5609 
Lead time  3671.174 3742.611 3652.361 

Table 8. Number of units supplied from each supplier  

 NSGA II 
Population1  

NSGA II 
Population 2 

NSGA II 
Population 3 

 1  26.2  1  26.79  1  24.07 
 1  38.2  1  40.93  1  38.25 
 1  62.4  1  59.59  1  62.48 
 1  78.4  1  80.08  1  78.42 
 1  45.8  1  45.95  1  45.84 
 0  0.00  1  0.00  0  0.00 
 0  0.00  0  0.00  0  0.00 
 1  37.2  1  35.22  1  37.22 
 1     101.9  1  104.9  1  101.8 
 1  54.9  1  49.64  1  54.97 
 1  45.9  1  45.89  1  45.98 
 1  40.8  1  40.40  1  40.05 
 1  59.9  1  63.66  1  60.89 
 1  91.9  1  92.00  1  91.98 
 1  58.2  1  58.99  1  58.17 

6 Interpretation of Results   

Results in terms of objective function values for cost, quality and lead time corres-
ponding to different Pareto optimal solutions obtained from SVGAII is given in  
Table 7. Although many optimal solution were obtained from the algorithm (which is 
the distinct advantage of this algorithm), three have been shown. Although these solu-
tions are not necessarily optimal and are almost near-optimal, it can be possible for 
decision maker select one of them that matches with the real world condition.  

7 Conclusions and Future Directions 

Fast non dominated Sorting NSGA II algorithm has been used to solve the multi-
objective optimization model related to supplier selection with incremental quantities 
discount and lot size restrictions under uncertainties in demand, capacity and lead 
time associated with supplier. Model is validated using a case problem. The problem 
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can be extended to include the cases of multiple buyers, business volume discounts 
and all unit discounts as well. Other costs such as transportation costs and variable 
costs can also be included as a part of total costs. 
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Abstract. Accurately forecasting the demand of critical military stocks
is a vital step in the planning of a military operation. A large number
of stocks in the military inventory do not specify their consumption and
usage rates per platform (e.g., ship). As a result, the demand of many
critical military stocks may be under or over estimated leading to unde-
sired operational impacts. To address this, we propose an approach to
improve the platform-based military demand modelling process by de-
riving the demand of items with no usage models from the demands of
correlated items with known per-platform usage rates. We adopt a data
mining approach using sequence rule mining to automatically determine
demand correlations by assessing frequently co-occurring usage patterns.
Our experiments using our approach in a military operational planning
system indicate a considerable reduction in the prediction errors across
several categories of military supplies.

1 Introduction

Identifying and accurately forecasting demand for supply items are vital steps in
the planning of a military operation as they facilitate effective decision making.
Such demand forecasts, referred to as Advanced Demand Information (ADI)
models in the supply chain literature, have been shown to be beneficial in several
aspects of supply chain management; see [1–3]. In a military context, ADI of
supply items should be accurately modelled on the basis of a their usage and
Rate of Effort(ROE) by military platforms such as ships and aircraft. Consider
the logistics planning of a week long military operation O, which involves a ship
with a ROE set to 5 hours of sailing per day. Assuming the ship consumes 300
litres of diesel an hour, the diesel ADI model for this operation would consist of
a daily demand for 1500 litres of diesel over 7 days resulting in a total demand
of 10500 litres of diesel.

Not all stock items in the military inventory have platform-based ROE usage
models (referred as ROEM henceforth) that can be used to derive accurate ADI
models. A large number of stocks do not have ROEMmainly due to the fact that
most stocks in the military inventory are managed through demands aggregated
across a number of platforms. For example, demand for a lubricant at a military
base over a time period is generally managed by aggregating its demand from
a number of military platforms that require the lubricant during that period.

N.T. Nguyen et al. (Eds.): ACIIDS 2014, Part II, LNAI 8398, pp. 475–484, 2014.
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While the aggregate demand for supply items at different military bases are
captured as a part of the historic demand data, the per-platform usage details
are not recorded. Therefore, automatic generation of ROEM is difficult. The
absence of ROEM, however, leads to a lack of ADI models for many stock items.
This inhibits effective and comprehensive operational planning as the demand for
critical stocks may be under or over estimated leading to undesirable operational
or cost impacts.

To address this gap, we propose an approach to improve the military demand
modelling process by deriving unknown ADI models from known ADI models.
In our approach, ADI models of items with no ROEM are derived from the ADI
models of correlated supply items with known ROEM. Consider the planning
of operation O, which as discussed above, consists of an ADI model of diesel
for a ship, but lacks the ADI models of other critical stocks such as lubricants
that are essential to the ship’s operation. In our approach, the ADI model of a
lubricant required for the ship can be derived from the ship’s diesel ADI model
because typically there would a surge in lubricant usage as a part of the ship’s
maintenance routine after a surge in diesel consumption during the operation.

A key concern of our demand modelling approach is the identification of corre-
lation between demand for supply items. With over a million unique stock items
in the military inventory, manually identifying correlation in demand between
items is infeasible. Therefore, we adopt a data mining approach using sequence
rule mining to determine frequently co-occurring usage between supply items
from historic demand data. Our approach combines the results from sequence
rule mining with time series regression analysis to derive correlated ADI mod-
els. We illustrate the effectiveness of our approach by predicting unknown ADI
models in a military operational planning system. We also study the possibility
of combining an auto-regressive demand prediction technique with correlated
ADI models. Our experimental evaluation indicates that incorporating demand
correlations in the ADI forecasting process considerably reduces the prediction
errors across several categories of military supplies, improving the accuracy of
the demand planning process.

The rest of the paper is organised as follows. Section 2 provides an overview of
the related work followed by a brief discussion on the existing demand modelling
process in Section 3. Our approach to extend the demand modelling process with
sequence rule mining is presented in Section 4. We illustrate our ADI generation
approach within a military operational planning system in Section 5 and discuss
the results from our experimental evaluation in Section 6. Section 7 summarises
our contribution and future work.

2 Related Work

A large body of work that deals with the advantages ADI models have in sev-
eral aspects of supply chain management exists, such as [1–3]. The approaches
in [1, 2] emphasise the utility of ADI models, which are established through mar-
ket research, inputs from sales managers and advance (but imperfect) orders, to
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effectively realign manufacturing processes according to the ADI models. Exist-
ing works such as [3] have shown that military planning systems are a promising
source of ADI models particularly when ROEM exist. However, the problem
of generating ADI models for items with no ROEM has not received as much
attention. To the best of our knowledge, there are no studies that address the
problem of missing ADI model generation in the military context. We address
this gap by extending a military operational planning system that generates a
few ADI models with an approach to infer a large number of new ADI models
based on the existing ones.

In the absence of ADI models, demand prediction techniques that use auto-
correlation may be used to estimate the demand for critical military supplies
for impending military operation based on their past usage history [4]. How-
ever, even items with continuous non-intermittent demands may be under or
over estimated if the impending military operation is different to its past oc-
currences. In our approach, we complement an existing auto-correlated demand
prediction technique with ADI correlation and show the resultant reduction in
the prediction errors across several categories of military supplies.

3 The Military Demand Modelling Process

Accurate ADI models are essential to undertake effective decision making at the
planning stage of a military operation. The work in [3] shows that a military
operational planning system can be used to estimate the ADI models for an
operation. The planning system allows a logistics planner to specify the force el-
ements including platforms and personnel to be used in an operation, locations
and routes in the operation, a schedule of activities including resource alloca-
tions, and the supply chains used to sustain the operation [3]. Apart from troop
and equipment movements, the logistics plan of an operation consists of ADI
models to effectively procure and distribute supplies to the operation. The plan-
ning system utilises pre-specified ROEM to generate the ADI models. The ADI
models generated by the planning system facilitate a variety of decision sup-
port tasks including assessing plan feasibility, logistics sustainability, and risks
or weak points in the operational plan.

4 Demand Modelling by Inferring Correlated ADI
Models

The ideal solution to the lack of ADI models would be to establish ROEM for
all stock items. However, such an effort would be an enormous, data-intensive
and time-consuming undertaking with high costs due to the size of the military
inventory. As mentioned earlier, automatic generation of ROEM is difficult as
the historic demand data does not record per-platform usage details. Therefore,
an approach to increase the number of ADI models available for analyses in the
absence of ROEM is required.
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In response, we propose an approach to extend the existing demand modelling
process with new correlated ADI models inferred from known ADI models. Our
approach builds on the basic premise that the demand for certain supply items
are correlated in the context of a military operation. The correlation in demands
may arise from a range of factors including complementary relationships (e.g.,
a gear lubricant oil and an engine oil), part-of relationships (e.g., an engine
and a fuel pump), dependence (e.g., a gun and ammunition), and operational
circumstances (e.g., an operation at a tropical region requires both anti-malarial
drugs and repellents). As a result, in some cases, when the demands of 2 supply
items are correlated and if only one item’s ADI model is generated by the military
operational planning system then their correlation may potentially be leveraged
to infer the missing ADI model.

Fig. 1. Demand modelling process extended with correlated ADI models

Our demand modelling approach presented in Figure 1 extends the basic
process discussed in Section 3 with following three additional steps.

1. Identification of correlation in demands using the historic demand data

2. Modelling the correlation in demands

3. Generating inferred ADI models on the basis of correlated demand models

The 3 steps in the extended demand modelling approach are detailed below.
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4.1 Sequence Rules to Identify Correlated Demands

The key challenge of our demand modelling approach is the identification of
correlation in demands. Specifically, the challenge is to determine frequently
co-occurring usage between supply items from the historic demand data. We
adopt a data mining approach to address this issue because the size of the mil-
itary inventory makes manual discovery of correlations infeasible. Widely used
data mining methods such as association rule mining [5] and all-pairs correlation
techniques [6] are unsuitable to this problem mainly because the historic demand
data is not a market basket database. Although conversion to a market basket
database using time period based sampling is possible (e.g., all demands on a
day can be treated as one market basket transaction), previous works like [6]
have noted that such methods are vulnerable to false-positive and false-negative
correlations because they do not take into account possible lags between the
demands of correlated items. For example, unless the whole duration of the
operation O discussed in Section 1 is considered as a single market basket trans-
action, the lagged correlation between demand for diesel and the lubricant for
post-operational maintenance would be ignored.

To address this, we transform the identification of correlation in demands
as a sequence rule mining problem, where the goal is to discover sequential
rules from a database of sequences [7]. A sequence database is of the form S =
{s1, . . . , sn}, where each sequence si consists of chronologically ordered itemsets
{{i11, . . . , i1x}, . . . , {im1 , . . . , imy }}. The sequence rule mining process over S returns
a set of sequence rules of the form X → Y , where X ⊂ si and Y ⊂ si are
disjoint itemsets such that Y occurs after X in S with a certain support and
confidence [7]. While users are allowed to set a minimum support minsup value
to filter infrequent rules, in most application domains, however, it is difficult to
ascertain an optimal minsup before the mining process. Therefore, we adopt the
rule mining algorithm in [7] that allows the users to efficiently search for top-k
sequence rules with a certain minimum confidence. The algorithm works by a
process called RuleGrowth, where small sequence rules are recursively expanded
by adding frequent itemsets to the left and right side of the rules. The process
continuously updates a top-k rules set when new rules with higher support are
found.

Step 1 in Figure 1 shows the adoption of a sequence rule mining process in our
extended demand modelling process to identify correlated demands. Firstly, a se-
quence database is generated from the historic demand data. Each sequence is
formed by chronologically ordering the demand transactions at a military base.
The rationale behind location-based sequence formation is that if the demand for
two items co-occur frequently (with or without lag) across a number of military
bases then it is likely that their demands are correlated. The demand sequences
table in Figure 1 shows the location-based sequence database generated from the
historic demand data. For example, the demand sequence at location 1 consists
of items {1, 3, 2, 4, . . .} that occur at times {T 1, T 2, T 5, T 6, . . .}. The demand se-
quences are provided as input to the sequence rule mining process [7] to gener-
ate sequence rules that are above a user-specified confidence threshold across all
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locations. Figure 1 shows the sequence rules generated {Item1 → Item3, Item2 →
Item4, . . .}. The rule Item1 → Item3 implies that if a military base demands
Item1 then it is likely that in the future it will be followed by a demand for Item3,
indicating a potential correlation in the demands of items 1 and 3. Note that, un-
like all-pairs correlation [6], the sequence rules also capture correlations between
several items (e.g., {safety goggles, safety gloves} → {safety boots}).

In some data mining domains (e.g., retail) it is sufficient to just identify poten-
tial correlations between items as this may already be enough to effectively adapt
marketing tactics. In the context of ADI model generation, however, modelling
the characteristics of a correlation is equally critical because it is important to
quantify how the demand for one or more supply items impact the demand of a
correlated item. To this end, we adopt time series regression analysis to model
the correlated demands.

4.2 Time Series Regression to Model Correlated Demands

While a sequence rule indicates a potential correlation, in order to quantify the
relationship between items it is important to consider the demand quantities of
the correlated items over time. Time period based sampling (e.g., daily demand)
can be used to represent the chronologically ordered demands of an item as a time
series. Time series regression analysis, a well known statistical method to model
the relationship between time series variables, is one way to model the correlated
demands. A linear regressionmodel of the form Yt = β1X

1
t +. . .+βnX

n
t +εmodels

the relationship between a dependent variable Y at time t and independent
variables {X1

t , . . . , X
n
t } at t using the regression coefficients β1, . . . , βn, and an

error term ε.
The problem of selecting suitable independent variables X from a large pool

of potential variables is a common issue in regression analysis. Methods such as
stepwise regression [8], which sequentially add/remove variables to a regression
model based on a scoring criteria, are suitable if the pool of independent vari-
ables is small but do not scale well to larger pools. In the context of ADI model
generation, the sequence rules generated in step 1 can be used to substantially
reduce the pool of independent variables available to the regression analysis step.
All items in the antecedent part of a sequence rule are considered as a part of the
pool of independent variables to predict the unknown ADI models of items in the
subsequent part of the rule. Step 2 of Figure 1 shows the regression analysis pro-
cess conducted, leveraging the sequence rules to generate linear (or non-linear)
models of the correlated demands. For every item in a demand correlation iden-
tified by a sequence rule, a time period based sampling is performed to generate
the item’s demand time series. For example, the demands table in step 2 of Fig-
ure 1 shows the time series creation of items {1, 3} and {2, 4}. The regression
analysis results include a linear model Item3 = β1Item1 + ε1 quantifying the
demand for Item3 from the demand for Item1. A user-defined threshold for the
coefficient of determination R2 [9] is used to filter poorly correlated models.

Recall the issue of false-negatives and false-positives with time period based
sampling raised in Section 4.1. The problem was due to the inability to deal with
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lagged correlations. We address this issue in step 2 by allowing lagged variants
of known ADI models to be part of the pool of independent variables available
to the regression analysis. For example, if the monthly demand of a lubricant
lt is dependent on a truck’s ROE (i.e., diesel demand) over the last 6 months
{dt−1, . . . , dt−6} then it can be modelled as lt = β1dt−1 + . . .+ β6dt−6 + ε.

4.3 Generating Inferred ADI Models

The final step in our extended demand modelling process is to infer new ADI
models by applying the data from the known ADI models on the linear models
formulated in step 2. It is important to note that both step 1 and 2 may be
performed off-line prior to the planning stage. The results from step 2 can be
used to infer new ADI models as shown in step 3 of Figure 1, where the ADI of
Item3 and Item4 are derived from the ADI of Item1 and Item2.

5 Correlated Demand Models in Military Contingency
Planning

To illustrate of our extended demand modelling approach, we have implemented
a software system that infers new ADI models from the ones generated by a
military operational planning system. Consider the planning of a military con-
tingency operation. The mission’s logistics plan using the military operational
planning system would consist of ADI models of items with ROEM. Based on
this initial plan, our implementation offers the planner a set of new ADI mod-
els that can be derived based on a library of correlated demand models. The
planner can select the new ADI models as required depending on the mission’s
circumstances. The library of correlated demand models used in our system is
developed prior to the planning process. As discussed in Section 4.1, the identifi-
cation of demand correlation is transformed into a sequence rule mining problem
that is solved using the top-k rule algorithm [7] in the Sequential Rule Mining
Framework (SPMF) [10]. The linear models quantifying the correlated demands
are generated using the dynlm package in the statistical package R [11].

We conducted a pilot study on using the extended demand modelling approach
to plan for a military contingency. Our initial analysis indicates that the military
operation planning system can only generate ADI models for some frequently
used military consumables. The military consumables under consideration in-
clude fuels and lubricants (e.g., engine oil), food (e.g., combat ration packs),
clothing (e.g., combat boots), cleaning products (e.g., engine cleaning brush),
building products (e.g., aircraft sealant), and packaging (e.g., fuel drums). Our
pilot study shows that inferring new ADI models based on sequence rule min-
ing increases the available ADI models 5 fold across all the above mentioned
categories of military consumables.

To validate the new ADI models generated using our extended demand mod-
elling process, our pilot study included a blind experiment, where known ADI
models are assumed to be unknown and are inferred using the demand correla-
tion process. To quantify the accuracy of a predicted ADI model, we use the Root
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Fig. 2. Inferring a known ADI model

Mean Square Error (RMSE) metric [12] normalised as RMSE/(max(ADIa) −
min(ADIa)) (referred as NRMSE henceforth), where ADIa is the actual ADI
model. Figure 2 shows the results from the blind test conducted on the ADI gen-
eration of a lubricant (Item25) for a military contingencies. The grey line shows
the ADI model of Item25 as generated by the military operational planning
system based on its ROEM. The red dotted line shows the ADI model inferred
based on the demand correlations identified using the sequence rule mining pro-
cess. Figure 2 shows that the inferred ADI model of Item25 closely matches
(NRMSE is 7%) the actual ADI model generated by the military operational
planning system, illustrating the validity of ADI model inference process.

With only a small number of known ADI models available for validation,
large scale blind experimentation is difficult. Our future work includes extending
this pilot study to a full-scale validation user study involving military logistics
planners and subject matter experts.

6 Combining Auto-correlation and ADI Correlation

Due to the lack of ROEM, demand prediction techniques are a common part of
the military operational planning process. In these techniques, the demand of
an item for an upcoming operation (e.g., a training exercise) is auto-correlated
with the item’s usage in the past occurrences of the operation [4]. The demand
of an item based on auto-correlation may be assumed to be its ADI model over
the operational period. Auto-correlation techniques such as Simple Exponen-
tial Smoothing (SES) [13] and Autoregressive Integrated Moving Average mod-
els (ARIMA) [14] have been shown to be useful in the prediction of recurrent
non-intermittent demand of military supplies [4]. Nevertheless, the retrospective
demand-based predictions are only effective if the impending operation closely
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resembles its previous occurrences. To address this, we study the effects of com-
bining auto-correlation with the ADI correlation.

To improve the ADI model generation using demand prediction, we incorporate
the correlated demandmodels within the ARIMA prediction technique to produce
a combined prediction. Specifically, when predicting an unknown ADI model, we
make the correlatedADImodels discoveredusing the sequence rulemining process
outlined in Section 4.1 as external regressors in the ARIMA model, referred to as
ARIMA SR. As a result, when an ARIMA SR model is used to predict an item’s
unknownADImodel then the prediction is not only based on the item’s past usage
but also on its correlationwith other knownADImodels. For example, if the diesel
ADImodel in the operationO discussed in Section 1 is added as an external regres-
sor to the ARIMA SRmodel predicting the ADI of a lubricant then its ADI would
be predicted not only on the basis of the lubricant’s usage in the past occurrences
of O but also on the basis of the correlation that exists with diesel ADI.

To evaluate, we used the SES, ARIMA and ARIMA SR techniques to predict
the demand of items across several categories of military consumables men-
tioned in Section 5. We used the demand data from military training exercises
conducted over the last 20 years in these experiments. The first 10 years of data
from the training exercises were used to train the demand predictors, while the
remaining data was used for testing the prediction accuracy. The results from our
experiments presented in Figure 3 shows that on average the ARIMA SR model
is the best technique for ADI model generation with a relatively low NRMSE
across all categories. When the standard deviations shown as error bars in Fig-
ure 3 are taken into consideration, the ARIMA SR technique clearly outperforms
the SES and ARIMA techniques in terms of NRMSE in 4 out of the 6 categories
of military consumables. Therefore, combining correlated ADI models discovered
using sequence rule mining with auto-correlated demand prediction improves the
demand modelling process.
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7 Summary and Future Work

We presented an extended demand modelling approach for military operational
planning, where unknown ADI models of critical stocks are derived from ex-
isting ADI models. We highlighted the importance of ADI models to conduct
comprehensive and effective operational analysis and decision making. We pre-
sented an approach based on sequence rule mining to identify (possibly delayed)
correlation in demands. We also showed how regression models are used to quan-
tify the demand correlations. A pilot study and an experimental evaluation of
our approach was conducted to show the improvement in the military demand
modelling process.

Conducting a full-scale user study to further validate ADI model generation
is part of our current and future work. We also plan to explore the prospect of
transitive ADI model inference, where a known ADI model is used to predict a
new ADI model which in turn can be used to predict another new ADI model.
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Abstract. The competition between logistics companies leads to their continu-
ous concern of improving their competitiveness in the market by increasing the
quality of provided logistics services and by reducing logistics costs. The key
to solving the above problems is the efficient management of logistics informa-
tion. Therefore, building a smart logistics services supply system is imperative to
each logistics company. In this paper we propose a multi-agent system for smart
brokering of logistics services and we provide a preliminary analysis and design
sketch of the system.

1 Introduction

With the explosive development of the Internet applications, entrepreneurs have identi-
fied new opportunities to grow their businesses with help from the virtual environment
and the services that it provides. Also, the interest in increasing the degree of automa-
tion of business activities is continuously growing (e.g. by providing (semi-)automated
support for negotiation between providers-sellers and consumers-buyers of online ser-
vices). This can be achieved using software agents that enable dynamic trading between
business partners. In this context, considerable effort on the analysis, design and imple-
mentation of agent-based support for automation of activities in e-Commerce transac-
tions has been made by recent e-Commerce research [1].

Both providers of freight and cargo owners are continuously seeking new transport
opportunities. Their common desire triggered the emergence of the new business model
of freight transportation exchanges. This model includes, additionally to the online an-
nouncement of transportation opportunities, the provisioning of matchmaking services
that facilitate the connection of the owners of goods with the freight transportation
providers and their appropriate contracting. The businesses of freight transportation
exchanges can be defined as virtual logistics platforms that operate in the domain of
freight transport, exploiting the opportunities provided by the requirements of goods
that need to be transported, as well as of the availability of free vehicles.

Freight transportation exchanges are used by companies that operate in transport and
logistics sectors, and also by companies that aim at acquiring and/or providing goods
that are necessary as inputs or outputs to carry out their business processes.

Typically, freight transportation exchanges are supported by online platforms1. The
owners of these platforms are inviting users to register and post their availability of

1 Popular examples are: www.bursadetransporturi.ro , www.europeancargo.ro,
www.eurofreightexchange.com , www.easycargo.ro, ro.trans.eu,
www.timocom.com, a.o.
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freight transport requests or freight vehicles provisions in public directories. Then, po-
tential customers can easily browse, search and manually inspect through these directo-
ries in order to determine appropriate offers that suit their business needs. The available
information contains real-time transport and goods postings in numerous and diverse
fields of activity. Therefore, otherwise said, these online platforms facilitate the meet-
ing of tenderers and recipients of transport services on a freight transportation exchange
to contract and make exchanges of cargos between the holders of goods.

While certainly very useful, based on our initial analysis, the use of existing online
platforms for freight transportation exchanges is heavily based on human-driven pro-
cesses (i.e. manual browse, search and inspect of information), and thus, in our opinion,
this process has several drawbacks:

1. The human operator intervention is always needed to link carriers to holders of
goods.

2. Transport application forms are not standardized by a certain structured document
format. Consequently, sometimes either important information is missing, or irrel-
evant information is provided (i.e. information overload).

3. A filtering mechanism for discarding posted ads that do not have any relation with
goods transport is missing.

4. Transport capabilities of the owners of transport vehicles are not properly high-
lighted. Consequently, the cost incurred by customers for extracting useful infor-
mation may sometimes be too high.

5. There is no monitoring system for the management of the lifetime of an application
form. For example, a post might have a preset expiration time or it might become
invalid or obsolete at some point in time (e.g. when the announced provision is not
available anymore).

6. There is lack of a control model of virtual companies (e.g. reputation mechanisms
or audits).

Agents are defined as computer systems situated in an environment that are able to
achieve their objectives by: (i) acting autonomously, i.e. by deciding themselves what to
do, and (ii) being sociable. Agents are able to flexibly combine reactive and intentional
behavior in order to successfully meet the design objectives of many contemporary
computer applications [2]. Multi-agent systems are especially suitable for application
environments that are dynamic, partly accessible and unpredictable, thus also address-
ing the requirements of the logistics domain [3,4].

Therefore, in this paper we propose and introduce the initial design of a multi-agent
system for freight brokering services. This paper presents the results of our preliminary
analysis of using multi-agent systems for the development of brokering systems for the
delivery of smart logistics services, trying to address some of the drawbacks of existing
solutions, while highlighting some of the advantages of the agent-based approach.

The paper is outlined as follows. Following Section 1, where we briefly introduce and
motivate our research, in Section 2 we proceed to an overview of research works related
to the subject of our paper. Section 3 describes our proposed initial system architecture,
introducing the system goals as well as initial use cases of our proposed system, while
in Section 4 we present in details a use case of our system. Finally, in Section 5 we
present our conclusions and point to future works.
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2 Related Works

According to our analysis, there is a quite rich research literature on the use of multi-
agent systems for modeling and development of domain-independentor domain-specific
brokering services, as well as for design of e-business applications in logistics sector.

Authors of paper [5] propose a sound taxonomy of domain-independent middle-
agents based on formal modeling using process algebras and temporal logic. In partic-
ular, they present the formal details of a Broker agent, highlighting its differences from
Matchmaker and Front-agent types of middle-agents. Our proposed FBAgent type fol-
lows quite closely the behavioral model of Broker discussed in [5]. While the research
results presented in [5] are theoretically sound and provide a solid foundation for our
design, our proposal discussed in this paper goes one step forward by introducing a
practical domain-specific multi-agent system for the logistics sector.

An agent-based domain-independent brokering service in also presented in paper [6].
However, here the focus of the research is set on the semantic capabilities of the Broker
using rules and ontologies, rather than on its formal behavioral features. So, in some
sense this work is orthogonal and complementary to [5]. We plan to incorporate some
of these ideas into our own work by focusing on the domain-specific semantics in the
logistics sector [7].

A new agent and cloud-based model for logistics chain is proposed in research pa-
per [8]. Here, the author introduces the SMART cooperation model that allows compa-
nies to collaborate during a logistics process, thus contributing to the overall growth of
the “system intelligence”. Compared to our work, the goal of [8] is broader in scope
and maybe more ambitious. Nevertheless, there are similarities with our approach, es-
pecially in the use of agent communication languages and interaction protocols for the
design and implementation of agent collaboration in the system.

Another research that, similarly to us, proposes the use of agent-based negotiation
for improving the logistics management system is [4]. However, there the focus is on
the whole supply chain, rather than on brokering of logistics services, as in our work.
Nevertheless, similarly to us, the use of multi-agent systems is motivated by the inter-
activity, responsiveness, and social characteristics of the domain.

Finally, other related works in the area of multi-agent domain-specific brokering
services can be mentioned, for example paper [9] in the domain of resource brokering
for Grid computing and paper [10] in the e-insurance domain.

3 Preliminary System Design

We propose a multi-agent system that provides an intelligent logistics brokerage ser-
vice. We are focusing on the transport activity for the purpose of efficient allocation of
the existing resources to the transport applications. Our initial analysis revealed that one
of the desirable goals is to provide an intelligent service that is able to create an optimal
transport route or policy such that a vehicle does not move without cargo or at least,
that the movement without cargo is kept at a minimum, on the road segments between
two loading points. Our agent-based system can benefit from the existing mathematical
optimization methods developed for the freight brokerage industry [11].
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Fig. 1. System diagram

Users of our system, covering both customers and freight transport providers, are
represented by software agents playing appropriate roles in the multi-agent system. We
identified four types of agents in our system representing both external users of the
system, as well as internal system components with specific responsibilities:

– Customer Agent – CAgent represents a customer of the transport brokering service.
– Freight Transportation Provider Agent – FTPAgent represents a provider of a trans-

port resource.
– Freight Broker Agent – FBAgent represents the transport brokering service.
– Freight Broker Registry Agent – FBRAgent manages the registry of requests of

customers and transport providers.

The system diagram illustrating the types of agents and their acquaintance relations
is illustrated in Fig. 1. The diagram is using UML class diagrams, while agent types
are represented using agent stereotype. Agent acquaintance relations are represented as
UML associations [12].

Each agent has a set of specific objectives and in order to achieve them it needs
appropriate information from human users and from other agents. In what follows we
describe the specific objectives of each agent, as well as sample information needed to
achieve them. The detailed formalization of the information needs of each agent type is
the subject of ongoing research and it is outside the scope of the present paper.

3.1 Customer Agent

CAgent is responsible with resolving of requests issued by the customer of the transport
service and it has three objectives: (i) to manage the registration of new customers of
the transport brokering service; (ii) to issue transport requests to FBAgent based on cus-
tomer input; (iii) to acquire (via subsequent interaction and negotiation with FBAgent)
a convenient transport contract for the human user that represents the customer.
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In order to achieve its objectives, CAgent needs certain pieces of information. Firstly,
CAgent needs information from the customer user that describes his or her request of a
transport service, including: date of request, point of dispatch, point of destination, pro-
posed date of charging, proposed date of discharge, weight, volume, special transport
constraints, lifetime. Secondly, CAgent must interact with FBRAgent for registration
and update of customer information. Thirdly, CAgent must interact with FBAgent by
issuing a new transport request and performing negotiation of an appropriate transport
deal for the customer. During negotiation, CAgent might need confirmations or updated
information about the transport request from the customer. Finally, CAgent might suc-
ceed or fail in finding an appropriate transport deal for its customer request. If success-
ful, it will return to the customer a suitable transport deal including negotiated dates of
charge and discharge, as well as other specific details dependent on the request.

3.2 Freight Transportation Provider Agent

FTPAgent is responsible with resolving of provisions of availability of freight trans-
port resources and it has two objectives: (i) to manage the registration of new freight
transport providers; (ii) to negotiate the terms of contract for providing transport.

In order to achieve these objectives FTPAgent needs certain pieces of information.
Firstly, FTPgent needs information from the freight transport provider (a) about the ve-
hicle description, including: type of vehicle (truck, tan pit, van), vehicle dedicated for
special type of freight (logs, cars, animals, etc.), type of fuel (petrol, diesel), carrying
capacity, length, width, height, as well as special characteristics like: canvas vehicle,
hydraulic tailgate vehicle (hydraulic lift), and (b) about the transport resource availabil-
ity, including location, date and time of availability. Secondly, FTPAgent must interact
with FBRAgent for registration and update of freight transport provider information.
Thirdly, FTPAgent must interact and negotiate with FBAgent a potential contract for
the availability of the freight transport resource to a certain customer transportation
request issued by CAgent.

3.3 Freight Broker Agent

FBAgent is responsible with the mediation between customer transport requests and
freight transport provisions. This agent has a broker functionality [5] and it has the fol-
lowing list of objectives: (i) to record the transport requests issued by CAgent agents;
(ii) to acquire from the FBRAgent, on request, a list of available vehicles that are capable
to perform a given transport request; (iii) to negotiate with providers of transportation
FTPAgent the possibility of carrying out a requested transport; (iv) to negotiate con-
venient terms and conditions (for example, a lower price and/or a convenient date and
time); (v) to collect historical data about past transactions and perform a post-action
analysis for improving the decision making processes.

In order to achieve these objectives FBAgent needs certain pieces of information.
Firstly, FBAgent needs information from the CAgent about the transport request, in-
cluding vehicle description and point of dispatch/undispatch. Secondly, FBAgent needs
information from the FTPAgent about the freight transport resource, including vehicle
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description as well as location and date of availability. Thirdly, FBAgent queries FBRA-
gent to determine a list of potential freight providers matching a given transport request
or a list of potential travel requests matching a given freight transport resource provi-
sion. Finally, FBAgent mediates between customer transport requests issued by CAgent
and freight transport provisions issued by FTPAgent, possibly using negotiation, to de-
termine convenient matches for both parties.

3.4 Freight Broker Registry Agent

FBRAgent is responsible with the management of the registry of requests of customers
and transport providers. These registries are functioning following the “yellow pages”
or matchmaker model [5]. FBRAgent has the following list of objectives: (i) to pro-
vide a list of provided transport resources that match the requirements of the customer
transport request received from FBAgent and that are available or will become avail-
able on short-term; (ii) to provide a list of matching customer transport requests that
meet the requirements of a new transport resource provision received from FBAgent;
(iii) to record information about customers and their transport requests received from
the FBAgent into the Customer data database; (iv) to record information about trans-
port providers and their available transport resources received from the FBAgent into
the Freight Transportation Provider Data database.

FBRAgent interacts with following agents to acquire the information needed for the
achievement of its objectives: with CAgent and FTPAgent for receiving registration
requests and with FBAgent for receiving forwarded transportation requests from CAgent
and forwarded transport provisions requests from FTPAgent.

4 Use Cases

The functionality of our system was inspired by the operation of the freight broker
business model [11]. Following [3], a freight broker coordinates transportation arrange-
ments between transport customers (usually shippers and consignees) and transport
resource providers or carriers. Their revenue model is based on transaction fees or
commissions. For a successful and sustainable operation, freight brokers create and
manage a vast network of customers. Their value proposition is the convenient and effi-
cient matchmaking of freight and/or transport availability according to various customer
specifications that allows customer agents (CAgent and FTPAgent in our case) agents to
find the best terms and conditions for fulfilling their specific transport needs, including
for example price, dispatch/undispatch points, duration, and safety.

In our opinion a key capability of a freight broker is to be able to negotiate with both
the transport providers and customers to efficiently choose among the numerous deliv-
ery segments that define a certain transport task such that each segment is covered and
the vehicles do not travel without cargo on the delivery segments. A delivery segment
is defined as the distance traveled by the vehicles of a transport provider between two
locations in order to deliver the goods from address A to address B.

A freight broker that deals with arranging transport shipments between suppliers
and customers is always keen to develop its business by identifying opportunities and
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quality of transport services, but also seeks solutions to reduce costs in order to maxi-
mize profit. Moreover, the freight broker is directly concerned, in addition to the above
mentioned aspects, about increasing portfolio of customers and transport providers.

To support those goals, the freight broker acquires a location on the Internet, and sets
up a Web application called from this point on the e-Marketplace to communicate more
effectively with transportation providers and customers. This e-Marketplace allows the
registration in the system of transport providers and customers, primarily as actors rep-
resenting legal persons or individuals. Moreover, each actor may subsequently register
availability of certain vehicles, respectively certain transport applications. By creating
the e-Marketplace, the company aims at the efficient automation of allocating a freight
request to a transport resource resulting from a process of negotiation that occurs be-
tween the freight broker, customer and supplier of transport. Transport providers can
register for this e-Marketplace with several transport vehicles, so basically, allocating a
transport request is made to a transport vehicle owned by a specific transport provider.
While the e-Marketplace is mainly perceived as a user-friendly interface by the clients
of the freight broker, the actual functionality behind this interface is provided by our
proposed multi-agent system that is the focus of this paper.

We identified three types of actors representing the users of our system: the Freight
Broker, the Freight Transport Provider and the Customer. Each has the private goal of
its own business development to optimize costs and increase service quality and quan-
tity. Each type of user is represented in the system by a suitable agent type, as follows:
CAgent, FBAgent, and FBRAgent [13]. In order for the system to be functional our
system incorporates a passive entity called Freight Broker Registry inspired by Client
Information Center from [9]. The Freight Broker Registry acts as a repository compris-
ing the Customer Data and Freight Transport Provider Data data bases shown on Fig. 1.
The Freight Broker Registry stores descriptions of transportation resources and requests
for transportation resources, including: (i) meta-data describing each Customer (includ-
ing contact information, delivery history and reputation data); (ii) meta-data describing
each Freight Transport Provider (including contact information, number of vehicles
and “home” location of each vehicle); (iii) information about requests for transporta-
tion resources; and (iv) information describing available transportation resources.

According to this analysis, we identified two main use cases that underlie the de-
velopment of our proposed multi-agent system for the mediation of logistics services
provision: (i) to allow customers to make transport requests; (ii) to allow transport
providers to join a freight broker. In what follows we describe in detail the agent in-
teractions during a sample scenario based on the first use case of our system. The UML
sequence diagram [12] that concisely describes those interactions is presented in Fig. 2.
The detailed description of the second use case was omitted because of lack of space.

The scenario involves a customer represented by aCAgent that is already registered
and logged into our system. Let us assume that aCAgent is interested to contract and
purchase freight services and thus he prepares and submits an application form to the
Freight Broker represented in the system by his aFBAgent.

Following the interactions described in Fig. 2, the scenario proceeds as follows:

– The user aCustomer prepares and submits an application form via his aCAgent per-
sonal agent. We assume here that the customer is already registered and represented
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in the system by aCAgent (for technical details on the coupling of the external
Web-based interface with the multi-agent system the interested reader can consult
reference [14]).

– aCustomer forwards the application form, represented in serialized form (for ex-
ample, using an XML-based or other structured representation), to aFBAgent that
represents the Freight Broker.

– aFBAgent processes the form and determines (message 3) and submits (message 4)
a query to the aFBRAgent.

– aFBRAgent queries (message 5) its database Freight Transport Provider Data and
determines (message 6) a list FTPList of suitable freight transport providers that
meet the requirements of the aCustomer.

– aFBRAgent returns the list of transport providers to the aFBAgent (message 7).
– aFBAgent is using an internal decision component to filter out less promising freight

transport providers (message 8), finally keeping a single most promising one, de-
noted by aFTPAgent.

– aFBAgent is coordinating a negotiation between aCAgent and the chosen aFTPA-
gent to determine the terms and conditions for the freight transport contract. This
is represented by the Negotiation(aCustomer,aFTPAgent) interaction box.

– Finally, aCAgent and aFTPAgent send the contract information representing the
negotiation outcome to the customer and the freight transport provider (messages
10 and 11), while aFBAgent updates the aFBRAgent with the status of the transport
request and transport provision (message 9). The request was fulfilled, so it must be
discarded from the registry, while the provision should be marked as not available
during the activity of carrying out the transport.

Please note that the diagram does not model the situation when the customer request
cannot be immediately fulfilled. This can happen either if there is no matching trans-
port resource provision recorded in Freight Broker Registry or the negotiation between
the aCAgent and the chosen FTPAgent fails. In the first case the request can be simply
memorized in the Freight Broker Registry until an appropriate resource is discovered or
the request becomes obsolete. In the second case the decision and negotiation processes
of the aFBAgent can be retried, either immediately or slightly later, after a certain dura-
tion of time. The underlying agent interactions were not included on the diagram from
Fig. 2 because of lack of space, but nevertheless, they were taken into consideration
during the system design.

5 Conclusion and Future Works

In this paper we formulated our initial proposal of a multi-agent system that aims to im-
prove the competitiveness of logistics companies by increasing the quality of provided
logistics services and by reducing logistics costs. During the preliminary system design
we identified two main use cases of the system, as well as a set of agent types with spe-
cific goals and functionalities for the efficient management of logistics information. For
each use case we proposed a sequence diagram that describes the interaction protocols
between the agents. Our initial analysis and design provide a good basis for producing
a more detailed design and implementation of the proposed multi-agent system.
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As future works, on short term, we would like to perform a more detailed analysis
and specification of the information requirements for our system. In particular, we will
clearly identify and formalize the information required by each agent type to achieve its
tasks, and the information that must be exchanged between agents, as well as between
human users and agents as inputs and results. On long term we are interested in the
implementation and experimentation with the proposed multi-agent system on realistic
logistic scenarios.
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Abstract. In Europe there are a lot of transportation and logistics companies. 
They provide different services, depending on their sizes and scope. The largest 
logistics service providers use advanced ICT solutions enabling them to 
capture, transform and interchange data. However, others, especially small and 
medium enterprises (SMEs), do not have enough money to invest in new ICT 
solutions which allow to monitor data e.g. related to the inbound freight flows.  

In this paper, the authors propose a solution which is based on cloud 
community and e-cluster. It gives SMEs a better possibility to automatically 
capture information and exchange it within a particular enterprises’ network. 
Also, it helps to build up business relations and, finally, to better match demand 
and supply capacity data. The main idea of the project and the proposal to 
optimize business operations in the context of the usage of cloud computing 
facilities are presented. 

Keywords: cloud community, e-cluster, logistics service providers. 

1 Industry Clusters and e-Clusters as a Network Structure 

Business environment is based on formal and informal interactions (including 
transactions, trade exchange) hence business actors are interlinked and form different 
kinds of network structures. Those network structures are strictly or loosely defined 
sets of collaborating entities (nodes, actors) linked by so called network relationships 
(ties, arcs).  

An important type of a network structure is business (industry) cluster. Such clusters 
are „(…) geographic concentrations of interconnected companies and institutions in a 
particular field. Clusters encompass an array of linked industries and other entities 
important to competition [15]”. Actors within clusters include, e.g. suppliers of 
components, providers of specialised infrastructure, research & development 
institutions, universities and governmental institutions [15]. Within cluster usually there 
is a so called broker acting as a flagship company/institution and the task integrator. The 
integrator is the main entity that is actively creating the network in a strategic manner 
but only has strategic control over those aspects of its partners’ business systems which 
are dedicated to the network [10, 16]. The actors within cluster are independent and 
interconnected by cooperation, commonalities and/or complementarities. This in turn 
should generate value added and lead to a competitive advantage both for involved 
actors as well as the whole economy (mainly region). 
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Traditionally, within the original concept of a cluster the importance of geographic 
proximity is stressed. Cluster actors must be located geographically close to each 
other to gain competitive advantage [3, 13]. However, Internet technology and other 
information and communication technologies enable the cooperation and creation of 
virtual relationships even between the widely dispersed actors [1, 11]. The notion that 
geographical proximity is not a vital factor for collaboration within clusters led to the 
identification of e-clusters [2, 6]. Those e-clusters are defined as “digital enterprise 
communities enabled by one or more intermediaries and based on a new type of 
electronically enabled inter-organizational system” [5]. The e-clusters use information 
and communication technologies as a digital platform for cooperation [6]. 

2 The Idea and Benefits of Cloud Computing  

Cloud computing is “a model for enabling ubiquitous, convenient, on-demand 
network access to a shared pool of configurable computing resources (e.g., networks, 
servers, storage, applications, and services) that can be rapidly provisioned and 
released with minimal management effort or service provider interaction” [14]. In 
cloud computing a pool of abstracted, virtualized, dynamically-scalable, managed 
computing power, storage, platforms, and services are delivered on demand to 
external customers over the Internet [7]. 

Essential characteristics of cloud computing include [14]: on-demand self-service (the 
use of computing capabilities, such as server time and network storage, automatically), 
broad network access (the availability of capabilities over the network and accessed 
through standard mechanisms), resource pooling (the provider’s computing resources 
serve multiple consumers using a multi-tenant model, with location independence of the 
provided resources), rapid flexibility (the elastic, often automatically and unlimited 
provision of capabilities) and measured service (the monitoring, controlling and reporting 
of resource usage providing transparency for both the provider and customer).  

Depending on whether the cloud is made available to the general public or refers 
only to internal data centers of a business or other organization, public and private 
clouds are distinguished [4]. There are also community clouds when the cloud 
infrastructure is shared by several organizations and supports a specific community 
[14]. Such of a cloud may be used by e-cluster members and in this way serving a 
supporting and strengthening role for cooperation and acting as a center hub of a 
network structure.  

Unlike the private data centers public clouds offer appearance of infinite 
computing resources on demand, elimination of an up-front commitment by cloud 
users, ability to pay for use of computing resources on a short-term basis as needed, 
economies of scale due to very large data centers, usually higher utilization by 
multiplexing of workloads from different organizations and simplifying operation and 
increasing utilization via resource virtualization [4]. Community cloud is in this 
context a solution “in between” of private and public clouds and their advantages. 

The basic advantage resulting for companies from the use of cloud computing is 
cost reduction. Cloud computing allows provisioning and consuming IT capabilities 
on a need and pay by use basis ("pay as you go" method), according to the actual user 
demands. It eliminates the need to purchase licenses and pay for software installation 
and administration and helps the IT systems to be more agile [17]. 
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Cloud computing allows also more flexible use of resources and operations, an 
asset-free provision of technological resources [17], giving the access to almost 
unlimited resources on demand. It saves “overprovisioning for a service whose 
popularity does not meet their predictions (…) or underprovisioning for one that 
becomes wildly popular, thus missing potential customers and revenue” [4]. 

The cloud platform works as a so-called trusted third party that imposes a clear and 
established security model for all participants, provides a reliable source of 
information on such issues as time stamping, non-repudiation of certain actions, etc. 
Moving some actions of e-cluster to the cloud improves cooperation security, because 
it does not require trust in the partner but trust in the platform. 

3 Problems with Traditional Systems Used in the Logistics 
Industry 

IT systems commonly used by logistics companies are mostly limited to the 
management of operations within a single organization but less frequently to 
cooperation between contractors who are closer or further upstream and downstream. 
This is due to several difficulties that limit the development of logistics clusters. 

Companies do not want to completely get rid of the previously used, often old, but 
very specialized systems, which, in their view, are tailored to their specific business. 
For this reason, they are combined and, as a result, precisely customized systems are 
created. This raises a number of problems with data consistency, their repetition or 
lack thereof. Customized systems do not ensure uniform data synchronization and 
standardization in the business network. If one of the companies makes a change in its 
system, the systems of the other partners are not even informed about these changes. 

Most systems operate on the principle of one-way communication and the 
information is "pushed", which means that if one company is to receive the 
information concerned, another one must send such information. For this reason, 
companies have a difficult task and cannot analyze the suppliers’ systems to adapt 
their activities to the needs of the entire network. 

The lack of synchronization and database updating is also a strong concern. Every 
time new information is placed in one database or any category changes, amendments 
must be made in each of the linked databases, because in many cases there is still no 
integration mechanism that understands these changes and automatically adapts to them. 

One of the most significant disadvantages is the relatively high cost of 
implementation and maintenance of a traditional system. This is not only financial 
expenditure incurred for the right software, but also for electronic devices. This 
eliminates a large portion of small enterprises from the electronic information 
exchange process. For example, any company using EDI (Electronic Data 
Interchange) standards has to bear fixed costs of software licenses and fees for 
technical support which is supposed to ensure that the system functions properly 
regardless of the type of the IT solutions used in the enterprise, consistency of data 
exchange protocols and a uniform rate of their transmission. 

Another problem is the relatively high cost of providing an adequate level of mass 
customization. For example, it is difficult to monitor individual processes in the 
supply chain by different users. Each monitored product may be different, used 
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differently; furthermore, contact methods may vary. There may be thousands or even 
millions of tracked products and their users, which, in the face of the high specificity 
of these products, raises a number of problems associated with effective monitoring 
and sharing of information. 

It is also worth noting that customers using services of different logistics service 
providers must adapt to the tools offered by them each time. In the case of one-off 
collaboration, searching for the carrier, they browse the Web, shopping catalogs, etc. 
The logistics sector lacks solutions that integrate services from different providers in 
one place. 

4 Cloud Community in e-Cluster 

A remedy for the problems concerning cooperation in logistics clusters presented in 
the previous section is the aforementioned concept of cloud computing, in particular 
cloud community in e-cluster. 

It is worth to note that, thanks to the Internet technology, the electronic flow of 
information between companies in the global economic network can be faster and 
easier. Due to the low cost of Internet access, participation in such a network is not 
limited to large companies, but also includes small and medium enterprises. Thanks to 
that, all suppliers, distributors, manufacturers and retailers can work together more 
closely and effectively than before. 

The use of the concept of cloud community in e-clusters makes it possible to create 
an electronic logistics platform (cf. Section 5) which is targeted at a limited set of 
organizations [19]. This platform provides, inter alia, cooperation of logistics 
companies, especially to gain access to data about logistics services and supply 
capacities. It allows to work together in the changing conditions and access resources; 
software and information are provided to computers and other devices on demand. 

Most importantly, thanks to the idea of cloud community it is possible to derogate 
from the concept of rigid links, traditionally built on the basis of long-term contracts, 
and replace them with e-clusters, which are adapted to changing trends, customer 
preferences and high competitiveness. Such e-clusters are often configured and 
maintained only for specific operations that must be performed in a very short period 
of time or have a very specific nature [8]. E-clusters adapt to the changing needs with 
extraordinary flexibility - potential partners "are drawn into" the e-cluster to perform 
specific tasks. After completing the order, this particular cluster dies. Of course, this 
cluster can be re-engaged when a similar contract appears. 

The use of cloud computing in e-cluster allows to achieve transparency of most 
processes taking place in the network. The scope of management is expanded, which 
enables managers to make operational decisions on the basis of the information received 
from various areas where previously information was missing. It gives the possibility to 
monitor and control transactions irrespective of the geographical location. 

5 Proposed Use of Cloud Community in Logistics e-Cluster 

The idea of the research proposal starts from the assumption that through cooperation 
companies should rationalize their logistics processes, obtain cost savings and reduce 
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empty shipments. At the moment, companies are not activating collaboration as they 
are traditionally managed like small “family enterprises”. This limits their ability to 
get potential opportunities offered by collaboration with other actors operating in the 
market. 

The presented approach is based on the Logical project [21] and other European 
research projects [9, 18, 20]. The main idea of the Logical project is the creating of 
logistics platform which provides complex services to customers and simplifies 
management and administration of joint contracts. It gives more transparency and 
comfort to customers, shipment tracking, a fulfillment forecast, a change to pull-
processes [21]. In order to make it possible, a cloud computing platform is to enable 
an exchange of information in real time between the entities involved in the transport 
(transport user, logistics service provider, coordinator). The cooperation between the 
companies reduces transportation costs through the optimization of the vehicle and 
complete elimination of "empty runs" and, at the same time, it may even improve 
customer service. It is possible thanks to the access to and matching of demand and 
supply capacity data [12].  

The described logistics platform will run on "a pay as you go" principle. Contrary 
to ERP (Enterprise Resource Planning) and SCM (Supply Chain Management), this 
platform will not require significant expenditure on the design, construction and 
maintenance of the system and applications supporting production planning, logistics 
and sales. 

Easy configuration of resources, capabilities and competences of actors happens in 
an e-cluster in order to achieve a certain objective but within the community network. 
We assume, in accordance with the e-cluster definition, that the actors forming the 
community are dispersed geographically, or, to be more specific, their seats may be 
located in any place. E-cluster is perceived by the final user as a single coherent 
whole, even though it is composed of independent entities. 

The logistics e-cluster may also optimize its activities through group purchases of 
services, thus aggregating the sum of needs for basic logistics services such as freight 
transport, storage or handling demands. This optimization consists in achieving the 
economies of scale while maintaining the principles of sustainable use of resources. 
For example, single companies transport small volumes with varying frequency, 
which does not give them appropriate bargaining power towards logistics operators. 
To maximize customer satisfaction a small company increases the frequency of 
deliveries, but frequent deliveries in small amounts cause a rise in the transport cost 
and a reduction in the rate of the cargo area utilization. The accumulation of public 
procurement and implementation of full load supplies contributes, in turn, to a 
reduction of transport costs, but does not provide them with an acceptable level of 
customer service. Group purchases of transportation services make the realization of 
the transport needs of several companies possible on one vehicle. In addition, this 
form of shopping may lead to a common reduction of personnel costs related to the 
organization of the transport by automating certain processes (route planning, 
reporting, billing, communication). For the customer, faster transport means faster 
inventory turnover, and, consequently, a lower maintenance cost.  

An important way to improve the time and cost of transport is to use multi-modal 
transportation. With a variety of means of transport belonging to companies 
representing independent logistics providers, the cloud computing platform selects the 
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optimum solution. Often, the use of multi-modal terminals and freight train 
connections for transnational freight transport could be intensified if matching of 
sufficient intermodal transport demands and related service offers could be facilitated 
and accelerated. The efficiency and sustainability of multimodal transport will be 
raised by establishing cooperation between freight villages, airports, ports, other 
logistic centers and networks based upon interconnection of their logistics data clouds 
and intercloud computing services [21]. 

Including the fleet tracking module (Track & Trace), one can also monitor the 
company's vehicle in real time, thus reducing costs. Thanks to that, the logistics 
service provider can freely and rationally coordinate the operation of its business. An 
agent observes the way of the consignment all the time and on that basis selects the 
optimal route; in case of a loss of the shipment they can take appropriate action. Track 
& Trace can also get complete statistical information about the quality of the services 
provided and, if necessary, the company may seek to raise their standard. With Track 
& Trace, logistics service providers have a clearly defined system of accountability 
for the delivery and know where the consignment is at every moment. 

In addition, thanks to integration with the European transport exchanges, 
companies have access to the best offers for both cargo and freight. Looking through 
them and placing new ones can be done automatically by the cloud computing 
platform. For example, the searching process takes place on the basis of the criteria 
put into the system by the forwarding agent. 

Another example is the shipment realization order process, which is mostly 
realized with the use of cloud computing. The preparation of and sending the offer as 
well as  receiving feedback are done automatically in a cloud and are based on the 
data collected in the previous processes. The forwarding actor’s task is to approve the 
prepared order and pass it on to the realization stage. Also, the coordination of the 
transportation process takes place entirely without interference of the forwarding 
agent. Changes of the transport status are made on the basis of the information 
received from the carrier automatically and are available to the client [21]. 

6 Processes Optimization in Cloud Community 

Cloud computing is expected to contribute to the optimization of enterprises in 
business processes as well as in IT solutions. From the perspective of a business 
process, the optimization can be carried out in the field of finance, administration, 
marketing, human resource management and logistics.  

In the case of the logistics processes optimization in e-cluster we can present the 
following criteria: 

• General measures 
o Direct product cost 
o Direct product profitability 
o Share of fixed cost in the total cost 
o Use of the “pull” process  
o Use of the “push” process  
o Access to other enterprise resources 
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o Process transparency 
o Total logistics services cost 
o Customer service level 
o Use of existing transport infrastructure (including storage, transport 

and transshipment) 
o Consumption of enterprise resources 
o Achieve quality in logistical services (reliability, supplier loyalty) 
o Cash-to-cash cycle time 
o Personnel costs associated with logistics support orders 
o Degree of concentration on core business  
o Value added services 

• Warehouse and inventory measures 
o Stock structure 
o Economic stock 
o Average Stock 
o Buffer stock 
o Stock rotation 
o Stock cost 
o Stock carrying costs 
o Completion waiting time 
o Replenishment lead time 
o Stock-out risk 

• Transport measures 
o Transport time 
o Total deliver costs 
o Product shipped per delivery 
o Quantity per shipment 
o Occupancy rate of transport means 
o Time work rate of transport means 
o Share of transport costs in the value of the cargo 
o Share of various modes of transport in the transport of goods 
o Using collective (sustainable) modes of transport  (multi-modal co-

operation).  
o Average time of loading and unloading 
o Just in time delivery 
o Delivery reliability 

• Order fulfillment measures  
o Order processing time 
o Perfect order fulfillment 
o Delivery lead time 
o Operational efficiency 
o Cost to schedule product deliveries 
o Average days per schedule change 
o Reliability shipment quality 
o Matching demand/capacities for segmented partner networks 
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The proposed criteria first need to be given the right priorities and only then can be 
gradually used in a e-cluster. Of course, it is a long-term process, but thanks to it, 
information is gathered concerning among other things bottlenecks, cost reduction 
possibilities, the most effective cluster actors, the most effective solutions. This in 
turn leads to strengthening the cooperation potential and whole e-cluster optimization. 

It should be remembered that a solution once prepared and implemented must be 
constantly improved. Measuring individual indicators such as the rate of information 
flow, security cost system, time associated with obtaining access to data etc. enables 
continuous monitoring of individual components of the logistics e-cluster. 

7 Conclusions and Further Research 

Many small and medium transportation and logistics companies do not have enough 
money and other resources to invest in advanced ICT solutions enabling them to 
capture, transform, monitor and interchange data which in turn leads to their relatively 
lower competitive advantage. The possible solution for this problem may be a 
cooperation within e-cluster supported by community cloud. Cooperation gives an 
ability to obtain resources which are at partners’ disposal or even resources 
unavailable thus far to any of the parties. Moreover such, resources resulting from 
collaboration are quite often hard to duplicate. The community cloud strengthens the 
aforementioned benefits of cooperation. It gives small and medium companies better 
possibility to automatically capture information and exchange it within a particular 
enterprises’ network allowing provisioning and consuming IT capabilities on a need 
and pay by use basis. Such a cloud helps also to build up business relations and serves 
a supporting role for cooperation, acting as a center hub of a network structure. 

It is worth to emphasize that there are some problems concerning cooperation 
within e-cluster resulting from the use of cloud computing. They include: a breach of 
trust and the resulting hostile use of the information that is fundamental to a company, 
communication problems (at the internal level of a company and the entire e-cluster), 
restriction on freedom of making decisions and shared responsibility for decisions and 
actions. There is the fear of losing independence and control over the company 
associated with both e-clusters and IT community clouds. There is also a lot of 
concern about the security and privacy of the data which may sabotage the 
willingness of cooperation. Many managers are not comfortable about their data 
located outside the company. Those problems needs special attention and have to be 
challenged in further research. They include both proper IT solutions securing data 
flow and management matters concerning inter-organizational trust and business 
relationships. 
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Abstract. Changes in the nature of supply chains require the dedication of the 
individual measures and their alignment with the latest trends in supply chain 
management. The concept presented in the article is to identify a dedicated and 
integrated performance measurement system for intelligent and sustainable 
supply chains. The economic conditions and trends, both in transport, shipping, 
logistics, as well as structural and organizational changes within the supply 
chain, need to be revised and adapted to a standard measurement in order to 
evaluate their performance.  

Keywords: sustainable supply chains, diffusion of information, performance 
measurement. 

1 Introduction 

The management of an innovative and modern supply chain requires the use of 
appropriate logistics performance. It is assumed that logistics performance is multi-
dimensional, reflecting multiple stakeholders and interests. The possible desired 
outcomes are numerous and range from customer satisfaction over environmental 
responsibility, to overall cost-effectiveness. Logistics performance is predominantly 
measured with soft perceptual indicators given the difficulty of obtaining hard 
performance measures, and is a result of two different variables. On the one hand, it is 
influenced by the performance of logistics processes performed in-house under the 
direct responsibility of the logistics service provider’s (LSP) customer. On the other 
hand, it is affected by the performance of outsourcing arrangements in which the 
customer has delegated logistics and the accompanying responsibility to a logistics 
service provider. Logistics performance may be defined as the extent to which goals 
such as cost efficiency, profitability, social responsibility, on-time delivery, sales 
growth, job security and working conditions, customer satisfaction, keeping promises, 
flexibility, "fair" prices for inputs, low loss and damage and product availability are 
achieved [5]. The aim of this paper is to indicate what is relevant and important of 
appropriate indicators and performance metrics for intelligent and sustainable supply 
chain.  
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2 Literature Review and Methodology 

The changing economic conditions and market trends, as well as structural and 
organizational changes within the supply chain, have led to a new understanding of 
the concept of supply chain, and so we can talk about smart and sustainable supply 
chains. Management of these chains requires adjustments in the standard assessment 
measures, logistics, by focusing on the importance of individual measures. In the past, 
the classic approach of the supply chain did not include interest in the environmental 
aspects, external costs and the impact of the supply chain on the environment. 
However, today, environmental issues are becoming increasingly important and are a 
major problem in most global supply chains [11]. The trend associated with the 
implementation of the principles of sustainable development is defined as "the 
development that meets the needs of the present without compromising the ability of 
future generations to meet their own needs" [17]. Reference to the sustainability of the 
supply chain needs to take into account all dimensions of sustainable development 
and relate them to the functioning of the supply chain in the context of meeting the 
needs of customers and the economy and the competitiveness of the chain [15]. In 
addition to the environmental aspects, the trend in supply chain management has to 
consider the terms of the use of information technology. The basis of its operation is 
the use of advanced information technology (POS, EDI, ERP), which is more 
effectively manage to the supply chain. The definition of supply chains is not 
sufficient enough to explain how to improve the efficiency of processes. The models 
indicate that the gauges and indicators are critical to the effective functioning of these 
chains. Up to now, measurements of the effectiveness of supply chains were 
presented at a general level, including new character strings. These related mostly to 
the application of modern tools and metrics to dedicated sectors. Example: [3], [6], 
[12]. In order to build the model of indicators and measures [8] take four points of 
view, they are considered: time, cost, flexibility and quality, in terms of strategic, 
tactical and operational areas [7]. Conceptual studies focus primarily on adaptation 
measures of logistics performance, comparative comparison of individual elements 
and the creation of the base models. Sustainable supply chain is the process of 
integrating a strategic approach, which aims to improve long-term economic 
efficiency and customer satisfaction taking into account social, environmental and 
economic. Supply chain management is categorized into three main aspects of 
sustainable development, the environmental and social criteria must be met by the 
supply chain (business units), and the competitiveness of the chain, which will help to 
meet the needs of the customer [2], [15]. The essence of intelligent supply chain is to 
be used in managing the processes and flows of advanced information technology. 
The main and characteristic features include: continuous monitoring of the processes 
occurring, smooth and uninterrupted flow of information, standardization of processes 
and the use of appropriate technology. In addition to the use of appropriate 
information technology, essentials of process in intelligent supply chain is integration 
and communication. Intelligent supply chains use ERP systems as well as VMI, CRP,  
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FRM, JIT, ECR, EDI VAN or CPFR [9]. Both chains have common and different 
elements. It may be noted that in a sustainable chain, emphasis is placed on material 
flows and their impact on the environment, but also on other aspects of classically 
understood sustainable development. In this case, the flow of capital and information 
is important as it allows performance of operations and logistics processes in an 
efficient manner, but it can be said that in this case the physical flows and their 
protection and organization plays the most important role. The intelligent supply 
chains are so created, that the physical flow does not guarantee they full efficiency, 
they need good flow of information’s based on IT. 

The appropriate categorization of performance measures and their significance in 
relation to specific supply chains can help to improve their implementation and 
application. Choosing the right measure of performance is extraordinary difficult, due 
to of the lack of a uniform system of measurement, which is dedicated for specified 
supply chains. It also indicates that if you cannot measure something, you cannot 
manage it. Measuring performance management can provide a wealth of information 
feedback, so that it will be possible to monitor and better control the efficiency of 
processes, as well as common errors. For the purposes of this study, logistics 
performance measures will be defined in four dimensions: cost, quality, time and 
flexibility [13]. Some researchers limited their studies of the measures as financial 
indicators (the most common) and non-financial, while others limited their studies to 
the sharing of measures and indicators for quantitative and qualitative [4]. Creating 
and evaluation of the measurment system for supply chain should be: full 
(measurement of all pertinent aspects), universal (allow for comparison under various 
operating conditions), measurable (data required are measurable) and consistent 
(measures consistent with organization goals) [1].  Many authors in a variety of ways 
classified measures of logistics performance. Their characteristics and description of 
selected classification give a chance to create a framework for a system of supply 
chain assessment measures. Table 1 presents selected techniques and ways of 
developing indicators and measures of logistics performance. As you can see, in both 
areas, the tools are also different, and largely depend on the individual's choice. 

The objective is to make a comparative analysis of the efficiency of intelligent and 
sustainable supply chains. This analysis requires taking a look at the functioning of 
these chains and their development trends. In order to address these issues, we have 
utilized an exploratory research methodology, based on a literature review and some 
initial case studies. Building a research methodology the authors took into account the 
logic diagram of the research process (for O. Lange). For the purposes of the above 
studies the authors have adopted a detailed diagram of the research process.  

3 Models and Conditions of Its Functioning Literature Review 

The literature broadly describes the problem of measuring the performance of supply 
chains in many different facets. The diversity in the perception relates to the criteria 
for classification and selection of key metrics and indicators for the analysed supply 
chains. The basis of differentiation is very often the industry. Nevertheless, it can be  
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assumed that, although the details differ, it is based mostly on the general functioning 
of the supply chain strategies such as smart, lean, agile, etc. Thus, the base has 
common metrics and indicators for each strategy. In the case of intelligent and 
sustainable supply chain should be take into account selected indicators, which are 
presented in Table 2. 

The selection of indicators has been made assuming the need to monitor the 
performance of the chain of decision-making at different levels (strategic, tactical and 
operational) and is based on the different areas of functioning (according to the table 
these are cost, time, quality, and flexibility). Below they were designated typical 
common links between the measures and indicators in different researched area and 
levels of decision-making, Then have been designated weight (importance) indices for 
the analysed chains - intelligent (ISC) and sustainable (SSC).  Discussed relations in 
researched areas of: logistics cost in supply chain are presented in diagram 1, time on 
diagram 2, quality on diagram 3, and flexibility on diagram 4. As the basis for the 
relationships was indicated the high degree of correlation between the measures and 
indicators. In accordance with the accepted principles of selection of key performance 
indicators (KPIs), their number should hover around twenty 20-here of indicators, and 
this also applies to financial measures and indicators, which do not include this 
analysis (not directly related to logistics efficiency), so the number must be reduced to 
about fifteen. Thus, the choice of measures and indicators should be to maximize the 
level of significance (x) by the following function: ∑ ; ; ; , 15     (1) 

After analysis, it can be concluded that for intelligent supply chain the most 
important key performance measures include the costs of internal subsystems and 
information flow. For the sustainable supply chain the most important measures are in 
particular external costs and their main factors which are transport costs. In terms of 
quality in the sustainable supply chain forefront is to measure the timeliness and 
availability of deliverability, together with the delays at the operational level. In the 
case of intelligent supply chain may be the same set of indicators, but also the 
measures based on the order lead time and speed of information flow and reactive 
time.  In the other of quality area of the supply chain, intelligent are characterized by 
a greater significance for measures of the computerization degree and accuracy of 
communication, and in the case of the sustainable supply chain the most important 
are: availability of goods and the completeness of delivery (also very important in 
ISC), and also the set of indicators on waste management. In the last discussed area 
for the intelligent supply chain the key measures are flexibility and delivery capability 
in conjunction with the indicator of spare capacity and the ability to obtain 
information from the client. The most important aspects of sustainable chain-based 
flexibility are the accuracy of forecasting and risks of the process, but their aggregate 
marks are lower than in other areas of analysis. 
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Diagram 1. Model linkages metrics and performance indicators based on logistic costs 

 

Diagram 2. Model linkages metrics and performance indicators based on time 
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Diagram 3. Model linkages metrics and performance indicators based on quality 

 

Diagram 4. Model linkages metrics and performance indicators based on flexibility  
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Rationalizing the selection of measures and indicators should therefore consider 
the omission of the area and increase the number of measures in other areas. Further 
work on the model selection of metrics should focus on: an indication of the 
relationship between the categories of time, cost and quality, combined with the 
prospect of a financial performance chain and verifying the theoretical assumptions 
about the extent of the correlation between the measures and indicators that occur 
between levels of decision-making chains and the significance of indicators in relation 
to the objectives/strategies chains. 
 
Summary 
Supply chain performance measurement is a complex process that requires not only 
looking through the prism of one company, but at the same time to link them to 
various levels of government. Determining the situation model facilitates and 
accelerates decision making. The main issue, however, is to determine the degree of 
generalization, which determines the fit of models to the market situation. In the 
authors' opinion, the selection of indicators and models of indicators relating to supply 
chain strategy provides a good balance between the general model for the chain and 
industry models. The presented models in intelligent and sustainable chains and allow 
the capture key differences between these approaches. Model implemented on  
the level of industry will detect their course much more but it is worth considering the 
relationship of growth effects to the workload realize that goal. Further work on the 
model selection of metrics and performance indicators presented chains should focus 
on identifying the relationship between the categories of time, cost and quality, 
combined with the prospect of financial performance of the chain. Another direction 
involves verifying the theoretical assumptions of the extent of correlation between the 
measures and indicators that occur between levels of decision-making chains and 
significance of indicators in relation to the objectives/strategies chains. 
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Abstract. Motion analysis is rapidly developing area of research. Due
to availability of cheaper hardware with reasonable accuracy for motion
acquisition in form of various motion controllers, dedicated mainly for
gaming, there are rising new research groups interested in this topic. Pro-
posed solutions for motion analysis have a wide range of application in
medicine, sport, entertainment and security. Although motion analysis is
one of the most important domains of our everyday life, there are still no
good tools supporting knowledge exchange and experiments in this field.
In this paper we want to introduce a possibility of implementing spe-
cialised wavelet analysis in form of the lifting scheme for motion data in
quaternion representation in a data flow processing framework available
in Motion Data Editor (MDE) software developed at Polish-Japanese
Institute of Information Technology (PJWSTK) in Bytom (Poland). We
want to show how easily custom solutions can be introduced to this gen-
eral purpose data processing software. Usage of this software saves time
by concentrating on rapid prototyping of new algorithms and performing
experiments, skipping creation of similar solutions for various data types
and algorithms.

Keywords: motion analysis, software architecture, data flow, data pro-
cessing, lifting scheme, quaternions, wavelets.

1 Introduction

Nowadays new techniques are being developed and improved for motion anal-
ysis. Among them we can find tools dedicated to motion data comparison and
compression. Additionally, many algorithms for motion segmentation, recogni-
tion and classification are proposed. Unfortunately, there are no tools that sup-
port motion analysis and processing. Two available products: commercial Vicon
Polygon [16] and open-source Mokka [1], provide only motion data browsing and
visualisation, with no data processing features. Moreover, users can not extend
any of those applications to fit their particular needs, in example introducing
custom data types and algorithms. To address this problem a new software called
MDE was developed at PJWSTK in Bytom (Poland). This is a general purpose
data processing tool, with dedicated extensions for motion analysis and medical

N.T. Nguyen et al. (Eds.): ACIIDS 2014, Part II, LNAI 8398, pp. 515–524, 2014.
c© Springer International Publishing Switzerland 2014
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applications. In this paper we want to present briefly the main features of MDE
and show how they affect research work in the domain of motion analysis. As
an example, the lifting scheme for multiresolution data analysis has been imple-
mented in the MDE software. We present how particular tests can be performed
and how to collect their results for noise reduction and data compression of
motion data.

1.1 Motion Data Editor

The MDE software is developed at PJWSTK in Bytom (Poland). Initially it was
designed to support medics in diagnosis of various motion dysfunctions. Since
then it has been reorganised and refactored to become a mature tool for a general
purpose data processing and analysis. The main power of the MDE software is
its architecture dedicated to a well defined data processing pipeline.
MDE architecture supports flexible application extension with custom data

types, their dedicated operations and algorithms. This is achieved with a spe-
cialised plug-in system allowing to fit MDE to particular users‘ needs, standard-
ized their solutions around one tool and save time on implementation of similar
functionality operating on different data types.

Architecture. In the MDE architecture are objects responsible for particu-
lar stages of data processing pipeline. In the first step user browse for data
that to process. This is realised by Source objects. They are responsible for de-
livering data in containers (usually various file formats) to local hard disk, if
required. Later, containers are unpacked with help of Parser objects. Loaded
data are normalised and wrapped with help of ObjectWrappers. This is a com-
pletely new approach to uniform data handling in statically and strongly typed
C++ programming language with just a small memory and performance over-
head. This technique combines generic programming and run-time type infor-
mation (RTTI). It outperforms functionality of different variant types. It allows
simple, yet efficient data exchange between all application modules. After load-
ing the data to application user might view the data with help of Visualiser
objects, presenting data graphically at various perspectives. Visualisers allow
to present and compare more data on a single scene. Services allow users to
introduce new functionality to application. This allows users to introduce new
algorithms to MDE or functionality completely unconnected with data analysis
and processing. All those objects can be introduced to MDE through a dedicated
plug-in system.

Features. As a cross-platform software, MDE provides an abstraction layer for
most system specific functionality like file system management and threading.
Additionally, a dedicated hierarchical Log system was designed to simplify no-
tifying about application status. Dedicated managers with transactional mech-
anisms offer thread-safe memory operations. To control and monitor amount
of threads used in application a concept of ThreadPool has been introduced.
Threads are expected to perform simple operations, mainly waiting for some



Quaternion Based Lifting Scheme for MDE Software 517

events and actions to schedule their processing. For heavy computations an idea
of Jobs and JobManager is proposed. Job represents particular computations
that are scheduled to JobManager. JobManager is responsible to run Jobs uti-
lizing optimally available computational resources (specified number of worker
threads depending on available central processing unit (CPU)). Analysed data
is very often indexed with time - this is especially the case for various physical
measurements. To address problem of uniform handling data indexed with time
a dedicated and generic DataChannel type was introduced. It allows to create
illusion of data continuity in the time domain with help of various inter- and
extrapolation methods. To handle efficiently memory used by the loaded data a
lazy initialization mechanism is proposed.

1.2 Data Flow

The concept of processing data in form of a well defined pipeline is widely ap-
plied in CPU architecture [12,11,9,3,4]. Each instruction execution is divided into
separate stages realised in dedicated modules. This allows to execute several in-
structions in parallel on a single CPU. To allow users simple composition of
complex data processing algorithms, the concept of data flow processing frame-
work was introduced to MDE in form of a dedicated service. It is based on a
graph structure extended with elements called Pins. Pins are attached to nodes,
providing nodes input and output for data. Nodes can be connected together only
through compatible Pins. Created processing model can be saved and restored
for later usage. Among nodes three groups can be defined: sources, processors
and sinks (Figure 1).
Source nodes deliver new data for processing in data flow. Processing nodes

consume data from attached input pins and provides new data through output
pins. Sinks are used to save results of processing for further analysis. Data are

Fig. 1. Example of data flow model
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considered to leave the model either when they are processed by sink nodes
or when corresponding output pins are not connected. Such approach allows
simple utilisation of available computational resources by handling processing
logic of each node by a separate thread from ThreadPool and scheduling node‘s
processing in form of a Job to JobManager. With such approach users have to
implement processing functions and encapsulate their signatures within proper
nodes, where functions‘ inputs and outputs are represented by particular Pins
with the given data types.

1.3 Visual Data Flow

Based on data flow processing model a graphical programming environment was
created to simplify creation of processing pipelines. Using drag‘n‘drop mecha-
nism users can easily choose interesting functions and compose them together
creating more specific algorithms. Those algorithms can be saved and restored
for further usage. It is also possible to group several basic nodes connected to-
gether and replace them with a single virtual node. This helps to keep scene
clear and maintain good overview of composed algorithm. While creating pro-
cessing pipeline user is guided visually which pins can be connected together by
verifying their data types compatibility.

2 Lifting Scheme and Experiments in MDE

Multiresolution tools are widely used for motion data analysis. They usually
operate on Euler angles representation for rotations (orientations) [7,8,5,6,2].
In our work we are developing new algorithms based on the second generation
wavelets constructed by the lifting scheme, that work on quaternion represen-
tation for rotations. Based on our previous work, where we have proposed a
lifting scheme for quaternions in tangent space (computed by logarithm) using
classical Bezier interpolation in R3 space we want to present a new approach us-
ing SQUAD quaternion interpolation [15,14,13]. Using quaternion lifting scheme
based on quaternion algebra we can work directly on correlated motion data. We
decided to perform particular test of its application for data compression and
noise reduction within MDE.

2.1 SQUAD Lifting Scheme

To construct proposed lifting scheme we use classical split block, where samples
are divided on odd oji and even e

j
i indexed samples, where j is the resolution

level and i is the index of sample (Figure 2). The odd indexed input value after
one step of lifting scheme is replaced by the difference (detail value) between
the odd value and its prediction. The even indexed samples are updated, so that
coarse-scale samples have the same average value as the input samples. Based
on even indexed samples we propose prediction and update blocks for forward
transform as follows:
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(a) forward lifting scheme (b) inverse lifting scheme

Fig. 2. The lifting scheme

– predict
SQUAD interpolation uses four nearby even indexed samples to predict odd
sample according to the equation 5.

oji = oj+1
i ∗ squad

(
ej+1
i , ej+1

i+1 , e
j+1
i+2 , e

j+1
i+3 , 0.5

)−1

(1)

– update
The update step is obtained in order to preserve the equality (average of the
signal) as

eji+1 =
(
oji+1

)0.5

∗ ej+1
i+1 (2)

For the inverse transform the following equations are given:

– undo-predict

oj+1
i = oji ∗ squad

(
ej+1
i , ej+1

i+1 , e
j+1
i+2 , e

j+1
i+3 , 0.5

)
(3)

– undo-update

ej+1
i =

(
oji

)−0.5

∗ eji (4)

Applying Bezier curves interpolation idea to quaternions we obtain SQUAD
interpolation (equation 5) [10]. It requires four quaternions for interpolation, two
of them are used as a interpolation range, with other two used to generate control
points ensuring smooth and differentiable interpolation curve. Quaternions qi−1

and qi are used as key frames and quaternions qi+1 and qi+2 are control points.

squad (qi−1, qi, qi+1, qi+2, t) = slerp (slerp (qi−1, qi, t) , slerp (qi+1, qi+2, t) , 2t (1− t))
(5)

and

slerp (qa, qb, t) = qa (q
∗
aqb)

t (6)
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Equation 7 describes how control points are generated.

si = qiexp

(
− log

(
q−1
i qi+1

)
+ log

(
q−1
i qi−1

)
4

)
(7)

2.2 Applications

We want to apply presented lifting scheme for data compression and noise re-
duction. In case of data compression we propose lossy algorithm. It is based on
removing of wavelet quaternion detail coefficients of the specific (see 2.5) number
of the highest resolutions. The detail coefficient is the difference between the odd
indexed sample and its prediction. The reconstruction introduces differences to
original signal because part of the data was removed. For noise reduction we are
using selective soft threshold α according to the following rule:

qd =

{
qd if α < v < 1− α
[1, (0, 0, 0)] otherwise

(8)

where v = arccos(a)
π and detail is a quaternion qd = a + bi + cj + dk. Such

approach eliminates meaningless rotations (close to 0◦, changing unnoticeable
body orientation) and significant rotations (close to 360◦, moving body close
to its initial orientation). As rotation quaternions are always represented as a
cosine of half desired rotation angle, therefore α values were limited to the given
range (0, 0.5).
As a measure of quality for the presented applications we introduce a distance

measure for quaternion signals. For two normalised quaternions qa and qb we can
define the distance as:

dq (qa, qb) =
∣∣arccos (Re (qaq−1

b

))∣∣ (9)

For two quaternion signalsQA and QB withN quaternion samples, we can define
the distance between them as:

D(QA, QB) =
1

N

N∑
i=1

(dq (qai, qbi))
2 (10)

2.3 Test Data

For tests we have chosen motion of a left knee of healthy male, age 26. Recorded
data samples count was equal to 812, but for experiments first 512 samples were
used. Data were recorded with 100Hz frequency which gives recording duration
approximately equal to 5 seconds - long enough to capture several steps. Figure 3
presents knee rotations in time as Euler angles for clarity. Angle values are
truncated to the range of 〈−180◦; 180◦). All results are also presented in this
form. Time axis presents values always in seconds.
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Fig. 3. Euler angles of test data - left knee of 26 years old and healthy man

2.4 Implementation

To verify presented lifting scheme we have implemented it within data flow pro-
cessing framework for MDE software. The lifting scheme was decomposed to
forward and inverse transforms, were each of them was modelled as an indepen-
dent processing node. For testing a denoising process a dedicated source node
was proposed allowing to set noise levels introduced to motion data (the σ value).
For compression process two processing nodes were proposed - one for compres-
sion and other for decompression. Also signals differences was encapsulated in
processing node. Based on such nodes several processing pipelines were created
(Figure 4).

Fig. 4. MDE visual data flow environment for testing lifting scheme algorithms

2.5 Test Results

Noise Reduction. To test denoising, we have added three levels of white Gaus-
sian noise for rotations in Euler angles representation, independently for each
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angle, with σ equal to: 0.5, 2, 5 degrees. Next, the denoising was performed based
on threshold α of the lifting scheme details coefficients from the selected resolu-
tions. Visually results of denoising process are presented on Figure 5a. Distances
of denoising signal after adding the noise to its original form are collected in
Table 1, according to introduced quaternion signals distance measure.

σ = 0.5◦, α = 0.5◦, res: 7,8

σ = 2◦, α = 2◦, res: 6,7,8

σ = 5◦, α = 2◦, res: 6,7,8

(a) denoising results

compressed resolutions: 8

compressed resolutions: 7,8

compressed resolutions: 6,7,8

(b) decompression results

Fig. 5. Processing based on squad lifting scheme

Compression. Testing compression abilities according to proposed compres-
sion method, three levels of compression were proposed, based on removed detail
coefficients from resolution levels 6, 7, and 8 (Figure 5b). To compare decompres-
sion quality, the distance of reconstructed signal after decompression to original
signal is measured (Table 2).

Table 1. Noise reduction results

Noise (σ[◦]) Threshold angle (◦) De-noise details resolutions Distance (radians)

0.5 0.5 7, 8 1.6
2 2 6, 7, 8 5.6
5 2 6, 7, 8 13.3
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Table 2. Compression results

Levels of removed details resolution Distance (radians)

8 0.006
7, 8 0.08
6, 7, 8 1.3

3 Summary

Proposed novel approach to motion data analysis with multiresolution tools for
quaternions provide very promising results in the field of data compression and
noise reduction. Presented technique opens new directions for motion analysis
tools based on the quaternion lifting scheme. Test results were obtained with
help of MDE software, proving that it can be easily adopted for custom research
solutions, increasing their quality and standardising them for cooperation with
other built-in functionality. This makes data analysis simpler and faster. Ad-
ditionally, users can automatically utilise all available computational resources
with help of delivered plug-in. The MDE software, through the idea of rapid
prototyping, provides a new, very fast, and easy to use framework for testing
various algorithms.
Presented motion data decomposition based on lifting scheme and proposed

SQUAD prediction block can be used to create more reliable and descriptive
motion processing tools, used further for motion classification, recognition and
prediction.
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Abstract. Motion capture (MoCap) technology becomes recently often used in 
neurological applications, especially for diagnosis of gait abnormalities. In this 
paper we present several different approaches to compute important features of 
gait abnormalities. This is a continuation of our previous experimental results 
concerning examination of Parkinson’s disease (PD) with bilateral subthalamic 
nucleus stimulation (DBS) patient in the MoCap laboratory. At first, we calcu-
late mean changes of the gait as effects of medication and DBS. We present 
these changes as phase plots suggesting different dynamics in different patients. 
In the second part, we apply AI approach related to application of the Rough 
Set Theory in order to generate decision rules for all our patients and all expe-
riments. We have tested these rules by comparing training and test sets.   

Keywords:  MoCap, Deep Brain Stimulation (DBS), reducts, information table, 
decision rules. 

1 Introduction 

There were already many studies using MoCap measurements for diagnosis of human 
gait abnormalities related to neurological diseases as presented in references [1-4]. In 
these papers several different indexes were proposed and verified on experiments with 
neurological patients. They found that these indices might to be useful in diagnosis of 
neurological gait abnormalities, but different groups used different MoCap platforms 
and therefore algorithms for processing MoCap data were not always consistent. Also 
some indices were specific for patients with different neurological disorders. In our 
previous work, we have computed indexes for neurological gait abnormalities for PD 
patients with DBS [5]. We have found a strong influence of the medication and DBS 
on the decomposition index of knee and hip and hip and ankle. Therefore in the 
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present work we have concentrated analysis on the dynamics of the hip movements 
during the gait. However, the present approach is different as we proposed to use not 
only statistical analysis of certain indexes, but also AI approach base on the rough set 
theory. This new approach not only summarizes actual measurements but also gives 
some strong predictions that might be better than standard indexes [1-4], which also 
predict effects of different therapies for PD patients. As effects of medications and 
DBS are very different in different patients making predictions is very difficult task 
and we present here only the preliminary data. 

2 Methods 

Our experiments were performed on 12 Parkinson Disease (PD) patients who have 
undergone the surgery based on implanting Deep Brain Stimulator (DBS) for improv-
ing their motoric skills. Dr. Kwiek performed surgeries in all patients taking part in 
our tests on in the Dept. of Neurosurgery Medical University of Silesia (MUS) in 
Katowice. They were qualified for surgery and observed postoperatively in the Dept. 
of Neurology MUS [6,7]. Both mentioned above medical departments as well as 
Polish-Japanese Institute of Information Technology (PJIIT) in Bytom are collaborat-
ing, as the group of Silesian Interdisciplinary Centre for Parkinson's Disease Treat-
ment. All experiments were performed in MoCap lab of PJIIT. PD patients  
performed normal walking under four experimental conditions defined by pharmaco-
logical medication and subthalamic nucleus (STN) electrical stimulation (DBS): ses-
sion S1 was related to MedOFFStimOFF, session S2: MedOFFStimON, session S3: 
MedONStimOFF, and S4: MedONStimOFF. 

In the kinematic movement recording set-up were used 10-cameras and 3D motion 
capture system (Vicon). The 3D position of the patient was analyzed based on 39 
reflective markers (tracked at 100 FPS) placed on major body segments: 4 on Head, 5 
on Torso, 14 on left and right side of upper limbs and 16 on left and right sides of 
lower body.   

The structure of data is an important point of our analysis. It is represented in the 
form of information system or a decision table. We define after Pawlak [8] an infor-
mation system as S = (U, A), where U, A are nonempty finite sets called the universe 
of objects and the set of attributes, respectively. If a ∈ A and u ∈ U, the value a(u) is 
a unique element of V (where V is a value set). The indiscernibility relation of any 
subset B of A or I(B), is defined [8] as follows: (x, y) ∈ I(B) or xI(B)y if and only if 
a(x) = a(y) for every a ∈ B, where a(x) ∈ V. I(B) is an equivalence relation, and [u]B 
is the equivalence class of u, or a B-elementary granule. The family of all equivalence 
classes of I(B) will be denoted U/I(B) or U/B. The block of the partition U/B contain-
ing u will be denoted by B(u).  Having in discernibility relation we define the notion 
of reduct B⊂A is a reduct of information system if IND(B) = IND(A) and no proper 
subset of B has this property. In case of decision tables decision reduct is a set B⊂A of 
attributes such that it cannot be further reduced and IND(B) ⊂ IND(d). Decision rule 

is a formula of the form (ai1 = v1) ∧...∧( aik = vk) ⇒ d = vd, where 1≤ i1 < ... < ik ≤ m, 

vi ∈ Vai . Atomic subformulas (ai1 = v1) are called conditions. We say that rule r is 
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applicable to object, or alternatively, the object matches rule, if its attribute values 
satisfy the rule. With the rule we can connect some numerical characteristics such as 
matching and support. In order to replace the original attribute ai with new, binary 
attribute which tells as whether actual attribute value for an object is greater or lower 

than c (more in [9]), we define c as a cut.  By cut for an attribute ai ∈ A, such that Vai 

is an ordered set we will denote a value c ∈ Vai. Template of A is a propositional 

formula vi ∈ Vai. A generalized template is the formula of the form ∧(ai ∈ Ti) where 

Ti ⊂ Vai. An object satisfies (matches) a template if for every attribute ai (ai = vi) 

where ai ∈ A.  The template is a natural way to split the original information system 
into two distinct sub-tables. One of those sub-tables consist of the objects that satisfy 
the template, the second one of all others.  Decomposition tree is defined as a binary 
tree, whose every internal node is labeled by some template and external node (leaf) is 
associated with a set of objects matching all templates in a path from the root to a 
given leaf [10].  

We will distinguish in the information system two disjoint classes of attributes: 
condition and decision attributes. The system S will be called a decision table S = (U, 
C, D) where U are objects, C and D are condition and decision attributes [8]. 

3 Results 

Recordings in four sessions: S1: MedOFFStimOFF, S2: MedOFFStimON, S3: Me-
dONStimOFF, S4: MedONStimON were performed in all PD patients.  The mean for 
all patients UPDRS III were improving with sessions, S1: 53+/- 4 (SE), S2: 35+/-6, 
S3: 22+/-3.5, S4: 18+/-3. Mean duration of three consecutive steps were similar be-
tween sessions: S1: 3.9+/- 0.2s (SE), S2: 3.6+/-1.6s, S3: 3.6+/-1.4s, S4: 3.5+/-1.2s. 
These values are similar to slow walk of the healthy person. In this study, we have 
limited our analysis to x-direction changes in the hip angles for left and right legs 
during three consecutive steady steps of all PD patients.  

A mean of the maximum x-direction hip angles extension (swing phase) for left (L) 
and right (R) sides were symmetric and improved non-significantly between sessions, 
S1: L: 29+/-3 deg (SE), R: 29+/-3 deg (SE), S2: L:32+/-3 deg, R: 33+/-3 deg, S3: L 
:34+/-3 deg, R: 36+/-3 deg,  S4: 35+/-4 deg R: 36+/-3 deg. We also found non-
significant improvements for the x direction hip angle flexion (stand phase) between 
sessions. However, we have observed more significant improvements in the maxi-
mum velocity of the x-direction hip angles extension (velocity in the swing phase): 
S1: L: 123+/-8.5 deg/s, R: 124+/-9.5 deg/s; S2: L: 142+/-6 deg/s, R: 140+/-8.4 deg/s; 
S3: L: 170+/-6.5 deg/s, R: 169+/-9 deg/s; S4: L: 173+/-6 deg/s, R: 174+/-9 deg/s; and 
hip angle flexion speed (velocity in the stand phase): S1: L: 71+/-85 deg/s, R: 75+/-5 
deg/s; S2: L: 82+/-6 deg/s, R: 93+/-6 deg/s; S3: L: 108+/-7 deg/s, R: 127+/-8 deg/s; 
S4: L: 120+/-9 deg/s, R: 120+/-9 deg/s.  

Notice that the most significant increase in velocities was between sessions S2 and 
S3, so it is an effect of medications. On the basis of mean values for all our patients 
we can say that medication as well as DBS are improving patients’ UPDRS and (hip) 
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movements velocities. The L-DOPA medications as well as DBS are well-established 
methods so one would expect such results. However, individual patients are very 
different and even in our small patients populations we have observed significant 
variability of the medication and stimulation effects. Therefore, we would like to 
learn, if we can group effects of medication and DBS therapies of individual patients 
into several categories? 

We have tried two different methods; the first one was related to the dynamical 
system analysis and the second to the machine learning approach. In our first method, 
we have compared phase plots for individual patients in four sessions S1 to S4.  

 

 

Fig. 1. Phase plots of the right against left x direction hip angles during the gait. Stimulation 
and medication extend trajectories and shift them up and to the right 

 

Fig. 2. Phase plots of the right against left x hip angles during walking. Notice a shift down and 
to the left related to the medication with extent of amplitudes and shift down as effect of DBS 
during MedON. 
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We have plotted the movement trajectories in the phase space as changes of the right 
hip x- angles as a function of the left hip angles changes during three steps stable 
walk. We have found different types of attractor changes as effect of medication and 
stimulations, as it is demonstrated on the following figures. 
 

 

Fig. 3. Phase plots of the right against left x hip angles during walking. Notice that for this 
patient effects of stimulation and medications are relatively small. Stimulation alone (S2) does 
not introduce significant changes in comparison to the control (S1). A significant changes in 
trajectories’ amplitude with shift up and to the right are effects of the medication (S3, S4).   

 

Fig. 4. Phase plots of the right against left x hip angles during walking. Notice very similar 
trajectories during sessions S1, S2 and S3. In contrast, interaction of medication and stimula-
tion (S4) strongly shifts trajectories up and into the right, but without changes in amplitudes.    
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Fig. 5. Phase plots of the right against left x hip angles during walking. In comparison to the 
control (S1), the stimulation alone (S2) or stimulation with medication increases magnitude of 
trajectories. But medication alone (S3) even stronger increases the magnitude  and introduce 
trajectories’ shift down and to the left . 

 

Fig. 6. Phase plots of the right against left x hip angles during walking. Notice a shift up with 
relatively small amplitude increase as effect of the stimulation (S2) or medication (S3) alone or 
both together (S4). 

In summary, stimulation and medication generally increase the amplitude and shift 
trajectories related to PD patients walk activity. It is not mainly related to patients gait 
speed, as mean gait durations were similar in all sessions. These plots might give 
basis for the dynamical model of the gait in different sessions but as demonstrated, in 
different patients changes of the particular trajectory are difficult to predict, as they 
are effects of the system complexity and basal ganglia regulatory numerous loops 
interactions. 
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3.1 Rough System Approach 

As described above we have used the RSES 2.2 (Rough System Exploration Program) 
[9] in order to find regularities in our data. At first our data was placed in the decision 
table as originally proposed by Pawlak [8].  In the row there are following attributes: 
P# - patient#, S# Session #, t-time, mxaL/mxaR/mnaL/mnaR – max/min Left/Right 
hip x-direction angles, mxVaL/mxVaR/mnVaL/mnVaR – max/min Left/Right hip x-
direction velocity, and UPDRS III as measured by the neurologist in the last column. 
There are data from two out of 12 patients in the table below: 

Table 1. A part of the decision table 

P# S# t    mxaL mxaR mnaR mnaL mxVaL mxVaR mnVaL   mnVaR   UPDR 

52  1  390    38.6    35.9    3.31    -0.65       1.14      1.55     -0.62        -0.65        52  
52  2  390    36.2    36.0   -0.14     -2.06      1.30      1.65     -0.89        -0.85        23 

52  3  330    44.8    47.9    -5.1      -3.79      2.12      2.25     -1.38        -1.58        13 
52  4   400   43.5    42.9    -3.8      -3.04      1.66      1.82      -1.0         -1.21        27  

53  1  320   17.7    17.0    -6.9      -6.33      1.49      1.32     -0.70        -0.80         53  
53  2   305    23.2   23.3    -1.47    -2.93      1.45     1.50      -0.75        -0.94        23  

53  3  290    32.6    24.3   -6.77    -13.99    1.85     1.87      -1.58        -1.79         10 
53  4   320   2 6.4    20.3   -8.70    -12.81    1.51     1.59      -1.27        -1.32          8  

The last column represents a decision attribute then we can write each row a decision 
rule as following: 

('Pat'=52)&( 'Sess'=1) &('time'=390)& (‘mxaL’=38.6)& … =>('UPDRS'=53)   (1) 

We read this rule as following: if for patient #52 and session S1 and time of his/her 
three steps 3.9 s and max hip x-direction angle equal 38.6 deg and … then his/her 
UPDRS III for this session is 53. 

Therefore we obtain 46 decision rules directly from our measurements, as two 
from our 12 patients did not have all four sessions. The main purpose of our analysis 
is to reduce these rules and to find regularities in our data. There are many possible 
steps as described in [9], below we will give some examples.  At first, we would like 
to make rules shorter and find that they apply to more than one case, e.g.: 

 ('Pat'=60)=>('UPDRS'=9[2]) 2     (2) 

 ('mnVaL'=-0.6756)=>('UPDRS'=32[2]) 2     (3) 

it reads that  Pat# 60 obtained UPDRS=9 in two sessions (eq. 2) and that min velocity 
of the left hip equal -0.6756 (- is related to the direction of gait) was related to 
UPDRS=32 in two cases (eq.3). In order to make rules more effective RSES can find 
optimal linear combinations of different attributes like: 

 'mxVaL'*0.594+'mxVaR'*(-0.804) (4) 

 'mx_aL'*0.046+'mn_aL'*(-0.587)+'mn_aR'*0.807 (5) 



532 A.W. Przybyszewski et al. 

 

and these linear combinations may be added as an additional attributes. Also we can 
use discretization procedure [9] that divides attributes values into non-overlapping 
parts: 

('Pat'="(58.5,Inf)")&('Sess'="(2.5,3.5)"|"(3.5,Inf)")&('mnVaL'="(-0.9803, Inf)") => 
('UPDRS'=32[3]) 3                (6) 

That reads that for patients’ numbers above 58.5 and in sessions S3, S4 min hip veloc-
ity is -0.9803 or above then UPDRS equals 32 in three cases (eq. 6). 

As we have demonstrated above rules determining possible UPDRS are important 
but from patient and doctor points of view, the first message should be if the therapy 
(medication and/or DBS) is effective. In order to find it, we need to correlate our 
measurements with the session number that is related to the specific procedure. In this 
case the session number will be the decision attribute. In this case, we can obtain the 
following more general rules e.g.: 

 ('UPDRS'=52|53|43|56|87|45|58|30|60)=>('Sess'=1[11]) 11  (7) 

 ('UPDRS'=23|13|43|22|39|28|24|81|48|42)=>('Sess'=2[11]) 11  (8) 

 ('time'=440|305|280|365|310)=>('Sess'=2[6]) 6 (9) 

that means that session  S1 (MedOFFStimOFF) is related to high UPDRS in 11 cases 
(eq. 7), in session S2 (MedOFFStimON) UPDRS are generally smaller in 11 patients 
(eq. 8) and in this session (S2) the duration of three steps is between 2.8 and 4.4 s in 6 
cases (eq. 9). We can also find rules in which the duration of three steps are similar as 
in (eq. 10): 

('time'=350)&('Pat'=56|57|62|59)=>('Sess'=4[4]) 4      (10) 

Another important issue is how values of different attributes are changing in different 
sessions and patients. More variability is related to better attribute. Below there are 
two examples for: UPDRS and max hip left angles velocity. 

 

 

Fig. 7. Statistic for UPDRS  

 

Fig. 8. Statistic for max velocity L. hip  

But the main purpose of the ML approach is related to demonstration that proposed 
rules are enough universal to predict results from new patients on the basis of already 
measured patients (test-and-train scenario –[9]). In order to perform such test, we 
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have divided our data set into two parts: one 60% of our data was training set, and 
another 40% was set that we have tested. We have removed decision attributes from 
the test-set and compared them with attributes values obtained from our rules. We 
have used several different algorithms in order to find rules from training-set. The 
exhaustive algorithm [9] gave the best results described as the confusion matrix: 

Table 2. Confusion matrix for different session numbers (S1-S4) 

                Predicted 
 2 3 4 1 ACC 

2 2 0 0 1 0.66 

3 1 0 1 2 0.0 

4 1 3 1 0 0.2 

1 0 1 1 2 0.5 

TPR 0.5    0.0    0.33   0.4  

 
TPR: True positive rates for decision classes, ACC: Accuracy for decision classes: 

Coverage for decision classes: 0.75, 1.0, 1.0, 0.66 and global coverage=0.8421, and 
global accuracy=0.3125. A global accuracy was above 30% that means that we prob-
ably need to use more rules as for example combinations of many attributes or/end 
extend number of measured attributes for our analysis. However problem with this 
approach is that its results depend on which part of our measurements was taken as 
training and which part was tested. In order to test in exhaustive manner or all differ-
ent possibilities we have divided our experimental randomly set into 9 subsets:  

Table 3. Confusion matrix for the UPDRS as the decision attribute 

                        Predicted 
50,69.5 -Inf,29.5 42.5,50 34,42.5 69.5,Inf 29.5, 34 

50, 69.5 0.67 0.0 0.0 0.0 0.0 0.0 

-Inf, 
29.5 

0.0 1.67 0.0 0.11 0.11 0.0 

42.5,50 0.0 0.0 0.11 0.0 0.0 0.0 

34,42.5 0.0 0.11 0.0 0.0   

69.5, Inf 0.0 0.11 0.0 0.0 0.0 0.0 

29.5, 34 0.0 0.0 0.0 0.0 0.0 0.22 

TPR 0.44     0.72       0.11     0.0 0.0 0.22 

 
TPR: True positive rates for decision classes, ACC: Accuracy for decision classes: 

0.44, 0.72, 0.11, 0, 0, 0.22. Coverage for decision classes: 0.44, 0.602, 0.11, 0.11, 
0.11, 0.167 and global coverage=0.6, and global accuracy=0.917. UPDRS decision 
classes: (50, 69.5), (-Inf, 29.5), (42.5, 50), (34, 42.5), (69.5, Inf), 29.5, 34)., 69.5 

Actual  

A
ct

ua
l
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4 Conclusions 

We have presented comparison of the classical dynamical systems, and rough set (RS) 
approaches to process the MoCap data from PD patients in four different treatments. 
We have plotted effects of the medication and brain stimulation on individual patients 
gait trajectories. As these effects are strongly patient’s dependent they could not give 
enough information to predict new patient’s behavior. The RS approach is more uni-
versal as it gives general rules and predictions that cover individual patients reactions 
to different treatments as demonstrated for the UPDRS predictions.  
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Abstract. The method of discovering robust gait signatures containing strong 
discriminative properties is proposed. It is based on feature extraction and se-
lection of motion capture data. Three different approaches of feature extraction 
applied to Euler angles and their first and second derivates are considered. The 
proper supervised classification is preceded by specified selection scenario. On 
the basis of the obtained precision of person gait identification, analyzed feature 
sets are assessed. To examine proposed method database containing 353 gaits 
of 25 different males is used. The results are satisfactory. In the best case the 
recognition accuracy of 97% is achieved. On the basis of classification which 
takes into consideration only the data of the specified segments, the ranking is 
constructed. It corresponds to the evaluation of individual features of the joint 
movements.   

Keywords: gait identification, motion capture, supervised learning, 
feature selection, feature extraction, biometrics 

1 Introduction 

In a motion capture acquisition positions of attached markers on human body are 
tracked by calibrated multicamera system. Thus basic motion data representation 
contains time sequences of global 3D coordinates of the markers. It can be trans-
formed to skeletal model representation with a kinematical chain of a tree-like  
structure. The root object of the tree usually corresponds to lower part of a spine and 
subsequent nodes point to following joints. Thus every pose is described by joints 
rotations and global translation of human body in respect to specified reference frame. 
The rotation are coded by three Euler angles or unit quaternions by default. 

There are two basic approaches of skeleton model estimation [1]. If the markers are 
located in specified anatomical points of a human body, the simple set of geometric 
transformations is sufficient. However such a method is very sensitive even to slight 
markers displacements. That is a reason why preliminary matching of markers and 
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skeleton segments usually is carried out by clustering techniques. It requires a special 
set of movements to be performed by a human, prior to proper acquisition, which 
should take into consideration all degrees of freedom of assumed skeleton model. 

However direct applications of motion capture acquisition in deployed person gait 
identification systems is problematic. It removes one of the most important advantag-
es of gait identification - non-awareness of recognized human and what is more the 
acquisition is time consuming - man has to put special suit with attached makers and 
perform prepared set of movements for the sake of skeleton calibration purposes. 
Thus, markerless motion capture can be utilized. The problem of skeleton estimation 
by such an acquisition in most cases leads to nonlinear high dimensional parametric 
optimization. The skeleton configuration which matches image data in best way has to 
be determined.  Most often used technique to explore configuration spaces are par-
ticle filters. For instance in [2] particle swarm optimization is applied and the ob-
tained mean markers displacement in respect to reference to Vicon motion capture is 
50mm. The price which has to be paid for much convenient acquisition is worse pre-
cision of measurements. Thus application of motion capture in development phase of 
gait identification system is justified. It allows to focus on classification stage without 
influence of acquisition noise and to obtain best possible results. If the classification 
is satisfactory the second stage has to be completed - proper choice and parameters 
tuning of  markerless motion capture. 

The paper presents the method of gait classification based on feature extraction and 
selection of motion capture data. The final recognition is carried out by supervised 
classification. To examine proposed approach gait data collected in human motion 
capture laboratory is utilized. On the basis of obtained classification accuracies fea-
tures spaces are explored and their subsets are evaluated.  It is the main contribution 
of the paper which relates to discovered features corresponding to the most valuable 
individual gait properties. 

2 Related Work 

As described in previous section, motion data is represented as time sequence of pose 
parameters, markers positions or silhouettes. There are three basic approaches to clas-
sification of such a data: feature extraction, dynamic time warping and Hidden Mar-
kow Models. 

In the first approach, features of time sequences are calculated and motion descrip-
tors are constructed. On the basis of obtained feature vectors, subsequent classifica-
tion is carried out - for instance machine learning can be applied. In [3] generic ex-
traction is proposed which utilizes tensor reduction technique by multilinear principle 
component analysis. The final recognition is performed by selected distance function. 
In [4] and [5] four types of features sets and supervised classification are used for 
motion capture data.  In [6] all body parameters are transformed into the frequency 
domain and first two lowest Fourier components are chosen. Afterwards PCA reduc-
tion is applied. 
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In Fourier approach a motion is transformed into frequency domain and first twen-
ty components with the lowest frequencies are taken. The feature set includes the 
module of the complex number, which gives information of the total intensity of a 
given frequency and the phase that points its time shift. Similar like in [5] additional 
representation is constructed by applying linear scaling of the time domain to the 
equal number of 100 frames. In such a case frequency components are more compati-
ble across different recordings, which may be crucial for their efficient comparison 
and classification.  

In the last extraction approach called timeline, the feature set stores information of 
every attribute values as time sequence. The moments in which attribute values are 
taken into the set are determined by the division of the motion into the specified num-
ber of intervals. Timeline motion representation is calculated with sequence of five, 
ten, twenty, fifty and one hundred different time moments 

5 Feature Selection 

The proposed feature spaces are high dimensional. In case of most simple statistical 
extraction feature space contains 414 attributes and for the most complex timeline 
approach with 100 intervals 20700 separate features are determined. The hypothesis 
of useless attributes without discriminative, individual properties can be stated in such 
features spaces. It is proven that irrelevant or distracting attributes to a dataset often 
confuses machine learning systems [15], which may result in worse classification 
accuracy. 

To verify the hypothesis of useless features and to discover the most valuable ones, 
attribute selection is carried out prior to proper classification. Ii is based on the ma-
nually proposed scenarios with feature subsets evaluated on the basis of obtained 
identification efficiency. At the current stage, we have not used automatic selection 
techniques because of the complexity of the problem and to get more interpretable 
results. 

The prepared selection scenarios are as follows. In all cases we selected every 
possible combination of attributes associated with: 

• axis RX, RY and RZ of  the local coordinate system. 
• rotation, angular velocity and acceleration 
• statistical feature sets: mean and variance 
• Fourier feature sets 

o first n Fourier components - low pass filtering, n in the range (1,20), 
o absolute value, phase, real and imaginary parts of complex number 

The extra attribute selection takes into consideration joints of applied skeleton 
model. There is no possibility to examine all their combinations because of limited 
computational power, thus experiments were iterated independently for pose de-
scribed by all joints, reduced to only single one joint  and containing lower and upper 
body parts. Such a division relates to root element location and it is shown in Fig. 2a - 
the lower segments are labeled by green color and upper ones by red. What is more 
the custom combination of angles, containing selected data of direct relationships 
between adjacent segments and their orientation to vertical axis is investigated as 
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presented in Fig. 2b. The combination was prepared according to our subjective ex-
pectations to keep individual gait features. Motion data in this case is aggregated into 
absolute values of angles without distinction of three basic rotations.    

6 Experiments, Results and Conclusions 

The experiments were iterated for all previously described feature sets and their selec-
tion scenarios. What is more additional variants are generated by applied prefiltrations 
containing main cycle detection, linear scaling of the time domain into given number 
of frames and also by ),,( χβα  Euler angles transformation which determines 

aggregated total angle between two adjacent segments according to equation (1). The 
number 100 of frames used in linear scaling was adjusted to roughly approximated 
mean duration of the main cycles.  

 ( )χβαχβαχβα sinsinsincoscoscosarccos),,( ⋅⋅−⋅⋅=angle  (1) 

Because of numerous experiments were required, applied classifiers have to be 
characterized by low computational requirements. That is a reason why k nearest 
neighbors (kNN) [15] and naive Bayes [15] classifiers are chosen. The number k of 
considered neighbors for kNN is in the range <1,10> and for Naive Bayes parametric-
al estimation of normal distribution and non parametrical kernel based one are used. 
To split collected gait instances into training and testing parts, leave one out valida-
tion is utilized [15]. 

Obtained results are shown in Fig. 5, 6, 7, 8 and 9.which present best achieved ac-
curacy of identification expressed by percent of correctly classified gaits in respect to 
specified feature extraction and selection approaches and applied prefiltration. 

The results are satisfactory. Best obtained precision of recognition is 97.1%, which 
means only 10 misclassified gaits of 353. It belongs to first five Fourier components 
calculated for whole set of Euler angles and their first derivates of gaits reduced to 
detected main cycle. 

According to expectations, both main cycle detection and linear scaling improve 
performance of feature extraction and subsequent classification – the former noticea-
ble, the latter slightly, as shown in Fig . 5 and 6.  To achieve maximum possible ac-
curacy of identification. analysis of complete joint description containing three Euler 
angles is necessary. Its simplification to single rotational angle removes some indi-
vidual features. This probably explains unexpected worse results obtained by custom 
angles from Fig  2b. 

The most precise classification is carried out on the basis of Fourier extraction. Be-
side the case of custom angles. timeline extraction is much worse. Simple statistical 
features are suitable for recognition with 95% accuracy, which is even better in com-
paring to much more complex timeline features.  

First and second derivates corresponding to angular velocity and acceleration still 
represent strong individual features. They allow to recognize gaits with 95.4% and 
95.9% precision, respectively, which is only less than 1% worse in comparing to raw 
Euler angles. If the derivates are combined together in a single gait signature accuracy 
increases to 96.3%.  



542 A. Świtoński et al. 

 

 

Fig. 5. Classification results in respect to different prefiltrations and parameters of a skeleton 
data 

 

Fig. 6. Classification results in respect to a different extraction approaches and prefiltrations 

 

Fig. 7. Classification results in respect to different extraction approaches and parameters of a 
skeleton data  

 

Fig. 8. Classification results in respect to derivates and parameters of a skeleton data 
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It is sufficient to persist only first five Fourier components to obtain maximum ac-
curacy. Subsequent ones are more influenced by the acquisition noise, which slightly 
worsens the results.  The single first Fourier component corresponding to mean value 
is efficient only for Euler angles and not for their derivates. It can be explained by 
individual features of a human posture which are reflected by skeleton Euler angles. 
while derivates correspond to the joint movements. 

 

 

Fig. 9. Classification results in respect to selected number of Fourier components and derivates 

On the basis of classification performed by taking into consideration only the data 
of specified joints, the ranking is constructed as shown in Table 1. Very similar high 
precision of identification corresponds to complete set of lower and upper body seg-
ments. According to expectations, the joints which are active during gait as for in-
stance, hip, ankle, and shoulder are top ranked. Bit surprisingly classification based 
on knee joints is much less efficient It also partially explains why results obtained for 
the custom angles feature extraction, which considers knee movements instead of hip 
ones, were much worse than expected. High positions of spine segments are probably 
caused by a human posture abnormalities.  

Table 1. Joint ranking

Prec. Segment 

92,49% UP 

91,91% LeftUpLeg 

91,33% DOWN 

90,75% Spine 

88,44% RightUpLeg 

86,13% Spine1 

81,50% RightFoot 

79,77% LeftShoulder 

Prec. Segment 

78,61% LeftFoot 

76,88% RightShoulder

75,72% root 

71,68% LeftArm 

70,52% RightArm 

61,85% LeftLeg 

57,80% RightLeg 

57,23% Neck 

Prec. Segment 

57,23% LeftHand 

56,07% Head 

53,18% RightHand 

52,60% LeftForeArm 

47,98% RightForeArm 

45,09% LeftToeBase 

38,15% RightToeBase 
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Abstract. We present the architecture of the Motion Data Editor
(MDE) real-time development framework for multi-modal motion data
management, visualization and analysis. There is an emerging need for
such tools due to the capability of recording and computing large number
of motion modalities with high precision, synchronized in time domain.
Such tools should be efficient, easy to use and flexible to apply to vari-
ous data types and algorithms. Proposed Motion Data Editor (MDE) is
dedicated to general data processing, and supports most of the common
functionalities during data analysis. We discuss the most important func-
tional requirements and present selected elements of system architecture:
core data types, functionality and processing logic elements. The MDE
with Human Motion Laboratory (HML) and cloud based Human Motion
Database (BDR) [3] constitute collaborative environment for acquisition
and analysis of multi-modal synchronized motion data for medical re-
search and entertainment.

Keywords: software architecture, c++ , generic programming, vari-
ant type, data flow, continues integration, plug-ins, data analysis, data
processing.

1 Introduction

There are many solutions dedicated to general data processing, but most of them
are either too specialised and limited for particular applications (biomechanics,
medical imaging), or general enough, but offering poor efficiency. This forces the
development of dedicated applications that fit particular research projects needs,
where very often similar functionality is shared among different applications and
only data types with algorithms are different. This leads to lack of compatibility
between many tools, error propagation during data processing and other disad-
vantages. We propose an universal solution, offering flexibility in managed data
types with efficiency in data processing, standardizing most common operations
and functionalities present during data analysis.
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1.1 Data Processing Procedure

Figure 1 presents generalized data processing pipeline. We distinguished five in-
dependent steps:

1. Browse – search for data available for analysis and processing;
2. Load – data extracting by allocating required resources and normalize data;
3. Process – operating on data with various algorithms;
4. View – data observing at different perspectives, making decisions about

further analysis and processing steps;
5. Save – storing results for further analysis, potentially share them with other

users.

Such pipeline, or its parts, can be found in almost any kind of data processing
oriented software, although depending on the application purpose and internal
realisation, those steps can differ significantly. Most of underlying functionalities
are shared across applications, encapsulated with different user interface (UI).
Providing general architecture, dedicated to such processing pipeline should al-
low to apply it for any kind of data and algorithms, reusing those common
functionalities. This allows to limit costs and time, focusing on developing and
testing essential analysis tools instead of creating once again similar software or
looking for new tools for particular application and learn them from scratch for
this single case.

Browse Load Process View Save

Fig. 1. Generalized data processing pipeline

1.2 Requirements for Multi-modal Data Processing Software

Before we present the architecture and functionalities of MDE software, we want
to introduce basic requirements, that tools oriented on data processing should
provide. Table 1 presents the most important features of such applications, guar-
anteeing standardization for performed experiments and developed analysis algo-
rithms. This should lead to easier knowledge exchange between team members,
allow to reuse already developed algorithms in other approaches increasing over-
all productivity.
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Table 1. Data processing software functional requirements

Requirement Description

Support for any data type Various applications require using specific data types,
users should be free in defining and using their custom
data types

Unified time management
for time indexed data

Shifting, scaling, splitting or merging in time domain
should be provided ensuring their efficiency

Standardized and efficient
data management

Loading large data sets requires careful memory manage-
ment and fast data access

Generalized data loading
and normalization

Data from various sources (containers) must be extracted
and converted before analysis

Support data viewing Data can be viewed at different perspectives nearby other
data types and instances

Expandable with user solu-
tions

Software must be flexible for new, user specific function-
alities

Utilization of available com-
puting resources

Efficient data processing should use all available comput-
ing resources to limit time required for various tests and
experiments

Simple data processing
pipelines composition

Tool should provide easy mechanism for creating complex
processing pipelines and allow to reuse them in the future
or store as an independent processing components

2 Motion Data Editor

Motion Data Editor (MDE) is a software developed at Polish-Japanese Institute
of Information Technology (PJWSTK) in Bytom (Poland). Originally it was
designed to support clinicans in viewing medical data for diagnosis of various
human movement disorders. It has been re-organised and re-factored to become
a general purpose data processing software.

Architecture. Architecture of MDE is designed to support data processing
pipeline presented in Figure 1. Additionally, proposed functionality and logic
realise most common operations during data analysis. Figure 2 presents an
overview of MDE architecture.

Introduced data types were proposed to create an abstraction layer for uniform
data management for strongly typed C++ programming language [5], standard-
ize time index data and system specific operations.

Data Types. Among various data types especially two should be described in
details:

– ObjectWrapper,
– DataChannel.

ObjectWrapper type is a generalised approach to variant type in C++.
DataChannel is a generic approach to data indexed with time.
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Fig. 2. MDE architecture

ObjectWrapper. To provide uniform data management in strongly typed C++
programming language a dedicated ObjectWrapper type has been proposed. It is
based on generic programming [18] and RTTI mechanism (typeid and type info)
offering runtime type information about encapsulate data with its hierarchy. To
make ObjectWrapper applicable for any valid data type in C++ it is based on
policies [1,11,10], allowing to customize pointer type storing the data, cloning
functionality and for the inherited types their hierarchy information. It simplifies
querying data about particular types. Additionally ObjectWrapper offers the
functionality of lazy initialization, acquiring resources for encapsulated data on
data extraction and meta-data information. The whole application architecture
is based on ObjectWrapper functionality.

DataChannel. Dedicated type was designed for uniform time indexed data
management. DataChannel provides functionalities for treating discrete time
data as continuous in time domain by introduction of specialized interpolation
methods. It also allows to extend data with time property, saving memory when
data is used in different time contexts. Data access according to time is optimized
for channels with equally spread time samples. Moreover, when access to data for
time values outside of the DataChannel is required, it is possible to use various
built-in extrapolation techniques:
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– exception. An exception is thrown on querying time index values outside
of the DataChannel time range;

– border copy. First or last values are returned, depending on queried time
index value;

– periodic. Queried time index value is truncated to mimic data periodic
behaviour.

2.1 Functionalities

MDE provides many built-in functionalities supporting data processing and anal-
ysis procedure. They offer out-of-the box solutions for common operations, usu-
ally implemented from scratch in each dedicated software fit for particular need.
Among many features, several are worth to be mentioned briefly:

– threads management with thread pool concept [9];
– optimal computing resources utilization with job manager approach [19];
– system status logging through dedicated hierarchical log mechanism;
– standardized file system operations;
– dedicated plug-in system [6];
– standardized UI [2].

All those components introduce an universal abstraction level for operating
specific operations, making MDE software a cross-platform tool.

2.2 Processing Logic Elements

Based on presented data types and functionalities the architecture of MDE was
decomposed to independent elements supporting particular stages of discussed
data processing pipeline. The main goal was to provide a flexible system, easily
expandable with users‘ custom functionalities and data types, handling any kind
of data source in an uniform manner. Figure 3 presents five processing logic
elements: Parser, Visualizer, DataSource, Service and Plug-in.

Fig. 3. Processing logic elements
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DataSource. To allow users to load data from various sources a dedicated ele-
ment DataSource was introduced. It is responsible for connecting to the source
and browsing the content of the source with its specific perspective to present
user data for potential analysis. Once user chooses the data of interest, Data-
Source delivers the data in its specific container, unpack the container, finally
load the converted and normalised data to application. As most of the data are
stored in form of files or provided with some kind of streams, MDE offers a ded-
icated mechanisms for automated handling such types of containers. They are
based on functionalities of Parsers.

Parsers. Parser objects are propose to extract particular data types from a
given file format or stream. Sometimes only a portion of data stored in a con-
tainer is required, therefore it might be more efficient to skip other data knowing
the container format structure and properties. As an example one can point out a
video file, where audio and image can be used independently, considering speech
analysis and image processing. Therefore proposing two Parsers for video file
format seems to be reasonable, giving user greater flexibility in choosing data
of interest from containers. With Parsers user can extend MDE to handle new
data containers.

Visualizers. Various data types can be observed from many perspectives. To
simplify procedure of viewing the data and standardize it, Visualizer objects are
proposed. Their main task is to manage presented data in form of data series,
where user can add and remove more data to scene of the Visualizer to compare
them visually, depending onVisualizer capabilities. The same data can be viewed
in many Visualizers showing its various perspectives (i.e. 2D plot and 3D scene).
With help of Visualizers user can introduce new data perspectives for any kind
of handled data types in MDE.

Service. Although MDE provides many useful functionalities for the most com-
mon operations in general data processing pipeline, it may happen that in par-
ticular specific cases some additional and specialised tasks are repeated in this
process. To allow users application extension with completely new functionali-
ties, Service object service was proposed. This is a very general concept of an
element capable to handle any kind of new functions in MDE, having access
to almost all application resources and having highest privileges among already
presented logic elements.

Plug-in. Plug-in system simplifies and standardize extending application with
new data types and processing logic elements. It is responsible to initialize prop-
erly the environment for each loaded component, embed it to application logic
and control its general behaviour. Additionally, Plug-in system verifies compat-
ibility of the Plug-in itself with application - if their interfaces match and they
were built with the same external libraries versions.
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Fig. 4. Types of visualizers from MDE (from top to bottom): 2D Visualizer with motion
trajectory, 3D Visualizer with kinematic and GRF data, Video Visualizer with front
camera view
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2.3 Centralised File Data Storage

Considering team work and data sharing among team members a dedicated
service was developed. It is based on a dedicated data base, file transfer proto-
col (FTP) and web services, introducing a centralised, efficient, well organised,
secure and flexible storage for various data stored in different files formats. Data
can be organised in more abstract structures, extended with some additional
meta data and properties. Access to data can be configured individually for
each user or all groups of users. Technical details of assumptions, used data
structures and database have been outlined in [3]. For MDE exists a dedicated
plug-in with a data source supporting this technology. It allows browsing the
data, downloading it, unpacking and loading to application for analysis.

2.4 Visual Programming - Data Flow Processing Framework

Visual programming concept was developed to simplify process of software cre-
ation by manipulating graphically logic blocks, instead of writing their equivalent
code.

Fig. 5. An example of Visual Data Flow enviroment for MDE
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As the final element of our system architecture we decided to provide users
with similar visual programming environment, despite processing model and
logic, to simplify and speed up process of data flow [4,7,8] creation. It allows users
to dynamically create new data flows without need of writing new fragments of
code and compilation procedure, based on delivered nodes functionality (see in
fig.5). They can now define and launch data flows without any knowledge about
programming. Visual data flow environment supports user in creating data flow
by presenting graphically available nodes. It guides users, how particular nodes
can be connected according to basic model rules and data types compatibility.
Required and dependent pins are marked graphically with different styles to
point out user places in the model, where connections are still required to make
model complete. In the end any model verification failures are also presented to
the user, with detailed description of elements and actions leading to fix those
problems.

3 Conclusion

We see a great potential in presented modular system especially visual program-
ming for multi-modal spatio-temporal data processing, therefore many new ideas
were introduced for its possible applications. MDE is used with success for such
research areas like presented in [15,16,17]. Additionally, we see a great potential
in applying MDE for work presented in [12,13,14]. Two major solutions cover
topics of utilizing GPU computational power and scheduling and distributing
work in clusters environment. Because of modular structure, and good separa-
tion from external libraries, we are going to fast migrate our system into cloud
based scalable environment for multi-modal big data processing, with clients
based on mobile solutions.
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Abstract. Presented is the 4GAIT, a group of multimodal, high quality
Reference Human Motion Datasets. The described in this article Mul-
timodal Human Motion Lab provides a comprehensive environment for
multimodal data acquisition, management and analysis. Introduced is a
proposed PJIIT Multimodal Human Motion Database (MHMD) model
for multimodal data representation and storage, along with Motion Data
Editor – a toolkit for multimodal motion data management, visualization
and analysis. As an example a group of three synchronized, multimodal,
motion datasets using MHMD model: 4GAIT-HM, 4GAIT-Paarkinson
and 4GAIT-MIS are described.
Comparing to the currently available HumanMotion Datasets, 4GAIT

offers multiple data modalities presented within a unified model, higher
video resolution, and larger volume of motion data for specific medical
tasks, which better fulfills the needs of medical studies and human body
biomechanics research.

Keywords: multimodal acquisition, reference human motion, clinical
gait analysis.

1 Introduction

Human motion, or motion capture, data describes articulated human body mo-
tion in three dimensions. The usual form of the description is a time series
consisting of vectors of joint angles plus root position, with respect to a defined
skeleton. Human motion data is used in biomechanics, sports, human factors
and ergonomics, entertainment, robotics, computer vision research, gait analy-
sis, biometrics, human-computer interfaces, multiple subfields of medicine, such
as orthopedics, orthotics, prosthetics, characterization and diagnosis of move-
ment impairments and rehabilitation, and many other applications.
Human motion databases have been constructed by research and industrial

centers to serve as reference sets for research studies or as human motion reposi-
tories for applications, such as animation in video games or film. These databases
usually contain metadata such as the names and descriptions of actions, gender
of actors or parameters of the acquisition configuration, and additional signal
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information associated with the motion data. The nature of such additional sig-
nal information depends on the needs of applications for which the database is
intended. Audio data is useful for studies of expressions, behavior or emotions,
video from single or multiple cameras is needed in computer vision research,
force measurements are used in studies related to sport, biomechanics, gait,
ergonomics or in rehabilitation, electromyography (EMG) signals may be re-
quired in study or diagnosis of neuromuscular diseases and movement disorders,
research in prosthetics, biomechanics and robotics and in rehabilitation. If addi-
tional signal information is associated with the motion data, the issue of signal
synchronization appears. This issue is not usually present in case of metadata.
The additional signal information is most useful if the additional signals are
synchronized with the motion data signal. The signal synchronization should be
as precise as possible, since more precise synchronization leads to more accu-
rate modeling of relations between the signals, for example the relation between
the signal from a sensor that measures forces between a foot and the floor and
the acceleration of a body part computed from the motion data. The signal
synchronization should be provided by the data acquisition hardware.
This article describes a system for acquisition of motion data and other sig-

nals that is used in Human Motion Laboratory (HML) of the Polish Japanese
Institute of Information Technology (PJIIT) in Bytom, Poland, and databases
created using this system. Many publicly accessible motion databases existed be-
fore the HML system was built. The list below is representative of such motion
database, although it is not exhaustive.

1. CMU Mocap database [1] is an extensive motion data set used in many
research projects. It contains more than six hours of full body motion data
in 2605 motion clips, organized into a hierarchy of activities and actions
that were recorded from 144 subjects. The activities include single person
motions and interactions with environment, and two people interactions.

2. CMU Multi-Modal Activity Database (CMU-MMAC) [2] contains
multimodal measurements of subjects performing tasks related to cooking in
a specially built kitchen. The database contains associated video with maxi-
mum resolution 1024 x 768, audio, and signals from accelerometers attached
to the body. The main dataset consists of data from 43 subjects cooking five
recipes, the anomalous dataset consists of data from three subjects cooking
five recipes.

3. CMU Motion of Body (MoBo) database [3] is focused on human gait. It
contains four walking actions, described as slow, fast, inclined, and carrying
a ball, which are performed on a treadmill by 25 subjects. The data contains
only video recorded from six cameras placed around the subject. The main
goal of this dataset was research on biometric identification of humans from
their gait characteristics.

4. IEMOCAP Database [4] from University of Southern California is ori-
ented towards human communication and expression of emotions. Its motion
data is recorded from face, head, hands and torso. The dataset contains a
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large number of emotions performed by ten trained subjects. The motion
data is associated with audio recordings.

5. HumanEva Database [5] main objective is to provide ground-truth data
computer vision research, specifically, for testing and evaluation of pose es-
timation and motion tracking methods. Associated signal data are video
sequences synchronized with the motion capture data. The video resolution
is relatively low, the highest resolution is 659x694. The dataset contains six
actions performed by four subjects wearing natural clothing.

6. HDM05 MoCap Database at the Hochschule der Medien [6] consists of
1457 motion clips that represent 100 action classes, performed by five actors.
The set for each action class contains between 10 and 50 clips. The goal of
the dataset was research on analysis, synthesis and classification of motion.

7. SMILE lab Human Motion Database [7] consists of five subsets: the
praxicon containing around 350 actions of the same subject, the cross-
validation dataset of 70 actions performed by 50 subjects, the generaliza-
tion dataset that contains samples of nine action classes each sample of the
same action performing it differently, the compositionality dataset contain-
ing complex actions each composed of two or three simple actions, and the
interaction dataset consisting of 150 actions performed by two interacting
subjects. The goal of the database is research on analysis and synthesis of
motion.

8. Korea University Gesture (KUG) database [8] contains actions per-
formed by 20 actors of different gender and age. The set of actions contains
14 typical, normal motions such as sitting on a chair and walking, 10 atypical
actions such as falling, and 30 gestures representing answers or instructions
such as yes, no, pointing, or selecting a number. The goal of the database
was to serve as reference in research on gesture recognition and people track-
ing. The motion data is associated and synchronized with video data from
multiple stereoscopic cameras looking at the action from different directions.

9. Human Identification at Distance (HID) database [9] at Georgia Tech
contains gait data recorded from 20 subjects indoor and outdoor. The goal of
the database is gait recognition and identification of people from character-
istics of their walk. The motion data is associated with video data recorded
from different distances and angles.

10. ICS Action Database [10] at the University of Tokyo contains 25 action
classes with five motion samples representing each class. The data samples
are annotated on a per-frame basis, such that a frame can be a part of more
than one action class. The goal of the database is to serve as reference for
research on human action segmentation and recognition.

The creation of Human Motion Laboratory at PJIIT and the subsequent
activity in building human motion databases was motivated by a plan to work
along multiple aspects of human motion, collaborating with other institutions in
multidisciplinary groups in three main directions: medical, entertainment, and
research in computer vision, biometrics, and motion analysis and synthesis. This
objective imposed a tough set of demands on the acquisition system. The vision
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research required video data of high quality synchronized with motion data, the
medical research needed additional measurement modalities such as force and
EMG, also synchronized with motion. The entertainment applications, such as
animation for videogames, demanded highest quality motion capture data. None
of the available databases possessed the required combination of modalities or
the quality of video and motion capture that was possible to achieve at the time
when the project has begun, and the obvious solution was to build a new lab –
the HML described in the next section.

2 Laboratory

A multimodal laboratory for motion analysis – Human Motion Lab allows for
simultaneous measurement of a number of patient motion parameters. It en-
ables acquiring of motion data through simultaneous and synchronous measure-
ment and recording of motion kinematics, muscle potentials, ground reaction
forces and video streams. Owing to that there occurs the opportunity for spatio-
temporal correlation between the video sequences, values of angles, forces, mo-
ments of forces, powers in selected joints (one or a few), potentials of muscles
determining their activity and ground reaction forces.

3D 
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Fig. 1. An example of trial from dataset 4GAIT-HM. Simultaneous visualization of
data from mocap, video stream, ground reaction forces, trajectories of joint angles and
electromyographic signals with visible contractions of muscles.
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HML takes measurements used in orthopedics and rehabilitation and coop-
erates with the major medical centers in Poland, developing the laboratory’s
research methods and work techniques.
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Fig. 2. Camera setup for 4GAIT data acquisition

Basic equipment of the laboratory includes:

- Vicon’s Motion Kinematics Acquisition and Analysis System equi-
pped with 10 NIR cameras with the acquisition speed of 30 to 2000 frames
per second at full frame resolution of 4 megapixels and 8-bit grayscale.
- Noraxon’s Dynamic Electromyography (EMG) System allowing for
16-channel measurement of muscle potentials with non-gel electrodes in com-
pliance with the SENIAM guidelines. For the purposes of registration 4GAIT
datasets containing EMG , have been defined four measurement configura-
tions (see fig. 3).
- Kistler’s Ground Reaction Force (GRF) Measurement System used
for measuring ground reaction forces with two dynamometric platforms with
measurement ranges adjusted to gait analysis research. The system measures
forces with equal accuracy on the entire surface of the platform in a mea-
surement range not smaller than 5 times the body of an adult person for
dynamic function research. The system has a 6-meter path masking two
platforms situated in the middle of its length.
- A system for simultaneous multi-camera video image recording
equipped with Basler’s cameras that allows for simultaneous image
recording from all the cameras in Full HD and lossless video recording.
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Fig. 3. EMG measurement configurations for the purposes of registration 4GAIT
datasets

The system uses color video recorders using the GigE Vision standard and
industrial lenses.
- A system for scene lighting composed of 40 independent light points
with fluorescent lights with color temperature 5400K and ballast frequency
> 35000 Hz.

Hardware Synchronization
MX-Giganet Lab is responsible for hardware synchronisation during data acqui-
sition from base systems. Our MX-Giganet Lab is equipped with Analog ADC
Option Card for connecting up to 64 analog channels in simple Vicon MX T-
series system with a single primary MX Giganet.The analog ADC card is a
64-channel device for generating 16-bit offset binary conversions from analog
sources.The maximum rate at which we can sample data via the ADC card
is 192000 samples/second (192 kHz) for one channel configuration and 3000
samples/second (3kHz) for 64 channels configuration. So for simultaneous data
acquisition from GRF and EMG, sample rate is equal to 3 kHz. To incorporate
a Basler GigE camera in a T-Series system for hardware based synchronization
of simultaneous data acquisition our four Basler GigE Cameras are connected
by four Powered Sync Outputs in MX Giganet Lab.

3 Databases

The PJIIT Multimodal Human Motion Database (MHMD) consists various
datasets of time synchronized and calibrated data from: optical high resolu-
tion motion capture system, high definition cameras from multiple views, two
dynamometric platforms and dynamic electromiography system. In this paper
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we focus on 4GAIT type datasets, each containing a human gait data with regis-
tered up to four types of modalities at the same time. Each presented dataset has
the same uniform structure with the following hierarchy Subject → Session
→ Trial → Segment. Subject identifies a subject of motion. Session describes
measurement sessions for a given subject. Trial identifies trials which may be
done by a subject during a single session. Each instance of multimodal trial is
composed of one C3D file containing (kinematic and kinetic motion parame-
ters) up to 4 video streams and configuration files. Segment describes a part of
the trial sequence distinguished based on some criteria of interest. At each level
of this hierarchy it should be possible to assign instances to categories and to
equip them with custom attributes. Technical details of assumptions, used data
structures and database have been outlined in [11].

Table 1. The summary and origin of presented datasets

Dataset Name Modalities Summary of the project
4GAIT-MIS 4 video streams (25 fps,

1920x1080), motion capture
(100 fps)

Novel commercializable technol-
ogy and industrial grade software
for a scalable cloud-based video
surveillance system with advanced
video analysis functions that in-
clude object or person tracking over
extended range and time, identifica-
tion of people, activities and behav-
ior, and automatic learning.

4GAIT-Parkinson 4 video streams (25
fps, 1920x1080), mo-
tion capture(100 fps),
EMG(EMG LB 3), GRF

Diagnosis of Parkinson’s disease,
the correlation of UPDRS with mo-
tion descriptors. Evaluation of the
drug influence and stimulation.

4GAIT-HM 4 video streams (25
fps, 1920x1080), motion
capture(100fps), EMG
(EMG UB 1, EMG LB 3,
EMG FB 1), GRF

System with a library of modules
for advanced analysis and an inter-
active synthesis of human motion.

4GAIT-MIS. The main goal of this dataset is research on biometric re-
identification of humans from their gait characteristics.The dataset contains
walking actions which are performed by 33 subjects aged 25-35 years. The ac-
tors are dressed in skin-tight red, green, orange or blue T-shirts and black mocap
trousers. Each new recording session is preceded by an empty scene. Video cam-
eras are positioned at the same height in the greatest possible distance from the
center of the stage (see fig. 1).

4GAIT-Parkinson. The main goal of this dataset is research on gait recogni-
tion and identification of PD patients symptoms and stage of the disease pro-
gression. In the future multimodal tests should lead to automation of patients’
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Fig. 4. An example of trial from dataset 4GAIT-MIS. Simultaneous visualization of
data from mocap and four video streams.

disease stage assesment without doctor participation and replace subjective UP-
DRS measure by ”golden neurologist”. Participants performed 12 tasks under
four experimental conditions called sessions. Medication ON/OFF means that
patient was with/without drugs during the session. Stimulation ON/OFF means
that patient was with stimulator turned on/turned off during the particular ses-
sion. Each session groups the following tasks: sway, gait/tandem gait, turnover,
walk at normal/fast speed, heel to toe walk in a straight line, sensomotoric test
related to tracking light spots, pulling back test, arizing from chair and leg agility
test. During the sway task participants stood motionless on force platform with
hands lowered at both sides and feet together, once with eyes open (EO), once
closed, (EC). The experiment has been performed two times for EO and EC.
Duration of one test is 30 s; between attempts was a rest period. The scope of
interest has been marked on the paper covering the platform, to ensure the same
position between successive attempts. In the case of EO study, patients looked
at the sign “x”, located 1.6 m above ground and 2 m in front of them. This
sign was surrounded by a black circle with a radius of 18 cm. The final dataset
contains 1781 trials (including 803 trials of gait) grouped in 12 tasks which were
performed by 18 subjects - 14 males and 4 females.

4GAIT-HM. The main goal of this dataset was to investigate the relationship
between the kinematics and kinetics of 34 patients with diagnosed coxarthrosis
(10 subjects), knee arthrosis, degenerative spinal disorders (19 subjects), stroke
(4 subjects) and arthritis (1 subject). The final dataset exceed 1144 trials of gait
which were performed by 23 males and 11 females.
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4 Applications

Datasets 4GAIT presented in this paper, still growing. The frequent and regular
measurements are collected and organized in the cloud based Human Motion
Database. A client application software, Motion Data Editor (MDE), en-
ables access to datasets in natural way, visualization and processing of data from
any number of multimodal measurements simultaneously and synchronously. It
supports dozens of industrial formats used for medical data storage. The applica-
tion has modular structure, that enables simple extensions of its capabilities with
a dedicated plugin system. MDE uses an intuitive data flow approach involving
data sources, processing modules and data visualization sinks. Processing mod-
ules perform appropriate data manipulations such as filtering and transforming
data. MDE allows the user to easily swap and extend modules. The developed
system demonstrates features that benefit medical informatics applications. It
provides centralized storage for medical data and associated descriptions, allows
users to exchange data, giving them a possibility to consult and discuss spe-
cific cases. Users are able to filter the data and manage filters themselves. This
stage supports browsing, viewing, processing and comparing data records. More
information can be found at http://hm.pjwstk.edu.pl/mde. During last 3 years
the research on motion analysis have been conducted. Eventually one group of
researchers utilized and second group extended existing datasets. In [12] the
4GAIT-HM dataset was extended by 90 gaits coming from 15 different patients
– 7 of them with diagnosed coxarthrosis on the basis of an earlier different exam-
inations and 8 of them without coxarthrosis. This dataset has been extensively
used by [13], [14], [15], [16] for gait based re-identification. At the same time
4GAIT-MIS has been used by 3D inference research in [17], [19] and multiscale
processing performance for motion capture in [18].
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Abstract. Expansion of capabilities of intelligent surveillance systems
and research in human motion analysis requires massive amounts of video
data for training of learning methods and classifiers and for testing the
solutions under realistic conditions. While there are many publicly avail-
able video sequences which are meant for training and testing, the exist-
ing video datasets are not adequate for real world problems, due to low
realism of scenes and acted out human behaviors, relatively small sizes
of datasets, low resolution and sometimes low quality of video.

This article presents VMASS, a dataset of large volume high def-
inition video sequences, which is continuously updated by data acqui-
sition from multiple cameras monitoring urban areas of high activity.
The VMASS dataset is described along with the acquisition and contin-
uous updating processes and compared to other available video datasets
of similar purpose. Also described is the sequence annotation process.
The amount of video data collected so far exceeds 4000 hours, 540 mil-
lion frames and 2 million recorded events, with 3500 events annotated
manually using about 150 event types.

1 Introduction

The intelligent event recognition is one of the most important issues of com-
puter vision [2–7]. To construct Intelligent Video Analytics systems massive
video datasets with annotations are necessary, as training and test data for
machine learning processes. The following criteria can help to assess usefulness
of a video dataset towards a particular task: realism, quality described by multi-
ple parameters, variety of stored events and actions, actors, scenes and external
conditions, and the annotation method.

Realism of dataset is a property of recording not pre-arranged events in a not
pre-arranged scene, where subjects are incidental and not conscious of being
recorded. This property relates to the degree of how well the recorded data
represents the real world. System trained on non-realistic dataset usually fail in
the real world. Few existing datasets satisfy this criterion, since most rely on a
small number of actors performing pre-arranged actions [1, 4] or use movie scenes
[2]. The datasets that possess this property are [5], CAVIAR [8] and VIRAT [3].
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Quality of a video dataset can be represented numerically by parameters: image
resolution, image or video compression level and the number of frames per second
(FPS). Within the bounds of present technology, a good quality video dataset
will have Full HD resolution (1920x1080), compression corresponding to JPEG
10-20% level without motion compensation and at least 18 FPS. An example of
a good quality video dataset is VIRAT [3].

Variety of conditions relates to how broad are the ranges of conditions or
parameters within which the system operates or represented objects. It includes
the quantity of events or actions, the number of actors and scenes (in background
object appearance and activity aspects), the external conditions such as as sea-
son, time of day, weather, illumination or stability of the background. Lack of
variety in existing datasets is usually represented by short recording time, small
number of pre-arranged scenes and actions performed by few actors, or clear
weather and good illumination.

Annotation method effects the usefulness of the dataset as training and test
data. Multiple types of annotations are needed: (1) Annotation of time segments;
(2) Annotation of objects as used by by KTH [1], Weitzmann [4] or TRECVID
[9]; (3) Multiple annotations of objects as in Virat [3]; (4) Hierarchical annota-
tions, for example an action divided into smaller structures (the authors don’t
know of its use before VMASS).

Calibration of a view in a video dataset, or camera calibration, concerns the
information that makes possible to relate geometrically different views, different
cameras and assess true object sizes. While calibration may not be necessary for
a dataset with a single view, such as most of the existing datasets, it becomes
critical with video segments from different cameras or multiple views. Obtaining
the calibration information under minimal operator’s involvement is not trivial,
but even more difficult is a continuous computing of the calibration parameters
with cameras in motion. VMASS contains calibration parameters for every
view, that are computed in real time during the acquisition.

Size of a video dataset can be expressed by several parameters such as: (1) size of
data (GB); (2) length of the recording; (3) number of frames. Existing available
datasets range from several to under 100 hours, while VMASS contains more
than 4.000h of video data.

2 VMASS Dataset

The Polish-Japanese Institute of Information Technology (PJIIT) in its Bytom
branch conducts research in the areas of human motion analysis and video based
activity recognition. As most projects are based on machine learning techniques,
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large amounts of video data are needed for the training and testing. The VMASS
system and the acquired massive video dataset were build to fulfill this need.
The following subsections describe properties of the VMASS system within the
guidelines of the criteria introduced in Section 1.

2.1 Realism

The cameras used for vision data acquisition were located in the center of By-
tom, Poland. The acquisition system collects video data, outdoor, recording real
situations without any control of the scene or events. This classifies it as a high
Realism system according to the criteria described in Section 1.

Fig. 1. A typical VMASS video frame as an example for data realism

2.2 Quality

The four video cameras used for the acquisition of video dataset are High Def-
inition IP auto-dome cameras made by Axis Communications, model Q6035E.
Technical details of this equipment are:

– Image sensor resolution: p1080 (1920 x 1080)
– Zoom scale: 1x - 20x
– Pan / Tilt position setting precision: about 0.01 deg.
– Frame rate in various resolutions: 1920x1080 MJPEG: 25fps; 1024 x 768: 50

fps; 640 x 480: 50 fps.

An important part of acquisition process is the efficient delivery of video data
to a storage center. This task is being realized by optical and 6th category level
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Fig. 2. VMASS video acquisition network

copper network connecting all cameras with CVL with guaranteed bandwidth
on level 1GBps.

The quality of the acquired data depends on image resolution, frame-rate
and inversely on the compression level. The video parameters of the recorded
sequences are: resolution 1920 x 1080, frame-rate 18-27 fps, JPEG compression
on 10-13%, video compression: no compression of motion areas (see detailed
description in next section). Six to eight hours of video per day are recorded
from each camera.

2.3 Variety of Conditions

Variety of conditions in the VMASS system is illustrated by examples in
Figure 3.

Fig. 3. Variety of conditions in the VMASS
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The range of conditions used in the VMASS dataset is shown in Table 1.

Table 1. Variety of conditions in the VMASS dataset

Condition type Range Examples

event 1 – 150 walk, talking, bicycle, run, run away, photograph,
play, sit, downfall, get out of building, carry lug-
gage, waiting, smoke, phone,...

actor 1 – 40 man, woman, pair, threesome, group, crowd, dog,
luggage, car, truck, excavator, ...

scene 1 – 52 market square in bird-eye like view, church en-
trance, supermarket entrance, fountain, open-air
cafe, road crossing, trees, street, building en-
trance, ...

External conditions

seasons 1 – 4 spring, summer, fall, winter

day times daylight morning, noon, evening

weather any sunny, windy snowy, rainy, cloudy (many level of
cloud cover),...

illumination visible depending on weather conditions, daytime, season
and so on.

background stability 0 - moder-
ate motion

stable,camera in motion, appearing and disap-
pearing objects in background, birds, leafs, rain-
drops, etc existing in background.

2.4 Annotation Method

The annotation method of VMASS can be described as Hierarchical, Parallel,
Multidimensional and Flexible (HPMF).

Hierarchical means that each annotation can have sub-annotations and each
of them sub-sub-annotations and so on (e.g. event ”meeting” can have sub-
annotations: ”greetings”, ”chat”, ”walk away” and ”greetings” could have sub-
annotations: ”waving”, ”handshake”, ”kiss”). This annotation tree could be as
deep as needed.

Parallel means that on the same time and the same object different set of
annotations can be defined. (e.g. given person could attend an event ”meeting”
with person A and event ”jostle” with person B; in the same time other two
persons can attend event ”play”). It means also, that one event could contain
more than one tag of each dimension.

Multidimensional means that one event/action could be annotated in several
perspectives (called dimensions) with different tags. For each dimension there
is defined other tag set. Such annotations are 4-dimensional (action, behavior,
actor and scene).
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Flexible means that depth of annotation hierarchy is unlimited, dimension
count and tags dictionary for each dimension can be modified.

A software system for adding the annotations to video sequences called Anno-
tation Editor has been developed at PJIIT Bytom. Figure 4 shows a snapshot
of the Annotation Editor window.

Fig. 4. Screenshots from acquisition application

On the left side of the screen starting from the top:time-line (white); Annota-
tions (blue bars mean not selected and red bar means selected); Sub-annotation
of selected annotation - green bars below selected activity.

Rectangular windows: Red window - Selected motion areas (could more then
one); Blue window - motion areas not connected with selected activity; Green
window - motion areas connected with selected activity.

2.5 Comparison to Other Datasets

Results of comparison between VMASS and other published datasets are sum-
marized in Tables 2, 3, 4 and 5.

Table 2. Realism

KTH Wiezmann HOHA 1 TRECVID VIRAT VMASS

incidental events, scenes,
actors

No No Partial Yes Yes Yes

realistic environment No No No/Partial Partial Partial Yes
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Table 3. Quality

KTH Wiezmann HOHA 1 TRECVID VIRAT VMASS

resolution (wxh) 160x120 180x144 540x240 720x576 1920x1080 1920x1080

frame rate N/A N/A N/A N/A N/A 18-27 fps

frame compression
level

N/A N/A N/A N/A N/A 10-13%
(JPEG)

video compression N/A N/A N/A N/A N/A lossless
MJPEG

zoom fixed fixed fixed fixed N/A 1-20 (opti-
cal)

actors height in pix-
els

80-100 60-70 100-120 20-200 20-180 20-1000

Table 4. Variety of conditions

KTH Wiezmann HOHA 1 TRECVID VIRAT VMASS

count of events and
action types

6 10 8 10 23 150(e),
400(a)

avg. count of sam-
ples per class

100 9 85 3-1670 10-1500 5-1200

count of scene
types

N/A N/A many 5 17 over 50

seasons N/A N/A N/A N/A N/A 4

weather N/A N/A N/A N/A N/A many

illumination N/A N/A N/A N/A N/A many

background stabil-
ity

Yes Yes cam. mo-
tion

Yes cam. motion varying1

Table 5. Annotation system and data size

KTH Wiezmann HOHA 1 TRECVID VIRAT VMASS

annotation type 1 per obj 1 per obj 1 per obj 1 per obj multiple HPMF

dataset size [h] few seq. few seq. few seq. few seq. 28 4.000

dataset size [million
frames]

N/A N/A N/A N/A 2 540

approximate
recorded events
count [thousands]

0.6 0.09 0.68 10 23 3.000

1 Stable, camera motion, appearing and disappearing objects in background, birds,
leafs, raindrops, etc existing in background.
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3 Overview of Implementation of the VMASS System

The main parts of the data collection process are video acquisition, compression,
camera view registration, storage and annotation. The first three parts of the
process are automatic, the fourth part - annotation is manual. A video stream
acquired from a camera is a sequence of JPEG compressed images. Each frame
is additionally compressed using a method of object selective compression, and
stored in a compressed form. Each distinct camera view is registered with a map
with a reference ground plane. To add annotations to the sequence, the stored
video scenes are retrieved and processed manually using the Annotation Editor.
The object selective compression method and the view registration are described
in the following subsections.

3.1 Object Selective Compression

Object selective compression allows the system to store moving objects at higher
accuracy and non-changing background at a lower accuracy. For each frame
the regions containing moving objects are stored as new information while the
background representation is taken from the previous frame, disregarding mi-
nor background changes. The moving objects are preserved at their acquisition
quality while the background is stored less accurately since minor changes in
the background are omitted, which results in a high degree of compression. The
process of object selective compression consist of: (1) Identifying background
and storing it as B; (2) Detecting motion rectangles for each frame; they will
be called crumbles and marked with a letter C; (3) Storing the sequence as:
BCCCCCBCCCB; (4) Rebuilding a frame on demand as Bl + Ci where i is
the index of demanded frame and Bl is last B before Ci.

This process uses the background subtraction method based on Adaptive
Gaussian Mixture Model proposed by P. KaewTraKulPong and R. Bowden [12]
and Z. Zivkovic [13]. These models focus on one pixel color change between
consecutive frames and basing on this change try to estimate most probable
background color of this point using an idea that this color is the one which stay

Motion Areas only

Motion Areas only

Motion Areas only

Motion Areas only

Motion Areas only

Motion Areas only

Subtracted background

Fig. 5. Object selective compression
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longer and more static on given pixel. Once background is known, silhouettes
are retrieved, basing on observation differences between background and given
frame. For eliminated fragmentation of retrieved object, mixture of filtering and
thresholding methods are used. When silhouettes are retrieved for each frame,
motion areas could be discovered, basing on calculating motion history, described
by Bradsky and Davis in 2002 in [14].

3.2 Camera View Registration

The view registration, which is the mapping of the image elements that lie on the
ground plane to positions on the reference frame, is done from known camera
calibration parameters. A camera calibration method has been developed as
a part of PJIIT-MIS project. It updates the calibration parameters when the
camera pan and tilt angles change. The camera calibration is specified by two
matrices: intrinsic and extrinsic.

Intrinsic Camera Parameters. Camera intrinsic parameters are: focal length
f , skew s, coordinates of principal point P = (pu, pv), scale factors in horizontal
and vertical directions ku,kv. The intrinsic parameters are computed using the
Hartley’s algorithm [10].

Extrinsic Camera Parameters. The extrinsic parameters are given by the
camera pose, which consists of its orientation angles and the position. Pose
is represented by translation vector T3×1 and rotation matrix R3×3. Pose is
obtained from the correspondence between coordinates of a scene object and its
image. The algorithm used by the calibration module is a version of the POSIT
method for coplanar points (Oberkampf et. Al, 1996) [11].

Maintaining the Calibration. The initial camera pose estimation (or its ex-
trinsic calibration) is calculated from a set of image points and their correspond-
ing points on the reference plane. Such initial calibration is done for a small set
of camera poses. The calibration parameters for the other poses are computed
recursively starting from this initial set. For a rotating camera image stitching
is used to obtain a sequence of camera poses, following Hartley’s algorithm [10].
For each pair of successive images a set of common points is found that allows
computing the pose of the second image from the pose of the first image.

4 Conclusion

A new approach and a system VMASS for constructing massive video datasets
with annotations has been presented. Such datasets are needed for training and
testing methods of classification and recognition of human activities. VMASS
dataset represents a significant improvement comparing to the existing datasets
with a similar purpose, due to its realism, image quality, variety of actions and
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situations, hierarchical annotation protocol and a very high volume of stored
data. The VMASS dataset has become a essential resource for computer vision
projects at PJIIT. We expect it will be useful to others and we plan to make it
publicly available.
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Abstract. The paper presents the results of research on the develop-
ment of a framework and new tools for perceptually oriented visualization
of human motion, in particular, a gait. Presented in this paper are new
tools for visualizing motion and gait of a human. Their implementation
is based on the following principles: i) translational motion component
is omitted and time-varying orientations of individual parts of the body
are represented by the trajectories of quaternions, ii) the trajectories of
quaternions are visualized using a maps: S3 → R

3 implemented as: or-
thogonal projection, stereographic projection, Hopf transformation. This
paper describes only the basic functionalities of the tool, the rest are easy
to elicit from the main application screen. Rotations of a rigid body rep-
resented by the "3D one" about an axis defined by selected vector are
presented as an example of using the tool and to facilitate understanding
of motion visualization. Finally the exemplary gait visualisations based
on three different maps for healthy subjects and patients with impaired
movement are presented. Trial carried out using data from the gait labo-
ratory HML show that the best approach to qualitative and quantitative
analysis is based on using orthogonal projection. Other types of maps
like Hopf and stereographic are difficult to interpret and may be useful
in more specific cases.

1 Introduction

In the case of human motion, there are two types of models of human body: i)
the skeleton and ii) skeleton-less. The skeleton model is represented by a sys-
tem of articulated rigid bodies The skeleton-less model is represented by a set
of distinguished points and its motion through time. In the rest of this work a
skeleton model is used. Each of the rigid bodies of skeleton model is parame-
terized by the mass and inertia tensor and corresponds to the anatomical body
segments like shoulder, arm, foot, hand. Similarly, the number of degrees of free-
dom for body part connection is equal to the number of degrees of freedom of
the respective anatomy joint. In standard models, the number of rigid bodies
depends on the assumed model resolution, 22 for Vicon Blade model and 24
for Vicon Nexus model. Specialized models for certain parts of human body do
represent those parts with higher resolution, good example of those is clinically
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tested Oxford Foot Model which uses 3 ridig bodies for foot and 1 for tibia [1].
Configuration of articulated rigid bodies can be described alternatively by: i)
definition of position (translation and orientation) of the frame of each body
w.r.t. the frame of the world or alternatively w.r.t. the frame of this body in the
selected initial configuration (e.g. T pose), ii) definition of the hierarchy tree of
bodies and the definition of orientation of the frame body of child w.r.t. cur-
rent frame. Translation for the frame of child to parent frame is constant due
to the assumption of rigidity of bodies. Translation and orientation of the body
which is the root of a tree is determined w.r.t. the frame of the world. Regard-
less of convention of configuration description the key element of visualization
is to visualize change in time orientations of individual rigid bodies forming the
skeleton. From a formal point of view, the orientation of a rigid body can be
parameterized alternatively and equivalently by: i) a 3× 3 skew-symmetric ma-
trix, via exponentiation; the 3× 3 skew-symmetric matrices are the Lie algebra
of SO(3), and this is the exponential map readily applicable in Lie theory, ii)
Euler angles (θ, ϕ, ψ), representing a product of rotations about the z, y and z
axes, iii) Tait-Bryan angles (θ, ϕ, ψ), representing a product of rotations about
the x, y and z axes, iv) axis angle pair (n, θ) of a unit vector representing an
axis, and an angle of rotation about it, v) a quaternion q of length 1; the com-
ponents of which are also called Euler-Rodrigues parameters. The aim of the
current work [16,17,18,19,20,21] was to test a wide variety of parameterizations
for usability in problems of human motion analysis and classification, including
their sensitivity to some of the characteristics features of motion. In this paper
quaternion parameterization of orientation was assumed and the goal was to im-
plement and test various techniques of quaternion trajectory visualization and
perceptual diagnosis of abnormalities of movement. Tested quaternion visualiza-
tion techniques uses alternatively: i) orthogonal projection of S3 parallel to the
real axis ii) stereographic projection and iii) Hopf map. The developed new tools
require experience in the interpretation of the observed trajectory obtained as a
result of mapping S3 → R

3. For this reason, a separate component of the tool is
developed that allows to simulate the trajectory of elementary rotation and to
show their visualization.

The literature on visualizing quaternions and more generally quaternions tra-
jectories and fields is extensive, the basic positions are [4] and [5]. Despite of
this, diversity and utility of tools implemented on the basis of theoretical con-
cepts of visualization are rather restricted in terms of their funcionalities and
perceptual values offered. Most of these like Meshview [6], Quaternion Rotation
Demo [7], Quaternion - Maps are authored by A. J. Hanson and serve rather for
demonstration than for practical use. Another program of Hanson Quaternion
Demonstrator, [8], allows the visualization of quaternions maps. J.C. Hart pro-
gram, [9], [10], allows the visualization of one quaternion simultaneously. There
exist also Quaternion visualization tool in Matlab environment, [12]. Regardless
of the critical evaluation of existing programs visualizing quaternions and quater-
nions trajectories many of theoretical and graphical ideas included in them were
used to create new tools presented in this work.
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2 Motion Data Acquisition

Gait data used to test the proposed approach and implemented tools have been
obtained in the multimodal laboratory-Human Motion Laboratory (HML) of
Polish-Japanese Institute of Information Technology
http://www.hml.pjwstk.edu.pl A huge database contains the records of gait mo-
tion obtained from healthy patients with coxartroza and movements of people
with Parkinson’s disease. HML measurements equipment are: 1) Vicon’s Motion
Kinematics Acquisition and Analysis System equipped with 10 NIR cameras with
the acquisition speed of 100 to 2000 frames per second at full frame resolution
of 4 megapixels and 8-bit grayscale and acquisition space of 12x7x4 meters. 2)
Noraxon’s Dynamic Electromyography (EMG) System allowing for 16-channel
measurement of muscle potentials with non-gel electrodes in compliance with the
SENIAM guidelines. 3) Kistler’s Ground Reaction Force (GRF) Measurement
System used for measuring ground reaction forces with two dynamometric plat-
forms with measurement ranges adjusted to gait analysis research. The system
has a 6-meter path masking two platforms situated in the middle of its length. 4)
A system for simultaneous multi-camera video image recording equipped with
4 Basler’s cameras that allows for simultaneous image recording from all the
cameras in Full HD and lossless video recording. The system uses color video
recorders using the GigE Vision standard and industrial lenses. The multimodal
motion data available in C3D, AMC/ASF, BVH formats.

3 Theoretical Issues

3.1 Quaternions

Lets define three distinguished coordinate vectors (0, 1, 0, 0), (0, 0, 1, 0) and
(0, 0, 0, 1) named i, j and k, respectively. The vector (w, x, y, z) written as
q = w + xi + yj + zk represents quaternion in algebraic notation. The num-
ber w is the real part and x, y and z are called the i, j and k parts, respectively.
Beside algebraic notation we use trygonometric q = ‖q‖(cos θ

2 + n sin θ
2) and

exponential q = ‖q‖ exp(nθ), n = 0 + n1i + n2j + n3k where n = (n1, n2, n3)
defines axis of rotation and θ angle of rotation. Detailed information concerning
quaternions can be found in [2,3,11]

The set of unit length quaternions, viewed as points in R
4, is the 3D-sphere

S3. Each nonzero quaternion q has a multiplicative inverse, denoted as q−1 and
conjugate denoted as q.

The set S3 with the operation of quaternion multiplication satisfies the axioms
of a group. The set of rotations in 3-space, with the operation of composition,
is also a group, called SO(3). Each rotation R in SO(3) can be realized by
quaternion q,−q ∈ S3
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3.2 Orthogonal Projection

Orthogonal projection S3 → R
3 is a basic tool for quaternion trajectory visual-

isation. Lets represent quaternion as:

q = (w, x, y, z) = (w,v) (1)

where:
(w)2 + (x)2 + (y)2 + (z)2 = 1 (2)

Depending on value of w, the set of vectors v can be divided into following
subsets; if w > 0: north hemisphere, if w < 0: south hemisphere and if w = 0:
equator. Each point of S3 sphere is projected to a point (x, y, z) in a ball with
radius of 1. Value of w can be deduced from v and subset.

(w) = ±√
1− v · v (3)

(a) Ball North hemisphere
x2 + y2 + z2 < 1
0 < w ≤ 1

(b) Sphere Equator
x2 + y2 + z2 = 1
w = 0

(c) Ball
South hemisphere
x2 + y2 + z2 < 1
−1 ≤ w < 0

Quaternions have a property of double-covering orientation space. Joints in
human body; however, have a limited range of rotations. Therefore, for purpose of
visualition, all quaternions from southern hemisphere are reflected onto northern.

qvis =

{
q w ≥ 0

−q w < 0
(4)

Relation between angle of rotation θ and distance from center of ball t is
non-linear and can be described as:

t ∈< 0; 1 > (5a)
θ = 2 arcsin t (5b)

In order to linearize and make visualization more intuitive, following trans-
formation is applied:

qvis = (w,x, y, z) =
(
cos

θ

2
,n sin

θ

2

)
(6a)

P = n̂
2 arccos(w)

Π
(6b)
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where P is transformed position of qvis in visualization space and n̂ is nor-
malized n vector.

By applying above formula relation between angle and the distance of P from
the centre of R3 becomes linear. This distance is equal to distance on S3 from
qvis to the north pole divided by Π .

3.3 Stereographic Projection

Stereographic projection S3/(1, 0, 0, 0) → R
3 considered in this paper as alter-

native tool for quaternion trajectory visualisation is defined as follows:

(w, x, y, z) → (
x

1 − w
,

y

1− w
,

z

1− w
) (7)

3.4 Hopf Fibration

The Hopf fibration, named after Heinz Hopf, is a useful tool in mathematics and
physics and has many physical applications such as quantum information theory
[13], magnetic monopoles [14] and rigid body mechanics [15]. In context of this
paper a key issue is connection of the Hopf fibration with rotations of 3D-space.
Let S3 and S2 be spheres in R

4 and R
3 respectively The Hopf fibration is the

mapping h from S3 to S2 defined as follows:

h(w, x, y, z) = (w2 + x2 − y2 − z2, 2(wz + xy), 2(xz − wy)), (8)

under assumption that q = (w, (x, y, z)) is quaternion in vector notation.
It can be easily verified that the squares of the three coordinates on the right

hand side of (8) sum to 1, so that the image of h is a subset (indeed the whole)
of S2.

Hopf fibration map can be also defined in terms of rotation by quaternions. Let
P0 = (1; 0; 0), be a distinguished point on S2. Let for any given point (w, x, y, z)
on S3, q = w+xi+yj+zk be the corresponding unit quaternion. The quaternion
q defines a rotation Rq of 3-space. Then the Hopf fibration is defined by:

q → Rq(P0) = qiq (9)

Consider once again the point P0 = (1, 0, 0) in S2. One can easily check that the
set of points C = (cost, sint, 0, 0), t ∈ R or in other representation; a rotation
about axis defined by vector (1, 0, 0), map to (1; 0; 0) via the Hopf fibration
h. In this case set C is the entire set of points that map to (1, 0, 0) via h. In
other words, C is the preimage set h−1(1, 0, 0). The set C is the unit circle in
a plane in R

4. In general for any point P in S2, the preimage set h−1(P ) is a
circle in S3 which is called the fiber of the Hopf map for P. Let us note that
the converse statement is not true. For example the circles in S3 defined as
C = (cost, 0, sint, 0), C = (cost, 0, 0, sint) and representing rotations about axis
defined by vectors (0, 1, 0),(0, 0, 1) are mapped to circles in R

2.
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4 General Tool Description

Tool developed for quaternion visualization was implemented using .NET frame-
work and is based on Windows Forms technology. There are two distinct applica-
tions of which each presents different frontend, however both utilize same imple-
mentation of all transformations to achieve its goals of visualizing quaternions
that can be selected using GUI. Visualizations are shown in separate panels,
each providing controls for specific visualization. All visualizations can be saved
to PNG file at any given time using current orientations of coordinate systems
selected in each visualization panel.

Fig. 1. Main screen of QuaternionVisualization application

First application, QuaternionVisualization has ability to load skeleton-based
animation files containing information about rotation of each segment of human
body around its parent joint defined by skeleton. Additional data, like time
markers related to specific events (e.g. beginning and end of each step) can also
be loaded from C3D files. In each frame there is a visualization of quaternion in
time using techniques mentioned. Data from animation file can be clipped using
arbitrary values for point in time in which to begin and end visualization, or it
can be selected from events provided by loaded C3D files. Two different segments
can be selected at once in order to compare them on separate or combined screen.

Second application, QuaternionVisualizationLearning, exists to prove correct-
ness of implementation and to show how each type of visualization works for
typical data. User can select axis of rotation and an angle and create a list of
such rotations that will be visualized together as one path. User can also cus-
tomize visualization to suit his needs by selecting visualization style, visibility
of objects, thickness of lines, etc. User can select specific quaternion using slider
to see which part of visualization is based on selected quaternion. A shape of 1
is used to show orientation and rotation axis of provided data.
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(a) Axis of rotation 1,0,0 (b) Axis of rotation 0,1,0 (c) Axis of rotation 1,1,1

(d) Orthogonal projection of
rotation around 1,0,0, which
overlaps red axis

(e) Orthogonal projection of
rotation around 0,1,0, which
overlaps green axis

(f) Orthogonal projection of
rotation around 1,1,1

(g) Stereographic projection
of rotation around 1,0,0

(h) Stereographic projection
of rotation around 0,1,0

(i) Stereographic projection
of rotation around 1,1,1

(j) Hopf fibration of rotation
around 1,0,0

(k) Hopf fibration of rota-
tion around 0,1,0

(l) Hopf fibration of rotation
around 1,1,1

Fig. 2. Sample visualizations using QuaternionVisualizationLearning application
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Fig. 3. Main screen of QuaternionVisualizationLearning application

5 Exemplary Results

(a) Healthy patient - orthogonal
projection

(b) Sick patient - orthogonal pro-
jection

(c) Healthy patient - stereographic
projection

(d) Sick patient - stereographic pro-
jection

(e) Healthy patient - Hopf fibration (f) Sick patient - Hopf fibration

Fig. 4. Exemplary results collected from healthy and sick patients
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6 Conclusions and Further Works

Visualizations underlying the following comparison and summary refer to the
case of hierarchical representation of pose as a ordered set of child body - parent
body rotations. Other cases discussed in the first chapter are also acceptable and
supported by the software, but their interpretation is more difficult because of
the possible change of orientation of the entire skeleton. Visualizations are made
based on the following three different techniques of mapping S3 sphere onto
R

3: i) the orthogonal projection which maps the northern hypersphere of S3

sphere on the B3 ball, ii) the stereographic projection which maps the northern
hypersphere of S3 sphere to R

3, and finally iii) Hopf map S3 to S2. Orthogonal
projection is easiest to perceive because in this case the quaternion encoding
rotation is visualized by the vector defined rotation axis. The length of this
vector is scaled linearly or non-linearly by the size of the angle of rotation. Such
visualization is perceptually clear in the case of the regular gait in which the
axes of rotation of each rigid body is approximately constant. The variability of
the axes may be an important prerequisite for diagnostic reason. For example,
in the case of the knee, due to the anatomical structure of this joint axis of
rotation performs precession. The shape and size of the surface generated by
the vector of rotation axis in some cases approximated by a cone of precession
are important for diagnosis. The disadvantage of visualization techniques based
on the orthogonal projection is the difficulty in visualizing the time. In the
developed software time is visualized by color of the trajectory point, plus a
separate time line. The difficulty of visualizing time causes difficulties in reading,
even qualitative, angular velocity. Although there is a possibility of visualizing
the points of trajectory by markers or numbers, experiments performed have
shown that this leads to decreasing perceptual quality of visualization. As seen in
fig. 4, one could assess health and sick patient’s movement based on shakiness of
trajectory. Interpretation of the stereographic projection is based on knowledge
of the images of selected arcs on the sphere S3. Of particular interest is the
visualization based on the Hopf map. As shown in section 2 rotation with respect
to the axis defined by the vector (1,0,0) maps to a point (1,0,0). Consequently, the
"scatter" around the point (1,0,0) on the sphere S2 may be a measure how much
the actual rotation about actual axis is different from the ideal rotation with
respect to axis defined by vector (1,0,0). Still though, analysis of the utility of
visualization based on Hopf map technology requires further research. Therefore,
one objective of the work is wide dissemination of software in order to obtain
opinions of its usefulness.
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Abstract. The authors present a heuristic method of feature selection
for gait mocap data, based on the exIWO metaheuristic which is char-
acterized by both the hybrid strategy of the search space exploration
and three variants of selection of individuals as candidates for next pop-
ulation. The proposed method was evaluated by the accuracy of person
re-identification based on the selected feature subset. Because of the
high-dimensional nature of motion data, feature selection was preceded
by the data dimensionality reduction.

Keywords: feature selection, exIWO algorithm, gait analysis, person
re-identification, dimensionality reduction, MPCA algorithm.

1 Introduction

Gait is defined as coordinated, cyclic combination of movements which results in
human locomotion [1]. A unique advantage of gait as a biometric is that it offers
potential for recognition at a distance or at low resolution or when other biomet-
rics might not be perceivable [2]. Gait can be captured by two-dimensional video
cameras of surveillance systems or by much accurate motion capture (mocap)
systems which acquire motion data as a time sequence of poses. In the latter
case the movement of an actor wearing a special suit with attached markers is
recorded by NIR (Near Infrared) cameras. Positions of the markers in consecutive
time instants constitute basis for reconstruction of their 3D coordinates.

Although the inconvenience of the acquisition process excludes direct appli-
cation of the mocap system for human identification in a surveillance system,
high precision of mocap recordings make them useful in the development stage

N.T. Nguyen et al. (Eds.): ACIIDS 2014, Part II, LNAI 8398, pp. 585–594, 2014.
c© Springer International Publishing Switzerland 2014



586 H. Josiński et al.

of methods for solving the person re-identification problem which can be formu-
lated as the question of when person detections in different views or at different
time instants can be linked to the same individual [3].

Motion data lie in high-dimensional space, but the components of gait de-
scription are correlated, what allows to transform a high-dimensional data into
a low-dimensional equivalent representation while retaining most of the infor-
mation regarding the underlying structure or the actual physical phenomenon
[4]. The dimensionality reduction problem can be solved, inter alia, by encoding
an image object as a general tensor of second or higher order [5].

Feature (attribute, variable) selection is expected to simplify object descrip-
tion, discover most discriminative features and give a chance for more precise
classification. Most methods involve searching the space of attributes for the
subset that is most likely to predict the class best [6]. In the filter approach
features are selected on the basis of statistical properties, i.e. by ranking them
with correlation coefficients. Wrappers assess subsets of variables according to
their usefulness to a given predictor. In practice, one needs to define: (i) how
to search the space of all possible variable subsets; (ii) how to assess the pre-
diction performance of a learning machine to guide the search and halt it; and
(iii) which predictor to use [7]. Making use of the wrapper methodology, the
authors applied the exIWO metaheuristic to choose a correct subset of pre-
dictive attributes. The exIWO constitutes an expanded version of the Invasive
Weed Optimization (IWO) algorithm. The authors of the original method [8]
from University of Tehran were inspired by observation of dynamic spreading
of weeds and their quick adaptation to environmental conditions. The exIWO
proposed by the authors of the present paper is characterized by both the hybrid
strategy of the search space exploration and three variants of selection1 of indi-
viduals as candidates for next population. According to the authors’ knowledge,
the algorithm has never been used for the purpose of feature selection.

Main goal of the research is an evaluation of the influence of a heuristicmethod of
feature selection on accuracy of person re-identification based on gaitmocap data.

The organization of this paper is as follows – section 2 contains a brief de-
scription of both human motion acquisition procedure and gait data tensor rep-
resentation. Application of the MPCA algorithm for gait data dimensionality
reduction is presented in section 3, whereas adaptation of the exIWO meta-
heuristic to the feature selection is discussed in section 4. Section 5 deals with
procedure of the experimental research along with its results. The conclusions
are formulated in section 6.

2 Gait Data Acquisition and Representation

Gait sequences were recorded in the Human Motion Laboratory (HML) of the
Polish-Japanese Institute of InformationTechnology(http://hm.pjwstk.edu.pl)
by means of the Vicon Motion Kinematics Acquisition and Analysis System

1 It is necessary to mention that the term “selection” is used in the present paper in
the following meanings: (i) feature selection, (ii) selection of individuals.

http://hm.pjwstk.edu.pl
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equipped with 10 NIR cameras with the acquisition speed of 100 to 2000 frames
per second at full frame resolution of 4 megapixels and 8-bit grayscale (Fig. 1).
The gait route was specified as a 5 meters long straight line. The acquiring process
started and ended with a T-letter pose because of requirements of the Vicon cali-
bration process. As a result of the acquisition procedure 353 sequences for 25 men
aged 20-35 years were stored in a gait database.

Fig. 1. Recording session in the HML

Tensor object is a multidimensional object, the elements of which are to be
addressed by indices. The number of indices determines the order of the tensor
object, whereas each index defines one of the tensor modes. Gait silhouette
sequences are naturally represented as third-order tensors with column, row,
and time modes [9].

Description of each of the consecutive poses of a gait sequence depends on
the assumed skeleton model. For a typical model containing 22 segments and a
global skeleton rotation (Fig. 2), description of a single pose comprises values of
69 Euler angles. Three additional values are required for specification of a global
translation.

The third-order tensor representation is based on modes indexed, respectively,
by numbers of components of Euler angles (“angle mode”), numbers of skeleton
components (“pose mode”), and numbers of sequence frames (“time mode”).
Gait sequences consist of 128 frames. Euler angles increase the total number of
features characterizing a single sequence to 8832.

3 Data Dimensionality Reduction – The MPCA
Algorithm

Multilinear projection of tensor objects for the purpose of dimensionality reduc-
tion is the basis of the multilinear principal component analysis (MPCA) which
is the multilinear extension of the PCA method. According to the authors of the
MPCA algorithm: “Operating directly on the original tensorial data, the pro-
posed MPCA is a multilinear algorithm performing dimensionality reduction in
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Fig. 2. Segments of the skeleton model

all tensor modes seeking those bases in each mode that allow projected tensors
to capture most of the variation present in the original tensors” [9]. Input data
are required to be tensor objects and the algorithm operates directly on tensors
producing as output low-dimensional feature tensors.

In the MPCA an elementary matrix algebra is extended by two operations:
tensor unfolding and the product of a tensor by a matrix (Fig. 3). The unfolding
(matricization) transforms a tensor into a matrix along a specified mode. In other
words, the tensor is decomposed into column vectors. The n-mode multiplication
of a tensor x by a matrix U (x ×n U) is realized by the product of the tensor
x unfolded along the n-mode (x(n)) by the matrix U , followed by the folding
operation which creates a resultant tensor: x ×n U = foldn(U unfoldn(x)) =
foldn(Ux(n)). To put it another way, tensor x is projected in the n-mode vector
subspace by the projection matrix U .

Fig. 3. Multiplication of a tensor by a matrix
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The MPCA algorithm consists of the following steps:

1. Preprocessing – normalization of all M N -order input tensor samples xm ∈
R

I1×I2×...×IN (m = 1..M) to zero mean value (x̃m). In denotes the n-mode
dimension of the tensor (n = 1..N).

2. Learning phase which has an iterative character:

(a) Initialization – for each mode n:

◦ Computation of the matrix Φ(n)∗: Φ(n)∗ =
∑M

m=1 X̃m(n)X̃
T
m(n), where

X̃m(n) is the n-mode unfolded matrix of x̃m.

◦ Eigendecomposition of the matrix Φ(n)∗.
◦ Selection of Pn most significant eigenvectors which form a projection
matrix Ũ (n), Ũ (n) ∈ R

In×Pn , Pn ≤ In. Eigenvectors are evaluated on
the basis of the corresponding eigenvalues. Variation coverage Q(n)

in the n-mode after the truncation of the eigenvectors beyond the

Pn-th could be calculated as follows: Q(n) =
∑Pn

in=1 λ
(n)
in
/
∑In

in=1 λ
(n)
in

where λ
(n)
in

is the i-th eigenvalue of the matrix Φ(n)∗. In practice,
only one user-defined value of variation coverage Q determines the
number of selected eigenvectors for each mode separately.

(b) Iterative local optimization of the projection matrices Ũ (n) (n = 1..N):

◦ Computation of the matrix Φ(n): Φ(n) =
∑M

m=1

(
Xm(n) − X̄(n)

) ·
ŨΦ(n) · ŨT

Φ(n) ·
(
Xm(n) − X̄(n)

)T
, where X̄(n) =

1
M

∑M
m=1Xm(n) and

ŨΦ(n) =
(
Ũ (n+1) ⊗ Ũ (n+2) ⊗ . . .⊗ Ũ (N) ⊗ Ũ (1) ⊗ . . .⊗ Ũ (n−1)

)
; ⊗

denotes the Kronecker product.
◦ Eigendecomposition of the matrix Φ(n).
◦ Construction of the matrix Ũ (n) which consists of the Pn eigenvectors
corresponding to the largest Pn eigenvalues of the matrix Φ(n).

◦ In our version of the MPCA algorithm the local optimization stage
is repeated until a user-specified number of iterations is reached.

3. Reduction phase – projection of the input samples using the matrices Ũ (n)

(n = 1..N) results in construction of the low-dimensional representation of
the input samples with Q% variation captured, in the form of feature tensors

ym ∈ R
P1×P2×...×PN (m = 1..M): ym = xm×1Ũ

(1)T ×2Ũ
(2)T ×3. . .×N Ũ

(N)T .

Our MPCA implementation is based on the Jama-1.0.2 library (http://
math.nist.gov/javanumerics/jama/).

4 Feature Selection – The exIWO Algorithm

The simplified pseudocode describes the exIWO using terminological convention
consistent with the “natural” inspiration of the authors of the original IWO
version. Consequently, the words “individual”, “plant”, and “weed” are treated
as synonyms.

http://math.nist.gov/javanumerics/jama/
http://math.nist.gov/javanumerics/jama/


590 H. Josiński et al.

Create the first population.

For each individual from the population:

Compute the value of the fitness function.

While the stop criterion is not satisfied:

For each individual from the population:

Compute the number of seeds.

For each seed:

Draw the dissemination method.

Create a new individual.

Compute the value of its fitness function.

Select individuals for a new population.

Return the best individual.

The optimization process starts with a random initialization of the first pop-
ulation. An individual is represented by a binary vector of a length equal to the
entire number of features. “1” at position i in the vector denotes that the i-th
feature belongs to the considered subset. Each weed, i.e. each subset of features
constructed by the exIWO is evaluated by means of the 1NN classifier using five-
fold cross-validation on a training set. Thus, the fitness function is equivalent
to the classification accuracy expressed by means of the Correct Classification
Rate (CCR) which indicates the percentage of correctly classified cases.

The number of seeds Sw produced by a single weed depends on the value of
its fitness function fw in the following way:

Sw = Smin +

⌊
(fw − fmin)

(
Smax − Smin

fmax − fmin

)⌋
(1)

where Smax, Smin denote maximum and minimum admissible number of seeds
generated, respectively, by the best population member (fitness fmax) and by
the worst one (fitness fmin).

According to the terminological convention the hybrid strategy of the search
space exploration proposed by the authors of the paper can be called “dissemina-
tion of seeds”. It consists of 3 methods randomly chosen for each seed: spreading,
dispersing and rolling down. The draw procedure is based on the pseudorandom
number generator of the uniform distribution on the interval [0, 1). The sum of
probabilities assigned to the particular methods should be equal to 1.

The spreading consists in random disseminating seeds over the whole of the
search space, i.e. independently of the location of a parent plant.

The dispersing is based on the idea proposed in the original IWO version. The
degree of difference between the individual and his offspring can be interpreted
as the distance between the parent plant and the place where the seed falls on
the ground. The distance is described by normal distribution with a mean equal
to 0 and a standard deviation truncated to nonnegative values. The standard
deviation is decreased in each algorithm iteration as follows:

σiter =

(
itermax − iter

itermax

)m

(σinit − σfin) + σfin (2)
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where iter denotes the current iteration (iter ∈ [1, itermax]). Consequently,
the distance is gradually reduced. The number of iterations itermax is used
as stop criterion. The symbols σinit, σfin represent, respectively, initial and
final values of the standard deviation, whereas m is a nonlinear modulation
factor. From the practical point of view, the distance between plants, rounded
to the nearest integer value, is interpreted as the number of transformations of
the parent individual. A single transformation is a simple binary mutation of a
randomly chosen element of the feature vector.

The rolling down can be interpreted as a movement of a seed towards a “bet-
ter” location with respect to the fitness function. The term “neighbours” stands
for individuals located at the distance equal to 1 (transformation) from the cur-
rent plant. The best adapted individual is chosen from among k neighbours (k is
a parameter of the method), whereupon its neighbourhood is analyzed in search
of the next best adapted individual. This procedure is repeated k−1 times giving
the opportunity to select the best adapted individual found in the last iteration
as a new one. Thus, the method enables exploration of the vicinity of the parent
individual’s location in the search space.

The term “selection” refers also to competitive exclusion of individuals. Can-
didates for next population are selected in a deterministic manner according
to one of the following methods: global, offspring-based and family-based. Set
of candidates for the global selection consists of all parent plants and all their
newly created descendants. By contrast, the offspring-based selection is limited
solely to the descendants and thus should decrease the risk of stagnation at non-
optimal points in the search space [10]. If the best individual so far was grown
in the current population, then despite the fact that it cannot be retained in
the next population it will be stored with an eye to the final optimization re-
sult. According to the rules of the family-based selection [11], each plant from the
first population is a protoplast of a separate family. A family consists of a parent
weed and its direct descendants. Only the best individual of each family survives
and becomes member of the next population. For all 3 aforementioned methods
cardinality of a population remains constant in all algorithm iterations. The as-
pect of individuals’ selection was also taken into account in the experimental
research.

5 Experimental Research

The goal of the experiments was to evaluate the influence of feature selection for
accuracy of person re-identification based on gait mocap data. Dimensionality
of the recordings was previously reduced by means of the MPCA. Subsequently,
gait sequences of each of the 25 actors were divided evenly into training set
containing 180 samples and test set composed of 173 samples. The training set
was subject to feature selection performed by the exIWO. Finally, samples from
the test set were classified using the 1NN method in the space defined by the
selected features. The findings of the initial experiments determined the most
appropriate values of the exIWO parameters for the considered problem. They
were collected in Table 1.
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Table 1. Basic parameters of the exIWO used for feature selection

Description Value

Population cardinality {10, 50}
Number of iterations (stop criterion) {20, 50, 100}
Number of seeds sowed by a weed (Smax = Smin) 2
Initial value of standard deviation σinit (dispersing) 8.735
Final value of standard deviation σfin (dispersing) 0.01
Nonlinear modulation factor m (dispersing) 2.59
Number k of examined neighbours and neighbourhoods (rolling down) 3

The parameters from Table 1 were supplemented by different combinations
of probabilities (pspr, pdisp, proll) assigned to the particular methods of dissem-
ination of seeds: spreading, dispersing and rolling down. The probabilities were
taken from the range of [0, 1] with a step value of 0.1 taking into account the
fact that pspr + pdisp + proll = 1. Only in case of the family-based selection val-
ues of pspr were limited to {0, 0.1, 0.2, 0.3}, because this method is assumed to
give a chance for the preservation of characteristic features of the plants family,
what implicates a marginal importance or even absence of the “random ori-
ented” spreading. Hence, in total, 170 combinations of probabilities were tested
for the given set of tensor samples (i.e. for the given variation coverage Q). The
number of trial runs in the presence of a single configuration of the probabilities
was equal to 5. The workstation used for experiments is described by the fol-
lowing parameters: 2×Intel Xeon X5650 2.66GHz (×6) processor, RAM 12GB
1600MHz. Table 2 includes averaged results of the experiments conducted on
several data sets previously reduced by the MCPA according to the given value
of Q. The results comprise the classification accuracy (CCR) of the test set: (i)
in the space defined by the selected features, (ii) in the space of all features, and
total execution time of both selection and final classification. Mean values of the
accuracy of the final classification test are illustrated in Fig. 4. The x-axis values
denote entire number of features for the given Q (see Table 2).

Analysis of the results leads to the following remarks: (i) if number of fea-
tures is too low (such as for example for Q = 85), the classification accuracy
is not satisfying, (ii) subsets of high quality features are already constructed by
the exIWO in early populations – extending the computational process through
increase of numbers of individuals and iterations yielded very modest accuracy
profit at best and turned out to be unrewarding (Q ∈ {91, 96}), (iii) increase
of the number of features does not guarantee accuracy improvement (Q = 89
vs Q ∈ {91, 93, 99}), (iv) selection on the smaller feature subset gives accuracy
similar to the larger subset in time which is several times shorter than that
related to the larger subset (Q = 89 using 210 weeds vs Q = 96 using 510
plants), (v) feature selection leads to the improvement of accuracy, but not in
all cases (Q = 99). Cardinality of the final selected subset of features oscillated
in particular experiments from 42 to 64% of cardinality of the entire set.



Heuristic Method of Feature Selection for Person Re-identification 593

Table 2. Results of the experiments

Variation Entire Entire Mean CCR Mean CCR Mean
coverage number of number of with feature without feature execution
Q [%] features individuals selection [%] selection [%] time [s]

85 16 5050 97.68 97.17 584.61
89 30 510 99.74 99.15 52.29
89 30 210 99.69 99.15 27.87
91 33 5050 99.40 98.58 554.30
91 33 510 99.41 98.58 52.72
93 36 510 99.58 99.15 64.52
93 36 210 99.63 99.15 35.96
96 84 5050 99.84 99.72 948.01
96 84 510 99.71 99.72 97.03
99 270 510 97.85 99.15 298.60
99 270 210 97.51 99.15 109.68

Influence of the method of individuals’ selection on the classification accu-
racy turned out to be not significant. Hence, the summary of this aspect of
the research will be limited only to description of each method by means of a
triple a/b/c, where a denotes number of cases (i.e. rows in Table 2) in which the
mean CCR of the given method (not included in Table 2) was greater than the
mean CCR for all 3 methods (CCRm > CCRall), b represents number of cases in
which both mean values were equal, while c – number of cases in which CCRm <
CCRall. Thus, descriptions of particular methods are as follows: global – 3/4/4,
offspring-based – 8/2/1, family-based – 2/3/6. The outcome of the family-based
method is supposed to result from the random initialization of the first popula-
tion, instead of using any “well-considered” method.

Fig. 4. Dependence between entire number of features and re-identification accuracy
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6 Conclusion

The research revealed the usefulness of the exIWO for solving feature selection
problem. However, the adaptation of the metaheuristic requires determination of
the following components: a representation of a single solution, a method of ini-
tialization of the first population, admissible transformations of an individual, a
formula of a fitness function, a stop criterion, and a thorough choice of appropri-
ate values of algorithm parameters. Besides, evaluation of quality of the selected
feature subset based on classification accuracy is classifier-dependent and rather
time-consuming. With regard to this last aspect, the selection was preceded by
the data dimensionality reduction performed by the MPCA algorithm. Future
research will focus on alignment of parameters of both algorithms and feature
selection for video data.
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Abstract. We present a view independent algorithm for 3D human gait
recognition. The identification of the person is achieved using motion
data obtained by our markerless 3D motion tracking algorithm. We re-
port its tracking accuracy using ground-truth data obtained by a marker-
based motion capture system. The classification is done using SVM built
on the proposed spatio-temporal motion descriptors. The identification
performance was determined using 230 gait cycles performed by 22 per-
sons. The correctly classified ratio achieved by SVM is equal to 93.5% for
rank 1 and 99.6% for rank 3. We show that the recognition performance
obtained with the spatio-temporal gait signatures is better in comparison
to accuracy obtained with tensorial gait data and reduced by MPCA.

1 Introduction

Gait is an attractive biometric feature for human identification at a distance,
and recently has gained much interest from academia. Vision-based gait recogni-
tion has attracted increased attention due to possible applications in intelligent
biometrics and visual surveillance systems [2]. Compared with conventional bio-
metric features, such as face or iris, gait has many unique advantages since the
identification techniques are non-contact, non-invasive, perceivable at a larger
distance and do not require a cooperation of the individual.

In general, there are two main approaches for gait-based person identification,
namely appearance-based (model free) and model-based ones [10]. Appearance-
based approaches focus on identifying persons using shape, silhouette, geomet-
rical measures, etc. On the other hand, model-based approaches are focused on
identifying persons taking into account the kinematic characteristics of the walk-
ing manner. The majority of the approaches are based on appearance and rely
on analysis of image sequences acquired by a single camera. The main drawback
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of such approaches is that they can perform the recognition from a specific view-
point. To achieve view-independent person identification, Jean et al. [4] proposed
an approach to determine view-normalized body part trajectories of pedestrians
walking on potentially non-linear paths. However, Yu et al. [15] reported that
view changes cause a significant deterioration in gait recognition accuracy. View-
point dependence is still significant problem for many gait analysis techniques,
since it is not easy to match between different orientations of the subject.

Model-based gait recognition is usually based on 2D fronto-parallel body mod-
els. In [14], a sequential set of 2D stick figures is utilized to extract gait patterns.
Afterwards, a SVM classifier is used to classify gender using such gait signatures.
The use of 3D technology for gait analysis [1] dates back to 1990. The 3D ap-
proaches for gait recognition model human body structure explicitly, often with
support of the gait biomechanics [13]. They are far more resistant to view changes
in comparison to 2D ones. In [11] 3D locations of markers were utilized, from
which joint-angle trajectories measured from normal walks were derived. The
recognition was performed using dynamic time warping on the normalized joint-
angle information. It was done on two walking databases of 18 people and over
150 walk instances using nearest neighbor classifier with Euclidean distance. In
[9] several ellipses are fitted to different parts of the binary silhouettes and the
parameters of these ellipses (e.g., location and orientation) are used as gait fea-
tures. In [12], an approach relying on matching 3D motion models to images, and
then tracking and restoring the motion parameters is proposed. The evaluation
was performed on datasets with four people, i.e. 2 women and 2 men walking
at 9 different speeds ranging from 3 to 7 km/h by increments of 0.5 km/h.
Motion models were constructed using Vicon motion capture system (moCap).
To overcome the non-frontal pose problem, more recently a multi-camera based
gait recognition method has been developed [3]. In the mentioned work, joint
positions of the whole body are employed as a feature for gait recognition.

In controlled laboratory experiments, gait has been shown to be very effective
biometric for distinguishing between individuals. However, in real world scenarios
it has been found to be much harder to achieve good recognition accuracy. Most
of gait analysis techniques, particularly neglecting 3D information, are unable to
reliably match gait signatures from differing viewpoints. Moreover, they are also
strongly dependant on the ability of the background segmentation and require
accurate delineation between the subject and the background.

In this work we present an approach for 3D gait recognition. The motion
parameters are estimated on the basis of markerless human motion tracking.
They are inferred with the help of a 3D human model. The estimation takes place
on video sequences acquired by four calibrated and synchronized cameras. We
show the tracking performance of the motion tracking algorithm using ground-
truth data acquired by a commercial motion capture (moCap) system from Vicon
Nexus. The identification is done on the basis of the proposed spatio-temporal
motion descriptors. We show that they allows us to achieve better results in
comparison to an algorithm based on third order tensor and a reduction of the
tensorial gait data by Multilinear Principal Components Analysis (MPCA) [7].
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2 Markerless System for Articulated Motion Tracking

2.1 3D Human Body Model

The human body can be represented by a 3D articulated model formed by 11
rigid segments representing the key parts of the body. The 3D model specifies
a kinematic chain, where the connections of body parts comprise a parent-child
relationship, see Fig. 1. The pelvis is the root node in the kinematic chain and at
the same time it is the parent of the upper legs, which are in turn the parents of
the lower legs. In consequence, the position of a particular body limb is partially
determined by the position of its parent body part and partially by its own
pose parameters. In this way, the pose parameters of a body part are described
with respect to the local coordinate frame determined by its parent. The 3D
geometric model is utilized to simulate the human motion and to recover the
persons’s position, orientation and joint angles. To account for different body
part sizes, limb lengths, and different ranges of motion we employ a set of pre-
specified parameters, which express typical postures. For each degree of freedom
there are constraints beyond which the movement is not allowed. The model
is constructed from truncated cones and is used to generate contours, which
are then matched with the image contours. The configuration of the body is
parameterized by the position and the orientation of the pelvis in the global
coordinate system and the angles between the connected limbs.
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Pelvis (0) - 6 DoF
Spine (1) - 3 DoF

Head (2) - 3 DoF
Right Upper Arm (7) - 3 DoF

Right Forearm (8) - 1 DoF
Left Upper Arm (9) - 3 DoF

Left Forearm (10) - 1 DoF

Right Upper Leg (3) - 2 DoF
Right Lower Leg (4) - 1 DoF

Left Upper Leg (5) - 2 DoF
Left Lower Leg (6) - 1 DoF

Fig. 1. 3D human body model consisting of 11 segments (left), hierarchical structure
(right)

2.2 Articulated Motion Tracking

Estimating 3D motion can be cast as a non-linear optimization problem. The
degree of similarity between the real and the estimated pose is evaluated using
an objective function. Recently, particle swarm optimization (PSO) [5] has been
successfully applied to full-body motion tracking [8]. In PSO each particle follows
simple position and velocity update equations. Thanks to interaction between
particles a collective behavior of the swarm arises. It leads to the emergence of
global and collective search capabilities, which allow the particles to gravitate
towards the global extremum. The motion tracking can be achieved by a sequence
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of static PSO-based optimizations, followed by re-diversification of the particles
to cover the possible poses in the next frame. In this work the 3D motion tracking
is achieved through the Annealed Particle Swarm Optimization (APSO) [8].

2.3 Fitness Function

The fitness function expresses the degree of similarity between the real and
the estimated human pose. Figure 2 illustrates the calculation of the objective
function. It is determined in the following manner: f(x) = 1−(f1(x)

w1 ·f2(x)w2),
where x stands for the state (pose), whereas w denotes weighting coefficients that
were determined experimentally. The function f1(x) reflects the degree of overlap
between the extracted body and the projected 3D model into 2D image. The
function f2(x) reflects the edge distance-based fitness. A background subtraction
algorithm [8] is employed to extract the binary image of the person, see Fig. 2b.
The binary image is then utilized as a mask to suppress edges not belonging to
the person, see Fig. 2d. The projected model edges are then matched with the
image edges using the edge distance map, see Fig. 2g.

Fig. 2. Calculation of the fitness function. Input image a), foreground b), gradient
magnitude c), masked gradient image d), edge distance map e), 3D model h) projected
onto image 2D plane i) and overlaid on binary image f) and edge distance map g)

3 Gait Characterization and Recognition

The markerless motion tracking was achieved using color images of size 960×540,
which were acquired at 25 fps by four synchronized and calibrated cameras. Each
pair of the cameras is approximately perpendicular to the other camera pair.
Figure 3 depicts the location of the cameras in the laboratory.

A commercial motion capture system from Vicon Nexus was employed to pro-
vide the ground truth data. The system uses reflective markers and ten cameras
to recover the 3D location of such markers. The data are delivered with rate of
100 Hz and the synchronization between the moCap and multi-camera system
is achieved using hardware from Vicon Giganet Lab.
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Fig. 3. Layout of the laboratory with four cameras. The images illustrate the initial
model configuration, overlaid on the image in first frame and seen in view 1, 2, 3, 4.

A set of M = 39 markers attached to main body parts has been used. From
the above set of markers, 4 markers were placed on the head, 7 markers on
each arm, 12 on the legs, 5 on the torso and 4 markers were attached to the
pelvis. Given such a placement of the markers on the human body and the
estimated human pose, which has been determined by our APSO algorithm,
the corresponding positions of virtual markers on the body model were deter-
mined. Figure 4 illustrates the distances between ankles, which were determined
by our markerless motion tracking algorithm and the moCap system. High over-
lap between both curves formulates a rationale for the usage of the markerless
motion tracking in view-independent gait recognition. In particular, as we can
observe, the gait cycle and the stride length can be determined with high preci-
sion.

Fig. 4. Distance between ankles in sequences P1S, P2S and P3S (straight)

In a typical system for gait-based person identification a gait signature is
extracted in advance. Given a gallery database consisting of gait patterns from a
set of known subjects, the objective of the gait recognition system is to determine
the identity of the probe samples. In this work we treat each gait cycle as a data
sample. Thus, a gait sample consists of some attributes describing a person, like
height, stride length and joint angles estimated by marker-less motion capture.

The data extracted by markerless motion tracking algorithm were stored in
ASF/AMC data format. For a single gait cycle consisting of two strides a gait
signature was determined. The number of frames in each gait sample has some
variation and therefore the number of frames in each gait sample was subjected
to normalization. The normalized time dimension was chosen to be 30, which
was roughly the average number of frames in each gait cycle. As mentioned in
Subsection 2.1, the body configuration is parameterized by the position and the
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orientation of the pelvis in the global coordinate system and the angles between
the connected limbs. Among the state variables there is roll angle of the pelvis
and the angles between the connected limbs. A set of the mentioned above state
variables plus the distance between the ankles and the person’s height account
for the gait sample. In consequence, the dimension of single data sample is 32,
and it is equal to the number of bones (excluding pelvis) times three angles plus
two (i.e. distance between ankles and the person’s height). From such a gait data
sample we excluded the angles not used and the resulting dimension of the gait
sample was equal to 22. Thus, a single gait pattern was of size 30× 22.

In order to comprise the variation of the gait attributes over time we evaluated
a number of spatio-temporal motion descriptors. The first group of gait descrip-
tors was calculated on the basis of the normalized cumulative sums and the
corresponding variances, which were calculated for each attribute in some time
intervals. In the first gait signature g cum5 they were calculated in every fifth
frame, in the second signature g cum10 they were calculated every tenth frame,
whereas in third one g cum15 they were calculated every fifteenth frame. Given
the dimension of the gait sample, the lengths of the gait signatures were 264, 132
and 88. The second group of gait signatures was determined analogously, but
instead of the normalized cumulative sums and variances, the averages and the
corresponding variances were calculated for a specified range of adjacent frames,
i.e. 5, 10 and 15. That means that the first gait signature g ti5 consisted of the
averages and the variances of the attributes corresponding to frames 1-5, 6-10,
. . . , 25-30. Such gait signatures were then utilized by the classifiers.

4 Experimental Results

The markerless motion tracking system was evaluated on video sequences with 22
walking individuals. In each image sequence the same actor performed two walks,
consisting in following a virtual line joining two opposite cameras and following a
virtual line joining two nonconsecutive laboratory corners. The first subsequence
is referred to as ‘straight’, whereas the second one is called ‘diagonal’. Given the
estimated pose, the 3D model was projected to 2D plane and then overlaid on
the images. Figure 5 depicts some results, which were obtained for person 1 in
a straight walk. The degree of overlap of the projected 3D body model with the
performer’s silhouette reflects the accuracy of motion tracking.

Fig. 5. Articulated 3D human body tracking in sequence P1S. Shown are results in
frames #0, 20, 40, 60, 80, 100, 120. The left sub-images are seen from view 1, whereas
the right ones are seen from view 2.
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The plots depicted in Fig. 6 illustrate the accuracy of motion estimation for
some joints. As we can observe, the average tracking error of both legs is about
50 mm and the maximal error does not exceed 110 mm. The results presented
above were obtained by APSO algorithm in 20 iterations using 300 particles.
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Fig. 6. Tracking errors [mm] versus frame number

In Table 1 are presented some quantitative results that were obtained using
the discussed image sequences. The errors were calculated on the basis of 39
markers. For each frame they were computed as average Euclidean distance be-
tween individual markers and the recovered 3D joint locations. For each sequence
they were then averaged over ten runs of the APSO with unlike initializations.

Table 1. Average errors for M = 39 markers in three image sequences. The images
from sequence P1S are depicted on Fig. 5.

Seq. P1S Seq. P2S Seq. P3S

#particles it. error [mm] error [mm] error [mm]

APSO

100 10 50.9±31.4 54.6±30.3 55.6±34.1

100 20 46.9±26.5 49.0±27.1 49.7±26.5

300 10 46.7±26.6 50.4±28.5 50.5±26.1

300 20 44.4±25.9 46.6±24.8 48.2±25.2

Table 2 shows the recognition accuracy that was obtained on 230 gait cycles
from both straight and diagonal walks. Each of 22 persons performed 2 walks in
each direction, and each crossing consisted of 2 or 3 full gait cycles. 10-fold cross-
validation was used to evaluate the performance of the proposed algorithm for
view independent gait recognition. In the evaluation of the system we employed
Näıve Bayes (NB), multilayer perceptron (MLP) and a linear SVM. The first
column of the table contains acronym of the utilized gait signature, whereas the
second one contains the number of the attributes of the gait signature. In order
to show the usefulness of the spatio-temporal gait signatures we show also the
correctly classified ratio (CCR), which was obtained by the use of all attributes,
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see signature g all, and a signature g avg consisting of the averages and the
variances for each attribute. As we can observe, for rank 1 the best correctly
classification ratio was obtained by MLP classifier operating on all attributes.
However, taking into account that this result was obtained on large number of
attributes, the usefulness of MLP classifier can be reduced in practice due to its
computational and memory requirements, tendency to overfitting, and reduced
generalization abilities on such set of attributes. Unlike MLP, the computational
complexity of SVMs does not depend on the dimensionality of the input space.
Moreover, SVM classifiers are usually much quicker. As we can observe, the
correctly classified ratios achieved by SVM are better than corresponding MLP
CCRs for almost all remaining gait signatures (apart from g ti5). In particular,
for the SVM the best CCRs have been achieved using spatio-temporal features.
For rank 3 the SVM gives better results than MLP, excluding the g all gait
signature for which the CCR is equal to the best CCR of the SVM.

Table 2. Correctly classified ratio [%] using data from markerless motion capture

rank 1 rank 3

gait sig. # att. NB MLP SVM NB MLP SVM

g all 660 84.8 96.1 90.0 94.6 99.6 98.3

g avg 44 87.0 90.9 91.6 95.2 97.0 99.6

g cum5 264 82.6 91.3 93.5 92.6 97.8 99.1

g cum10 132 83.0 90.0 93.5 92.6 97.8 98.7

g cum15 88 83.9 88.7 91.7 93.9 97.0 99.1

g ti5 264 81.7 91.3 90.4 91.7 98.3 98.3

g ti10 132 80.4 90.9 92.2 93.6 98.3 98.3

g ti15 88 83.0 91.3 93.0 95.2 98.7 99.6

The discussed experimental results were obtained using data, which were em-
ployed in [7] and were produced by our marker-less motion tracking system. For
rank 1, the best identification performance obtained by SVM and operating on
spatio-temporal features is better about 4% in comparison to results reported
in [7], i.e. obtained by MLP operating on tensorial gait data that were reduced
using Multilinear Principal Components Analysis (MPCA).

Figure 7 depicts the confusion matrix, which was obtained by SVM and
g cum10 signature. As we can see, eleven persons were classified with 100%
probability. The lowest probability associated with true label is equal to 72.7%.

In Tab. 3 are shown results that were obtained using motion data from marker-
based motion capture. As we can observe, the 3D data allows us to obtain very
promising correctly classified ratios. In particular, the results demonstrate a
potential of 3D techniques in view-independent gait analysis. The data obtained
by motion capture systems are available at: http://home.agh.edu.pl/~bkw/
research/data/3DGaitData.7z.
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Fig. 7. Confusion matrix for SVM using g cum10 (CCR=93.5%)

Table 3. Correctly classified ratio [%] using data from marker-based moCap (rank 1)

gait sig. # att. NB MLP SVM
1NN 3NN 1NN 3NN

Euclidean dist. Manhattan dist.

g all 8880 100 - 100 100 100 100 100

g avg 148 99.1 100 100 100 100 100 100

g cum20 888 99.6 100 100 100 100 100 100

g cum40 444 99.6 100 100 100 100 100 100

g cum60 296 99.6 100 100 100 100 100 100

g ti20 888 99.6 100 100 99.6 100 100 100

g ti40 444 99.6 100 100 100 100 100 100

g ti60 296 99.6 100 100 99.6 100 100 100

The complete motion capture system was implemented in C/C++. The recog-
nition performance was evaluated using WEKA software. The marker-less mo-
tion capture system runs on an ordinary PC. As demonstrated in [6], the full
body motion tracking can be realized in real-time on modern GPUs.

5 Conclusions

We have presented an approach for view-independent gait recognition. The mo-
tion parameters were estimated using markerless human motion tracking. The
person identification was done on the basis of the proposed spatio-temporal mo-
tion descriptors. The classification performance was determined on a dataset
consisting of 230 gait cycles that were performed by 22 persons. The correctly
classified ratio achieved by SVM is equal to 93.5% for rank 1 and 99.6% for
rank 3. The identification accuracy is better than accuracy reported in [7], where
tensorial gait data reduced by Multilinear Principal Components Analysis were
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classified by a multilinear perceptron. The correctly classified ratio of SVM, MLP
and k-NN classifiers on data obtained by the moCap system is equal to 100%.
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Abstract. Novel imaging diagnostic method - wireless capsule enteroscopy was 
used in experimental gastroenterology studies in pigs. We monitored the disin-
tegration of two types of drug forms in gastrointestinal tract for next optimalisa-
tion of pharmaceutical technology process. In parallel, the plasma time profiles 
of the active component were detected. In second study, scanning of intestinal 
mucous lesions was done as diagnostic tool. The disintegration of tablets was 
perceptible in the duodenal-jejunal segment (until the 90th min) and culminated 
in the proximal jejunum (at the 3rd hour). The peak of maximal concentration 
was reached between the 3rd and 6th hour. The most common lesions induced 
by non-steroidal anti-inflammatory drugs were red spots and erosions. 
Sensitivity and specificity of capsule endoscopy were more than 80% and 95%, 
respectively. Wireless capsule endoscopy is a highly accurate non-invasive 
method for evaluation of experimental NSAID-induced enteropathy and 
evaluation of tablet disintegration proces in the intestine. 

Keywords: wireless capsule enteroscopy, enteropathy, imaging method, drug 
forms. 

1 Introduction 

Diagnostic imaging methods in gastroenterology  consists of various endoscopic 
techniques. Wireless video capsule endoscopy represents a novel, fundamental 
progress in non-invasive imaging of the gastrointestinal tract and allows direct 
visualization of the entire small bowell mucosa. The method was introduced into 
clinical practice relatively recently, 12 years [1–5]. At a very early stage, an initial 
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2.3 Ethics 

The study was approved by the Institutional Review Board of the Animal Care Com-
mittee at the Institute of Experimental Biopharmaceutics, the Czech Academy of 
Sciences (Protocol Number 149/2006). Animals were held and treated in accordance 
with the European Convention for the Protection of Vertebrate Animals Used for 
Experimental and Other Scientific Purposes (Council of Europe 1986).    

2.4 Design of the Animal Study 

Disintegration of the tablet was continuously (from administration to 8th hour) 
scanned by means of wireless capsule enteroscopy. In parallel, blood samples for the 
detection of active substance and comparison of the place of tablet disintegration and 
plasma time profiles were taken from the jugular I.v. infusion of a 0.9% saline solu-
tion was administrated to secure basal hydration (1000 mL per 8 hours). All animals 
were covered with blankets to prevent hypothermia. The jugular vein was incannu-
lated one day before the experiment. In the second study, we induced intestinal le-
sions via 10-days of nonsteroidal anti-inflammatory drug (NSAID) administration. 
After NSAID medication, capsule enteroscopy was done and images scanned were 
evaluated. 

2.5 Detection of the Model Drug and Evaluation 

Active substance of drug form absorbed from the intestine into blood were detected 
using High-Performance Liquid Chromatography (HPLC). Plasma levels and numeric 
expression of disintegration kinetics were expressed as means and standard devia-
tions. Data were analysed statistically with t-test, Mann-Whitney rank sum test and 
Spearman rank order correlation. Statistical software was used for these analyses 
(SigmaStat; Jandel Corp. Erkrath, Germany).   

3 Results 

3.1 Capsule Enteroscopy Usage and Intestinal Lesions Evaluation 

The capsule endoscope reached the cecum during enteroscopy once (at 7 h 57 min), in 
the remaining cases, endoscopy recordings terminated in the distal or terminal ileum 
(life span of the battery). Movement of the capsule endoscope had less regional transit 
abnormalities in the duodenum and jejunum as compared to the ileum. The mean 
speed of the capsule endoscope in the proximal and middle jejunum was 4 cm/s. We 
estimated (from the pistures and transit time) the location of capsule in the intestine 
an in according to histological evaluation after next day autopsy. Due to the large 
volume of intestinal content in the ileum, the visibility of some ileal segments was a 
little bit worse. All capsule enteroscopies found a normal pattern of the small intestine 
in all experimental  animals. Evaluating capsule endoscopy, visibility of the small 
intestinal mucosa was limited in parts of the ileum due to intestinal content (in 6/8 
animals, comprising 27 ± 7% of images recorded from the ileum). Findings 
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Fig. 6. Disintegration kinetics of tablet “P” in the intestinal lumen of experimental pigs docu-
mented by means of wireless capsule enteroscopy 

Table 1. Plasma concentration of active substance (pmol/μL) after intraduodenal administration 
of tablets (see text dealing with details of the study design). Results are expressed as mean ± 
standard deviation.  NS = non-significant. 

 
Parameter 

 

Plasma concentration 
of active drug 

Statistical 
significance  

Time 
 

“G” (granulates) 
“P” 

 (pellets) 

 
30 min.  

 
248.5 ± 172.0 62.0 ± 79.1 p = 0.036 

 
60 min.  

 
429.0 ± 255.8 142.5 ± 134.1 p = 0.035 

 
90 min. 

 
3630.8 ± 2232.6 231.7 ± 159.8 p = 0.002 

 
2 hours  

 
3795.8 ± 2199.5 423.8 ± 268.1 p = 0.002 

 
3 hours  

 
7960.2 ± 2549.9 628.5 ± 483.7 p = 0.002 

 
4 hours 

 
515.7 ± 299.7 586.0 ± 400.7 

NS 
(p = 0.738) 

 
5 hours 

 
225.8 ± 132.3 635.3 ± 480.0 

NS 
(p = 0.180) 

 
6 hours 

 
219.8 ± 134.2 654.7 ± 464.9 

NS 
(p = 0.180) 

 
8 hours 

 
207.8 ± 130.7 696.2 ± 468.4 p = 0.041 
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4 Discussion 

Capsule enteroscopies are feasible in experimental design in pigs. In our study, the 
capsule endosopy was successfully accomplished in all animals. However, there were  
several difficulties during introducing the capsule into duodenum - gastric cardia is 
close to the pylorus, so the endoscopic approach to the duodenum is more hooked. To 
prevent a delay due to persistence of the video capsule in the stomach, we introduced 
all capsules directly into the duodenum by means of a standard flexible video- 
gastroscope. This study is continuation of our previously presented experiments pigs, 
including preliminary data on the use of capsule endoscopy [7, 8]. The movement of 
capsule endoscope was more rapid in the jejunum compared to the ileum. This fact 
reflects the natural motility character of the jejunum. The mean life span of the 
batteries used in the experiment was about 510 min. Capsule enteroscopy (similar to 
other methods) is not able to recognize the exact borderline between the jejunum and 
ileum. We have proposed a rough estimation of the approximate location of the 
capsule endoscope, being merely a conservative estimate. In comparison to clinical 
studies (the small bowel is twice shorter than a pig), the cecum is reached. In up to 
25% of cases, the batteries also run out before the capsule passes the ileo-cecal valve 
in humans [18]. This paper concerns methodological preparation for further 
experimental pre-clinical studies such as the evaluation studies of the effect of 
different xenobiotics on the small intestine or disintegration of various type of drug 
forms. Our study provided several new data, differentiating capsule endoscopy in 
experimental pigs from those performed in humans. Small intestinal injury compatible 
with NSAID-induced enteropathy was observed in 7/8 animals. The most frequent 
findings on capsule endoscopy were mild mucosal injury (multiple red spots and 
erosions), in 6/8 animals. Its clinical impact is probably low. Although human capsule 
endoscopy studies reported such lesions in up to 40% of healthy volunteers or 
controls [14, 18, 19]. Prevalence of NSAID-induced enteropathy in humans treated 
with nonselective NSAIDs is 55–78% in the available literature (mostly for chronic 
users) [11, 13, 20, 21]. In four animals, red spots seen on capsule endoscopy were not 
confirmed on autopsy, probably due to the etiology of these changes (mucosal 
congestion could hardly be revealed on gross autopsy). 

The use of capsule enteroscopy provided quite a new and original insight into the 
manner of disintegration techniques (dissolution techniques), regarding the 
description of disintegration kinetics of dosage form (in simulated digestive tract) and 
regarding effective release of a drug from the dosage form, this being in their 
economy/cost savings, in the relative speed of achieving results and in the possibility 
of flexibly changing the dissolution medium. During development of generic 
products, dissolution tests are therefore a suitable initial screening test to estimate the 
behaviour of the studied formulation in different segments of the GIT [20]. The 
composition of a gradually changed medium is a crucial input factor of dissolution 
methods [18]. Results might be less reliable if gastric, biliary and pancreatic juice is 
not added into the dissolution medium. These compounds may of course be involved 
in the metabolism both in the excipients and also active substances of the formulation. 
During dissolution tests, the eventual effect of intestinal passage (i.e. intestinal tonus 
and peristalsis) on disintegration tablet formulation cannot, of course, be registered 
and have a little predictive value from this point of view [23, 24] . Animal “in vivo” 



612 M. Kuneš et al. 

 

studies, which determine the pharmacokinetic parameters of released substances after 
gastro-intestinal administration of the dosage form, provide – in comparison with 
dissolution approaches – a broader basis for interpretation. The use of wireless 
capsule enteroscopy, with simultaneous drug administration to the most proximal 
intestinal segment, is thus one of the original and new additional technical 
approaches, which enable us to complete our knowledge of pharmacokinetic 
mechanisms of various dosage forms and the released substances. Future directions 
contain study of using novel localization techniques to determine exact position of 
capsule inside a body [25] and new imaging methods as well as possibilities in 
development of new type of capsule for wide spectrum of sensing [26,30]. 

5 Conclusions 

The NSAID lesions localisation study revealed the presence of small intestinal 
mucosal lesions induced by oral drug administration on capsule endoscopy in the 
majority of experimental pigs (more than 85%).. We also confirmed the utility of 
capsule endoscopy in this experimental model for NSAID-induced enteropathy 
research. It was shown utilisation of capsule enteroscopy for showing the process of 
disintegration of drug form in vivo - diametrically different kinetics of tablet disinte-
gration also different plasma levels of released. The results of this pre-clinical work 
showed the usefulness both from the aspects of more precise definition of pharmaco-
kinetic mechanisms in the intestinal tract and from the ethical aspects (data transfer 
into clinical phases of research). 
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Świerniak, Andrzej I-484
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