
 

  
L. De Strycker (ed.), ECUMICT 2014,  
Lecture Notes in Electrical Engineering 302,  

217 

DOI: 10.1007/978-3-319-05440-7_18, © Springer International Publishing Switzerland 2014  

Gestural Interfaces for Mobile and Ubiquitous 
Applications 

Ionut-Alexandru Zaiti1 and Stefan-Gheorghe Pentiuc 

Abstract. In the last years there has been a remarkable evolution in acquiring data 
on human gestures. Increasing efforts are focused on hand gestures as they 
provide an efficient interaction model for any application. This is more obvious in 
applications for desktops or gaming systems to be used indoors or relatively stand 
still activities in which the user does not leave the confines of a room or virtually 
defined space. However, mobile applications have not benefited the results of 
recent advances to the same extent. While most of the interaction we have with 
mobile devices is done using our hands, the model has remained unchanged. We 
suggest the use of natural hand gestures in both desktop and mobile applications 
and provide a starting point for achieving an engaging and realistic interaction 
while still retaining a connection with the surrounding physical space. We go over 
the work we have done towards this goal and provide some guidelines for 
designing applications based on hand gestures. 

1 Introduction 

In the age of ubiquitous computing [24] we are constantly surrounded by multiple 
computers and smart devices all presenting us with various choices of 
entertainment or other activities through different ways of integrated interaction. 
Laptops and desktop computers mainly use the touch pad, mouse and keyboard to 
allow us to provide input and commands, smartphones and tablets come with 
touchscreens. To these several other input methods are added as accessories or 
peripheral devices. 

There are joysticks and other game consoles which are specialized to serve a 
particular purpose, such as those ever popular applications, video games [2]. 
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While these devices serve different purposes and seem to present various and very 
different ways of interaction they are all used with our hands. Most of the 
interaction we have with smart devices is done through our hands due to the 
impressive range of actions that can be performed from the simple moving of  
the mouse to the calibrated and synchronized text writing through a keyboard. 

The newest entries to input devices, for gaming applications or otherwise, 
broke away from the relatively static model of previous ones. The Nintendo Wii2 

allowed the user to move around freely and interact with the application using 
motion gestures to simulate a real life action, such as in the game of tennis where 
the Wii sensor could be used as a tennis racket. This change contributed towards a 
more realistic and physically involving experience. The users were no longer 
bound to their seat and could explore a larger area while holding the game 
controller. Wireless communication allows the user to move around with a mouse 
as well but the interaction does not change based on the location of the user. In 
most cases a larger space is needed to perform various motions required to 
accomplish a goal. 

Similarly, in the case of Microsoft Kinect3, a vision based technique is used to 
acquire data on the whole body movement. What this means is that the user is 
presented with the opportunity to execute a wider range of gestures, with an 
increased accuracy. Both Wii and Kinect create a virtual game space in which the 
user can move relatively free. 

We believe that given the interaction we have with our environment is mostly 
done through our hands, capable of a varied range of functions with different 
levels of precision [10], any gestural interface should be at least partially based on 
hand gestures. Furthermore, hands should not only be used as an actuator but as a 
sensor as well. We considered that a good opportunity to provide a complete 
experience in interacting with the virtual space is to use the objects around us as a 
method of input by reversing the process of hand pose and gesture recognition. In 
the case of mobile applications, even though most of the interaction is done 
through our hands, the gestures we are required to use are limited in range. We 
implemented several applications for smart mobile devices using data not only on 
the position of the finger on the screen but also on the flexion of the used fingers. 
Based on our work we provide a discussion and guidelines on using hand gestures 
in the context of both standstill and mobile applications. 

2 Object Based Interaction 

We argue that hand postures can inform on the object the user is manipulating. 
The result is transforming everyday objects into physical interfaces instead of 
using specialized equipment. While there are multiple choices for acquiring data 
on hand gestures [3, 7, 8, 18] we used a data glove which allowed a high degree of 
precision while the user could still execute gestures in any position he saw fit 
(which is not possible in vision based techniques, depending on the user’s position 
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Fig. 2 Using real objects to interact in a first person shooter: (a) a toy as a gun and (b) a cup 
as a grenade for a first person shooter [25] 

large number of potential users. We also chose games because of their evolution, 
being one the most dynamic and adaptive type of application. As an example we 
give Counter Strike, a popular first person shooter, in which we used regular 
house hold objects to interact with the virtual world [25]. The user can pick up 
various objects from his surrounding and can use them in the game, thus creating a 
custom physical interface (Figure 2). We mention previous implementations of 
object based interfaces [9, 12, 20] where objects were specifically designed for a 
predetermined action. An advantage to this technique is the increased rate of 
recognition, each object having its own identity. However, as Sluis et al. [20] 
reported the users found the objects similar to a TV remote and separate from the 
environment. The objects had to be redesigned to appear more as decorative and 
create the impression of belonging to the environment. 

2.1 The Holding Posture 

To complement the analysis of our previous experiments we provide the results 
for a third task, the object holding posture, in which the participants were asked to 
identify the most comfortable holding posture for each object. The experimenter 
was present during the process and recorded the gesture data when the participant 
was ready. The task took approximately 5 minutes to perform and an average of 
172 postures were gathered for each object, in order to make available the small 
variations which can appear during holding an object. 

2.2 Recognition and Analysis 

Following our analysis on the translation and object manipulation tasks we limited 
our use of classifiers to the nearest neighbour classifier, the k-nearest neighbour 
classifier and a multilayer perceptron (MLP) in order to recognize object size and 
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Fig. 3 Mean recognition rates for object shape and size using a nearest neighbour classifier 
applied on the raw data sets of all three object handling tasks 

shape. Both nearest neighbour classifiers used a separating threshold of 0.1 which 
we determined to provide an acceptable compromise between data precision and 
recognition accuracy. The technique of calculating recognition rates for the 
holding posture was similar to the one for the previous tasks. For each object data 
set we randomly chose a fixed window of w postures which was used for testing 
while the rest of the data was used as the training set, a process which is repeated 
100 times. The recognition rate is given by the formula: Recognition Rate = C୭୰୰ୣୡ୲ C୪ୟୱୱ୧f୧ୡୟ୲୧୭୬ୱଵ଴଴ T୰୧ୟ୪ୱ  [100%]         (3) 

We note that we obtained similar and higher recognition rates for both the 
object size and shape using the nearest neighbour classifier and a window of only 
10 postures (Figure 3), which is equivalent to the data collected in a sixth of a 
second, as opposed to the 30 posture window in our previous experiments. The 
recognition rates were of 98% for both the object size and shape. In comparison, 
in the case of the translation task the highest accuracy was obtained using the k-
nearest neighbour classifier on the raw data (98% for both size and shape). 

The higher accuracy in the case of the most comfortable holding posture can be 
explained partly through the specifics of the task, which ensure that each data set 
will provide a rather stable posture as opposed to a range of varied postures in the 
other tasks. Another factor is the low percentage of shared postures (Figure 4) 
compared to the other two tasks, 16% in the case of the holding posture as 
opposed to 22.3% in the translation task and 65.1% in the exploration task. The 
percentage of shared postures shows how many postures are common to two 
different object and it is calculated using the techniques established in our 
previous work [22]. 

We also wanted to determine how many times the most comfortable holding 
postures appeared naturally during the two other tasks, the object translation and 



222 I.-A. Zaiti and S.-G. Pentiuc 

 

 

 

Fig. 4 Shared postures between the objects used in the experiment for the holding posture. 
A darker colour indicates a higher percentage shared postures between the two 
corresponding objects. 

exploration. In order to calculate the percentage of holding postures used in the 
other tasks we averaged the holding posture data set for each object of each 
participant and we compared it to each posture of the corresponding data set from 
the other tasks. The process was executed for values of the separating threshold 
between 0.1 and 0.5 with an increasing step of 0.1. The results showed low 
percentages for the thresholds which provide a better resolution for the interaction 
postures of an object (Figure 5). Slightly higher percentages were found for the 
exploration task which provided a more varied range of postures as well as a 
larger data set, a total of 266595 postures compared to 57606 in the case of the 
translation task. 

Given the size of the window, the used classifier (nearest neighbour) and the 
low percentage of shared postures between objects, real time recognition of the 
most comfortable holding posture for an object is possible and recommends it as a 
potential useful feature in object based interfaces. Considering the low percentage 
with which it is encountered in manipulating the objects and the high recognition 
rates, the holding posture offers some opportunities as an identification technique 
for both the object and the user. 



Gestural Interfaces for Mobile and Ubiquitous Applications 223 

 

 

Fig. 5 The encounter percentage of the holding posture for each object in relation to the 
translation and exploration tasks for various values of the separation threshold 

3 Gestural Interfaces for Mobile Applications 

In recent years mobile applications have increased in complexity and in the count 
of their users. The touchscreen remains the main interaction tool for smart mobile 
devices due to the simple interaction model. We are allowed to directly 
manipulate displayed entities leading to one of the easiest to use interfaces [6]. 
However, touchscreens do come with some issues, such as selecting and 
manipulating a target on the screen, given that the resolution of the human finger 
is low. This problem is even more troublesome in the case of devices with a small 
screen estate. Most solutions to this problem originate from Fitts’ law [4] or its 
variations [19]. Fitts’ law gives us a measure of the time needed to select a target 
on a device for which we have two dependent parameters a and b as seen in 
equation 4. The time to select a target using a cursor is directly proportionate to 
the distance to the target (d) over the width of the target (w). ܶ = ܽ + ܾ log ଶௗ௪                          (4) 

Various techniques such as offsetting the cursor [1, 13, 17, 23] have been 
developed to tackle the problem. Improvements have also been brought to the 
technology behind the touchscreen such as Tactus [21], allowing the touchscreen 
to become a deformable surface, or TapSense [5], detecting the part of the finger 
that was used to make contact with the touchscreen (the tip, nail or knuckle). 

Even with such improvements the touchscreen still remains limited in the 
interaction model it allows, more so in relation to the rising complexity of mobile 
applications. We believe that using the data on hand gestures performed in the 
interaction with a smart mobile device would greatly benefit both the users and 
developed applications through the new dimension of supplied input. We 
implemented several applications using the simplest of hand posture data to show 
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the potential impact it could have. One of those applications was Paint where the 
user could draw given a set of simple colours. The addition we made was that the 
user could associate different colours to different fingers and also had various 
available actions (Figure 6). An example of such an action is identifying a colour 
on the screen for which the user could simply touch the screen with his little finger 
(the colour picker). Rubbing the screen with the side of the hand similar to 
brushing something off would produce clearing or erasing the screen in the 
touched area. Similar actions without the use of hand posture data would require 
either navigating a menu and selecting it or displaying the available actions on the 
screen and thus losing screen estate. 

 

Fig. 6 Paint application using hand postures to differentiate between available actions 

We previously mentioned a system in which objects became part of the 
interface for desktop gaming applications. Object based interfaces have been put 
forward before in multiple forms [9, 12, 20] but is there an argument for using 
them in mobile device applications. The main problem to appear with such a 
system is the handling of both the mobile device and the object at the same time. 
However, given the continuously evolving interaction between users and mobile 
devices [15] and the various uses of mobile devices such an interaction is possible 
and recommended. Current smart mobile devices have the ability to adapt to the 
user’s requirements, being able to control large displays or smart TVs and even 
transform themselves into desktop systems. A precedent for mobile object based 
interfaces exists in applications such as Sphero5 where the user can either control 
the Sphero ball with his mobile device as well as the other way around. 

4 Creating Gestural Interfaces: Guidelines 

Objects from an environment can act as a support for pre-existing gesture 
commands (as in the Counter-Strike application a cup could be used as a 
replacement for the grenade which had its own established gesture). However, 
human gestures are not only a tool for physically interacting with the environment. 
Supported by our work with object based and gestural interfaces we provide in 
Table 1 a summary of actions involving hands for such scenarios ranging from 
simple object manipulation to fine precision gestures. 
                                                           
5 Sphero (http://www.gosphero.com/) 
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Table 1 Actions of the hand and fingers and application opportunities 
 

Postures and gestures       Application opportunity 
 

General object manipulation      The interaction we have with common objects all    
                                    around us (e.g., drinking from a cup) 
Precision gestures and complex actions     Using fine finger movements for actions that     

                                   require precision (e.g., playing the guitar) 
Culture-specific gestures          Waving, the ’ok’ sign, thumbs-up, etc. 
Communication oriented gestures      Conversational hand gestures [11] that assist inter  

     human communication 
Involuntary actions                      Involuntary hand gestures and finger movements   
                                     such as finger tapping 

 

While the needed degree of precision and the variation of gestures depend on 
the application profile we consider that for a ubiquitous application to be complete 
its gestural interface must use gestures from all those listed in Table 1. The given 
categories are not to be viewed as independent of one another but overlapping in 
some contexts. Their goal is not only to cover the range of actions which can be 
executed by our hands but also to punctuate the varied dimensions of hand 
gestures and their essential role in our lives. 

4.1 Object Manipulation Gestures 

An example of such gestures is the Counter Strike application enhanced with hand 
gestures supported by objects found in the users’ surrounding. The user has the 
option of customizing the interface himself by finding appropriately similar 
objects to those which are the subject of the given application. The shape and size 
of objects can be deduced from the gestures performed by the user while 
manipulating it [16, 22] which would mean that the objects required by the 
application should be recognizable and easily adjustable to by the user. 

We performed a study on students aged 22-23 to provide some insight on how 
the correlation between physical and virtual environments is made, from the 
perspective of the available interactive objects. Gaming applications were chosen 
mainly due to their popularity [2]. We also took into consideration that the first 
person shooter and role playing game types provide an interaction involving an 
extensive range of virtual objects such as weapons, tools and household 
appliances. The participants were asked among others to provide examples of real 
life objects, with no restriction, that could be related to virtual objects in a game, 
to represent any entity. As it was expected most correlations were made based on 
both size and shape, such as using a round plate for a steering wheel or a blanket 
as a cloaking device in role playing games. However, there were some other 
results as well regarding perception of scale. Some of the examples did not 
directly correlate the size of the physical object with the one in the virtual game, 
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while still allowing a direct manipulation. One example was using a leaf as a boat, 
another to use a cabinet to represent a building, based on the similar shapes. This 
provides a potential direction of interaction with virtual entities by change of scale 
and using gestures defined for shapes as a command interface. 

4.2 Precision Gestures and Complex Actions 

These gestures refer to those actions which require a high level of accuracy or 
coordination, such as playing a musical instrument. While such activities may not 
always be directly required by users they are almost always implied through the 
requirements of the application itself. Some actions may not be replicated 
correctly based on the user’s hand gestures without the accuracy of the input. 
However, even if required in order to create a more realistic and involving 
experience our recommendation is not to ground the application solely on them. 
From the first study we performed on object exploration and manipulation one of 
the secondary data we obtained was the reaction of the user. What we noticed was 
the level of fatigue in the case of finer gestures increased as the needed 
coordination in such cases requires a greater focus and thus puts a greater strain on 
the user. 

While the first two categories regarded the technical side of gestures and 
recognition, the next three cover aspects of gestural interfaces that allow the user 
to feel as a part of the application, instead of just a separate element controlling it. 

4.3 Culture Specific Gestures and Communication Oriented 
Gestures 

Culture specific and communication oriented gestures introduce another 
dimension in gestural interfaces, that of symbolism. Most such gestures represent 
an idea or a state of mind, thus presenting the application with an input of 
information, which is much more than a command. The thumbs-up sign, which is 
executed by holding the fingers closed except for the thumb which is straight, can 
present multiple meanings depending on the context in which it is executed. It can 
give a confirmation to a direct question or it can present a state of being. Such 
gestures have an increased value to applications due to the added information they 
bring. We see a similar system used in current applications where, based on the 
current locale, we have present options in the user’s language as well as other 
custom settings. The same concept can be applied to gestures based on the user’s 
own culture, further increasing his integration in the application. 
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4.4 Involuntary Actions 

Taking involuntary actions of users into consideration is a step even further from 
culture specific and communication gestures. These gestures no longer come from 
the user as a command, they are fully implied data or a raw display of information. 
Conversational hand gestures along with involuntary actions can be used to 
deduce the user’s emotional state, such as nervousness or anxiousness. AffQuake 
[14] (based on the first person shooter Quake) or Relax to Win6 are examples of 
pervasive games that use the emotional state of the player to influence various 
aspects of the game. 

5 Conclusion and Future Work 

In this paper we presented solutions we implemented for using hand gestures in 
applications for both desktop systems and smart mobile devices, gestures which 
were either standalone or supported by objects found in the surrounding 
environment. This allows users to build custom physical interfaces and have a 
natural interaction with applications. We complemented our previous study on 
object manipulation activities (translation, exploration) with an analysis of the 
holding posture for objects. Following our work and study on gestural interfaces 
we provided basic guidelines to promote using hand gestures as not only an input 
but also a provider of information and additional data such as emotional state. We 
believe our classification of hand gestures by their specific goal and particularities 
allows a better and a stronger ground for integrating gestures in the development 
of application interfaces. 

Emerging technologies such as LeapMotion7 or Myo8 provide new ways of 
acquiring data on hand gestures which could bring benefits and create a 
momentum in gestural interface development. We believe that an interaction 
model based on hand gestures either standalone or supported by objects found in 
the user’s environment can be the ground for truly ubiquitous applications. As 
future work we intend to extend our analysis of the object holding posture, 
specifically towards user independent recognition. We are also considering the 
implementation of an object based interaction model for mobile devices to 
determine the usability of such a model and the study of scale perception and 
interaction through shape oriented gestures in virtual environments. 

Acknowledgements. This paper was supported by the project InteractEdu (Interactive 
gesture based system for the educational development of school-age children: applications 
in education, tourism and discovery of patrimony) 588/2012, co-funded by UEFISCDI, 
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6 Philips Design - Relax to Win  
  (http://www.design.philips.com/philips/shared/assets/design 
 assets/pdf/nvbD/november2009/Getting emotional1.pdf) 
7 LeapMotion (https://www.leapmotion.com/) 
8  Myo (https://www.thalmic.com/en/myo/) 
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