Chapter 8
Nonlinear Waves

This Chapter studies several nonlinear equations of wave propagation which admit
the exact solutions by the inverse scattering transform. It analyzes also the amplitude
and slope modulations obtained by the variational-asymptotic method which may be
applied to non-integrable systems as well.

8.1 Solitary and Periodic Waves

Korteweg-de Vries Equation. Let us begin our study of nonlinear waves with the
Korteweg-de Vries (KdV) equation [26]

Uy 46Ul x+ U e = 0. (8.1)

This equation arose originally in the theory of shallow water waves, but it is now
widely used to describe dispersive waves in various nonlinear media.! The constant
factor 6 in front of the nonlinear term is conventional but of no great significance.
The last term accounts for the dispersion. Due to the balanced effects of nonlinearity
and dispersion, waves may propagate without changing their shape. To demonstrate
this let us seek a particular solution of (8.1) in form of wave traveling with constant
velocity ¢
u=¢(&), &=x—c,

which is similar to d’Alembert’s solution for linear hyperbolic waves. Substitution
of this Ansatz into (8.1) gives

—c¢'+69¢"+¢" =0,
with prime denoting the derivative with respect to £. The integration yields

! Particularly, Zabusky and Kruskal [54] have shown that the KdV equation is the continuum
limit of the equations governing the Fermi-Pasta-Ulam chain. Note that the original KdV
equation [53] differs from (8.1) but can be brought to this form by a simple transformation.
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9" =3¢’ +co—g,
where g is an integration constant. This resembles the equation of motion of mass-
spring oscillator with a unit mass and a nonlinear restoring force derivable from the
cubic potential energy U (@) = ¢ — éc([)2 +go.
The first integral of the above equation
is

@’ 1(0/2 =—¢’+ 1C(pz—g(p—l—h.

2 2
In the special case when ¢ and its first
derivative tend to zero as & — H-o0, we
may set g = h = 0. Then the first inte-
gral becomes

011

O.‘1 O‘.Z 0‘.3 0‘4 05 >"p
9% =¢*(c—2¢).

The corresponding phase curve in the
(@, ¢')-plane is the separatrix shown
in Fig. 8.1 for ¢ = 1. It is seen that ¢
increases from zero at £ = —eoo, rises
to a maximum ¢, = ¢/2 and then de-
Fig. 8.1 Separatrix creases to zero as & — oo, The solution
of the last equation can be found ex-
plicitly by quadrature and is given by

Q!

9(8) = sech’

This particular solution is called a soliton. Mention that the solution remains still
valid if & = x — ¢t —d, where d is any constant. Looking at this solution we can
observe that: i) the wave speed of the soliton is twice its amplitude, ii) the width
of the soliton is inversely proportional to the square root of the wave speed and
therefore taller solitons are narrower in width and move faster than shorter ones.
The shape of the solitary wave for ¢ = 1 is shown in Fig. 8.2.

In general g and & differ from zero and

(p/2 = P((P),

where p(¢) is a cubic polynomial having three simple zeros. For bounded solutions
all zeros must be real, and the periodic solution must oscillate between two of them.
Let the zeros be by, by, b3, and we order them such that by > b, > b3. Then

(@) = —=2(@—b1)(@ —b2)(@ —b3).
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Fig. 8.2 Solitary wave of KdV equation

Since p(@) > 0 for @ € (by,b;), the solution oscillates between b, and b;. So, let
us define a = b; — b, as the amplitude of the wave. Comparing p(¢) with that in the
first integral, we find

c=2(by+by+b3), g=biby+bibs+brby, h=bbybs.

It can easily be checked that the solution of the first integral is expressed in terms of
Jacobian elliptic function cn as follows (see exercise 8.1)

P(8) = b+ (b1 —ba)en’(V/ (b1 —b3) 28, m), m = Z: :Zi.

Such periodic solutions are called cnoidal waves. As the period of cn2(u,m) in its
argument u is 2K (m), with K (m) being the complete elliptic integral of the first kind,

the wave length is
2K
A= (m) (8.2)
V(b1 —b3)/2
The phase velocity of this periodic wave packet is ¢ = 2(b| + b, + b3). The solution
can also be presented in the form

¢(6) = y(0) = y(kx — ax),

where y(0) is the periodic function of period 27. Since k = 27 /A, we have for the
frequency
w=ck= 2([91 +by+ b3)k.

From (8.2), by — b3 is a function of A and a = by — b,. In the special case b, = 0
the root b3 can be expressed through a and the dispersion relation for these periodic
waves takes the form

o= Q(k,a).

We see that the dispersion relation for nonlinear waves involves the amplitude, what
is quite similar to nonlinear vibrations where the frequency depends also on the
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amplitude. If the amplitude of the wave is small, a < 1 and m — 0 then 2K (m) ~
T, SO ® ~ 2bzk ~ —41{21{ = —k3, and we recover the dispersion relation of the
linearized KdV equation

Uy + Uy =0.

In contrary, if b3 — 0, m — 1, and a = by — ¢/2, then the wavelength A tends to
infinity, and the solution approaches that of soliton.

Nonlinear Klein-Gordon Equation. We turn next to the nonlinear equation which
is derivable from the following Lagrangian

1 1
L= 2“’2’_ 2M?X—U(u).

Euler-Lagrange’s equation reads
Uy — U+ U'(u) =0. (8.3)

This is the so-called non-linear Klein-Gordon equation which arises in various phys-
ical situations. This is especially true of the case U(u) = 1 — cosu known as the
Sine-Gordon equation for which U’(u) = sinu. It describes for instance free tor-
sional vibrations of an elastic rod along which rigid pendulums are attached at close
intervals. The pendulums cause additional restoring forces proportional to sinu. An-
other mechanical problem leading to this equation deals with the motion of dislo-
cations in crystals, where the sinu term occurs due to the periodic structure of the
crystal lattice. Besides, it is used in modeling Josephson junctions, laser pulses and
many other phenomena. The alternative choice U (1) = u?/2 + au*/4 arises in the
problem of free vibrations of a pre-stretched string along which nonlinear springs
with the cubic nonlinearity are attached at close intervals. Mention also that the
small amplitude expansion of the Sine-Gordon equation leads to this model with

o=-1/6.
We look first for the soliton travel- )
ing with a constant velocity ¢ < 1 in the e

form: u = @(&), & = x — ct. Substitution
of this Ansatz into (8.3) gives

(1-c%)g" ~U'(9) =0. !

This resembles the equation of motion ! 4 s .
of mass-spring oscillator with a mass
m = 1—¢? and a nonlinear restoring -if
force derivable from the potential energy
—U (). The first integral is =

1
2’”‘9/2—U(<P) =h.

Fig. 8.3 Separatrix
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If @ and its first derivative tend to zero as & — oo, then h = 0. For definiteness we
consider U(¢) = ¢*/2 + aup* /4 with a negative a. The first integral with 4 = 0

1
¢? = m<p2(1 +a¢?/)2)

plots as the separatrix in the (¢, ¢’)-plane shown in Fig. 8.3 forc =1/2, a« = —0.1.
Thus ¢ increases from zero at & = —oo, rises to a maximum ¢,, = /2/| | and then
decreases to zero as & — oo, The solution of the last equation can be found explicitly
by quadrature and is given by

2 20 k1=

0(8)= o] 4 e20E1/V/1-¢2

This solitary wave is shown in Fig. 8.4. Mention that the solution remains still valid
if £ = x—ct —d, where d is any constant. We can observe that: i) the amplitude of
the soliton is constant and independent of the wave speed, ii) the width of the soliton
is proportional to v/1 — ¢2, so the narrower soliton moves faster than the wider one.

Fig. 8.4 Solitary wave of Klein-Gordon equation

Let us find now the periodic solutions of Klein-Gordon equation. They are ob-
tained by taking u = y(0), with 8 = kx — ¢, where we assume that y(0) is 27-
periodic function. Substituting u = y(0) into (8.3), we get

(@~ )" +U'(y) =0.

The finding of y(0) is equivalent to searching for the 27-periodic extremal of the
following functional

Op+2m |

M=, @ —E)* ~U(y)as, (8.4)

where 6y may be set equal to zero without limiting the generality. The first integral
of Lagrange’s equation reads
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1

L (@ =Ky +U(y) =h.

Its solution can be found by the separation of variables. The result is

V-2 dy
VA s

If U(y) is either a cubic, a quartic, or a trigonometric function, then y(6) can be
expressed in terms of standard elliptic functions. Periodic solutions are obtained
when v oscillates between two simple zeros of A — U (). At the zeros y'(0) =0,
and the solution has a maximum (crest) or a minimum (trough); these points occur
at finite values of 6 since the above integral converges when the zeros are simple.
We denote the zeros by y; and y», and consider the case

vi<y<y, h-U(y)>0, o’ —k>0.

As the period of y(6) is assumed to be 27,

Vo2 dy
m="" f\/h_U(w). (8.5)

The contour integral in this formula denotes the integral over a complete oscillation
of v from y; up to Y, and back, so it is equal to twice the integral from y; to y»
because the sign of the square root has to be changed appropriately in the two parts
of the contour. This integral may also be interpreted as the contour integral around
a cut from yq to Y, in the complex y-plane.

In the linear case U(y) = 51//2, and, as we know, the 27-periodic solution is

a2

y(0) =acosf, h= 5
so the amplitude a cancels out in the integral on the right-hand side of (8.5). Then

(8.5) becomes the linear dispersion relation
0>~k =1,

obtained previously for the linear Klein-Gordon equation. This dispersion relation is
also the solvability condition of the variational problem (8.4). In the nonlinear case
the parameter s does not drop out of (8.5) and we have the typical dependence of the
dispersion relation on the amplitude. Consider for example the case U (@) = ¢?/2+
o.@* /4 with small c. Then (8.4) is exactly the variational problem (5.4) studied by
the variational-asymptotic (or Lindstedt-Poincaré) method in Section 5.1, with @?
replaced by @”> — k? and € by a. Therefore the following asymptotic formulas

3 3
\/a)z—l<2:1—|—80ea2 = a)z—k2:1+4oca2,
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and
3

y(6) =acosO + a;zz (cos36 —cos0)

follow at once.

Behavior of Solitons. Through extensive
numerical simulations of the KdV equa-
tion? the following remarkable behavior
of solitons was discovered. If we con-
sider two solitons traveling from left to
right with the taller one behind as shown u(x,1)
in Fig. 8.5, then since the taller soliton
moves faster than the shorter soliton, they
will collide. After a short collision time
of nonlinear interaction and overlapping
the solitons separate again, with the taller u(x,1)
one now ahead, and the amplitudes and
velocities regain their initial values. The
only effect of nonlinear interaction are
phase shifts, that is the centers of solitons
are slightly shifted from the places where
they should have been as if there had been
no interaction (see Fig. 8.6). This resem-
bles the collision of particles; so similar to particles the name soliton was given to
these special waves.

u(x,f)

Fig. 8.5 2 traveling solitons

0.4

Fig. 8.6 Two-soliton solution of the KdV equation

This remarkable numerical discovery led to a series of first integrals of the KdV
equation. All these first integrals are of the form

2 First initiated by Zabusky and Kruskal in 1965 [54].
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o dlu
Ij:/_ij(u,u_’x,..., &xj)dx:const,

where P; are polynomials. For example, the first three integrals are (see exercise 8.3)

oo oo oo 1
14 :[ udx, IO:[ Wdx, I :[ (u372ui)dx.

In searching for further first integrals of the KdV equation Miura discovered the
following transformation: if v is a solution of the modified KdV equation

Vi— 6v2v_,x +V o =0,

then
U= —(v2 +vy)

satisfies KdV equation. This is readily seen from the relation
Uy + 06Ul x+ oo = —(2v+0x) (v — 6v2v_,x +V x)-

The equation u = —(v2 +v ) may be viewed as Riccati’s equation for v in terms of
u. It can be transformed to a linear equation by substituting v = y /. This yields

Yo +uy =0.

Since the KdV equation is Galilean invariant, that is invariant under the transforma-
tion '
(x,t,u(x,1)) = (x—ct,t,u(x,7) + 60),

it is natural to replace u by u — A and consider the equation

Vo Huy = Ay.

This is nothing else but the stationary Schrodinger equation which has been studied
extensively in context of the scattering problem, where function —u(x,#) plays the
role of the scattering potential. The association of the Schrodinger equation with
the KdV equation led Gardner, Green, Kruskal, and Miura later [16] to the fruitful
development of a beautiful mathematical method called inverse scattering transform
which can be used to fully integrate a wide class of nonlinear partial differential
equations [1]. We consider this method in the next Section.

8.2 Inverse Scattering Transform

This Section presents the analytical solution of KdV equation based on the inverse
scattering transform.>

3 See the detailed derivations in [1].
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Lax Pair. Let us consider the KdV equation (8.1) subject to the initial condition
u(x,0) = up(x),

where ug(x) decays sufficiently rapidly as |x| — . Since the KdV equation is non-
linear, the Fourier transform cannot directly be applied to solve this initial-value
problem. However, as motivated in the previous Section, we can relate this equation
to the stationary Schrodinger equation

Ly =Ay, (8.6)

where L is the linear operator defined by

Ly =y +ulx,1)y.

The idea is based on the following construction proposed by Lax [30]. Assume that
W evolves in time in accordance with

v =Ay. 8.7)

Thus, A is the linear operator governing the time evolution of y. Now we calculate
the time derivative of equation (8.6)

Liy+Ly,=Ay+Ay,.
Taking into account (8.7) we transform the above equation to
(Ly+LA—AL)y =2, y.
Thus, if AJ = 0, then the so-called Lax equation
L;+[LA]=0, [LA]=LA—-AL,

holds true. The problem reduces then to finding A so that Lax’s equation is compat-
ible with the KdV equation. It is easy to show by the direct inspection (see exercise
8.4) that Lax’s equation is compatible with the KdV equation if we choose A as
follows

Ay = (Y+ux)y— (44 +2u)y,, (8.8)

where 7 is an arbitrary constant. The byproduct of Lax’s construction is that the
KdV equation possesses an infinite number of first integrals since all eigenvalues
of Ly = Ay are such first integrals. The linear operators L and A, called Lax’s
pair, have been found later on for a wide class of nonlinear partial differential
equations, including the Sine-Gordon equation, the nonlinear Schrodinger
equation, the Kadomtsev-Petviashvili equation and many other equations of
mathematical physics.*

4 The list of fully integrable nonlinear equations can be found in [1].
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Inverse Scattering Transform. Based on the Lax representation we can now solve
the KdV equation, corresponding to u — 0 as |x| — oo, in three steps sketched below.
The mathematical justification will be given in the next paragraph.

i) First step. At time ¢ = 0 the initial condition u(x,0) = up(x) is known. With
these given initial data we solve the direct scattering problem: find the eigenvalues
and the corresponding eigenfunctions of (8.6). One can show that the spectrum of
the Schrodinger equation with u(x,7) — 0 as |x| — oo is discrete for A > 0 and con-
tinuous for A < 0. Denote the discrete eigenvaluesby A = k2,n=1,2,...,N and the
continuous eigenvalues by A = —k?. It turns out that the normalized eigenfunctions
corresponding to the discrete eigenvalues behave asymptotically as x — oo according
to

— KnX

Wy (x,1) ~ oy(t)e ,

with the normalization condition
/ vldx=1.

For the continuous spectrum the asymptotic behaviors of the eigenfunctions are
described by

v(x,t) ~e 4 p(k,1)e™  asx— oo,
w(x,1) ~ t(k,t)e ™ asx — —oo,

where p (k,t) is the reflection coefficient and 7(k,7) the transmission coefficient. At
t = 0 the obtained scattering data

S(2,0) = ({Ka, 04(0)}3=1. P (k,0), 7(k,0))

serve as the input data for the next step.

ii) Second step. We use now the evolution equation (8.7) with A from (8.8) to de-
termine the time dependence of the scattering data. We know that k;, are unchanged.
It will be shown that, forn=1,2,...,N

Gu(t) = 0,(0)e* !

and

Thus, the scattering data at time ¢ are given by

S(A’t) = <{Kﬂ’G”(t)}nNzlvp(k’t)vr(k’t» N

We use this as the input data for the last step.
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iii) Third (last) step. At this final step we solve the inverse scattering problem:
reconstruct the potential u(x,#) which is the solution of the KdV equation from the
knowledge of the scattering data S(2,7). The results may be summarized as follows.
From the scattering data we find the function

N
2”2 e / p(k,t)e™dk.

We then solve the linear integral equation
K(x,y,t) + F(x+y,1) +/ K(x,z,1)F(z+y,1)dz=0, (8.9)
X
called Gelfand-Levitan equation. Finally we compute u(x,?) in accordance with

d
u(x,t) = 28x [K (x,x,1)].

As we see, this method is conceptually quite similar to the Fourier transform used
for solving linear equations (cf. Chapter 4), except that the last step of solving the
inverse scattering problem is highly nontrivial. Schematically, the described steps
may be summarized in the following diagram

direct scattering
—

u(x,0) S(1,0)

time evolution
u(x, t) inversﬁltering S(), 7 t)
In this diagram the direct scattering plays the role of the Fourier transform, while the
inverse scattering the inverse Fourier transform. The time evolution of the scattering
data is similar to the multiplication of the Fourier image with function ¢>®) which
accounts for the dispersion. Note that at each step we have to deal just with linear
problems which are “doable”.

Mathematical Justification. In this paragraph we present briefly the justification of
the above results based on the direct and inverse scattering problems.> In the direct
scattering problem it is convenient to put A = —k? and write (8.6) as

W+ [u(x,1) + Ky = 0.

For a given k we let ¢ (x,k), ¢ (x,k) and w(x,k), W(x,k) be the corresponding eigen-
functions which satisfy the following asymptotic behaviors

O(x,k) ~ ™, (x,k) ~e ™ as x — oo,
W(x,k) ~ e ™ (x k) ~ as x — —oo.

5 See the detailed expositions in [1].
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Equation (8.6) is a linear second order differential equation. Therefore, between
these eigenfunctions there are linear relationships

W (x,k) = a(k) (x.k) + b(k)§ (x,k),
W (x.k) = —a(k)g (x.k) + (k)¢ (x,k).

where a(k) and b(k) satisfy the following symmetry properties
a(k) = —a(—k) = —a*(k*), b(k) =b(—k)=b*(k").
Besides, the following identity holds true
a(k)a(k) +b(k)b(k) = —1.
This can easily be checked by computing the Wronskians giving
W (y(x,k), 9 (x,—k)) = [a(k)a(k) + b(R)b(K)|W (¢ (x,k), 6 (x,k)).

We introduce t(k) = 1/a(k) and p (k) = b(k)/a(k) as the transmission and reflection
coefficients, respectively and consider the normalized eigenfunction y(x,k)/a as in
the previous paragraph. It is easy to see that |p (k)|> +|7(k)|> = 1.

We turn now to the time dependence of the scattering data. The evolution of
y(x,k,t) is described by (8.7), with A from (8.8). We introduce the modified eigen-
function N(x,k,t) such that

Clzl;/(x,k,t) — Nk r)e
Then N satisfies the equation
= (Y — 4ik> + u , + 2iku)N + (4k* — 2u)N
The asymptotic behavior of y(x,k,¢) implies that

N(x,k,t) — t(k,t) asx— —eo,

N(x,k,t) = 1+ p(k,t)e*™  asx — oo,

By considering the above equation for N(x,k,t) as x — —eo and using the fact that
u and its first derivative tend to zero in this limit, we obtain

= (y—4ik®)1.

Thus, the choice y = 4ik® makes the transmission coefficient 7(k) independent of 7.
Then, in the other limit x — co we get

pi=8ip = plk.1)=p(k0)et*",
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Concerning the discrete spectrum we know that the eigenvalues A = k2 are posi-
tive and time independent. Denote by ), (x, k;,,¢) the eigenfunctions with the asymp-
totic behavior y, ~ e~ ¥ as x — o and assume that Y, (x,) = 0, (¢) xn (x, Ky, 7). With
(8.6) and (8.7) it is easy to check that

d oo oo
dr mefdx:—SKSmefdx.

Taking into account the normalization condition we have
1
2
0, 1) = .
n( ) fim X}% d.x

Thus,
3 3
02(t) = 62(0)®" = 0,(t) = 0,(0)e*".

The rigorous derivation of the Gelfand-Levitan integral equation requires a
deeper insight into the spectral analysis [18] than that provided so far. Let us show
nevertheless how to obtain, at least formally, this equation by working with the
Schrodinger equation in an equivalent “time domain”. We consider equation (8.6)
as the Fourier transform of the “wave” equation

Qxx— Qoo +up =0, (8.10)

where function @(x, 0,7) is the Fourier image of y/(x, k,t) with respect to k

o(x,0,1) = / - v(x,k,1)e™® dk.

We suppress at present the true time variable 7. Consider an incident wave ¢ =
O(x+ 0) from x = oo and let the reflected wave be F(x — 6). Thus,

O~ Qo=0x+6)+F(x—0) asx— oo

We propose that the corresponding solution of (8.10) may be written

0(x.0) = 0. (x.0)+ | K(x2)9.(x,0)dz,

what is equivalent to a crucial step in Gelfand-Levitan’s work. By direct substitution
in (8.10) we verify that there is such a solution provided

Ky—Ko+uk=0, z>x

ulx)=2 a;K(x,x),

d
K,K;—0 asx— oo,

This is a well-posed problem, therefore K (x,z) exists. From the causality property
of the wave equation we know that ¢ must vanish for x4+ 6 < 0. Therefore
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0o (x,0) + /DQK(x,z)(pw(x, 0)dz=0 forx+6<D0.
x
Introducing the expression for @..(x, 6) in this equation we get
K(x,—0)+F(x—0) +/MK(x,z)F(z— 0)dz=0 forx+6<0.
x
With 6 = —y this becomes Gelfand-Levitan equation (8.9). At a fixed time #, F is
determined from the direct scattering problem in terms of u(x,?) as
N

1 [ .
Flr—0) — 204\, —Kn(x—6) / ik(x—8) g
(x—0)=> o;(r)e —1-271_ _wp(k,t)e dk

With 8 = —y and with the scattering data at time ¢ we obtain the expression for
in the Gelfand-Levitan equation.

Reflectionless Potential. The solution of the Gelfand-Levitan equation simplifies
considerably if the reflection coefficient is zero. In this case we obtain the special
soliton solutions by the separation of variables. Indeed, if p (k,7) = 0, then we have
for function F(x,t)

N
=Y aH(e ™,
n=1

with o,(r) = O'n(O)e4’<'?’ > 0 and distinct x, > 0, n =1,2,...,N. So the Gelfand-
Levitan equation becomes
N oo N
K(xy.0)+ Y, op(1)e ™0t +/ K(x,z,1) Y, op(t)e ) dz =0,

n=1 x n=1

We seek the solution of this equation in the form

oy
x ,)51) 2 Onvn(x "

Substituting this solution Ansatz into the integral equation we getform=1,2,....N

(Km+r<n)x =0 (f)e K.
+; A () = ou(r)e

This is a system of N algebraic equations which can be written in the matrix form
as
(I+C)v=f, (8.11)

where v= (vi,va,...,v3)T, = (f1, f>,-.., fv)! with f,, = Oe ™* m=1,2,...,N,
I is the identity matrix and C is a symmetric N X N matrix with elements
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Opm(t)op(t) _
Con = (1)en(r) (KntK)x o n=1,2,...,N.
Kin + Kn
A sufficient condition for the system (8.11) to have a unique solution is that C is
positive definite. The latter holds true because the quadratic form

_ Al O (t)0n(t)Em&n ~(mt)x [ J —Kpx ’
gcg=3 3 OO SE e | (ﬂz]ano)&ne ) "

is clearly positive for an arbitrary & # 0. The unique solution to the KdV equation

in this case is 5

u(x,1) = Indet(I+ C)]. (8.12)

28x2[

Soliton Solutions. Consider first the simplest case N = 1 for which

C = Glz(t) e*ZK']X — 612(0) 672K1x+81('?l
2K'1 2K'1 '

Introducing & = x — ¢t — d, where

1 0
cead d=— 10

K1 2K1 ’

we may write C = ¢~ 2515, Then

2

2 92 = 2xfsech?(x; &)

u(x,t) = [In(1+C)] = 8x?

C
(14+C)?
coincides with the one soliton solution obtained in Section 8.1.

For N = 2 we have

A=det(I+C)=1+ 2K + o228 + e—2K1§1—2K2§2+A12’

with

K1 — K2
=x—4K’t—d, A;p=21 .
gn X n ny 12 n<K1+KZ)

This formula implies that the only effect of the interaction of two solitary waves is a
phase shift. Indeed, consider the trajectory &; = const, and assume that k> k> > 0.
Then

A~ l+e 28 agt— —oo,
A ~ e 208 + e 2K 208+ ot oo
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Therefore, from (8.12) it follows that for fixed &;
2

2, 2(In4)~ 2xPsech® (k&) +8iF)  ast — too,
X

u(x,t) =

with
1

51+:2

Aja, 3; =0.
Similarly, for fixed &,
2 anh2 +
u(x,r) ~2K5sech” (k28 +05°)  ast — oo,

with |
5;20, 52_: 2A12.

Thus, for large negative time, the taller soliton is behind the shorter one, and vice-
versa for large positive time. The phase shifts of solitons are Aj/2 and —A2/2,
respectively.

The calculations for N solitons show the similar behavior. If k1 > K, > ... >
Ky > 0, then for fixed &,

u(x,t) ~2x2sech®(k,&, + 85)  ast — oo,
where X
N n—
Ky — K Kin — K,
5 = zln(" m), 5n:21n<m )
m=n+1 Kn + Kin m=1 Kin + Kn

Therefore, the n-th soliton undergoes a phase shift given by

N n—1
s+ s— z Kn — Km 72 K — Kn
5n*5n 6,, B ln( > m]ln(Km“FKn).

m=n-+1 Kn + K

We see that the total phase shift is equal to the sum of phase shifts resulted from
pair interaction with every other soliton.

To illustrate the relationship between the initial condition and the number of soli-
tons, let us take the initial condition in the form

u(x,n) = N(N + 1)sech’x.
In this case the scattering problem, with A = k2, reads
Vo + [N(N + 1)sech’x — K2y = 0.

If we make the transformation g = tanhx, then this equation becomes

>y dy K
J— 2 J— J—
(1—u )dﬂz Z'udu +[N(N+1) -

2
,lw=0, (8.13)
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which is the associate Legendre equation (see [3]). Equation (8.13) has N distinct
eigenvalues x;, = 1,2,..., N and bounded eigenfunctions in terms of Legendre poly-

nomials
—nx

W (x) = 1Py (tanhx) ~ cpe as X — oo,

where ¢, is determined from the normalization condition. The N-soliton solution of
the KdV equation is given by (8.12), where

Coun = Cm+Cn ei(mﬁk”)x.
m+n

In particular, the two-soliton solution of the KdV equation satisfying the above
initial condition for N = 2 reads

3+ 4cosh(2x — 8¢) + cosh(4x — 64¢)

1) =12 .
ux) [3cosh(x — 28¢) + cosh(3x — 361)]2

If we introduce & = x — 16t and &, = x — 4t, then the two-soliton solution can be
expressed as

3+4cosh(2&; +241) 4 cosh(4&;)

ulx,r) =12 [3cosh(&; — 127) + cosh(3&; + 121)]%’

and, alternatively,

3+4cosh(2&;) + cosh(4&, — 48r)

M =12 5 cosh(&, - 241) + cosh(3E, — 241)]2

Expanding these formulas, keeping &; (alternatively &) fixed, it is easy to see that
ast — oo

1 1
u(x,t) ~ 2sech? (& + 5 In3) 4 8sech?(2&; 7 5 In3).

Thus, the phase shifts are +1n3/2 in this case.

8.3 Energy Method

In this Section we are going to apply the variational-asymptotic method to general
variational problems of wave propagation.

Variational-Asymptotic Method. Consider the variational problem in form of
Hamilton’s variational principle: find the extremal of the action functional

Hui(x,1)] = //L(ui,ui,a,ui,z)dxdt, (8.14)
R
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where R =V X (fo,1) is any finite and fixed region in (d + 1)-dimensional space-
time. We assume that u; are prescribed at the boundary dR. We look for the extremal
of this variational problem in form of a slowly varying wave packet®

ui:llli(eaxat)a (815)

where 0 is a function of x and ¢, y; are 27-periodic functions with respect to 6.
Function 6 plays the role of the phase, while 8 , and —6, correspond to the wave
vector ko and the frequency @, respectively. As in the linear case we assume that
functions 6 ¢, 6, and y;(6,X,t)|g—const change slowly in one wavelength A and one
period 7. The latter are defined as the best constants in the inequalities

2r 2r

0al< " 6= (8.16)

The characteristic length- and time-scales A and T of changes of the functions 0 4,
0, and y;(0,X,1)|g=const are defined as the best constants in the inequalities

2n 2n 2n 2n
|9’aﬁ‘§l/\’ |9’w‘§lT’ 9,at|§TA, |9,tt|§TTa

o < Vi PATARS Vi ol < W 8.1

Gail = s ldwil < o [Wiel < Wi, (8.17)

where dg W; = dy;/dxy with 8 = const, and d; y; = dy;/dr with 6 = const. There-
fore it makes sense to call 0 “fast” variable as opposed to the “slow” variables x
and ¢. Thus, in this variational problem we have two small parameters A /A and
T/T.

We now calculate the derivatives u; o and u;;. According to (8.15)

Ui = 0o Wi+ VioOo, Uiy =0 Wi+ Ye0;.
Because of (8.16) and (8.17) they can be approximately replaced by
Uio = VYi90o, Uis=Ye0,.

Keeping in the action functional (8.14) the asymptotically principal terms, we obtain
in the first approximation

Io[wi] = //L(l/f,-, Vio8.0s Vo8, ) dxdr.
R

Similar to the linear case we decompose the domain R into the (d + 1)-dimensional
strips bounded by the d-dimensional phase surfaces 0 = 27n, n = 0,£1,£2,....
The integral over R can then be replaced by the sum of the integrals over the strips

6 The amplitudes a; appear later.
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//dedt - 2//L(y/,-,%799,a,q/i7997,);<d9d§, (8.18)

R

where  are the coordinates along the phase surface 6 = const, and « is the Jaco-
bian of transformation from x,7 to 8, {y. In the first approximation we may regard
K, 04 and 0, in each strip as independent from 6. Therefore we obtain the same
problem in each strip at the first step of the variational-asymptotic procedure [8]:
find the extremal of the functional

_ 27
Wil = [ L. VioOa. i06,)do (8.19)

among 27-periodic functions y;(0). Since the quantities ko = 6, and — = 6,
change little within one strip, they are regarded as constants in the functional (8.19).
The Euler-Lagrange equation of this functional is a system of » nonlinear second-
order ordinary differential equations. Its solutions contain 2n arbitrary constants: n
of them is determined from the conditions that y;(60) are 27-periodic functions, the
other n conditions can be chosen by fixing the amplitudes a; as follows: max y; =
|la;|, where a; are arbitrary real constants.” We call this variational problem strip
problem.

Let us denote by 27L the value of the functional (8.19) at its extremal. The quan-
tity L is a function of a;,0 o and 6. The sum (8.18), as A /A — 0 and 7/T — 0, can
again be replaced by the integral

/ / L(ai,0,,0,)dxdr. (8.20)
R

Euler-Lagrange’s equations of the average functional (8.20) read

L 9oL 9 oL

2a =0, =0. (8.21)

9690, " 0xy 904

We will see that equations (8.21); express the solvability condition for the strip
problem leading to the nonlinear dispersion relation, while (8.21), is equivalent to
the equation of energy propagation.

Strip Problems. As an example let us consider the strip problem for the nonlinear
Klein-Gordon equation, whose Lagrangian is given by

1 1
L= 2“"2’_ 2M?X—U(u).

In this case the average Lagrangian must be calculated according to

7 This choice is dictated by the phase portrait of the strip problem. We will see later that, in
some cases, the constants must be chosen by fixing the slopes rather than the amplitudes.
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_ 1 27 1
L=_ min / [, (@ — )2~ U(y))de,
0
where @ = —0; and k = 0 are regarded as constants. We use the first integral
1
(@ R+ U(y) = U(a) = h

to express L in the form

i= /zn(a)z—kz)w’zde—h
21 Jo '

Changing the variable 6 — y, we obtain finally

2n

=l (a)z—kz)/ vdy—h= 1 \/2((»2 —k2) 75 Vh—U(y)dy—h. (8.22)
2r 0 2r

The contour integral in (8.22) denotes the integral over a complete oscillation of
from b, with U (b) = U(a), up to a and back, so it is equal to twice the integral from
b to a because the sign of the square root has to be changed appropriately in the two
parts of the contour. This integral may also be interpreted as the contour integral
around a cut from b to a in the complex y-plane, where y plays the role of the
variable of integration.

Now let us consider the average variational problem (8.20) in which L is given
by (8.22) with h = U(a), @ = —6,, and k = 6. Euler-Lagrange’s equations of this
problem read

JdLdh 0 oL d JdL
dhda” " Torde " vy k

It is easy to see that differentiation of L with respect to & gives

=0. (8.23)

oL 1 \/co2

oh 2 %\/h Uy

Thus, the first equation of (8.23) is nothing else but the nonlinear dispersion relation
(8.5) for the nonlinear Klein-Gordon equation. Together with the kinematic relation

ki+@g=0, (8.24)

they form a system of nonlinear coupled equations describing the amplitude modu-
lations.

The strip problems for two or more unknown functions reduce to the problem
of finding the nonlinear normal modes already solved in Chapter 7. Consider for
example the wave equations which are Euler-Lagrange’s equations of the following
Lagrangian

1
L= u%,x+u%,x)7u(ulvu2)'

2 2
uy, + ”2,t) - 2(

5
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This Lagrangian arises in the problem of coupled vibrations of two pre-stretched
strings along which nonlinear springs with the cubic nonlinearity are attached at
close intervals, where function U (uy,u;) describes the potential energy density of
the springs. The strip problem becomes: find the 27-periodic functions y; and y»
which minimize the following functional

27 ]
Wiy el = [ L (@ =) (Wo + Vo)~ Ulya y2)]de.

Denoting ®> — k> = m, we write the corresponding Lagrange’s equations in the form

U U
my ge = _31111 , MYyn e = —3%-

This is nothing else but equations (7.7) studied in connection with the nonlinear
normal modes in Section 7.2. If we seek the nonlinear normal modes as 27-periodic
solutions by assuming > as a function of yj, then the problem reduces to solving
the modal equation

, U, au

which is the ordinary differential equation of second order, where the prime denotes
the derivative with respect to y; and £ is a constant in the first integral

1
2mll/12,9(1 + ) +U(y1,y) = h.

Particularly, if U (y1, y») equals

1 o o
W%wm:gw+2W+%+2ﬁ+@wf%W,

then the normal modes become similar modes y, = cyq, with

1 1
=1,—-1,1— + 1/4 —
€=5HT5 2K K'\// %

where k¥ = 3/ o is the coupling factor. The strip problem reduces then to the prob-
lem with one unknown function admitting the analytical solution (see exercise 8.7).
Thus, for k¥ < 1/4, there are two additional normal modes bifurcated out of the
antisymmetric mode W, = — 1 (vibrations in counter-phases) at k¥ = 1/4. This in-
dicates the bifurcation of amplitude modulations in our original problem of wave
propagation.

Hamilton’s Equations for the Strip Problem. It is quite straightforward to trans-
form Lagrange’s equations of the strip problem to the equivalent Hamilton’s form.
We take the differential of the Lagrange function A (y;, y!) = L(y;, ko W/, — W)
as function of y; and ¥ = y; ¢
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n9A IA
dA = dyi+ 2 dy).
,21(3% Vit oy V)

We introduce new variables p; = dA /dy; and the Hamilton function H (v, p;) as
Legendre’s transform of A (y;, y/) with respect to y/

H(yi,pi) ZPIV/ A.

The Lagrange’s equations of the strip problem are equivalent to

,  OH ,_ OH
ll/z - apia pl - all/l’
for all i = 1,2,...,n. These replace n differential equations of second order by the

system of 2n differential equations of first order. The functional (8.19) may now be
written as

2 N
[l//tapz */ ZPI‘I/ H l//,,p,

It is easy to check that the extremal of this functional among 27-periodic functions
y;(0) and p;(0) corresponds to the extremal of the functional (8.19). If the Hamilton
function does not depend explicitly on 0, then the first integral follows

Adiabatic Invariants. If we consider wave propagation in weakly inhomogeneous
media or wave propagation under some external forces which change slowly in
space and time, then the Lagrangian depends explicitly on x and ¢. This is quite
similar to the vibrations of a non-autonomous mechanical system where one pa-
rameter of the system changes slowly in time.® It turns out that some quantities,
called adiabatic invariants, remain constant in this situation. The finding of these
adiabatic invariants can be done by the variational-asymptotic method. For simplic-
ity let us consider a nonlinear oscillator with one degree of freedom ¢(¢) and one
slowly varying parameter A (¢). Hamilton’s variational principle states that

t
§ [ Lig.q,2)di =0.
T

We first calculate the average Lagrange function for the periodic motion with 4
held fixed. Since the period is 7 = 27/, we have

- o (T
= L(g,g,A)dt
M/O (9,4,2)

8 For example, the vibration of a pendulum with slowly changing length.
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With A = const the conservation of energy

JdL
j..—L=h
q 94
holds true. This equation may be solved with respect to ¢ so that the generalized
momentum p = dL/d¢ can be expressed as

p=r(q,hA).

Using the same conservation of energy we may calculate the average Lagrange func-
tion as follows

L= w/T 'dtfh—w]{ (g hA)dg—h (8.25)
72”Opq *2” pqaa q ) .

where § pdq means the integral over one complete period of vibration which corre-
sponds to the close orbit in the phase plane. We now allow a slow change of 4 in
time, and consider the average variational problem obtained as the particular case
of (8.20)
1 _
0 L(a,0;,A)dt=0.
To

Here 0; = —®, with w being the frequency of vibration. Lagrange’s equations of
this variational problem read

dL _oLdh 9 oL _ oL _

da ~ onda " 9190, ordw (8:26)

The first equation is nothing else but the frequency-amplitude equation of this non-
linear oscillator (see exercise 8.8). The second equation leads to the conservation of
the action variable
oL 1
I(w,h) = o = 2 f.p(q,h,l)dq = const,
which is just the classical result of the adiabatic invariant [5]. From (8.25) and (8.26)
the period is given by

which is also classical.

From this analysis we see that for waves the quantities dL/d® and dL/dk, are
akin to the adiabatic invariants with respect to time and space. If the wave packet is
uniform in space but responding to changes of the medium in time, then we must
have

= const.

W
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Alternatively, for a wave packet of fixed frequency moving in a weakly inhomoge-
neous medium dependent only on one coordinate x, we have

= const.

dk

In general, modulations in space and time balance according to the equation

9L 9 oL _

IO xg dhg

which describes the propagation of the amplitude modulations.

Effect of Damping. If the medium in which waves propagate possesses some vis-
cosity, then the energy is not only transported by the waves, but also dissipated
during the process of wave propagation. The average equations of amplitude mod-
ulations can be obtained by the variational-asymptotic method for the case of small
dissipation. Let us illustrate this on the example of the nonlinear Klein-Gordon equa-
tion with a small resistance force

Ugr — U+ U (1) = fu,uy),

where f(u,u;) = —dD/du, is a small term of the order (7/T )u, with D(u,u ;) being
the dissipation function assumed as homogeneous of order 2 with respect to u;. It
is easy to show that this equation can be obtained from the variational equation

3//[;@— ;ufx—U(u)]dxdt+//f(u,u,,)5udxdt:0. (8.27)

In the first step of the variational-asymptotic method we neglect the last term in
(8.27) as small compared with other terms and seek for the solution in the form

u= uO(eaxat)a

where up and 6 behave in the same way as in (8.15). So, the analysis provided in
the first paragraph of this Section leads to the following strip problem

1 1 2 2y, 2
mar){lul(?:a<2(w —k )MO,G_U(M0)>7

where (.) = 2171 02” .d0 denotes the averaging over the strip, and where ® = —0;
and k = 6, are treated as constants. Let L(a, @, k) be the minimum and up = y/(a, )
the corresponding minimizer of this strip problem.

It can be shown that the second step brings correction of the order u; ~ (7/T )ug
in u and corrections of the order (7/ T)zu(z) in the average Lagrangian and dissipation
causing no influence on the average equations for a and 6.

To find the average equations let us substitute u = y/(a, 6) into the original vari-
ational equation (8.27) and keep the asymptotically principal terms up to the order



8.3 Energy Method 367

(t/T)y? of smallness. Replacing the sums over the strips by the integrals in the
limit /A — 0 and 7/T — 0, we obtain

6//Z( _9,.6, dxdt+// ye0)8y(a,0))dxdr =0,

Substitution of Sy = y,0a+ Y 00 into this equation yields

6//L a,—0,,6; dxdt—l—// ) (Wada+ e88)) dxds = 0.

It is easy to see that the term containing da in the second integral brings just a small
correction to the dispersion relation, so it can be neglected. Since the dissipation
function D(u,u,) is a homogeneous function of second order with respect to u,,

2 2 _
(f(v,—ypm)yed0) = w<D(‘lf’—llfew)>59= wD397

where D is the average dissipation function. Thus, the average variational equation

reads
5//L —0;,0 dxdt+// DS86dxdt =0. (8.28)

Varying equation (8.28) with respect to a, we obtain

oL

da =0,

which shows that the dispersion relation remains exactly the same as in the case
without dissipation. Varying (8.28) with respect to 6, we derive the following equa-
tion _ _

ddJdL JIL 2 _

dtdw dxdk o

This equation shows the loss in wave action due to dissipation. We see also that the
term on the right-hand side must be maintained because it is of the same order of
smallness as the terms standing on the left-hand side. The energy balance equation,
which can easily be obtained from here, reads

(wLy—L); —(0Ly)=—2D.

We see that some portion of energy is transported by the energy flux —wLy, and
some is simply dissipated against the resistance due to viscosity. To complete the
system of average equations of amplitude modulations we have to include also

k,t + CO,X = Oa

which is simply the kinematic relation. It is easy to generalize this result to higher
dimensions and more unknown functions.
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8.4 Amplitude and Slope Modulation

This Section studies the theory of amplitude (or slope) modulation of nonlinear
dispersive waves and presents some of its selected applications.’

The Near-Linear Case. As we know already from the previous Section, the ampli-
tude modulation in 1-D case is described by the equations

l—47a :O, k7t+w7x:O,

(Lo)s—(Li)x=0. (8.29)

The first equation corresponds to the nonlinear dispersion relation. The near-linear
theory is obtained by expanding L in powers of the amplitude. This expansion may
be taken as

L=G(w,k)a®+Gy(w,k)a* +....

Computing L ,, we may solve (8.29); with respect to @ to have explicitly
o =Q(k,a) = Qok) + Q(k)d> + ..., (8.30)

where
- 2Go(Qo(k), k)

G.w(Qo(k),k)"

We see that the dispersion relation @ = Q(k,a) couples the remaining equations
(8.29). With (8.30) equation (8.29), becomes

G(Q()ak) =0, QZ(k) =

k. + [Q4 (k) + Q5 (k)a* k. + Qo (k) (a?) » = 0.

The important coupling term is 2, (k)(a?) . because it leads to the correction O(a)
to the characteristic velocities. The other new term €} (k)a’k , merely contributes
the correction of oder O(az). Concerning (8.29)3 the inclusion of terms of order
a* would provide corrections of order a” to the existing terms. Therefore in the
first assessment of nonlinear effects we leave in the dispersion relation only one

additional term €2, (k)a® and consider

k + Q(k)k x + 2 (k) (a?) » =0,

8.31
(@) + (@(0?) =0, (&30

This system of equations admits the characteristic form. To see this let us multiply
the first equation by p and the second by ¢ and then add them together. The resulting
equation is

[Pk, + (py+ qQ(')’az)k,x] + [q(az),, + (p&r + qQé)(az)’x] =0.

9 Various applications of the theory of amplitude modulations to laser beams and water
waves can be found in [53].
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We want to choose p and g so that the expressions in the square brackets represent
full derivatives of k and a> along the same characteristic curve. This is possible if

P q 2y (k
Q+aQia ~ p@ a2y P
pLy+qfya P +qf, 2( )

We may choose p = 1. Then, the characteristic form of (8.31) read

; \/gf((/]j)) (signQf/ (k))dk+da =0

on the characteristics

dx

=)+ V2209 (K)a. (8.32)

This simple near-linear version of the theory of amplitude modulation already shows
some interesting results. In the case Q,(k)Q(/(k) > 0, the characteristics are real
and the system is hyperbolic. The double characteristic velocity splits under the
nonlinear correction and we have the two velocities given by (8.32). In general, an
initial disturbance or modulating source will introduce disturbances on both families
of characteristics. If the initial disturbance is concentrated in a compact domain, it
will eventually split into two.

When Q5 (k)Q{/ (k) < 0, the characteristics are imaginary and the system is ellip-
tic. This leads to ill-posed problems in the wave propagation context. It means that
small perturbations will grow in time leading to the instability of the wave packet.
This case turns out to be not rare. For example, the Klein-Gordon equation with
U(p) = ¢*/2+ ap*/4, a being small, gives

Q=V1+k, Q= za/\/1+k2.

Thus, the sign of €,(k)Q{/ (k) coincides with the sign of o; the modulation equa-
tions are hyperbolic for ov > 0 and elliptic for @ < 0. For waves of small up to mod-
erate amplitudes, the Sine-Gordon equation has o = —1/6 > 0. Thus, the waves
of small amplitudes governed by the Sine-Gordon equation are unstable. This con-
sequence of the near-linear theory, already non-trivial, is not easy to obtain by the
direct stability analysis of the Sine-Gordon equation.

Characteristic Form of the Equations of Amplitude Modulation. Also the gov-
erning equations (8.29) of fully nonlinear theory of amplitude modulation admit
the characteristic form. This can be obtained by doing Legendre transform of the
average Lagrangian L(a, k, ®) with respect to ®

H(a,k,]) = oLy —L=ol—L,
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where I = L 4. Due to the property of Legendre transform we have
L_’k = 7H_yk =—J, o= H_y[. (8.33)
Therefore equations (8.29), 3 become

k,t + (H,l),x = Oa
[J + (H,k),x =0.

Recalling that L, = —H , = 0 due to the first equation of (8.29), we rewrite the

above equations in the vector form as

v, +Mv, =0,

k H . Hp
V= , M= ’ ).
(1 ) (H,kk H

Proceeding similarly as for equations (8.31) we get the characteristic equations

where

VH udk £ \/H ;dl =0

on the characteristics 4
X
I Hy £ /HpH 1.

If the characteristics are real, then the system (8.29) is hyperbolic. In the opposite
case the system is elliptic. The type of the equations depends thus on the sign of
H 1 H g1

Slope Modulation of Waves Governed by Sine-Gordon Equation. The phase por-
trait of the strip problem for the Sine-Gordon equation

Uy — Uy = Sinu (8.34)

exhibits in the subsonic regime quite different behavior than that of non-linear
Klein-Gordon equation with o > 0. This behavior dictates the fixing of slope rather
than amplitude for its solution. To see this, let us start from the variational formula-
tion of (8.34): find the extremal of the functional

Hu(x,t)] = //[;uz,f ;u?x—(l —cosu)|dxdt.

The variational asymptotic procedure using the multi-scale Ansatz u = y(0,x,1),
developed in the previous Section, leads to the following strip problem: find the
extremal of the functional

2r
W)=, [ (@ -R)wh (1 —cosy)]ag
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among functions y(0) satisfying the conditions

y2m) = y(0)+27, ve(2m) = ye(0). (8.35)

In this strip problem, the wave number k = 0, and the frequency @w = —0; are
regarded as constants. Since we are interested in the subsonic regime @w? < k2, it
is convenient to change the sign of this functional which does not influence Euler-
Lagrange’s equation. Thus, we need to find the extremal of the functional

1 2r ] »
- /0 [zml//_o — (cosy—1)]d6 (8.36)

among functions y(0) satisfying the conditions (8.35), where m = k* — ®”. Varia-
tional problem (8.36) possesses an obvious first integral

1
2ml//729 +(cosy—1)=h

resembling that of the mathematical pendulum in the upward position. The corre-
sponding phase portrait is plotted in Fig. 8.7. Looking at this phase portrait, we see
that the determination of the phase curves as extremals of (8.36) outside the separa-
trix requires, in addition to (8.35), the fixing of the maximal slope of y as follows:

max|yig| = p. (8.37)

where p is an arbitrary real and positive number.

y

2
IF ]

2

Fig. 8.7 Phase portrait of a pendulum with m = 1
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Let us denote by L the average Lagrangian (extremum of functional (8.36)) which
is a function of p, k = 0, and @ = —0,. The sum of integrals over the strips, as the
wave length goes to zero, can again be replaced by the integral

Tolp, 6] = //L(p,Qx,—Q,)dxdt.
Euler-Lagrange’s equations of this average functional read

dL oLoh _ d oL 9L

ap onap - dtow axor

The first equation yields the nonlinear dispersion relation, while the second equation
is the equation of slope modulation.

Using the above integral, we find the solution in terms of elliptic functions and
then the average Lagrangian according to

~

1 2m 5 1 2r
27[/0 my’y 27:/0 my/ gdy

Now, to find the explicit dependence of L on p and m we use condition (8.37). Since
the maximal slope of y is achieved at 6 = 7 (see Fig. 8.7), this condition implies
that %mp2 —2 =h. We require i > 0, so p > 2/+/m. Then, from the first integral it
follows

L(p,k,0) = f(h)—h, (8.38)

21

where f(h) is the function expressed in terms of the complete elliptic integral

2n
F(h) = /O Vh—cosy+ 1dy = 2VhE(~2/h) + V2 + hE(2/(2 + 1))
According to (8.38) the dispersion relation reads

\/me,

. (h)—1=0. (8.39)

Keeping in mind this dispersion relation, let us find the derivatives

L V2 my V2om V2 Kk
ok 2m 2\/mf(h)+< o f(h)l> he=on \/mf(h)’

and
L V2 mg V2m V2 e
do  2m 2\/mf(h)+ ( o (h)l> ho==1, \/mf(h)’

where the last terms in these formulas vanish due to (8.39). Now we substitute these
derivatives into the equation of slope modulation and compute the partial derivatives
with respect to x and . After some algebra we get
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f(h)
my/m

where ¢ = p? and

2
T gk —2koo, — 0*o,) +

T
Jl(a),k) + \/2m \/2

(kgx+q,) =0, (8.40)

A (0,k) =Ko, — 0’k + 2k,

The equation of slope modulation in terms of 6 is obtained if we replace in (8.40)
k= 6 and w = —0,. Equivalently, equation (8.40) can be solved together with the
consistency condition

0+k;=0.

Asymptotic Solution to the Equation of Slope Modulation. From numerous nu-
merical simulations and n-soliton exact solutions of the Sine-Gordon equation we
know that, at large time, the solitons become non-interacting and propagating along
the straight lines x/¢ = const. Since the phase increases by 27 when one soliton is
passed, let us look for the phase in the following form

0(x,1) =g(8(x,1)),  &(x,1) =x/t.
According to this Ansatz we have

1 1
k=0,=g(8),, 0=-0,=5@); k=g, 4D

X 1 x? X
0x= O+ p 0= (SO +200)) ).

It is now straightforward to check that .#) (@, k) = 0, so the equation of slope mod-
ulation takes the form

295 (w,k) +m(kq .+ wq,) =0, (8.42)
where
I (w,k) = Kk, — 2koo, — 0*o,
12 —x? 2 x (12—
e () ~wer i (T).
and
2 2 ealt X
m=k"—o"=g'&) 4 (8.43)

Substituting these formulas into (8.42), we obtain

291" (&) (1> — x*) — 28/ (& )xt] + &' ()% (tq .« + xq,) = 0. (8.44)
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Equation (8.44) is the partial differential equation of first order which can be
solved by the method of characteristics. The characteristic curves are determined by

the equation
dx

dt  x’
yielding
?—x*=a>0.

Along any characteristic curve (8.44) becomes an ordinary differential equation

dfj +244(1)Qa(t) =0, (8.45)

where o remains constant along each curve, Qu (f) = g(x¢(),), and

_a g'&(n) 2 _ Xq(1) _
A= 2 gla) "o SO RO =V
A standard integration of (8.45) leads to
_ ,
Qol) =CO g ooy

with C(¢r) being a function of ¢. Turning back to the original coordinates x and ¢,

we obtain

l‘4

g'(E(x1)*

q(x,1) = (1> —x*)?

Era)=",

and thus,
2
p(x,1) = /q(x,1) = C(t* = x?) .
g'(5(x,1))

As g(&) describes the phase, function g’(&) can be identified with 27p (§), where
p (&) is the density of solitons (or the number of solitons per unit length).

The unknown function C(¢> — x) should be determined from the dispersion rela-
tion (8.39). Using the solution given by (8.46) and formula (8.43) for m, we obtain

(8.46)

1 1
h= _mp*>—2=

5 2( 2o -2 -2,

Since m goes to zero as ¢t goes to infinity, the dispersion relation is fulfilled at large
time if and only if 4 goes to zero. '* Thus,

2
C(*—x) = ,
L

and the final asymptotic formula for the slope reads

10 Strictly speaking, the exact fulfillment of the dispersion relation is warranted if 4 is of the
order m/2 as t — oo, but this does not affect the asymptotically leading term for p.
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22

g(E(x 1)Vt —x2 (8.47)

p(x,t):

Comparison with the Exact Solution. Let us compare the asymptotic solution
(8.47) with the exact solution of Sine-Gordon equation obtained by the inverse scat-
tering transform. It turns out that the exact solution of Sine-Gordon equation is inti-
mately related to that of KdV equation. Note, however, that while the exact solution
of KdV equation is given explicitly, the solution of Sine-Gordon equation is only
obtainable through its slope u x. It is convenient to solve the Sine-Gordon equation
in cone coordinates

1 1
X= (xt0), T= (x—1). (8.48)

Knowing the solution in X and 7', the solution in the physical coordinates x and ¢
can easily be found through a simple change of variables.

uy(X,7) u(x.t)
12
61
ny=1 =2 ;=3
Vi=-1/4 | V=116 | Vi=-1/25
- 8 4n
A=4 4,8 A=12
j\ | |
. . . X . . . . . Ly
-30 -25 -20 -15 -10 -5 0 -110 -100  -90 -80 -70 -60 -50

Fig. 8.8 3-soliton solution in physical coordinates (right) and its slope in cone coordinates
(left). The eigenvalues, velocities and amplitudes of solitons and their slope are presented in
the respective tables.

The solution reads (see [2])

1/ du\? 9? *
b (ax) = e [det (T4+AA™Y)], (8.49)
where
T)c: (T
aim = VAT i )

&—=&n
and ¢;(T) = ¢joexp (—iT /2§;). In the above formulas the asterisk is used to denote
complex conjugate, while I corresponds to the identity matrix. Constants c;q charac-
terize the initial state of solitons, while {; = in; are different purely imaginary eigen-
values of the linear operator associated with the Sine-Gordon equation (see [1,2] for
the setting of the eigenvalue problem). Distinct types of solutions of this equation
are determined by different choices of pairs of eigenvalues §; and §,, = {". We shall
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concentrate on the traveling solitons, so the discrete and distinct imaginary eigenval-
ues are henceforth sufficient for our comparison purpose. Fig. 8.8 shows a 3-soliton
solution (with solitons propagating to the left) together with its slope. By adding
three other solitons (dislocations) propagating to the right and having the negative
slope we may get the shape of the symmetrically propagating crack.

uX,T) u(X.T)
16 == mm e 16 F=mmm e
B r=112. Y r=176
BF - ) RREEEEEEEEEEEEEEERE
4f - ][ ————— 4f - —ﬁ ——————————
X : - X
-75 60 -45 -30 15 0 =75 -60 45  -30 15 0
16 [~ 16 == =mm o
B r=240 B r=304
B ) RREEEEEEEEEEEEEEEE &
4f-mn- ][ 7777777777777 4r-- JK 777777777777777777
X - X
=75 60 -45 -30 15 0 =75 -60 45 -30 15 0

Fig. 8.9 Slope of 4-soliton solution in cone coordinates

As seen from Fig. 8.8 the slope of n-soliton solution to Sine-Gordon equation
is itself n solitons having different shape. For this reason it makes sense to denote
by V; the velocities of solitons, which mark the velocities of points where maxima
are achieved (centers of solitons), and by A; the corresponding maxima. They are
computed according to the following formulas

1
Vi=-— ) Aj= 4TI s
ey T
in which the minus sign indicates that the solitons travel to the left. The velocities
of the j-th soliton in real space-time can be obtained through the change of variable
(8.48)
1+ Vj

ij—livj.

In Fig. 8.9, several snap-shots at different time instants of the slope of 4-soliton solu-
tion constructed with the eigenvalues 1; = j, velocities V; = —1/4 7% and amplitudes
Aj = 4j are shown in cone coordinates.
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ux(X,T)
20 ¢

15 T=1000 ,

10 | L’

D ¢
-250 -200 -150 -100 -50 O

Fig. 8.10 Slope of 5-soliton in cone coordinates versus slope modulation: a) exact solution
u x (bold line), b) asymptotic law 2\/ T/|X| (dashed line)

To compare with the asymptotic solution obtained in the previous paragraph we
note that for the slowly varying wave packet and to the first approximation,

ux =uyx+u; =yolk—m).

Since the maximum of y g in one wavelength is chosen to be p, we expect that
p(k— w), with p being given by (8.47), should serve as the asymptotic envelope for
the exact slope of soliton solution. Using (8.41) and (8.48), this quantity is given in
cone coordinates by

t—x T
plk—w)= 2\/t2 e 2\/ X (8.50)
Formula (8.50) holds true for solitons traveling to the left. For solitons traveling to
the right and having the negative slope, the signs inside and in front of the square
root should be changed. Note also that this asymptotic law which can be used to
predict, among others, the shape of the propagating crack regarded as the wave
packet of moving dislocations in crystals, is universal and does not depend on the
distribution of solitons. Fig. 8.10 shows the slope of the exact 5-soliton solution
and the graph of 2,/T /|X| (see exercise 8.10). From this Figure it is seen that, at
large time, the curve 2\/ T/|X| can serve as the asymptotic envelope for the slope
of solitons.

8.5 Amplitude Modulations for KdV Equation

This last Section studies Whitham’s theory of amplitude modulations of waves gov-
erned by the KdV equation.

Derivation of Whitham’s Equations. In view of the exact analytical solution of
KdV equation by the inverse scattering transform, it is tempting to develop the
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theory of amplitude modulations for the KdV equation and to compare its asymp-
totic law with the exact solution. Unfortunately, in contrast to the Sine-Gordon equa-
tion the KdV equation does not admit a direct variational formulation. However,
keeping in mind that the KdV equation is derivable from the Boussinesq’s equa-
tion which admits a variational formulation, we may associate this equation with a
variational principle by substituting # = 7, into (8.1) to get the equation

Mot + 6127 xx + Norer = 0.

The latter can be obtained from the stationarity of the following functional

1 1
0] = [[ (= nama—ni+ i), (851)

We shall use this indirect variational formulation through 1 to derive the equations
of amplitude modulations for u. We look for the extremal of this variational problem
in form of slowly varying wave packet

n(x’t) = (p(eaxat)Jr%(xat)a

with ¢ a function of fast variable 8 and slow variables x and . We assume that
¢ is 2m-periodic with respect to 0. The fast variable 0, being itself a function of
slow variables x and ¢, plays the role of the phase, with 6, and —0, corresponding
to the wave number k and the frequency @, respectively. Besides, the derivative
B = x.x accounts for the mean value of u over one 0-period. We calculate the partial
derivatives of 1 in accordance with this Ansatz

Ni=000:+hP+xx, Ni=000;+d0+ X,
Max = 0.000% + 000 +20:060 + 20+ Y v

Based on the assumptions similar to those in (8.17), one recognizes immediately
that the underlined terms are negligibly small compared with their first respective
terms. Besides, the wave number and the frequency change slowly in one wave
length and one period. We assume further that the mean value 8 = yx , changes also
slowly in one wavelength so that its derivative 8, = y., can be neglected in the first
approximation. Taking all these circumstances into account, the derivatives of 1] can
approximately be replaced by

Ne=0o0x+Xes Mi=000+% Nax=Pop07,

where y = —y; is assumed to change slowly in one period. Substituting these for-
mulas into (8.51), we obtain the functional

1 1
101,61 = [[1=3 (000 + 2:)(@005-+ 2.0 — (90 B>+ O40gldrcr
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In accordance with the method developed in Section 8.3, we formulate the strip
problem as follows: find the extremal of the functional

1 /271 1
ve | @00+ Vkpa-+B)— (kpo+B) + Kgholdo (.52

among functions @(0) satisfying 27-periodicity conditions

o(2m) =0(0), @e(27)=06(0), ¢0(27)= 0 06(0).

In this strip problem &, @, B, and y are considered as constants. Let us denote by
¢ = o/k the phase velocity.

To reduce the order of the resulting differential equations, let us make a change
of unknown function

O =kpo+p.

It is natural to use this new unknown function in the strip problem because it repre-
sents the approximate solution of KdV equation. According to it we have

Po= (P;ﬁ, b6 =k 0.
As function @(0) is 2x-periodic, the introduced new function ¢(6) should satisfy

the constraint
1 2

2 ¢ T on
Thus, we replace the functional (8.52) by

(kg o+ B)do =p. (8.53)

1 27 1,¢— 1
27[/0 [2<¢kﬁw+y)¢—¢3+2k2¢,%}de

1 21 1 1
= | ye0? =07+ K}lao+  (r—cB)B.

which must be minimized among 27-periodic functions ¢(6) satisfying the con-
straint (8.53). To get rid of constraint (8.53) we introduce the Lagrange multiplier
and consider the following equivalent variational problem: find the extremal of the
functional

1 21 1
o LR 46— 0%Nd0+ (BB AL, [ 0d0-B)
1

2r ] 2.2 A 1 A
= e RO —U©.c2)d0+ ) (y—cB)B+ 1B

among A and ¢(0) satisfying the periodicity conditions

0(2m) = ¢(0), ¢9(2m)=90(0),
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where the function of three arguments U (¢,c, 1) is given by

U(0.c.A)= 07— Le” + 20,

This variational problem leads to Lagrange’s equation of second order in terms of
¢(0), which possesses an obvious first integral

;k%p?e +U(¢,c,A)=h.

Using this formula and introducing an elliptic integral

W (e, A h) = zlnf\/thZU(q),c,?L)dq) — 2;7{\/2h721¢+c¢272¢3d¢,

we find the average Lagrangian as the minimum of the above functional in the form

L0 Bk w) = kW (D 1)+ ;w— VBB +AB

Then the variational-asymptotic analysis leads to the following average varia-
tional problem

3//[‘(}'?%,)67_x,lvhyegm_e_’[)dxdt = 0

The Euler-Lagrange’s equations for A and y read

Bi— Gt Y7 cB)a=0.

= —kW
B FE

From the last equation and from the consistency condition 8, + 7, = 0 it follows
that y can be taken as y = ¢ — A. Thus, B = —kW,, y = —ckW; — 4, and the
consistency condition becomes

(kW;L)J—&-(ckW;L +21),=0. (8.54)
For h and 6 we have
KWy =1, (Lm)_, — (I:_’k)ﬂ =0.

Multiplying the last equation by k and using the chain rule of differentiation together
with the consistency condition k; 4+ @, = 0, we obtain

(kLw); — (kLy) x+Lowx+ Lk =0. (8.55)

On the other hand, differentiation of the average Lagrangian L with respect to x
gives

Lyi=Likst+Loox+LpBitLytx

Lk +L oo+ (ﬁl:,ﬁ),x -B (L,ﬁ),x —(BLy)s+B(Ly)ss
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which implies
Lowy+Liky=Lx—(BLg)x+(BLy)s+BI(Ly):—(Lg)al
The last term vanishes due to the Lagrange’s equation for y yielding
Loox+Likx=Ly—(BLg)x+(BLy),. (8.56)
Substituting (8.56) into (8.55), we obtain the so-called wave momentum equation
(kLo +BLy) s+ (L—kLy—BLg)r=0,
which can replace the Lagrange’s equation for 8. In our case, this equation becomes
(kWe) + (ckWe—h) ,=0. (8.57)
Again, the consistency condition
ki+(ck) =0 (8.58)

has to be included. Equations (8.54), (8.57), and (8.58) may be viewed as three
equations for i, A, and ¢, with k given by the dispersion relation k = 1/W . A more
symmetric equivalent form of this system is

D D D
Dr (W) =Wex, Dt (Wi)=—Wid,, Dt (We) =Wph s, (8.59)
where
D_d, .0
Dt dr Ox

In terms of these unknown functions the wave number, the frequency, and the mean
value of u, i1 = 3, are given by

The amplitude is obtained by relating the zeros of the cubic polynomial in W to the
coefficients i, A, and c.

The Characteristic Equations. It turns out that the system (8.59) is hyperbolic and
can be written in the characteristic form. If the zeros by, by, b3 of the cubic equation

¢3—;c¢2+/1¢—h=0 (8.60)

are used as new unknown functions instead of %, A, ¢, Whitham’s equations may be
put in a simple characteristic form as
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D
Dt,,j_H/jer:()7 ji=1,2,3, (nosum!)

where r\ = by + b3, Vi = W,/ (W),) 5, together with similar equations for r, and r3
in cyclic permutation. In the following we sketch a brief proof for the first of these
equations. Let us factorize the cubic polynomial (8.60) as

1
9 = 0%+ A9 —h=(9—b1)(9 —b2)(9 — b3).
According to this identity the unknowns ¢, A, h are related to the zeros by, by, b3 by
=2(bi+by+b3), A=biby+bib3+brb;, h=bbybs.

Differentiating these relations with respect to x, we rewrite Whitham’s equations
(8.59) in terms of new unknown functions b; in the form

Db, Db, Db
(‘/V,h),bl Dt +(Wh),b2 Dt +(W )b3 Dt *2Wh(b]x+b2x+b3x)
Db Db Db
Wado, p, +Wadss S+ Wadsy * == Wal(ba+b3)bi (8.61)
+ (b1 +b3)bs x + (b1 4 b2)b3 4],
Db, Db, Db;
(We)p, Dt +(We) s, Dt +(We) s Dt = Wy(bab3by x +b1b3by «+ b1byb3 ).

We introduce
£(9) =2h =249 +c¢> =20 = ~2(¢ —b1)(9 — b2)(¢ — b3),
and denote the elliptic integral as follows
W (e, A h) = jf\/zh 206+ c62—26%6 = f\/f

With this notation at hand we compute W, Wi W,

1 do ¢d¢ 1 0%d¢
W’h_Zﬂf\/f(q))’ A 27:74 We = 27:7{2\/]"((,))'

Next, differentiating these formulas with respect to b;, we obtain

1 1
R e

_ ¢
R I

iy 02
LR P
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Similar formulas hold true for the derivatives with respect to b, and b3. Now the
trick comes to play at this step. We multiply the first equation of (8.61) by p, the
second by ¢, and the third by r, add them, and choose p, g,  in such a way that
the coefficient of by, on the right-hand side vanishes, while those of b; , and b3 ,
are equal. This leads to the two following conditions

2p —q(by + b3) + rbabz =0,
2p —q(by+b3) +rbibs =2p — q(by + b2) + rb1b,.

The solution of the above system reads
,
g=rby, p= 2(b1b2 +b1b3 — bab3),

in which r can be chosen arbitrarily. Let us choose = 2 for convenience and obtain
the explicit expressions for g and p

r=2, q=2by, p=biby+bibz—Dbybs.

With this choice, the right-hand side of the equation resulted from these operations
takes the form

RHS = [Z(blbz +b1b; 7b2b3) — 2b1(b1 erg) +2b1b3]wh(b2 +b3)_yx
= —2(by — b3)(by —b3)W,(by + b3) 1. (8.62)

Let us turn now to the left-hand side and denote by K, K,, and K3 the coefficients
of Dby /Dt, Db, /Dt, and Dbs / Dt, respectively. Then we have

Ki=pWan) b, +qWy) b +1(We) s,
_ 1 %b1b2+b1b3bzb32b1¢+¢2
an (@ —b1)\V/f(9)
Ky =pWp) b, +qW3) e, +7(We) b,
_ 1 j{blbﬁblbg —baby—2b19 +¢°
4n (0 —b2)\/f(9)
K3 =pWh) by +q(W2) s +17(We) s
_ 1 %b]b2+b1b3*b2b3*2bl¢+¢2
an (¢ —b3)\/£(9)

One can prove the following identities (see exercise 8.11)

do,

o,

do.

K =0, K, =Ksj. (8.63)
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Furthermore, we can rewrite the coefficients K> and K3 as

by — by o — b3 1 [ ¢>—2byp +b\by+brbs—bib3
Kr=— do -+ o,
="} 6 b/ 7)™ inf (6 - b2)/f(6) ¢
by — b3 o —by 1 [ ¢>—2b3¢ +b\b3+brbs —biby
Ky =— do + do.
=} 6—b3)y/F) " inf (6—b3)/£(6) ¢

The last terms in K, and K3 vanish because their integrands are again full differen-
tials. Thus,

Ky = —(b1 = ba)Wy, —2(b1 — b2) (b2 — b3) (W) by »

LLLPA)

K3 = —(b1 —b3)W), —2(by — b3) (b3 — b2) (W) by -
Equality K> = K3 gives
Wy =2[(b1 — b2) (W) p, + (b1 —b3) (W) b5 ],
which implies
Ky = K3 = =2(b1 = b2) (b1 — b3)[(Wan) b, + (Wn) 5.
Due to the identity

1 /
W) oy + W) by +(Wh) by = Ar f];/g?q)))dﬁb =0,

we can write the last formula in the form

Ky, = K3 =2(b; —by)(by —b3)("V7h)7b1. (8.64)
With (8.62) and (8.64) we get one of the Whitham’s equations in the characteristic
form

D W,
by +b ’
Dt( 2+ b3) + W),

which shows that b, 4 b3 is the Riemann’s invariant. The other two equations for r;
and r3 in cyclic permutations can be established in the same manner.

(by+b3) =0,

Alternative Representation of Whitham’s Equations. Whitham’s equations in-
volve three unknown functions, namely ¢, A, and A. In order to find the amplitude
modulation in particular cases such as wave of small up to moderate amplitudes or
trains of solitons one have to relate them to the amplitude a = b1 — b;. Then, using
Whitham’s equation in the characteristic form, different types of solution can be
found. Here and below we consider an alternative but equivalent version of system
of equations which directly involves the amplitude. For this purpose let us define
the amplitude in a slightly different way
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a=max¢.

Note that the amplitude defined in this way is nothing else but b;. Using this defini-
tion, we rewrite the average Lagrangian as follows

L= k\7{2 /a VU(a,e, M) =U(¢,¢,2)do —U(a,c,A)+AB+ ;(}/fcﬁ)ﬁ, (8.65)
by

where the energy level & has been replaced by U(a,c,A), namely h = U(a,c,A).
Observe that the integrand in the above integral vanishes at three zeros a, by, b3 due
to

Ula,c,A) =U(9,¢,4) = (a—9)(9 —b2) (¢ — b3).

This circumstance will be used later when one differentiates the average Lagrangian.
The Euler-Lagrange’s equations associated with this average Lagrangian read

81_,_0 88L_88Z_0
da 7 drdw Ixdk

_ _ - (8.66)
oL d0JL 9 JL

9 =% oy oxop

The first equation is nothing else but the dispersion relation, whereas the third equa-
tion is equivalent to the constraint (8.53). To express these equations in terms of a,
¢, and A let us compute the derivative of L from (8.65) with respect to @ and A

JL _ aU k\/Z/ do )
da = 9a by JU(a,c,A) = U(9,c,A)
oL aU k\/2/ d¢ ]
dA 31 bz\/Uacl U(¢,c,A)

m od¢
/bz VU (a,e,A) —U(¢,c,7) F-

Thus, the dispersion relation and the constraint associated with A follow at once

k\/2 d¢
—1=0 8.67
/bz VU(a,e,A) = U(¢,c,7) ’ (867

k\/2 ddo ol
/bz VU(a,e, M) =U(¢,¢,\) p=o. (8.68)

Let us turn now to the equation of amplitude modulation. First, we compute the
derivative of L with respect to @
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8Z_8U(ac)‘8ck\/2/ do .Y
do  dc 80) 21 Jo, \JU(a,c,2)—U(,c,2)
V2 B> V2 B*
+4”F(a,c,7t)f o = 4”F(a,c,l)72k,

where 2
¢°do
Flac,2) /bz VU@ e, ) —U(9,e, 1)

Differentiation of L with respect to k gives

oL 2 4
8k:\7/7: /b \/U(a,c,l)—U((D,C,l)d(b

oU 8c k\/2 o

+ac(a ak 2717/bz\/Uacl U(g,c,A) -1
86‘ k\/2/ qu) . 1ﬁ2}
ak A Jp, \/U (a,c,A)—U(¢p,c,A) 2

_ V2 oL
- T Az\/U(a,c,l)—U(ﬁb,C,)«)dﬁb—C&w

Plugging these derivatives into (8.66),, we obtain the Euler-Lagrange’s equation
for 0

V2 0F JdF oF V2
Ax [3 (a;+cay)+ e (ci+cex)+ I (As+cAy)|+ Ax F(a,c,A)cx

2
[(i)z-&-(ﬁ \/28/\/Uacl U(p,c,A)dp =0.
by

1
2 k" T ox

Further, using the dispersion relation (8.67) and constraint (8.68), we compute the
derivative

a a
_ ax/b VU(a,e, 1) —U(9,c,2)do

n U 1 . x |
= 2 00 Nyt b Bt e e

Finally, substituting this expression into the above equation and dividing the latter
by V2 /4w, we obtain the equation of amplitude modulation in terms of @, ¢ and A

F OF OF
\/2 Ja (ay+cay)+ e (cq +c2_,x) + I 27L_,, +chy)
+ 7V {@Pex— 20U (a.e, ) a +2(B —a)z,x—k[(i ),,Jr(cliC )al} =0



8.5 Amplitude Modulations for KdV Equation 387

As indicated in the previous paragraph, the equation for y will be automatically
satisfied if the parameters are chosen such that

y=cB—A. (8.70)

The four equations (8.67)-(8.70) constitute a system of differential equations which
is equivalent to (8.59) plus the dispersion relation kW) = 1.

Trains of Solitons. In the limit A — 0 and & — 0, the wave packet becomes a train
of solitary waves. For the wave packet consisting of n solitons we know that the
solitons cease to interact at large time in such a way that each of them propagates
with a constant velocity along the line x/# = const. Based on this observation we
look for the solution a = a(x,t) of (8.69) using the following Ansatz for 6 and

O(X,t):q(ﬁ(x,t)), x(x,t):p(é(x,t)), g(xvt):x/t'

Differentiating 6 (x,#) and j (x,7) in accordance with these Ansatz, we find k, ®, c,
B, and ¥ in the form

1 x X

k= tq/(é)’ a):tgq(g)’ = ’

B= 7). 7=10@)

t

It is easy to see that B and y from the last equations satisfy (8.70), provided A = 0.
Besides, the following equation

2
b =0
is fulfilled identically. Furthermore, if the amplitude is searched among functions of
the form
a(x,t) = g(&(x,1)),
oF

the term 9 (a, + ca ) vanishes, so (8.69) reduces to

g(§)* —20.U(5(8),8,0)g'(§) =0,
where d,U(a,c,A) = 3a® — ca+ A. The last equation can also be rewritten as
g(§)* — (68(8)* —2£8(£))g'() =0,
which is equivalent to
8(&) — (6g(8) —28)g'(§) =o0. (8.71)

General solution of (8.71) contains one constant of integration that should be de-
termined from the dispersion relation. In the following we shall guess a particular
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solution of (8.71) and prove its validity by verifying the fulfillment of dispersion re-
lation at large time. Looking at this equation, we see that one of its possible solutions
is the linear function

g(&)=Cié+G.

Substituting this guess into (8.71) and equating the coefficient of first power of £
and the free one to zero, we find

Ci=1/2, G =0.

Thus, a simple particular solution of (8.69) reads

alx,t) = ;t. (8.72)

To see the fulfillment of the dispersion relation at large time we rewrite (8.67) in an

equivalent form
k:T[I\/(asz)/Z7 m— a—bg’
mK(m) a—bs

where K (m) is the complete elliptic integral. In the limit A — 0, 4 — 0, the roots by
and b3 g0 t0 0, so m — 1. Provided the derivative ¢'(x/1) is finite, the left- and right-
hand sides of the dispersion relation tend to O as t — oo, so the dispersion relation is
satisfied asymptotically at large time.

Recalling that a soliton of amplitude a moves with the velocity 2a, one can easily
recognize that (8.72) represents a large-time asymptotic envelope of a sequence of
solitons each retaining a constant amplitude and moving on the path x = 2ar as
shown in Fig. 8.11. Another way of obtaining this amplitude modulation of soliton
solution is to derive the system of equations

k;+ (2ak), =0, a;+2aa,=0, k= 2]; (8.73)
directly from the conservation laws of the KdV equation and integrate it. Note that,
due to the nonlinearity and hyperbolicity of the system (8.73), the shock wave will
develop sooner or later which violates the amplitude modulation. However, in this
case equations (8.73) can be used to justify the jump conditions at the shock waves
(see exercise 8.12).

Thus, we are now at the end of these lectures. Before closing, let us summarize
shortly. Looking back, one sees that we have learned a lot of things. Among them,
we would put on the first place Hamilton’s variational principle of least action and
its generalizations for the derivation of the equations of motion. We have studied
also various methods of solving these equations and finding laws of behavior of the
solutions. Some of the numerical methods, in particular finite element method, were
not touched at all. But fortunately there are other excellent courses where one can
learn those methods (see, for instance, [41,55]). One thing is for sure: with numer-
ical methods alone one can hardly establish any behavioral law for the solutions.
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Fig. 8.11 A train of solitons (bold line) and the amplitude modulation (dashed line): a) at
small time, b) at large time

To establish such laws, which are often quite useful in engineering applications,
analytical skills have to be trained and cultivated. For those problems containing
small parameters, the variational-asymptotic method turns out quite effective, and it
is hoped that this course has helped students a little bit in mastering it. Last but not
least, one should not forget about the exercises. Just remember “Ubung macht den
Meister” (practice makes perfect), as Germans say.

8.6 Exercises

EXERCISE 8.1. Use the identities for the Jacobian elliptic functions sn, cn, and dn
given in Section 5.1 to check that (&) = acn?(\/b/2&,a/b), with & = x — ct, is
the periodic solution of the KdV equation (in this case b1 = a, b, =0, b3 = a —b).

Solution. In the special case
b] =da, bzIO, b3 :a—b,

where a and b > a are two real and positive numbers, the first integral for the peri-
odic solution of the KdV equation reduces to

¢?=2(a—9)p(¢+b—a).

Let us check that
¢(&) = acn’(\/b/2&,a/b)

satisfies this equation. Differentiating ¢ with respect to & and using the formulas
for the Jacobian elliptic functions sn, cn, and dn given in Section 5.1, we get

@' = —2a\/b/2cn(\/b/2E a/b)sn(\/b/2& ,a/b)dn(~\/b/2E ,a/b).

Squaring both sides of this formula and using the identities sn> = 1 —cn? and dn®> =
1 —m+men?, with m = a/b, one can easily show that (&) = acn’(1/b/2&,a/b)
satisfies the above equation.
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EXERCISE 8.2. Show that
u(x,t) = 4arctane”*=)
with y = 1/4/1 — ¢2 is the soliton solution of the Sine-Gordon equation.
Solution. Consider the Sine-Gordon equation
Uy — Uy +sinu=0.

We look for the soliton solution in the form
u(x,1) = @(x—ct),
with ¢ being a constant. Substitution in the above equation gives
(*—1)@" +singp =0,

where prime denotes the derivative with respect to & = x — ct. The last equation can
be presented in the form
m(PN - U/((P) =0,

with
m=1-c* U(p)=1-cose.

This resembles the equation of motion of mass-spring oscillator with a mass m =
1 — ¢? and a nonlinear restoring force derivable from the potential energy —U ().
The first integral is

9~ U(g) = h

If ¢ and its first derivative tend to zero as & — +oo, then & = 0. In this case

dzﬁmwn

Integrating this equation by separating the variables £ and ¢, we obtain
Vmn[tan(¢/4)] = ¢, (8.74)

and, thus,
(x—ct)

u(x,1) = (&) = 4arctane” .
EXERCISE 8.3. Use the conservation law of the KdV equation

u;+ (3u2 +U) =0

I :/ udx

to show that
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is the first integral. Show that the conservation laws of the KdV equation for Iy and
I are

(uz)_,, + (4u3 + 22Ut — uzx)x =0,

1 9 1
(u3 - 2”*2")" + (2u4 + 3u2u7m — 6uu72x — U xU yxx + 2“,2xx)-,x =0.

Solution. It is easy to see that the equation
u;+ (3u2 +U) =0

follows at once from the KdV equation. Integrating this equation over x from —ee to
oo and taking into account the behavior of the solution at infinity, we obtain

d 1)
gt /_mudx:0,

so I_1 is conserved. Differentiating the second equation, we have
2uu; + 12u2u7x + 20 U + 20l oy — 20 1ty = 0,

and it is again the consequence of the KdV equation. Integrating this conservation
law over x from —eo to oo, we can establish that [ is conserved. To show that the
third conservation law also follows from the KdV equation, we differentiate the
expressions in the brackets to obtain

3u2u7, — U Uy + 18u3u7x + Out U + 3u2u7xxx

— 6u?x — 1201 Ut xx — U ol v — Ul oorx + U ol oo = 0.
The underlined terms represent the product of u , with the derivative of the KdV
equation with respect to x, taken with minus sign, while the remaining terms give

the product of 3u” with the KdV equation. So, the third conservation law is also the
consequence of the KdV equation, and hence, /; is conserved.

EXERCISE 8.4. With the Lax’s pair

Ly =y tulx)y, Ay = (y+u)y— (41 +2u)y,,

show that the Lax equation L; + [L,A] = 0 (which expresses the compatibility con-
dition between Ly = Ay and v, = Ay) is satisfied if and only if the KdV equation
is fulfilled.

Solution. As shown in Section 8.2, the Lax equation is fulfilled if and only if A, =0.
But if A, = 0, then the differentiation of the equation ., + uy = Ay with respect
to ¢ yields

Yor +u +uy=2Ay;.

Replacing y; in this equation by Ay = (y+u )y — (44 + 2u) y,, we obtain
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Voo = (A =) (Y uz) —udy — (A —u) (44 +2u)y .

On the other side, if we differentiate the evolution equation y; = Ay with respect
to x, then
Wi = (YF ) W+ W — (44 +20) Yo — 2u Yy

Replacing v, by (1 — u)y, we obtain

Vi = (Y Hux) Wt oW — (44 +2u) (A —u)y — 2u Y.

Differentiating this again with respect to x with the use of the condition y,,, =
(A —u)y leads to

Wiy = [(Y+ ux) (A — 1) 4 th oy + Outt W — (A — u) (42 + 2u) y .

Thus, the two equations for y s and Y, are compatible (Y s = W) if and only
if u satisfies KAV equation.

EXERCISE 8.5. Consider two linear equations
vy=Xv, v,;=Ty,

where v is an n-dimensional vector and X and T are n X n matrices. Provided these
equations are compatible, that is v y; = v ;,, show that X and T satisfy

X, —T,+[X,T|=0.

The pair X and T is similar to Lax’s pair L and A, and the last equation may lead to
various interesting equations of mathematical physics [1].

Solution. Let us differentiate the first equation with respect to ¢
Voo =X, v+ Xv,.
Replacing v, by Tv in accordance with the second equation, we obtain
v =(X;+XT)v.
Analogously, the differentiation of the second equation with respect to x leads to
Vi = (T +TX)v.
Thus, the above equations are compatible (v, = v 1) if
X, =T +[X,T|=0.
EXERCISE 8.6. Consider the two-soliton solution

3+ 4cosh(2x — 8¢) + cosh(4x — 64¢)

1) =12 .
ux) [3cosh(x — 28¢) + cosh(3x — 361)]2
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Fig. 8.12 Two solitons before, during, and after collision

Plot this function for the time instants before, during, and after the collision. Observe
the behavior of the amplitudes and phases.

Solution. After opening a notebook in Mathematica we first define function u(x,t)
given above representing the two-soliton solution. Then, by typing the following
command
Plot[u[x, -0.5], {x,—10, 10}, PlotRange — All],

we plot this function at time instant t = —0.5. Doing the same for the time instants
t = —0.1 and t = 0.5, we obtain the sequence of graphs representing two solitons
moving to the right before, during, and after collision as shown in Fig. 8.12. One can
observe that the solitons maintain their original shapes after the collision. The only
change is the phase shift. The graph of this function in the (x,7)-plane was shown in
Fig. 8.6.

EXERCISE 8.7. Find the average Lagrangian by solving the minimization problem

1

_ ) 2r 1
L=, min [ [ (@ =)W+ Vo)~ Ulya,ya)]de.
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where

B

1 o o
Uy ye) =, Wi+, wi+vi+ vi+ 0 (ya—w)'],

among 27-periodic functions for which y» = cy.

Solution. Let y; = y. Substitute the relation y, = cy (which describes the similar
normal mode) into the above variational problem for the average Lagrangian, we
reduce it to

. 1 . 2r 1 ) 5 b
L= Zﬂmb{?ll;lllzafo [2(00 =k )(1+c)yp —Ui(y,c)]db
where 1 5
o
Ui(y.o) = [+ +  (+chyt+ 0 (1= o)y,

Let prime denote the derivative with respect to 6. We use the first integral
1
, (@ =)+ )Y +Ui(y,c) = Ui(a,c) =h

to express L in the form

2
I— 1/ (@02 —K2)(1+A)y2do —h.
21 Jo

Changing the variable 6 — y, we obtain finally
- 1
L:2 (0> — k) (1+¢?) f\//dy/fh
2(w h—U( dy—h.
27_[ \/ f. \/ 1 Wa ) V-

The contour integral in this formula denotes the integral over a complete oscillation
of y from b, with U; (b,c) = U, (a,c), up to a and back, so it is equal to twice the
integral from b to a because the sign of the square root has to be changed appro-
priately in the two parts of the contour. This integral may also be interpreted as the
contour integral around a cut from b to a in the complex y-plane, where y plays
the role of the variable of integration.

EXERCISE 8.8. For the average Lagrange function

- o [T 0)
- 1dt —h = hA)dg—h
27[/0 Pq 27[7{19(61, ,A)dq

of an oscillator depending on the slowly changing parameter A show that dL/dh =0
coincides with the amplitude-frequency equation.

Solution. We use the conservation of energy
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L,
U(g,A)=nh
P TU@A)
to express the impulse p in terms of g
p=2m\/h—U(q,2).

Substitute this into the formula for the average Lagrange function to obtain

L

;;T\/zmjf\/h—U(q,;L)dq—h.

Let us differentiate this average Lagrange function with respect to &
L o \/ m 7{ dq :
oh 2m\ 2J \/h—-U(gA)

Thus, the equation L, = 0 is equivalent to

2r

F aminevian ™
V2/m/h=U(g.2) @

The last equation is nothing else but the amplitude-frequency (or amplitude-period)
relation; cf. (5.3).

=T.

EXERCISE 8.9. Show that the Sine-Gordon equation in cone coordinates takes the
form
UXT = sinu.

Develop the theory of slope modulation for this equation.

Solution. Using the cone-coordinates (8.48), we can establish, in our case, the fol-
lowing chain rule of differentiation

d doJdX JJdT 1, 4 d

o " ox o Torar —2l9x " aor)
0 _ 99 001 10 0
ox ox ax Tor ar  2'ax Tor

Then the second derivatives follow
2> 1 97 9? 0? 9? 1. 92 0? 0?
2= 4oy = + o) 2= 4oy +2 + o)
ot 40X 0XoT = dT ox 4°0X 0XdT  oT
Thus, the left-hand side of Sine-Gordon can be replaced by
82 82 82
( - )u = u,
ot?  Ix? 0XaT

and consequently, the Sine-Gordon equation in cone coordinates reads
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—uxr+ sinu=0 = UxT = sinu.

The strip problem associated with this form of Sine-Gordon equation is stated as
follows: find the extremal of the functional

21
/ [zka)q/_ze — (1 —cosy)]do (8.75)
0 :
among functions y(0) satisfying

y2m) = y(0)+27, ve(2m) = ye(0). (8.76)

The maximal slope of solution is defined as before: p = max |y g|, with p being an
arbitrary real and positive number. The construction of average Lagrangian as well
as the associated functional has been discussed in Section 8.4. However, there are
two modifications. Firstly, the first integral should read now

1
2ml//_%+(l —cosy)=h, m=ko.

The phase portrait is shown in Fig. 8.13, where it can be seen that the maximal slope
is achieved at y = 0. This implies mp>/2 = h. Secondly, the average Lagrangian
need be slightly modified as follows

L(p.k,0) =

-2 -2

Fig. 8.13 Phase portrait associated with the strip problem with m = 1
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where f(h) is the function expressed in terms of the complete elliptic integral.

21
1) = [ /i (1=cosyay.

The latter is nothing else but the time required for a pendulum with mass m = 2 and
unit length to complete its full circular motion in the gravitational field. Note that the
average Lagrangian does not change its form compared to (8.38), so the dispersion
relation remains unchanged in its form. To derive the equation of slope modulation
let us compute the derivatives

oL \/2 mj \/Zm , B \/2 ) B \/2

ok 21 2\/mf(h)+( o f'(h)=Dhy= An \/kwf(h)— 47t\/cf(h)’
oL V2 mg V2m B V2 ok B V2 1

e 4 2\/mf(h)+( o £ =Dho=, \/kcof(h) = r \/cf(h)’

where ¢ = @/k and the dispersion relation (8.38) has been used in two steps. Next,
we compute their derivatives with respect to X and T

aax 3112 - ﬁ [zcj/(cf () + écf "(h) (kx o+ oxk)p* + V; 7 ()m(p*) x),
88T 35) - 21/2 *2?;#[ () + 2\1/cf () (kro+ork)p + 2\1/cf/(h)m(P2),T]

Subtracting the second equation from the first one and dividing the result by the
common factor v/2 /47, we get, after some algebra,

! 2 /
f(h) (C7T + CC7x) + J;\(/hc) q(k7x (1]){ + 2(1)7)((1) — C()_’Tk) + J;\(/hc)

where the square of maximal slope is denoted by ¢ = p?.

We shall find only a particular solution to this equation using the Ansatz for the
phase as before: 0(X,T) =g(&(X,T)), E(X,T) =X /T. With this Ansatz the above
equation reduces to

(C()zq_rx — ka)qj) = 0,

AT (&) +Xg"(E)a(X, T)+Tg'(§)(Xqx —Tqr)=0.

The last equation is the partial differential equation of first order which can be solved
by the method of characteristics and whose solution is given by

T4

_ 2 _X
Q(X’T)_W(XT) g/(é(x,T))zv g(XvT)_Tv

and thus, 5
T
p(X,T)=/q(X,T) = WXT) e x.1y)° (8.77)
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The unknown function W(XT') should be determined from the expression for 4 in
the limit 7 — 2, which corresponds to the separatrix in the phase portrait

2

1 1
h= _mp*= _XTxW(XT)?> = W(XT)= )
,MPT =, (XT) (XT) JXT

The final asymptotic formula for the slope reads

_ 2TVT
VIXIg'(E(X,T))
EXERCISE 8.10. Use the analytical soliton solution for the Sine-Gordon equation

given in cone coordinates by (8.49) to simulate the 5-soliton solution and compare
it with the asymptotic formula 2,/7 /|X| at large time.

p(X,T)

Solution. We use formula (8.49) representing the exact analytical solution of the
Sine-Gordon equation. The Mathematica code which enables one to simulate this
solution is reproduced below.

createDelta[n_, c0_] := Block[{matrixc, ¥, num, m, k, n}, num = Length[n];

T 1 1

1=Table[Exp[—(n|Ik]] +n[n]) X - — [ + ]], {k, num}, {n, num}]:
4 \nlkl] nln]

matrixC = Table[Null, {k, num}, {n, num}];

For[k =1, k <num, k++,

For[n =1, n<k, n++,

i num ¥k, m] ¥[m, n]
matrixC[k, n] = Z.“ c0m] vV cO[k] cO[n] ;
=1 (nIk] +nml) (nlm] +nIn])

matrixCl[n, k] = matrixC[k, n]]”;
Return|[Det [IdentityMatrix[num] +matrixC]];

|

A = createDelta[Table[k, {k, 5}], Table[1l, {5}]1];

D[A, {X, 2}] A- (8xA)?
du = Simplify[A ] ;

A2

To explain this code let us first consider elements of matrix C = AA*. Since the
eigenvalues are purely imaginary, we have

G — &y = i(Mk+Ma).

Therefore, function ¢, (T) and, consequently, its conjugate, turn out to be real func-
tions

cx(T) = croexp(—=T/2mx), c(T)" = cx(T).

It is now easy to write the elements of matrix A and A*
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I\/CkoCno «  /Crocno
An:_ nX7T7 An: nvaa
¢ mtm, T A= ) X T)
(x,7) =exp |-(me+mx— - (L + 1)
n\A, =eXp | — n - .
Ye p k 4\ T

Thus,

Ykm(Xa T)ymﬂ (Xv T)

N N
Cin =D, AkmAyn = 2, Cm0\/Ck0Cn .
¢ rrg] ¢ mgll 0\/ K0 0(nk+nm)(nm+rln)

Denoting A = det[I + C], we differentiate the right-hand side of the expression for
the slope solution to get

2 AD2A — 2
d InA — dxA — (dxA) ’
X2 A2
which implies further
du_\/A%RA - (3xA)
=2 .
1224 A

The first piece of the above code is used to generate the determinant A = det[I+ C],
while the next one is aimed at computing the slope du/dX. The graph of du/dX
is plotted with the usual Plot Command. Using this Mathematica code, one can
reproduce Fig. 8.10 shown at the end of Section 8.4.

EXERCISE 8.11. Prove the identities K| = 0, K, = K3.

Solution. Since K is given as an integral over a closed contour, K vanishes if its
integrand is a full differential of a function. To show that this is the case let us
compute the following derivative

_d [, J6-b)o-by)
D‘d¢[2¢ b9 ]

- 0=by o=by 1 [(9=b2)(9—b3)
(¢ —b2) (b1 —0) (0 —b3)(b1—¢) b1—¢ b1 —¢

1 2
“o-h \/f(¢) (6=b2)(9 = 1)+ (6= b2)(6 = b1) — (6= b2) (6 —ba)]

V2(¢2 —2b1¢ + biby + byb3 — bybs)
(¢ —b1)V/f(9)

where f(¢) is equal to

b

f(9) =2(b1 —¢)(¢ —b2)(¢ —b3).
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We see that Dy /+/2 is exactly the integrand standing in the integral of K, which
implies that K; vanishes.

Now, we prove that the difference K, — K3 also vanishes using the same argument.
Subtracting K3 from K;, we obtain

K~ K3 =

bz—ba74¢2—2b1¢+b1b2+b1b3—b2b3d¢

4n (0 —b2) (¢ — b3)\/f(9)

Then we consider the following derivative

Dz—d\/ 2(61 - 9)
do |\ (¢ —b2)(¢ —b3)

_ by—¢ B by—¢
V@) (9—b)\/f(9) (9 —b3)\/f(9)
(0 =02)(¢ —b3)+ (b1 —9) (¢ —b2) + (b1 — 9) (¢ — b3)
(¢ —b2)(9 —b3)\/F(9)
02 —=2b1¢ +b1by + b1bs — bybs
(9 —b2) (9 —b3)\/f(9)

Thus, the integrand in the above formula for K, — K3 is again the full differential
and consequently, the integral vanishes.

EXERCISE 8.12. Derive equations (8.73) directly from the conservation law of
KdV equation
u;+ (3u2 +u) e =0.

Find its solution.

Solution. Let us average the above equation over a unit length (having k solitons) to
obtain
ﬂ,t + 3(“2)7)( =0.

Since there are k solitons in a unit length, the average values should be

b_l:/_C/ uydx, uzzl_c/ uldx,

where 1] is a single soliton solution having the amplitude a, and the integrals are
computed approximately by extending the unit interval to the whole real axis. Now,
for the single soliton given by

u; = asech’[\/a/2(x —2at)),
the integration yields

2= 4\/2]_6113/2.

i=2V2kva, u ;
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The average equation becomes
(kv/a) , + (2ka>/?) . = 0.

Keeping in mind that the phase velocity c, in case of solitons, is ¢ = 2a, we obtain
from the kinematic condition k; + (ck) » = 0 the following equation

]_C_’[ + (Zal_() x = 0.

We rewrite the above equation as (kv/a), + (cky/a) » = 0, expand the derivatives
and factorize appropriately to obtain

Valk, + (ck) ]+ 2\k/a (a;+cay) =0.

The second equation of (8.73) follows from the above equation plus the consistency
condition.

In this approximation the system is not strictly hyperbolic, but @ may be found
by integration along the characteristics dx/dt = 2a. Along this curve, the amplitude
a remains constant, due to

da dx

dr Mt g 9= 0.

Thus,

@ _oi—ac = *—oc
dt t

where C is a constant characterizing such a curve. By varying this constant, one can
obtain the solution a = a(x,t) spanned in the whole plane (x,?)

X

a(x,t) = o

With this solution the first equation, after some algebra, is reduced to
0 (tk) +xk = 0.
Changing the unknown function g = tk, we obtain
q:+ );(I,x =0,

which admits a simple solution g(x,7) = f(x/t), where f is an arbitrary function.
Thus, the average number of solitons is

1 x

k= f().

ot



402 8 Nonlinear Waves

However, to achieve the full agreement, solution a(x,t) = x/2¢ has to be cut off
at some leading solitary wave in the sequence. This is equivalent to posing jump
conditions on the shock waves. If we accept (8.73), the jump conditions have to be

~V[kv/a] + [2ka’?] = 0,
—VI[k] + [2ak] =0,

where V is the velocity of the discontinuity and [[-]] denotes the jump. A jump from
a = 0 to a nonzero value a'®) would therefore have V = 24(?). This is the phase
velocity and the result indicates that the solution a(x,7) = x/2¢ may be cut off at a
leading solitary wave in the sequence.
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