
Efficient Routing in Data Center
with Underlying Cayley Graph∗

Miguel Camelo, Dimitri Papadimitriou, Lluı́s Fàbrega, and Pere Vilà

Abstract. Nowadays data centers are becoming huge facilities with hundreds of
thousands of nodes, connected through a network. The design of such interconnec-
tion networks involves finding graph models that have good topological properties
and that allow the use of efficient routing algorithms. Cayley Graphs, a kind of
graphs that represents an algebraic group, meet these properties and therefore have
been proposed as a model for these networks. In this paper we present a routing
algorithm based on Shortlex Automatic Structure, which can be used on any inter-
connection network with an underlying Cayley Graph (of some finite group). We
show that our proposal computes the shortest path between any two vertices with
low time and space complexity in comparison with traditional routing algorithms.

1 Introduction

The growing demand for cloud computing services is leading to an increasing de-
ployment of large-scale Data Center (DC) as its underlying infrastructure [1]. A
fundamental component of such DCs is the interconnection network that provides
communication among the different components of the physical infrastructure. The
design of such networks has the goal of finding graph models that i) have good
properties topological (e.g. high connectivity, small degree, etc.) to ensure good
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performance in terms of throughput, delay, robustness, etc., and that ii) allow to
have routing algorithms with both low time complexity (time to take routing deci-
sion) and low space complexity (memory resources to build the routing table) with
respect to the number of nodes of the network [2]. Cayley Graphs (CGs) [3], a kind
of graphs that represents an algebraic group, meet these 2 properties and therefore
have been proposed as a model of DCs interconnection networks [4, 5, 6].

Concerning topological properties, CGs have high symmetry, hierarchical struc-
ture, recursive construction, high connectivity and fault tolerance, among others [2].
The definition of the CG implies that the vertices are elements of some group but it
does not imply any specific group. This flexibility allows to get a graph that meets
the desired requirements on diameter, vertex degree, number of nodes, etc [7]. More-
over, it has been demonstrated that CGs can also be used as models of deterministic
small world networks [8]. With respect to routing algorithms, the traditional Dijkstra
or Bellman-Ford routing algorithms can be used in any kind of graph but requiring
large amount of memory and/or with slow convergence time for large graphs [4].
Unlike them, there are routing algorithms for specific type of graphs that take ad-
vantage of their particular topological characteristics, reducing their time and space
complexity. This is the case of the routing algorithms for network topologies based
on hypercubes [9], butterflies [10] and star graphs [11], among others, which actu-
ally are CGs of some specific groups.

A routing algorithm for two specific classes of Cayley-based networks, the star
and pancake graphs, is presented in [13]. Since these graphs have a representation by
permutations, they propose a routing algorithm based on permutation sort. However,
this approach does not ensure a shortest path routing. K. Tang and B. Arden prove
in [14] that all finite CGs can be represented by generalized chordal rings (GCR)
and then propose an iterative routing algorithm based on table look-up. The space
complexity of such algorithm is O(n2) and its time complexity O(D), where n and D
are the size and diameter of the network, respectively. Wang and Tang [15] propose
a topology-based routing for Xmesh with CGs as the underlying topology. They
prove that the average path lengths between nodes is smaller and the averaged power
consumed is less than the original Xmesh. They use a CG from the Borel Subgroup,
which is also known as Borel Cayley Graph (BCG), as underlying topology. Their
routing algorithm computes off-line a shortest path routing table from the node Id to
all other nodes, and then they use this table to create the routing table for the rest of
nodes based on the vertex transitivity property of CG. This algorithm is is bounded
by O(log4 n) and its space complexity is given by O(n2D).

A distributed and fault-tolerant routing algorithm for BCG is presented in [16].
This two-phase algorithm uses two types of routing tables according to link failures:
(1) a Static Routing Table (SRT) (computed using [14]) and (2) a Dynamic Routing
Table (DRT). The first phase performs routing through the shortest path according
to the Static Routing Table. If there is a link failure making the shortest path un-
available, DRT is updated and other shortest paths will be used. In the case that all
shortest paths are disconnected, the phase 2 exploits the path length information in
the SRT to search additional routes besides the shortest paths. Finally, authors in [5]
present a routing algorithm on a special class of CGs used as underlying graph for
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a wireless data center. A two-level routing algorithm is proposed to send messages
between 1) servers in the same rack and 2) servers in different racks. This algorithm
is a geographical routing that exploits the uniform structure of the underlying topol-
ogy. The identification of each server is defined by composition of three values: the
coordinates of the rack, the story that contains the server within the rack and the
index of the server in the story. In addition, each server uses three routing tables to
forward package from source to destination using a shortest path route.

Note that the works presented above could be grouped into the one or more of the
following routing algorithm categories: a) those ones that are designed to specific
CGs, b) general purpose ones with high space/time complexity and c) low complex-
ity ones that do not ensure shortest paths. In contrast with them, in this paper we
present a low space and time complexity routing algorithm for any interconnection
network where its underlying graph is a CG of some finite group. The input of the
algorithm can be either the group presentation G = 〈S|R〉, where S and R are the
generators and relators of G /citewmagnus, or the permutation (or matrix) represen-
tation of the group. The proposed algorithm is based on the fact that finite groups are
Automatics and have an Shortlex Automatic Structure (SAS) [12]. These structures
solve the shortest path problem in CGs of finite groups by solving the equivalent
Minimum Word Problem, which is NP-Hard [18], in quadratic time with respect to
the length of the equivalent path written as a sequence of group generators.

The paper is organized as follows. In Section 2 we present the theoretical back-
ground about group theory, geometrical group theory and automatic structures. In
Section 3 we describe our proposed shortest path algorithm, its time and space com-
plexity and an example of the application of our routing algorithm to a 3-cube graph.
Conclusions and future work are presented in Section 4.

2 Preliminaries

In this section, we establish terminology, notation, and background material about
group theory and Automatic Groups. For more definitions and results on combina-
torial group theory we refer the reader to [3], and for groups and graphs to [20].

Let G be a finite group. The identity of the group G is denoted by Id and the group
operation is the multiplication. Let S = {s1, . . . ,sn} be a set of elements in a group
G. We say that S generates G if every element of G can be expressed as a product of
elements from S and their inverses. A group G is finitely generated if it has a finite
generating set. A word is a sequence w = (s1s2 . . .), where si ∈ S∪S−1, for all i. We
say that w is freely reduced if it does not contain any sub-word sis

−1
i . We say that

a group is a free group with basis S, represented by F(S), if S is a set of generators
for the group and no freely reduced word w ∈ F(S) represents the identity.

Definition 1. Let G be a group with generating set S. The Cayley Graph Γ (G,S) of
G with respect to S is the graph with vertex set V (Γ (G,S)) = {g | g ∈ G} and edge
set E(Γ (G,S)) = {(g,gs) | s ∈ S,g ∈ G}.

The group G acts on Γ (G,S) by multiplication on the left: the element g ∈ G
defines a map φg : h → gh that maps a vertex h ∈ Γ (G,S) to the vertex gh, while it
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brings adjacent vertices to adjacent vertices, preserving edges. The graph Γ (G,S)
is directed but it also can be considered undirected if we take an inverse-closed
generating set, i.e. S = S−1. If Γ (G,S) has not auto-loops, then Id �∈ S. If Γ (G,S)
has no loops and no multiple edges, then we say that Γ (G,S) is reduced, and then we
say that it is simple if in addition is undirected. Finally, for any finite presentation
of a group in terms of generators and relators, there exists an associated Cayley
Graph, i.e. the geometry and structure of the Γ (G,S) is directly related with a group
presentation and specifically with its generator set [3].

A metric on the CG is defined by assigning unit length to each edge and defining
the distance between two points to be the minimum length of paths joining them. In
this case, the action by left multiplication of G on Γ (G,S) is by isometries. Finally,
the algebraic structure of the group, which is encoded into its group presentation,
permits to define the word length and metric on such group:

Definition 2. Let π : F(S)→ G be a group homomorphism and let π(w) be the ele-
ment of G represented by w under π . The length of g, identified by ls(g), is the length
of the shortest word in the free group F(S) representing g, i.e. ls(g) = min{ls(w) |
w ∈ F(S),π(w) = g}.

Definition 3. Let G be a group with generating set S. The corresponding word met-
ric (i.e. distance function) ds is the metric on G satisfying d(Id,s) = d(Id,s−1) = 1
for all s ∈ S, and d(g,h) = min{ls(w) | w ∈ F(S),π(w) = g−1h}, for all g,h ∈ G.

Note that the word metric on a group G is a way to measure the length of the
shortest path between any two elements of G on Γ (G,S). This metric measures how
efficient the difference g−1h can be expressed as a word in the generating set for
G. Thus, it is possible to visualize the geometry of a group G by looking at its CG,
because the word metric of the group corresponds to the graph metric induced on
Γ (G,S).

Additionally to the algebraic and geometric structure of the group, there exists
a third point of view to work in an efficient way on groups: they can be seen as
languages. Let G be a group, A an alphabet and A∗ the set of strings (or words) on
the alphabet A. By interpreting concatenation as an associative multiplication on G,
we define a monoid homomorphism π : A∗ → G. If w is a string over A, we say that
π(w) is the element of G represented by w. If the homomorphism is surjective, i.e.
π(A) generates G as a group, then A is the set of group generators for G. We also
define a bijective map φ : A → S, where S is the set of generators of G, to indicate
that each element of the set A represents an element of S. In the rest of the paper, we
will use the set S to reference both generators of the group and the alphabet A.

Given any word w, there is an associated edge path in Γ (G,S). The path starts at
the identity vertex and then traverses edges of Γ (G,S) as dictated by w. Conversely,
every finite edge path in Γ (G,S) describes a word in terms of the generators and
their inverses: reading off the labels of edges being traversed, and adding an inverse
if they are traveling in the opposite direction of the orientation of the edge. Given
this relationship between languages and groups, D. Epstein et. al. in [12] present a
complete work about algebraic groups treated by finite state automaton.
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Definition 4. Let G be a group. An automatic structure on G consists of a set S of
generators of G, a finite state automaton W over S, and a finite state automaton
Ms over (S,S), for s ∈ S∪ Id, satisfying the following conditions: 1) the map π :
L(W )→ G is surjective and 2) for s ∈ S∪ Id, we have (w1,w2) ∈ L(Ms) if and only
if π(w1)s = π(w2) and both w1 and w2 are elements of L(W).

In the definition, W is called the word acceptor, MId the equality recognizer, and
each Ms, for s ∈ S, a multiplier automaton for the automatic structure. An automatic
group is one that admits an automatic structure. Note that MId recognizes equality in
G between words in L(W ). From a given automatic structure, it is always possible to
use MId to construct another one, such that W accepts a unique word mapping onto
each element of G; choosing the lexicographically least among the shortest words
that map onto each element as the normal form representative of that element. This
W is a word-acceptor with uniqueness.

Definition 5. Let ≤S be some total order on the alphabet S, the automatic struc-
ture is called shortlex if L(W) consists of the shortlex least representatives of
each element g ∈ G; therefore the map π1 : L(W ) → G is bijective and all paths
in Γ (G,S) according to the words of L(W) are shortest ones. In other words,
L(W ) = {w ∈ S∗ | w ≤S v,∀w,v ∈ S∗,w =G v}

Thus, given a group G with generator set S, a word w ∈ S∗ is called a geodesic if
it has minimal length among all strings representing the same element as w. Since
the language of all geodesic strings maps finite-to-one onto G, SAS is an automatic
structure for G that contains a geodesic representative for each element of G. The
package KBMAG [17] implements a procedure for computing SAS for groups with
finite presentation.

3 A Greedy Routing Algorithm Using Automatic Structures

Let g and h be two vertices in Γ (G,S) represented by the words (or labels) wg and
wh in the set S∪S−1. If wh = wgs1s2...st with si ∈ S∪S−1, 1 ≤ i ≤ t, then s1s2 . . . st

defines a path from vertex g to h with edges labeled by s1s2...st in Γ (G,S). This is
equivalent to finding a path from g−1h= s1s2 . . . st to the vertex Id. Notice that given
g and h, solving the shortest path problem between any pair of vertices in the CG
turns into finding a word w = s1s2. . . . st with minimum length such that w−1

g wh = w.
This problem is called the Minimum Word Problem [18], and the SAS is an efficient
tool to solve it:.

Theorem 1. (Theorem 2.3.10, [12]) Let G be an group and (S,L(W )) an automatic
structure for G. For any word w over S, we can find a word in L(W) representing the
same element of G as w, in time proportional to the square of the length of w.

Note that if the word acceptor has uniqueness, then this structure can solve the
Minimum Word Problem by reducing words to their (shortlex) normal forms. Be-
cause of finite groups have Automatic Structures (in fact they have a SAS [12]), it
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is possible to find a SAS for a given group presentation G and to use it as a shortest
path computation mechanism using only local information. We assume that an in-
coming message, whether originating at the vertex or in transit from another vertex,
contains the shortlex word that represents the destination vertex.

Our routing algorithm consists of two procedures, the vertex labeling and the
message forwarding. The vertex labeling procedure is the following:

• Given a group presentation G = 〈S|R〉 of the underlying Γ (G,S), compute the
SAS = (S,L(W )) of G. If Γ (G,S) is given by either its matrix or permutation
representation, then construct the group presentation by using the fundamental
cycles of Γ (G,S) (e.g. by using [19]).

• Select a random vertex of Γ (G,S) and construct a spanning tree T (Γ ) rooted on
it by using the Breadth First Search (BFS) algorithm. In the same process, label
all vertices with an integer from 1 (the root vertex) to | G |= n, according their
order of discovery.

• Use (S,L(W )) to enumerate the elements of the group G according to its shortlex
ordering (corresponding to a BFS through S∗) and re-label each vertex in the
spanning tree with its corresponding shortlex word enumerated before. Note that
there exists natural one-to-one mapping between vertices and the elements of the
group represented by their shortlex words following their BFS ordering.

• Create a table with d rows in each vertex g ∈ T (Γ ), where d is the vertex degree,
and keep the label of each vertex at distance 1 from itself.

The message forwarding procedure uses the word metric on G to perform a
greedy routing strategy. Given two vertices g,h ∈ Γ (G,S) with labels wg and wh,
the procedure to find the shortest path between them is the following:

• When a message arrives to g, compare the label of g with the destination label
and verify whether they are equal or not.

• If the labels are equal, the destination is reached. Otherwise, send the message
to the neighbor pi of g, where i ∈ [1, . . . ,d], such that ls(w−1

pi
wh) is minimum. If

there exists more than one neighbor pi with equal minimum length on ls(w−1
pi

wh),
then the message is sent to the neighbor with shortlex wpi .

The space complexity of our algorithm is bounded by O(dn) because each vertex
keeps a list of its d neighbors. On the other hand, the time to make a routing decision
is bounded by O(D2), where D is the diameter of Γ (G,S). Note that any two vertices
g,h ∈ Γ (G,S) with labels wg and wh will have ls(wg) ≤ D and ls(wh) ≤ D. In fact,
any resulting word from w−1

g wh has ls(w−1
g wh) ≤ 2D. Since (S,L(W )) can reduce

any word w of length ls(w) in a time proportional to O(ls(w)2) (see Theorem 1), any
word v = wgwh will have a length ls(v)≤ 2D, and then it can be reduced in O(D2)
to a shortlex equivalent word.

The following is an example of the application of our routing algorithm to a
3-cube graph modeling a 8-node interconnection network (see Figure 1a). This
graph is isomorphic to the Γ (G,S) of the elementary Abelian group of order
23 with group presentation equal to G = 〈S|R〉, where S = {a,b,c} and R =
{a2,b2,c2,aba−1b−1,aca−1c−1,bcb−1c−1}. We start with the labeling procedure.
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Fig. 1 a) The 3-Cube graph and b) the resulting BFS tree with shortlex labels on vertices

Given a group presentation for Γ (G,S), the SAS is computed. Then a random ver-
tex in Γ (G,S) (left-bottom corner) is selected and a BFS spanning tree rooted on
that vertex is constructed. The resulting tree T (Γ ) has the following vertices (is
discovery order): {v1,v2,v3,v4,v5,v6,v7,v8}. At the same time, we use the SAS
to enumerate the elements of the group G according to the shortlex ordering:
L(W ) = {Id,a,b,c,ab,ac,bc,abc}. Next, the map π : L(W )→ G is performed, i.e.
the word wi ∈ L(W ) labels the vertex vi ∈ T (Γ ), for 1 ≤ i ≤ |G| (See Figure 1b).
Finally, each vertex creates a table with the labels of its neighbors at distance 1.

Assume now that vertex v4 sends a message to vertex v8 (labeled as abd). v4 uses
the labels of its neighbors v1 and v7 to compute the length of the shortlex words that
represent the following multiplications: (Id)−1(abc) and (bc)−1(abc). As a result
of the reduction process using (S,L(W )), (Id)−1(abc) = abc and (bc)−1(abc) = a.
Therefore v4 sends the message to v7. Vertex v7 does the same process with the
labels of its neighbors v6 and v8. The reduced words that represent (b)−1(abc) and
(abc)−1(abc) are ac and Id, respectively. Since Id is the empty word, i.e. the word
of length 0, v7 sends the message to v8, the final destination. Note that although
the labeling process is based on a rooted spanning tree, the algorithm has found the
shortest path between v4 and v8 in the whole graph and not only in that tree.

4 Conclusions and Future Work

We have proposed a routing algorithm based on SAS for route computation in DC
interconnection networks with underlying CG. The input of the algorithm is either
a group presentation G = 〈S|R〉 or the matrix/permutation representation of G. Our
routing algorithm is a shortest path one and each node in the network only needs
information about its neighbors to take its routing decision. This decision is taken
in time proportional to the square of the diameter of Γ (G,S). Our proposal uses
the fact that finite groups have SAS and these structures can efficiently solve the
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Minimum Word Problem in G, which is equivalent to find the shortest path between
any pair of vertices of Γ (G,S). Moreover, since any finite group is isomorphic to
some group of permutations, our algorithm can work on any interconnection net-
work with underlying CG. Finally, although the topologies for DCs are usually very
static, it would be important to consider as a future work the network dynamics and
to propose fault tolerance mechanism in our algorithm.
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