Chapter 1
Trajectory Optimization: A Survey

Anil V. Rao

Abstract A survey of numerical methods for trajectory optimization. The goal of
this survey is to describe typical methods that have been developed over the years
for optimal trajectory generation. In addition, this survey describes modern software
tools that have been developed for solving trajectory optimization problems. Finally,
a discussion is given on how to choose a method.

1.1 Introduction

Trajectory optimization is a process where it is desired to determine the path and the
corresponding input (control) to a dynamical system that meet specified constraints
on the system while optimizing a specified performance index. Typically, optimal tra-
jectory generation is performed off-line, that is, such problems are not solved in real
time nor in a closed-loop manner. Because of the complexity of most applications,
optimal trajectories are typically generated using numerical methods. Numerical for
trajectory optimization date back nearly five decades to the 1950s with the work
of Bellman [5—-10]. Because complexity of modern applications has has increased
tremendously as compared to applications of the past, methods for trajectory opti-
mization continue to evolve and the discipline is becoming increasingly relevant in
a wide range of subject including virtually all branches of engineering, economics,
and medicine.

Numerical methods for trajectory optimization are divided into two major classes:
indirect methods and direct methods. In an indirect method, the first-order optimality
conditions from variational calculus are employed. The trajectory optimization prob-
lem is then converted into a multiple-point Hamiltonian boundary-value problem.
The HBVP is then solved numerically to determine candidate optimal trajectories
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called extremals. Each extremal solution of the HBVP is then examined to see if it
is a local minimum, maximum, or a saddle point, and the extremal with the lowest
cost is chosen. In a direct method, the state and/or control of the original trajectory
optimization problem is approximated by parameterizing the state and/or the con-
trol and the trajectory optimization problem is transcribed to a finite-dimensional
nonlinear programming problem (NLP). The NLP is then solved using well known
optimization techniques.

It is seen that indirect methods and direct method emanate from two different
philosophies. On the one hand, the indirect approach solves the problem indirectly
(thus the name, indirect) by converting the trajectory optimization problem to a
boundary-value problem. As a result, in an indirect method the optimal solution is
found by solving a system of differential equations that satisfies endpoint and/or
interior point conditions. On the other hand, in a direct method the optimal solution
is found by transcribing an infinite-dimensional optimization problem to a finite-
dimensional optimization problem.

The two different philosophies of indirect and direct methods have led to a di-
chotomy in the trajectory optimization community. Researchers who focus on indi-
rect methods are interested largely in the numerical solution of differential equations,
while researchers who focus on direct methods are interested primarily in the numer-
ical solution of optimization problems. While at first glance these two approaches
may seem completely unrelated, they have a great deal in common. As will be de-
scribed in the survey, recent years researchers have delved quite deeply into the
connections between the indirect and direct forms. This research has uncovered that
the optimality conditions from many direct methods have a well-defined meaningful
relationship. Thus, these two classes of methods are merging as time goes by.

1.2 Trajectory Optimization Problem

A fairly general trajectory optimization problem is posed formally as follows. Typ-
ically, the problem is divided into P phases [15] and the phases are connected in
some meaningful way. A multiple-phase trajectory optimization problem is posed as
follows. Optimize the cost functional

P RO
f
7=> {05(") [y(k)(to), to, y® (7). ty; S] +/(k) & [y(") @), u® @), 1 s(k)] dt}
k=1 fo
(1.1)
subject to the dynamic constraints
¥9 0 =1 (y0 0,00 @), 1s0), (1.2)

the boundary conditions,
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Fig. 1.1 The three major components of trajectory optimization and the class of methods that uses
each component
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the algebraic path constraints
e < c® (y(") ), u® (1), s, t) <) (1.4)

and the linkage constraints (also known as phase continuity constraints)

L‘(si)n <L (y(zs) (t}l”) ul (&-)) ) t}]x)’ y(rx)(t.(frs))’u(r_g) (t;rs)> ) t}rs)) < LI(S;X’
(1.5)

wheres € [1, ..., S]and S is the number of pairs of phases that are being linked. In
Eq. (1.5) the parameter S is the number of pairs of phases to be linked, rs € [1, ..., S]
and l; € [1,..., S] are the right phases and left phases, respectively, of the linkage
pairs, ry # Iy (implying that a phase cannot be linked to itself), and s € [1, ..., S].

1.3 Numerical Methods for Trajectory Optimization

At the heart of a well-founded method for solving trajectory optimization problems
are the following three fundamental components: (1) a method for solving differ-
ential equations and integrating functions; (2) a method for solving a system of
nonlinear algebraic equations; and (3) a method for solving a nonlinear optimization
problem. Methods for solving differential equations and integrating functions are
required for all numerical methods in trajectory optimization optimal control. In an
indirect method, the numerical solution of differential equations is combined with
the numerical solution of systems of nonlinear equations while in a direct method the
numerical solution of differential equations is combined with nonlinear optimization.
A schematic with the breakdown of the components used by each class of optimal
control methods is shown in Fig. 1.1.
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1.4 Numerical Solution of Differential Equations

Consider the initial-value problem [30, 42, 92] (IVP)

y=£y®).,n, ylo) = yo. (1.6)

Next, let [#, #;+1] be a time interval over which the solution to Eq. (1.6) is desired.
Integrating Eq. (1.6), we can write

tiy1 ) lit1
Viel = Vi + / %(s)ds = yi + / £(y(s), 5)ds. (1.7)
ti 1

The two most common approaches for solving differential equations are time march-
ing and collocation. In a time-marching method, the solution of the differential
equation at each time step #; is obtained sequentially using current and/or previ-
ous information about the solution. In a multiple-step time marching method, the
solution at time # is obtained from a defined set of previous values #x—;, ..., &
where j is the number of steps. The simplest multiple-step method is a single-step
method (where j = 1). The most common single-step methods are Euler methods,
while most commonly used multiple-step methods are the Adams-Bashforth and
Adams-Moulton multiple-step methods [30]. Euler backward and Crank-Nicolson
are examples of implicit methods whereas Euler forward is an example of an explicit
method. When employing implicit method, the solution at f;4 is obtained using
a predictor-corrector where the predictor is typically an explicit method (that is,
Euler-forward) while the corrector is the implicit formula. Implicit methods meth-
ods are more stable than explicit methods [42], but an implicit method requires more
computation at each step due to the need to implement a predictor-corrector.

An alternative to a multiple-step time marching method is a multiple-stage method.
In a multiple-stage method, the interval [#;, #;41] into K subintervals [7, 7;41] where

Ti=t+ha;j, (j=1,....K), h =t —1, (1.8)

and0 <«a; <1, (j =1,..., K).Eachvalue 7; is called a stage . The integral from
t; to t; 1 can be approximated via quadrature as

tit1 K
/ £(y(s). s)ds ~ h; > Bif(y;. 1)) (1.9)
t

j=1

where y; = y(t;). It is seen in Eq. (1.9) that the values of the state at each stage
are required in order to evaluate the quadrature approximation. These intermediate
values are obtained as
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T; K
y(Tj) —yt) = / £(y(s), )ds ~ hi D yjif(yi, @) (1.10)

li =1

The combination of Egs. (1.9) and (1.10) leads to the family of K —stage Runge-
Kutta methods [15, 24, 25, 30, 50, 51, 92]. A Runge-Kutta method is called explicit
if yjy = O foralll > j and is called implicit otherwise. In an explicit Runge-
Kutta method, the approximation at ;1 is computed using information prior to #x1
whereas in an implicit Runge-Kutta method y(#x1) is required in order to determine
the solution at #;1. In the latter case, the solution is updated using a predictor-
corrector approach.

1.4.1 Collocation

Another way to solve differential equations is as follows. Suppose over a subin-
terval [#;, t;+1] we choose to approximate the state using the following Kth-degree
piecewise polynomial:

K
Y~ 8t~ 1€l bl (111)
k=0
Suppose further that the coefficients (ay, ..., ax) of the piecewise polynomial

are chosen to match the value of the function at the beginning of the step, that is,
Y(@i) =yi. (1.12)

Finally, suppose we choose to match the derivative of the state at the points defined
in Eq. (1.8), that is,

¥ =ty 1), (G=1,...,K). (1.13)

Equation (1.13) is called a collocation condition because the approximation to
the derivative is set equal to the right-hand side of the differential equation evaluated
at each of the intermediate points (7, ..., Tgx). Collocation methods fall into three
general categories [15]: Gauss methods, Radau methods, and Lobatto methods. In a
Gauss method, neither of the endpoints #; or #1 are collocation points. In a Radau
method, at most one of the endpoints #; or #;; is a collocation point. In a Lobatto
method, both of the endpoints #; and #; are collocation points.

As it turns out, Euler and Runge-Kutta methods can be thought of equivalently
as either time-marching or collocation methods. When an Euler or a Runge-Kutta
method is employed in the form of collocation, the differential equation is said to
be solved simultaneously because all of the unknown parameters are determined at
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the same time. Furthermore, collocation methods are said to simulate the dynamics
of the system implicitly because the values of the state at each collocation point
are obtained at the same time (as opposed to solving for the state sequentially as
in a time-marching method). In order to implement simultaneous simulation, the
discretized dynamics are written as defect constraints of the form

¢ =y(r)) —L£(y(z)), 7)) (1.14)

As an example, the defect constraints for the Crank-Nicolson method are given as

h
Sk = Yik+1 —Yk—7k(fk+fk+1). (1.15)

In collocation (that is, implicit simulation) it is desired to find a solution such
that all of the defect constraints are zero. Finally, one of the key differences between
collocation and time-marching is that in collocation it is not necessary to use a
predictor-corrector because the values of the state at each discretization point are
being solve for simultaneously.

1.4.2 Integration of Functions

Because the objective is to solve a trajectory optimization problem, it is necessary
to approximate the cost function of Eq. (1.1). Typically, the cost is approximated
using a quadrature that is consistent with the numerical method for solving the
differential equation (for example, if one is using an Euler-forward rule for solving
the differential equation, the cost would also be approximated using Euler-forward
integration). The requirement for consistency in the approximation of the differential
equations and the cost can be thought of in another manner. Consider a one-phase
trajectory optimization problem. The cost functional

Ly
J = <1>(y(to),to,y(tf),tf)+/ ZLy(),u(?),t; sldt (1.16)
fo

can be converted to a Mayer problem by adding a state y, ;| and adding the differential
equation
Ynt1 = gly(®), u(), 1:s] (1.17)

with the initial condition
Yn+1(to) = 0. (1.18)

The cost functional of Eq. (1.16) would be given as

J = Dly(t0), 10, y(t5), tr; S + ynt1(tf) (1.19)
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and the resulting augmented system of differential equations would then be written
as

y@) =tly@), u(),t;s],
Vnt1 = Z[x(1), u(?), t; s]. (1.20)

Equation (1.20) could then be solved using any well established numerical integration
method. Using this approach, is it seen that the method used to integrate Eq. (1.17)
must be the same method that is used to integrate

Lly®),u(1), t;s].

1.5 Nonlinear Optimization

A key ingredient to solving trajectory optimization problems is the ability to solve
nonlinear optimization or nonlinear programming problems [4, 11, 21, 44] (NLPs).
An NLP takes the following general mathematical form. Determine the decision
vector z € R” that minimizes the cost function

f(@ (1.21)

subject to the algebraic constraints
g(z) =0, (1.22)
h(z) <0, (1.23)

where g(z) € R™ and h(z) € R”. The NLP may either be dense (that is, a large
percentage of the derivatives of the objective function and the constraint functions
with respect to the components of z are nonzero) or may be sparse (that is, a large
percentage of the derivatives of the objective function and the constraint functions
with respect to the components of z are zero). Dense NLPs typically are small (con-
sisting of at most a few hundred variables and constraints) while sparse NLPs are
often extremely large (ranging anywhere from thousands of variables and constraints
to millions of variables and constraints).

1.6 Methods for Solving Trajectory Optimization Problems

With the exception of simple problems, trajectory optimization problems must be
solved numerically. The need for solving optimal control problems numerically has
given rise to a wide range of numerical approaches. These numerical approaches are
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divided into two broad categories: (1) indirect methods and (2) direct methods. The
major methods that fall into each of these two broad categories are described in the
next two sections.

1.6.1 Indirect Methods

In an indirect method, the calculus of variations [3, 20, 23, 40, 56, 62, 67, 68, 91,
94, 97] is used to determine the first-order optimality conditions of the trajectory
optimization problem given in Eqgs. (1.1)—(1.5). Unlike ordinary calculus (where
the objective is to determine points that optimize a function), the calculus of varia-
tions is the subject of determining functions that optimize a function of a function
(also known as functional optimization). Applying the calculus of variations to the
functional optimization problem given in Eqs. (1.1)-(1.5) leads to the first-order
necessary conditions for an extremal trajectory. The first-order optimality condi-
tions for a single-phase continuous-time trajectory optimization problem with no
static parameters are given as

y=24". h=-H (1.24)

u* = arg lrlreng; I, (1.25)

Sy (10). 10.¥(t7). 17) = 0, (1.26)

Mto) = —Dy(t0) + v dyue). Alty) = Py(ts) — v by (1.27)
K1) = Py — vy, H(ty) =Dy, +0 ¢y, (1.28)

mj() =0, when C;(x,u, 1) <0, j=1,...,c,
ui() <0, when C;(x,u,1)=0, j=1,...,c, (1.29)

where # = £ + ATf — uTC is the augmented Hamiltonian, % is the feasible
control set and v € RY is the Lagrange multiplier associated with the boundary
condition ¢. Finally, it is noted that the solution to the optimal control problem may
lie along a singular arc [23] where the control cannot be determined from the first-
order optimality conditions. If a singular arc is a possibility, additional conditions
must be derived to determine the control along the singular arc.

Because the dynamics of Eq. (1.24) arise from differentiation a Hamiltonian,
Eq. (1.24) is called a Hamiltonian system [3, 66, 67]. Furthermore, Eq. (1.25) is
known as Pontryagin’s Minimum Principle [75] (PMP) and is a classical result to
determine theoptimal control. Finally, the conditions on the initial and final costate



1 Trajectory Optimization: A Survey 11

given in Eq. (1.27) are called transversality conditions [3, 23, 40, 62, 66, 68, 91, 93,
94] while the conditions on the Lagrange multipliers of the path constraints given in
Eq. (1.29) are called complementary slackness conditions [4, 11, 21]. The Hamil-
tonian system, together with the boundary conditions, transversality conditions, and
complementary slackness conditions, is called a Hamiltonian boundary-value prob-
lem (HBVP) [2, 3, 66]. Any solution (y(z), u(t), A(¢), u(t), v) is called an extremal
solution and consists of the state, costate, and any Lagrange multipliers that satisfy
the boundary conditions and any interior-point constraints on the state and costate.
In an indirect method extremal trajectories (that is, solutions of the HBVP) are de-
termined numerically. Because an indirect method requires solving a multiple-point
boundary-value problem, the original trajectory optimization problem is turned into
the problem of solving a system of nonlinear equations of the form

f(z) =0,

1.30
Zmin < £(2) < 8max- ( )

The three two most common indirect methods are the shooting method, the
multiple-shooting method, and collocation methods. Each of these approaches is
now described.

1.6.1.1 Indirect Shooting Method

Perhaps the most basic indirect method is the shooting method [65]. In a typical
shooting method, an initial guess is made of the unknown boundary conditions at
one end of the interval. Using this guess, together with the known initial conditions,
the Hamiltonian system Eq. (1.24) is integrated to the other end (that is, either forward
from #( to ¢y or backward from ¢ to fy). Upon reaching ¢, the terminal conditions
obtained from the numerical integration are compared to the known terminal condi-
tions given in Egs. (1.26) and (1.27). If the integrated terminal conditions differ from
the known terminal conditions by more than a specified tolerance ¢, the unknown
initial conditions are adjusted and the process is repeated until the difference between
the integrated terminal conditions and the required terminal conditions is less than
some specified threshold.

1.6.1.2 Indirect Multiple-Shooting Method

While a simple shooting method is appealing due to its simplicity, it presents sig-
nificant numerical difficulties due to ill-conditioning of the Hamiltonian dynamics.
The reason for this ill-conditioning is that Hamiltonian systems have the property
that the divergence of the flow of trajectories must be zero, that is
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SIENEZAWME NS
2. [5 (W> Ton <‘Wﬂ =0. (1.31)

i=1

Equation (1.31) implies that, in a neighborhood of the optimal solution, there exist
an equal number of directions along which the solution will contract and expand and
this expansion and contraction takes place at the same rate (the simultaneous expand-
ing and contracting behavior is due to the fact that many Hamiltonian systems admit
an exponential dichotomy [2]). As a result, errors made in the unknown boundary
conditions will amplify as the dynamics are integrated in either direction of time.
The shooting method poses particularly poor characteristics when the trajectory op-
timization problem is hyper-sensitive [ 76, 78, 79, 81, 82] (that is, when time interval
of interest is long in comparison with the time-scales of the Hamiltonian system in
a neighborhood of the optimal solution).

In order to overcome the numerical difficulties of the simple shooting method, a
modified method, called the multiple-shooting method [92], has been developed. In a
multiple-shooting method, the time interval [#o, # ] is divided into M +1 subintervals.
The shooting method is then applied over each subinterval [#;, #;+1] with the initial
values of the state and adjoint of the interior intervals being the unknowns that need to
be determined. In order to enforce continuity, the following conditions are enforced
at the interface of each subinterval:

p(t;) =p(t) < pt,) —p(tH) =0, (1.32)

where p(¢) is the combined state-costate vector, that is,

p(t) = [jgﬂ .

The continuity conditions of Eq. (1.32) result in vector root-finding problem where
it is desired to drive the values of the difference between p(¢;") — p(t;’) to zero. It
is seen that the multiple-shooting method requires extra variables be introduced into
the problem (that is, the values of the state and adjoint at the interface points). Despite
the increased size of the problem due to these extra variables, the multiple-shooting
method is an improvement over the shooting method because the sensitivity to errors
in the unknown initial conditions is reduced by integrating over subintervals of the
original time domain ¢ € [fo, tr]. Nevertheless, even multiple-shooting can present
issues if a sufficiently good guess of the costate is not used [48].

1.6.1.3 Indirect Collocation Methods

In an indirect collocation method, the state and costate are parameterized using
piecewise polynomials as described in Sect. 1.4.1. The collocation procedure leads
to a root-finding problem where the vector of unknown coefficients z consists of the
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coefficients of the piecewise polynomial. This system of nonlinear equations is then
solved using a root-finding technique (for example, Newton’s method).

1.6.2 Direct Methods

Direct methods are fundamentally different from indirect methods. In a direct method,
the state and/or control of the original optimal control problem are approximated in
some appropriate manner. In the case where only the control is approximated, the
method is called a control parameterization method [46]. When both the state and
control are approximated the method is called a state and control parameterization
method. In either a control parameterization method or a state and control parameteri-
zation method, the optimal control problem is transcribed to a nonlinear optimization
problem or nonlinear programming problem [4, 11, 15, 21, 44] (NLP).

1.6.2.1 Direct Shooting Method

The most basic direct method for solving trajectory optimization problems is the
direct shooting method. The direct shooting method is a control parameterization
method where the control is parameterized using a specified functional form. For
example, the control could be parameterized as

u(t) ~ D ayi(t), (1.33)

i=1

where v¥;(¢), (i = 1,...,m) are known functions and a;, (i = 1,...,m) are the
parameters to be determined from the optimization. The dynamics are then satisfied
by integrating the differential equations using a time-marching algorithm. Similarly,
the cost function of Eq. (1.1) is determined using a quadrature approximation that is
consistent with the numerical integrator used to solve the differential equations. The
NLP that arises from direct shooting then minimizes the cost subject to any path and
interior-point constraints.

1.6.2.2 Direct Multiple-Shooting Method

In a manner similar to that for indirect methods, in a direct multiple-shooting method,
the time interval [19, f 7] is divided into M + 1 subintervals. The aforementioned direct
shooting method is then used over each subinterval [¢;, #;+1] with the values of the
state at the beginning of each subinterval and the unknown coefficients in the control
parameterization being unknowns in the optimization. In order to enforce continuity,
the following conditions are enforced at the interface of each subinterval:
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X(17) = x(t;") <= x(t;7) —x(1]") = 0. (1.34)

The continuity conditions of Eq. (1.34) result in vector root-finding problem where
it is desired to drive the values of the difference between x(¢,) — x(tl.+) to zero. It is
seen that the direct multiple-shooting method increases the size of the optimization
problem because the values of the state at the beginning of each subinterval are pa-
rameters in the optimization. As with indirect multiple-shooting, the direct multiple-
shooting method is an improvement over the direct shooting method because the
sensitivity to errors in the unknown initial conditions is reduced by integrating over
subintervals of the original time domain ¢ € [#o, t].

1.6.2.3 Direct Collocation Methods

Arguably the most powerful methods for solving general trajectory optimization
problems are direct collocation methods. A direct collocation method is a state and
control parameterization method where the state and control are approximated using
a specified functional form. The two most common forms of collocation are local
collocation and global collocation. A local collocation method follows a procedure
similar to that of Sect. 1.4.1 in that the time interval [#o, f ] is divided into S subin-
tervals [t,—1, %], (s = 1,..., §) where g = 7. In order to ensure continuity in the
state across subintervals, the following compatibility constraint is enforced at the
interface of each subinterval:

Y& ) =yth, (s=2,...,5—1). (1.35)

In the context of trajectory optimization, local collocation has been employed
using one of two categories of discretization: Runge-Kutta methods and orthogonal
collocation methods. Nearly all Runge-Kutta methods used are implicit [31-36, 49,
69, 88, 89] because the stability properties of implicit Runge-Kutta methods are
better than those of explicit methods. The seminal work on orthogonal collocation
methods in trajectory optimization is due to Reddien [84], where Legendre-Gauss
points were used together with cubic splines. Following on Reddien’s work, Cuthrell
and Biegler used LG points together with Lagrange polynomials [28, 29]. Interest-
ingly, Cuthrell [29] showed mathematically that the indirect transcription using LG
points was equivalent to the KKT conditions obtained from the NLP of the direct
formulation. In the 1990s, orthogonal collocation methods were developed using
higher-order Gauss-Lobatto collocation methods [38, 39, 54, 55]. Finally, the con-
vergence rates of an orthogonal collocation method using Legendre-Gauss-Radau
(LGR) points was studied [64].

Generally, employing direct local collocation leads to a large sparse NLP, where
the NLP contains potentially thousands to hundreds of thousands of variables and
constraints. Moreover, such large NLPs arise from trajectory optimization problems
that consist of hundreds of of states and controls. Because the NLP is sparse, however,
many of the derivatives of the constraint Jacobian are zero. This feature of local direct
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collocation makes it possible to solve such problem efficiently using appropriate NLP
solvers such as SNOPT [43, 45], SPRNLP [17], and KNITRO [26].

1.7 Software for Solving Trajectory Optimization Problems

A wide variety of software tools have been developed for solving trajectory optimiza-
tion problems. Most of these software programs use direct methods. One well known
software program employing indirect methods is BNDSCO [71] which employs a
multiple-shooting method. Perhaps the oldest software tool that employs direct meth-
ods is the Program to Simulate and Optimize Trajectories [22] (POST). POST was
originally developed to solve problems in launch vehicle trajectory optimization and
it still in use today for such applications.

The late 1980s saw a transformation in the available tools for solving trajectory
optimization problems. This transformation was coincident with the observation
of the power of direct collocation methods. The first well-known direct colloca-
tion software was Optimal Trajectories by Implicit Simulation [95] (OTIS). OTIS is
a FORTRAN software that has general-purpose capabilities for problems in aero-
nautics and astronautics. OTIS has been used widely in the aerospace and defense
industries and its theoretical foundations are found in Ref. [52]. Following shortly
after the development of OTIS is the program Sparse Optimal Control Software [18]
(SOCS). SOCS is a highly powerful FORTRAN software that is capable of solving
many highly challenging trajectory optimization problems (see Ref. [15] for highly
complex optimal control problems solved with SOCS). Some of the applications
solved using SOCS are found in Refs. [12-14, 16, 77]. Finally, three other direct col-
location FORTRAN programs are MISER [47], Direct Collocation [96] (DIRCOL),
Graphical Environment for Simulation and Optimization [1] (GESOP), and Nonlin-
ear Trajectory Generation [70] (NTG). Like OTIS and SOCS, DIRCOL and GESOP
use local direct collocation techniques while NTG is designed for rapid trajectory
generation of differentially flat systems.

In recent years, interest in the particular application of optimal control to space
flight has led to the development of several useful programs. One such program
is Mission Design and Analysis Software [87] (MIDAS) which is designed to solve
complex ballistic heliocentric transfer trajectories for interplanetary space flight mis-
sions. Another tool that has been recently developed is the NASA Generalized Mis-
sion Analysis Tool [61] (GMAT). Another tool that has been widely used in the last
several years is COPERNICUS [72, 73]. Both GMAT and COPERNICUS are de-
signed to solve trajectory optimization problems where the maneuvers can be treated
as either impulsive or finite-thrust burns.

While earlier software programs used compiled languages such as FORTRAN, in
recent years, MATLAB® has become increasingly popular for solving optimization
problems. The increased appeal for MATLAB emanates from the fact that MATLAB
is an extremely easy environment in which to program along with the fact that many
of today’s most powerful NLP solvers are now available for use in MATLAB® (for
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example, standalone MATLAB mex versions are now available for the NLP solvers
SNOPT [43, 45] and KNITRO [26]). In addition, the TOMLAB [19, 37, 57-60] pack-
age has facilitated additional solvers for use in MATLAB. In addition, because of
major computational improvements, the computational efficiency between MATLAB
and compiled languages is growing ever closer. Examples of MATLAB-based trajec-
tory optimization software programs include RIOTS_95 [90], DIDO [85], DIRECT
[98], PROPT [86], OPTCONTROLCENTRE [63], GPOPS [80], and GPOPS-1I [74].

It is important to note that all of the trajectory optimization software programs
described above incorporate gradient methods for solving the NLP. In a less formal
manner, heuristic methods have also been used to solve trajectory optimization prob-
lems. For example, interplanetary trajectory optimization problems using a genetic
algorithm have been considered in Refs. [41, 53] while low-thrust orbit transfers
using a genetic algorithm have been studied in Refs. [27] and [83]. In addition, a
calculus of variations technique has been used together with a genetic algorithm to
optimize low-thrust Mars-to-Earth trajectories for the Mars Sample Return Mission
[99]. Thus, while gradient methods are somewhat the de facto standard for trajectory
optimization, the aforementioned research demonstrates that genetic algorithms may
be well-suited for some applications.

1.8 Choosing a Method

Choosing a method for solving a trajectory optimization problem is based largely
on the type of problem to be solved and the amount of time that can be invested
in coding. An indirect shooting method has the advantage that it is simple to un-
derstand and produces highly accurate solutions when it converges. Unfortunately,
indirect shooting is extremely sensitive to the unknown boundary conditions. In addi-
tion, indirect shooting requires the derivation of the first-order optimality conditions
of the trajectory optimization problem [see Eqs. (1.24)—(1.29]! While for simple
problems it may be possible to derive the first-order optimality conditions, deriv-
ing such conditions for complex optimal control problems is tedious, error-prone,
and sometimes impossible (for example, problem with table lookups). Furthermore,
the need to derive the optimality conditions makes implementing indirect shooting
difficult in a general-purpose software program. For example, if it was required to
derive first-order optimality conditions, a program such as POST would become
nearly impossible to use because every new problem would require the derivation
of these conditions! A multiple-shooting method overcomes some of the numerical
difficulties of standard shooting, but does not avoid the issue of having to derive the
optimality conditions.

The accuracy and robustness of a direct method is highly dependent upon the form
of direct method used. Direct shooting methods are very good for problems where
the control can be parameterized in a simple manner (for example, piecewise linear
functions of time) and the problem can be characterized accurately using a small
number optimization parameters. Software programs such as POST perform well
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on launch vehicle ascent trajectories because these problems can be approximated
accurately using simple control parameterizations. As the complexity of the problem
increases, it becomes more and more apparent that the workhorse for solving trajec-
tory optimization problems is the direct collocation method. The two main reasons
that direct collocation methods work so well is because highly complex problems
can be formulated and solved with today’s NLP solvers. The reason that the NLP
solvers can handle such complex problems is because they are designed to converge
with poor initial guesses (for example, straight line guesses in the state and control)
and are extremely computationally efficient because they exploit the sparsity of the
derivatives in the constraints and objective function.

In many cases, the solution of a trajectory optimization problem is a means to an
end, that is, the user does not want to know all of the details about a method, but
simply wants to use a software program to provide results so that a particular problem
of interest can be solved. If one does not wish to become an expert in the technologies
associated with trajectory optimization, it is advisable to obtain a canned software
package that allows a user to input the problem in an intuitive manner. Then the
software can simply be run on the problem of interest. It is always important to
understand, however, that canned software can have its issues when things go wrong
because the user may often not understand why.

1.9 Applications to Automotive Systems

The numerical methods provided in this survey are designed to generate reference tra-
jectories and corresponding reference controls for systems that have well developed
deterministic models. In the context of automotive systems, the methods described in
this paper would be of relevance to optimal control in systems where performance is
important. For example, state-of-the-art direct collocation software such as GPOPS-
IT or SOCS could be employed to generate highly accurate trajectories to determine
the minimum lap time required in a in high-speed race car problem (for example, For-
mula One racing). In addition, the indirect methods described in this paper could be
the starting point for developing near-optimal feedback controllers for use in engine
design or in autonomous ground vehicles. Thus, the numerical methods described
in this survey could be used to generate solutions to a wide variety of problems in
automotive systems, and the particular numerical method employed would depend
upon the intended use of the solution.

1.10 Conclusions

A survey of numerical methods for solving trajectory optimization problems has been
given. The problem of solving optimal control problems has been decomposed into
the three key components of solving differential equations and integrating functions,
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solving nonlinear optimization problems, and solving systems of nonlinear algebraic
equations. Using these components, the two classes of indirect and direct methods
for solving optimal control problems have been described. Subsequently, important
computational issues have been discussed and several different software tools for
solving optimal control problems have been described. Finally, a brief discussion
has been given on how to choose a method.
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