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Preface

As conference chairs, it is our pleasure to present this LNCS volume with its
contributions on performance and dependability evaluation techniques for ad-
vanced distributed systems, computer and software architectures, and communi-
cation networks. The papers it contains were presented at the 17th International
GI/ITG Conference on “Measurement, Modelling and Evaluation of Computing
Systems” and “Dependability and Fault-Tolerance” (MMB and DFT 2014), held
during March 17–19, 2014, at Otto-Friedrich-University Bamberg in Germany.

Since the start of the biennial MMB conference series in the early 1980s, we
have seen substantial changes in the field of performance evaluation, dependabil-
ity, and fault-tolerance of computer and communication systems. Modelling and
simulation of isolated computer systems and the analysis of their performance
and dependability metrics by standard queueing or stochastic Petri net models
have been enhanced with more advanced or new methodologies, such as stochas-
tic process algebras or stochastic network calculus, and new areas of application
have entered the realm of this research.

Today, we cope with the scientific challenges of very complex, interconnected
system architectures that comprise a multitude of hardware and software com-
ponents. In recent years, measurement, mathematical modelling, and analysis
techniques related to these advanced interconnected systems and complex net-
works have also been expanding into new vital application areas, including energy
networks, energy-efficient systems, and social networks among others. Thus, the
Program Committee of MMB and DFT 2014 organized three satellite workshops
covering corresponding research topics in these fast-evolving areas:

– The International Workshop on Demand Modeling and Quantitative Anal-
ysis of Future Generation Energy Networks and Energy-Efficient Systems
(FGENET 2014)

– The International Workshop on Modeling, Analysis and Management of So-
cial Networks and their Applications (SOCNET 2014)

– The Second Workshop on Network Calculus (WoNeCa 2014)

Following a thorough review procedure by at least three reviewers and after a
careful selection process, the ProgramCommittee of MMB and DFT 2014 confer-
ence compiled an interesting scientific program that included 16 regular papers
and three tool presentations. In addition, the MMB and DFT 2014 program was
fortunate to have two distinguished keynote speeches:

1. “Probabilistic Analysis of the RESTART Protocol and Checkpointing in
Computer Reliability”by distinguished Professor Dr. Dr.h.c. Søren Asmussen,
Aarhus University, Denmark, whose scientific achievements were honored by
the John von Neumann Theory Prize 2010 and the Gold Medal for Great
Contributions in Mathematics, awarded by the Sobolev Institute of Mathe-
matics of the Siberian Branch of the Russian Academy of Sciences in 2011



VI Preface

2. “On the Performance of Caching in Information-Centric Networks” by Dr.
James W. Roberts, IRT-SystemX, France, who has been honored with the
Arne Jensen Lifetime Achievement Award from the International Teletraffic
Congress (ITC)

As conference chairs, we express our gratitude to all members of the Program
Committee and all external reviewers for their dedicated service, maintaining the
quality objectives of the conference, and for the timely provision of their valuable
reviews.

We express our sincere appreciation to Otto-Friedrich-University Bamberg
as the conference host, as well as to all the members of the local Organizing
Committee of MMB and DFT 2014 for their great efforts devoted to the success
of the conference.

We thank all the authors for their submitted contributions, all the speakers
for their lively presentations, and all the participants for their contributions to
interesting discussions.

We acknowledge the support of the EasyChair conference system and express
our gratitude to its management team for the commitment to serve the scientific
community in an altruistic manner.

Further, we thank Springer, in particular Alfred Hofmann, Vice-President
Publishing Computer Science, for unceasing support and excellent management
of the LNCS publishing project.

Finally, it is our hope that readers will find these MMB and DFT 2014 pro-
ceedings informative and useful for their future research on measurement, mod-
elling, analysis, and performance evaluation of advanced distributed, dependable,
or fault-tolerant systems.

March 2014 Kai Fischbach
Udo R. Krieger
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Probabilistic Analysis of the RESTART Protocol

and Checkpointing in Computer Reliability

Søren Asmussen

Department of Mathematical Sciences
Aarhus University
Ny Munkegade

DK-8000 Aarhus C, Denmark

asmus@imf.au.dk

Abstract. A task like the execution of a computer program or the trans-
mission of a packet on a communication line may fail. There are vari-
ous protocols for how the system will deal with this. We consider here
RESTART where the task needs to be restarted from scratch, with the
aim of assessing probabilities of large delays (in contrast to other pro-
tocols like RESUME, this was long an open problem). The result is,
somewhat surprisingly, that unless the task time is a bounded random
variable, the delay time is always heavy-tailed (for example, with a power
tail). We further consider the effects of inserting checkpoints in the task,
such that upon failure restarting needs only be done from the last check-
point.

This is joint work with Lester Lipsky, Pierre Fiorini, Robert Sheahan
and Tomasz Rolski.



On the Performance of Caching

in Information-Centric Networks

James Roberts

Institut de Recherche Technologique SystemX
8 Avenue de la Vauve BP 30012

91120 Palaiseau, France

james.roberts@irt-systemx.fr

Abstract. Whether the architecture of the future Internet is an incre-
mental evolution of IP or a clean slate design like CCN, it is clear that
caching will be increasingly used to reduce the amount of content traffic
the network has to carry. It is important to understand the performance
of caching in order to quantify its impact on traffic flows and to draw
correct conclusions regarding the optimal network structure. We discuss
recent work on modelling cache performance, identifying the crucial im-
portance of how user requests are distributed over the vast catalogue of
available content and stressing the difficulty in estimating this popular-
ity distribution. Lastly, we consider the memory-bandwidth tradeoff that
determines the potential cost advantage of investing in storage capac-
ity rather than in the infrastructure that would otherwise be necessary
to transport content across the network. Our evaluations suggest large
caches at the network edge are preferable to equipping routers with lim-
ited capacity content stores, as envisaged in some proposed architectures.
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PH and MAP Fitting

with Aggregated Traffic Traces

Jan Kriege and Peter Buchholz

Department of Computer Science, TU Dortmund,
44221 Dortmund, Germany

{jan.kriege,peter.buchholz}@udo.edu

Abstract. Phase Type Distributions (PHDs) and Markovian Arrival
Processes (MAPs) are versatile models for the modeling of timing behav-
ior in stochastic models. The parameterization of the models according
to measured traces is often done using Expectation Maximization (EM)
algorithms, which have long runtimes when applied to realistic datasets.
In this paper, new versions of EM algorithms are presented that use
only an aggregated version of the trace. Experiments show that these
realizations of EM algorithms are much more efficient than available EM
algorithms working on the complete trace and the fitting quality remains
more or less the same.

Keywords: Phase-type distributions, Markovian Arrival Processes, Ex-
pectation Maximization Algorithm, Trace Aggregation.

1 Introduction

An adequate representation of inter-event times, let it be inter-arrival times of
packets in a computer network, time between failure in dependable systems, or
service times in computer systems, is a fundamental requirement in stochastic
modeling. For models that are solved using analytical or numerical techniques
and often also for simulation models inter-event times are described by Markov
models. Based on the work of Marcel Neuts [20,21], Phase Type Distributions
(PHDs) and Markovian Arrival Processes (MAPs) have been defined and are
nowadays widely used in stochastic modeling. PHDs and MAPs are quite general
classes of stochastic models that allow one to approximate many distributions
and stochastic processes arbitrarily closely [22,11]. However, the parameteriza-
tion of the models to match some observed behavior is a complex non-linear
optimization problem. The general problem is to find the parameters of a PHD
or MAP of a given order with respect to an observed sequence of inter-event
times such that it is likely that the observed sequence is generated from the
PHD or MAP, respectively. This is commonly denoted as parameter fitting. In
some application areas, like computer networks, traces can be huge and contain
more than a million entries. Methods for parameter fitting of PHDs are a re-
search topic for more than 30 years. Parameter fitting for MAPs is much harder
such that most available methods have been developed in the last 10 years.

K. Fischbach and U.R. Krieger (Eds.): MMB & DFT 2014, LNCS 8376, pp. 1–15, 2014.
c© Springer International Publishing Switzerland 2014



2 J. Kriege and P. Buchholz

The number of available papers on parameter fitting of PHDs or MAPs is much
too large to mention only a significant portion of them here. Therefore we present
only the most important results for the algorithms that are developed in this
paper. Overviews on available fitting methods can be found in [1,5,10].

Parameter fitting for PHDs can be made according to the whole sequence of
measured data or based on some derived measures, like some moments. Moment
based fitting methods can be found for example in [7,12,14]. Moment based fit-
ting is often efficient and almost independent of the number of elements in the
trace because only the empirical moments have to be computed from the trace.
Fitting based on the first two or three moments is fairly easy. However, when
increasing the number of moments usually two problems arise. First, it is some-
times hard to match all moments together with a PHD of given order, such
that approximation methods have to be applied [6]. Additionally, estimators for
higher order moments are unreliable. As shown in [17], confidence intervals for
the moments derived from network traces with more than a million entries are
extremely wide if the order of the moments is beyond 3 or 4. This implies that
moment based parameter fitting usually has a limited accuracy since the shape
of the density is not adequately described by lower order moments. Moment
based fitting can be extended to MAPs [6,8,13] by using joint moments or some
lags of the coefficient of autocorrelation. However, the problems of the approach
are similar to those of moment based fitting approaches for PHDs. Higher or-
der joint moments are hard to approximate and lower order joint moments do
not adequately capture the correlation structure. Based on the complete trace
data, parameters of a PHD or MAP can be fitted to approximate the empiri-
cal density. Most adequate for this purpose are Expectation Maximization (EM)
algorithms. The first EM algorithm for PHDs has been proposed by Asmussen
and his coworkers [2]. Later extensions of the approach improve the runtimes sig-
nificantly by using more efficient computations and by restricting the classes of
PHDs to acyclic structures [9,15,24,29]. The use of acyclic PHDs usually does not
reduce the fitting quality. EM algorithms outperform moment based fitting ap-
proaches for multimodal densities. EM algorithms are iterative algorithms which
are guaranteed to find local optima. However, convergence can be very slow and
the time per iteration depends linearly on the number of elements in the trace,
the number of parameters (i.e., the order of the PHD) and the difference between
small and large elements in the trace. Especially for large network traces fitting
times can be prohibitive. In [26] methods are introduced to aggregate the values
in a trace and apply afterwards the EM algorithm for the aggregated trace. Ex-
amples show that the aggregation step often reduces the fitting times by orders
of a magnitude and results in a similar likelihood value, which is a measurement
for the fitting quality.

EM algorithms for parameter fitting of MAPs have also been published
[3,4,16]. The algorithms work well for small traces, in particular, if these traces
have been generated from MAPs of a lower order. If the algorithms are applied
to huge network traces, then the convergence is slow and fitting times are often
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extremely long [17]. This seriously restricts the usability of EM algorithms for
MAP fitting of many real problems in modeling computer networks.

In this paper we improve EM algorithms for PHD and MAP fitting. This is
done by some slight modifications in the basic EM algorithms and more im-
portant by extending the trace aggregation of [26] from PHDs to MAPs. The
original approach cannot be used for MAPs because after aggregation, depen-
dencies between elements in the trace are no longer available. Here we extend
the approach by keeping some of the information on dependencies in the aggre-
gated trace and use this in the EM algorithm to fit the MAP matrices. Examples
show that the aggregated information is sufficient to describe the dependencies
in the trace and that the likelihood value of a MAP resulting from an aggregated
trace is as good as the likelihood value of a MAP that has been fitted using the
original trace. However, fitting based on the aggregated trace is often orders of
magnitude faster than the use of standard EM algorithms for the complete trace.

The paper is structured as follows. In the next section the definitions and no-
tations are introduced and the basic EM algorithms for PHD and MAP fitting
are presented. Section 3 introduces an aggregation of traces that keeps depen-
dencies partially in the aggregated trace and the extension of EM algorithms for
aggregated traces. Afterwards, in Section 4, the new algorithms are applied to
one synthetic and two real traces. The paper ends with the conclusions.

2 Basic Definitions

We present the basic notations and definitions which are used in the paper. For
further details on PHDs and MAPs we refer to the literature [5]. Furthermore,
we introduce a basic EM algorithm which is derived from the EM algorithms
proposed in the literature [3,4,16,24].

2.1 Input Modeling

Input modeling is one of the major steps when building stochastic models for
real world systems. It is used to define the parameters of a stochastic model, in
particular to define the duration of events or the time between events. Usually
this modeling is based on some measurements taken from a real world system.
These measurements will be denoted as a trace T = (t1, . . . , tm) where ti ≥ 0
describes the ith observation. Observations can be times between events (e.g., the
arrival of packets in a computer networks, the occurrence of failures) or the size
or duration of an event (e.g., the packet size in computer networks, the duration
of a repair operation, the service time at server). We usually use the term inter-
event times, even if this does not completely capture all situations. m is the order
of the trace which can be large, in particular if it results from some automated
measurement as used for example in computer networks. From a trace, standard
measures like the moments, joint moments, the empirical density or empirical
distribution function can be derived using standard means [5]. The goal is to
find a stochastic model such that it is likely that the trace has been generated as
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an output of the model. As model types we consider PHDs for uncorrelated data
and MAPs for correlated data. Both model types are introduced in the following
paragraphs.

2.2 Phase-Type Distributions

A phase type distribution (PHD) can be interpreted as an absorbing Markov
chain with n transient and 1 absorbing state and generator

Q =

(
D0 t
0 0

)

where t = −D0 I1 and D0 is a non-singular n × n matrix with non-negative
non-diagonal elements and row sums smaller or equal to 0. We assume that the
initial vector of the PHD equals (π, 0) which means that the distribution has no
point mass at zero. Then the PHD can be characterized by (π,D0). Moments,
density and distribution function can be computed from this representation using
standard means [5,17]. If the parameters of a PHD have been computed to match
the values of some trace T , then the fitting quality can be measured in terms of
the likelihood or log likelihood value which is computed as follows.

L =

m∏
i=1

πeD0tit or logL =

m∑
i=1

log
(
πeD0tit

)
. (1)

The better the likelihood value, the better the fitting quality, but for a given
trace it is not clear which likelihood value can be or should be achieved.

2.3 Markovian Arrival Processes

PHDs can be used to describe identically and independently distributed values.
In many real applications, for example the inter-arrival times at a router in a
computer network, times are strongly correlated such that the modeling with
PHDs is not adequate. For this purpose MAPs have been defined [20]. A MAP
is defined by a pair of matrices (D0,D1) such thatQ = D0+D1 is an irreducible
generator matrix, D1 is non-negative and D0 has negative diagonal and non-
negative non-diagonal entries. We furthermore assume that D0 is non-singular
to avoid degenerated inter-event time distributions. The behavior of a MAP is
as follows. The process behaves like a Markov chain with generator matrix Q
and whenever a transition from D1 occurs, an event is generated. Every PHD
(π,D0) can be represented as an equivalent MAP (D0, (−D0 I1)π). MAPs allow
one to model correlated inter-event times. For the computation of basic quantities
like moments, joint moments or (joint) densities we refer again to the literature
[5,17].

The likelihood and log likelihood for a MAP according to a trace T are defined
as

L = π

m∏
i=1

(
eD0tiD1

)
I1 and logL =

m∑
i=1

log
(
πieD0tiD1 I1

)
(2)
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where πi = π
∏i−1

j=1

(
eD0tiD1

)
and π is an appropriately chosen initial vector.

Often the embedded stationary distribution after an event, that is given by the
solution of π (D0)

−1
D1 = π subject to π I1 = 1, is used as initial vector.

2.4 EM Algorithms for PH and MAP Fitting

EM algorithms are local optimization algorithms that compute the parameters of
some stochastic model from incomplete data. They are nowadays very popular in
several branches of computer science and statistics. For the general idea behind
the algorithms we refer to the literature [19]. Here we concentrate on specific
realizations of EM algorithms for PHDs and MAPs.

An EM algorithm consists of an E-step that determines the expectation of
some flows under the current parameter setting and an M-step that changes the
parameter in such a way that the flows are maximized assuming the behavior
that has been analyzed in the E-step. It can be shown that the combination of the
two steps results in a non-decreasing sequence of flows and the flows determine
the value of the likelihood function (Eqs. 1 or 2). In this way, a local optimizer is
defined that computes the parameters of a PHD or MAP with a locally optimal
value of the likelihood function.

We begin with the EM algorithm for PHDs and define the following vectors
and matrix.

f (π,D0),t = πeD0t, b(π,D0),t = eD0tt, (3)

F (π,D0),t =

∫ t

0

(
f (π,D0),t−u

)T (
b(π,D0),u

)T
du.

Matrix F (π,D0),t contains the flow between two states for the given PHD. The
vectors in matrix from (3) can be computed using uniformization [28]. Let α ≥
maxi |D0(i, i)| and P 0 = D0/α+ I. We can define the following two sequences
of vectors

v(0) = π and v(k+1) = v(k)P 0, w(0) = t and w(k+1) = P 0w
(k) (4)

for k = 0, 1, 2, . . . such that

f (π,D0),t =
∞∑
k=0

β(αt, k)v(k), b(π,D0),t =
∞∑
k=0

β(αt, k)w(k)

F (π,D0),t =
1
α

∞∑
k=0

β(αt, k + 1)
k∑

l=0

(
v(l)

)T (
w(k−l)

)T
,

(5)

where β(αt, k) is the probability of k events of a Poisson process with rate α
in the interval (0, t]. For practical computations, the infinite summations have
to be truncated which can be done such that predefined error bounds for the
results are observed [28].

We now define some random variables. Bi is the number of times the PHD
starts in state i, Nij the number of times the PHD goes from transient state i



6 J. Kriege and P. Buchholz

to j, Nin+1 the number of times an event is generated from state i and Zi the
total time spent in state i. All values are computed according to a given trace
T .

E(π,D0),T [Bi] =
m∑

k=1

π(i)b(π,D0),tk
(i)

πb(π,D0),tk

, E(π,D0),T [Zi] =
m∑

k=1

F (π,D0),tk
(i,i)

πb(π,D0),tk

,

E(π,D0),T [Nij ] =
m∑

k=1

D0(i,j)F (π,D0),tk
(i,j)

πb(π,D0),tk

, E(π,D0),T [Nin+1] =
m∑

k=1

t(i)f (π,D0),tk
(i)

πb(π,D0),tk

(6)
The equation describes the E-step of the EM algorithm. The following M-step
computes new estimates for the parameters from the results of the E-step.

π̂(i) =
E(π,D0),T [Bi]

m , D̂0(i, j) =
E(π,D0),T [Nij ]

E(π,D0),T [Zi]
,

t̂(i) =
E(π,D0),T [Nin+1]

E(π,D0),T [Zi]
, D̂0(i, i) = −(t̂(i) +

n∑
i�=j

D̂0(i, j)).
(7)

The iteration between (6) and (7) until the parameters are stable defines an EM
algorithm for PHDs.

For MAPs the algorithm works similar but requires more effort since it is
not sufficient to consider only the isolated values in a trace, instead the whole
sequence has to be used in the E-step. Define first the following two vectors.

ff
(k)
(D0,D1)

=

{
π if k = 1

ff
(k−1)
(D0,D1)

eD0tk−1D1 if 1 < k ≤ m

bb
(k)
(D0,D1)

=

{
D1 I1 if k = m

D1e
D0tk+1bb

(k+1)
(D0,D1)

if 1 ≤ k < m

(8)

Vector ff (k)
. is the forward vector describing the distribution immediately after

the (k − 1)th event in the trace and bb(k). is the backward vector immediately
after the events m, . . . , k+1 occurred in backward direction. With these vectors
the flow vectors and flow matrix for a single event can be defined.

f
(k)
(D0,D1),t

= ff
(k)
(D0,D1)

eD0t, b
(k)
(D0,D1),t

= eD0tbb
(k)
(D0,D1)

, and

F
(k)
(D0,D1),t

=
∫ t

0

(
f
(k)
(D0,D1),t−u

)T (
b
(k)
(D0,D1),u

)T

du.
(9)

For the E-step of a MAP, the random variable Mij is introduced that defines the
number of times a transitions from state i to state j occurs that is accompanied
by an event.

E(D0,D1),T [Zi] =
m∑

k=1

F
(k)
(D0,D1),tk

(i,i)

πb
(1)
(D0,D1),t1

, E(D0,D1),T [Nij ] =
m∑

k=1

D0(i,j)F (D0,D1),tk
(i,j)

πb
(1)
(D0,D1),t1

,

E(D0,D1),T [Mij ] =
m−1∑
k=1

f
(k)
(D0,D1),tk

(i)D1(i,j)b
(k+1)
(D0,D1),tk+1

πb
(1)
(D0,D1),t1

+
f
(m)
(D0,D1),tm

(i)D1(i,j) I1

πb
(1)
(D0,D1),t1

(10)
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Then the M-step is given by

D̂0(i, j) =
E(D0,D1),T [Nij]

E(D0,D1),T [Zi]
for i �= j, D̂1(i, j) =

E(D0,D1),T [Mij ]

E(D0,D1),T [Zi]
,

D̂0(i, i) = −
(

n∑
j=1,i�=j

D̂0(i, j) +
n∑

j=1

D̂1(i, j)

)
.

(11)

Again the iteration of E-step (10) and M-step (11) defines the EM-algorithm.

3 An Expectation Maximization Algorithm Using
Aggregated Traffic Traces

An EM algorithm using trace aggregation for a subclass of PHDs, namely Hyper-
Erlang distributions, has been introduced in [26]. [26] proposes two different
aggregation methods that will be summarized in the following section and ex-
tended to account for the additional requirements when fitting MAPs. After-
wards we will outline an EM algorithm with trace aggregation for general PHDs
and MAPs.

3.1 Trace Aggregation

Let T = (t1, t2, · · · , tm) be a trace of e.g. inter-event times ti. For trace aggre-
gation the interval [min(T ),max(T )] is divided into M subintervals (Δ0, Δ1],
(Δ1, Δ2], · · · , (ΔM−1, ΔM ] with 0 ≤ Δ0 < min(T ) < Δ1 < · · · < ΔM−1 <
ΔM = max(T ). [26] presented two aggregation methods that differ in the way
how the interval boundaries Δi are chosen. In the uniform aggregation approach
all intervals have the same width Δ = Δi − Δi−1 = (max(T ) − Δ0)/M . Each
interval i is then represented by a tuple (t̂i, wi), where t̂i is the mean value of ele-
ments that fall within this interval and the weight wi corresponds to the number
of elements in the interval. More formally, let Ji, i = 1, · · · ,M be sets of indices
such that j ∈ Ji if tj ∈ (Δi−1, Δi]. Then, wi = |Ji| and t̂i =

1
wi

∑
j∈Ji

tj .
If the empirical distribution of the trace is heavy-tailed, uniform trace aggre-

gation will produce a few intervals with lots of elements and many intervals with
only few or even no elements. In these cases the logarithmic trace aggregation
described in [26] provides better results. For logarithmic trace aggregation the in-
tervals are chosen with equidistant width on a logarithmic scale, e.g. (10−3, 10−2],
(10−2, 10−1], (10−1, 100], (100, 101], · · · . Let smin = �log10 min(T )� and smax =
�log10 max(T )	 be the smallest and largest logarithmic scale, respectively. Then,
the trace is divided into the intervals (10s, 10s+1], s = smin, · · · , smax−1, i.e. we
have for the i-th interval (Δi−1, Δi] = (10smin+i−1, 10smin+i]. It is also possible
to further divide the resulting intervals using uniform trace aggregation. Again,
each interval i is then represented by a tuple (t̂i, wi). Intervals with wi = 0 can
be ignored for both aggregation types.

The aggregation approaches from [26] described above can be applied for PHD
fitting but are not suitable for MAP fitting, because the order of the ti and
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thereby the information about the correlation is lost. To save this information
we introduce the vector S = (s1, s2, · · · , sm) with sj = i if tj ∈ (Δi−1, Δi), i.e.
we store for each trace element the number of its interval. Thus, the aggregated
trace T ∗ consists of M tuples (t̂i, wi) and the sequence S.

3.2 EM Algorithms for PHD and MAP Fitting with Trace
Aggregation

In the following we will modify the algorithms from Sect. 2 to allow for PHD and
MAP fitting with aggregated traffic traces. We will first outline an algorithm for
general PHDs which is a generalization of the approach from [26]. Afterwards
the algorithm is extended to the case where MAPs are considered.

Assume that an aggregated traffic trace T ∗ is given by M tuples (t̂i, wi) and
the sequence S. For the description of the algorithm it does not matter how the
intervals have been obtained, however, for the experimental results in the next
section it is, of course, important which aggregation method has been used. For
fitting the PHD we will only use (t̂i, wi), for fitting the MAP also S is required.

Fitting PHDs: The modifications on the EM algorithm for PHDs from Sect. 2
to allow for using aggregated traffic traces mostly affect the E-step of the
algorithm.

In the original approach we have to compute the forward vector f (π,D0),t, the
backward vector b(π,D0),t and the flow matrix F (π,D0),t (cf. Eq. 3) for each trace
element t = t1, t2, · · · , tm. Since these values are computed independent of each
other, Eq. 3 can also be used for the aggregated trace, i.e. we compute f (π,D0),t,

b(π,D0),t and F (π,D0),t for each mean value of the intervals t = t̂1, t̂2, · · · , t̂M .
This leads to significant improvement of the runtime of the algorithm, because
the time consuming computations of the matrix exponential and the integral in
Eq. 3 have only to be done M << m times.

In the E-step of the algorithm the weights wi have to be considered, i.e. Eq. 6
becomes

E(π,D0),T ∗ [Bi] =
M∑
k=1

wk
π(i)f (π,D0),t̂k

(i)

πb(π,D0),t̂k

E(π,D0),T ∗ [Zi] =
M∑
k=1

wk
F (π,D0),t̂k

(i,i)

πb(π,D0),t̂k

E(π,D0),T ∗ [Nij ] =
M∑
k=1

wk
D0(i,j)F (π,D0),t̂k

(i,j)

πb(π,D0),t̂k

E(π,D0),T ∗ [Nin+1] =
M∑
k=1

wk
t(i)f (π,D0),t̂k

(i)

πb(π,D0),t̂k

(12)

The M-step needs not to be modified for fitting with an aggregated trace, i.e.
Eq. 7 is used.

The steps for fitting PHDs with an EM algorithm and trace aggregation are
summarized in Algorithm 1.
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Algorithm 1. EM algorithm with trace aggregation for general PHDs
Input: Trace data T = t1, . . . , tm;
Output: PHD (π,D0);

1: Choose initial (π(0),D
(0)
0

) and set r = 0;

2: Generate aggregated trace T ∗ =
(
(t̂1, w1), (t̂2 , w2), · · · (t̂M , wM )

)
from T ;

3: repeat

4: Compute f
(π(r),D

(r)
0

),t̂i

, b
(π(r),D

(r)
0

),t̂i

and F
(π(r),D0)(r),t̂i

for i = 1, · · · ,M using Eq. 5;

5: E-step: Compute the conditional expectations using Eq. 12;

6: M-step: Compute (π(r+1), D
(r+1)
0 ) using Eq. 7;

7: Set r = r + 1;

8: until ‖π(r) − π(r−1)‖ + ‖D(r)
0 − D

(r−1)
0 ‖ < ε;

9: return (π(r),D
(r)
0

) ;

Fitting MAPs: In the following we extend Algorithm 1 to allow for MAP
fitting with aggregated traces. Considering trace aggregation for MAPs is more
sophisticated than for PHDs, because the forward and backward vectors are
not computed independently for each trace element any more (cf. Eq. 9), but
contain the complete joint density from the first to the i-th trace element (for
the forward vectors) or the complete joint density from the i-th to the last trace
element (for the backward vectors). Moreover, these vectors are also needed for
the computation of the flow matrix.

Note from Eq. 10, that for the estimation of the Mij only the forward and
backward vectors are needed. The flow matrix is needed for estimating Zi and
Nij . However, these values can also be estimated using Eq. 12 reusing values
from the EM fitting with aggregation for PHDs.

For the EM approach for MAPs with aggregated traffic traces we need ad-
ditional matrices M (π,D0),t = eD0t, t = t̂1, · · · , t̂M which can be be computed
using uniformization as follows.

V (0) = I, V (k+1) = V (k)P 0, M (π,D0),t =
∞∑
k=0

β(αt, k)V (k).

Then, we can define the forward and backward vectors for MAP fitting using
the precomputed M (π,D0),t and the sequence S = (s1, s2, · · · , sm).

f̃f
(k)

(D0,D1) =

{
π if k = 1

f̃f
(k−1)

(D0,D1)M (π,D0),t̂sk−1
D1 if 1 < k ≤ m

(13)

f̃
(k)

(D0,D1) = f̃f
(k)

(D0,D1)M (π,D0),t̂sk

b̃b
(k)

(D0,D1) =

{
D1 I1 if k = m

D1M (π,D0),t̂sk+1
b̃b

(k+1)

(D0,D1) if 1 ≤ k < m

b̃
(k)

(D0,D1) = M (π,D0),t̂sk
b̃b

(k)

(D0,D1)

Note, that the vectors are defined in a similar way as in Eqs. 8 and 9, but instead
of computing the matrix exponential for the ti we choose one of the precomputed
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M (π,D0),t according to si which indicates the interval (and thus the t̂j) that ti
falls in.

The E-step uses these precomputed vectors and matrices:

E(D0,D1),T ∗ [Zi] =

M∑
k=1

wk

F (π,D0),t̂k
(i, i)

πb(π,D0),t̂k

(14)

E(D0,D1),T ∗ [Nij ] =

M∑
k=1

wk

D0(i, j)F (π,D0),t̂k
(i, j)

πb(π,D0),t̂k

E(D0,D1),T ∗ [Mij ] =

m−1∑
k=1

f̃
(k)

(D0,D1)(i)D1(i, j)b̃
(k+1)

(D0,D1)(j)

πb̃
(1)

(D0,D1)

+
f̃
(m)

(D0,D1)(i)D1(i, j) I1

πb̃
(1)

(D0,D1)

And finally, the M-step becomes

D̂0(i, j) =
E(D0,D1),T ∗ [Nij]

E(D0,D1),T ∗ [Zi]
for i �= j, D̂1(i, j) =

E(D0,D1),T ∗ [Mij ]

E(D0,D1),T ∗ [Zi]

D̂0(i, i) = −
(

n∑
j=1,i�=j

D̂0(i, j) +
n∑

j=1

D̂1(i, j)

)
(15)

Vector π is assumed to be the embedded stationary distribution after an event

such that π̂ is the solution of π̂
(
−D̂0

)−1

D̂1 = π̂ subject to π̂ I1 = 1.

Algorithm 2 summarizes our approach.

Algorithm 2. EM algorithm with trace aggregation for MAPs
Input: Trace data T = t1, . . . , tm;
Output: MAP (D0,D1);

1: Choose initial (D
(0)
0 ,D

(0)
1 ) and set r = 0;

2: Generate aggregated trace T ∗ =
(
(t̂1, w1), (t̂2 , w2), · · · (t̂M , wM )

)
and S = (s1, s2, · · · , sm) from T ;

3: repeat

4: Compute f
(π(r),D

(r)
0 ),t̂i

, b
(π(r),D

(r)
0 ),t̂i

, F
(π(r),D0)(r),t̂i

and M
(π,D0),t̂i

for i = 1, · · · ,M;

5: Compute f̃
(k)
(D0,D1)

and b̃
(k)
(D0,D1)

for k = 1, · · · ,m according to Eq. 13;

6: E-step: Compute the conditional expectations using Eq. 14;

7: M-step: Compute (D
(r+1)
0

,D
(r+1)
1

) using Eq. 15;

8: Set r = r + 1;

9: until ‖D(r)
0 − D

(r−1)
0 ‖ + ‖D(r)

1 − D
(r−1)
1 ‖ < ε;

10: return (D
(r)
0

,D
(r)
1

) ;

For the EM approach without trace aggregation the most time consuming part
is the computation of the m forward vectors, the m backward vectors and the
m flow matrices using e.g. randomization. For the approach with trace aggrega-
tion we have to compute M flow matrices with M << m using randomization.
Additionally, M matrix exponentials have to be computed and stored. Since
f (π,D0),t = πM (π,D0),t and b(π,D0),t = M (π,D0),tt computation of those for-
ward and backward vectors is cheap once M (π,D0),t is known. The computation

of f̃
(k)

(D0,D1) and b̃
(k)

(D0,D1) only consists of vector-matrix multiplications which is
relatively cheap compared to the computation of the matrix exponential.
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4 Experimental Results

For assessing the fitting quality of the presented EM algorithm we performed
several experiments with synthetically generated traces and with traces from real
systems. The synthetically generated traces have been created from a MAP and
should be easier to fit than the real traces. However, the results provide hints on
how many intervals are necessary for the algorithm to obtain good results.

For traces from computer and communication networks, [26] recommends us-
ing logarithmic trace aggregation, because with uniform trace aggregation few
intervals contain the major part of the trace elements and many intervals contain
only little or no trace elements. Consequently, we only present results using log-
arithmic trace aggregation. All experiments have been performed on a dual-core
AMD Opteron Processor with 2.4 GHz and 16 GB RAM.

4.1 Synthetically Generated Traces

We generated 500.000 observations from the following MAP

D0 =

⎡
⎣−1.733 0.064 0.923

0.159 −2.289 0.040
2.015 0.101 −2.344

⎤
⎦ , D1 =

⎡
⎣0.746 0.0 0.0

0.0 2.090 0.0
0.0 0.0 0.228

⎤
⎦

and fitted MAPs of order 3 using different numbers of intervals between 100 and
2000. Table 1 shows the log-likelihood values for the different interval numbers
after 100 iterations of the EM algorithm. The results show that the best value was
reached with 1000 intervals and cannot be further improved when increasing the
number of intervals. For comparison, the original MAP (3) has a log-likelihood
value of −460207 for the trace. Using 1000 intervals our algorithm returned the
following MAP

Table 1. Log-likelihood values for different interval numbers

Intervals 100 500 1000 2000

Log-likelihood -460897 -460860 -460859 -460859

D0 =

⎡
⎣−2.4646 0.222 0.051

0.449 −1.4654 0.639
0.051 0.126 −0.75706

⎤
⎦ , D1 =

⎡
⎣ 2.059 0.132 0.0006

0.145 0.222 0.0104
0.00006 0.004 0.576

⎤
⎦

Fig. 1 shows the log-likelihood values (left y-axis) and the total time consump-
tion (right y-axis) after each of the 100 iterations. Note, that the log-likelihood
values are the values for the original trace and not for the aggregated trace.
As one can see, the largest improvement in the likelihood was obtained dur-
ing the first 10 iterations. The time consumption is almost linear and overall
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Fig. 1. Log-likelihood and time consumption for fitting a synthetically generated trace
with a MAP (3) and 1000 intervals

Fig. 2. Density and autocorrelations for the original MAP, the generated trace and the
fitted MAP

the algorithm required about 40 seconds. Fig. 2 shows the probability density
function and the lag-k autocorrelation coefficients for the original MAP (3), the
generated trace and the fitted MAP. As one can see, the density functions al-
most overlap completely, however, the fitted MAP slightly underestimated the
autocorrelation.

4.2 Traces from a Real System

As real traces we used the two standard benchmark traces BC-pAug89 [18] and
LBL-TCP-3 [27] from the Internet traffic archive (http://ita.ee.lbl.gov). The
traces contain 1.000.000 and about 1.700.000 entries, respectively, and fitting
them using an EM algorithm is very time consuming because of their size. We
fitted MAPs of different order with a different number of intervals using our
approach with trace aggregation. For comparison we also fitted MAPs using
the EM algorithm from [4] that does not use trace aggregation and served as
basis for our implementation. Fig. 3 shows the results for MAPs of order 5
fitted to the trace LBL-TCP-3. On the left y-axis the log-likelihood values are
displayed, the right y-axis shows the total amount of time used for 50 iterations
of the algorithms. The curves labeled with agg result from MAP EM fitting with
trace aggregation using 1000 intervals, the curves labeled with no agg show the
corresponding results from EM fitting without trace aggregation. As one can
see, the log-likelihood values are almost identical for both algorithms, however,
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Fig. 3. Log-likelihood and time consumption for the trace LBL-TCP-3 and EM fitting
with and without trace aggregation
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Fig. 4. Queueing Results for the trace LBL-TCP-3 and two fitted MAPs

without trace aggregation the algorithm needed over 8 hours and with trace
aggregation the 50 iterations have been computed in less than 10 minutes.

To introduce another measure for comparing the fitting results aside from the
likelihood we used the trace and the two fitted MAPs as arrival processes in
a simple single-server queueing system with a capacity of 10 and exponentially
distributed service times. Fig. 4 shows the queue length distribution from simu-
lation runs with a utilization of ρ = 0.5 and ρ = 0.8. In both cases the two MAPs
slightly overestimate the middle part of the queue length distribution resulting
from the trace, but as expected from the almost identical likelihood values the
two MAPs behave similar.

Fig. 5 shows the result for the trace BC-pAug89. Fig. 5(a) compares the time
consumption and the log-likelihood when fitting MAPs of order 6 using an EM
algorithm with and without trace aggregation, respectively, for the trace, which
gives a similar picture as the results for the trace LBL-TCP-3. Fig. 5(b) contains
the queueing results. Again both MAPs behave similarly.
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(b) Queueing results for ρ = 0.8

Fig. 5. Results for the trace BC-pAug89

5 Conclusions

The paper presents an EM algorithm for parameter fitting of Phase Type Distri-
butions (PHDs) or Markovian Arrival Processes (MAPs). In contrast to known
approaches, elements in the trace are first aggregated and then the EM algo-
rithm is applied. A similar approach has been proposed before for PHDs but not
for MAPs. Our experiments show that trace aggregation results in a dramatical
improvement of the fitting times when the traces contain more than a few thou-
sand elements. The value of the likelihood is not affected by trace aggregation
which implies that the quality of the generated PHD or MAP is the same as if
the process results from an EM algorithm applied to the original trace.

The approach can be extended by considering only specific matrix structures
like acyclic matrices D0 or use the EM algorithm for PHDs to determine the
parameters of an acyclic distribution in canonical form as done in [24]. Further-
more the approach can also be extended to fit the parameters of PHDs or MAPs
according to grouped data as in [23,25].
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Abstract. Packet video and voice are the dominant traffic sources in to-
day’s Internet. Numerous studies have dealt with the influence of packet
loss on video and voice quality. We elaborate on the root causes of packet
loss in the Internet and show by statistical methods how that affects the
quality of transmitted real-time data. We evaluate the mean number of
lost packets and the distribution of bit loss as quality indices of packet
transmission at a bottleneck link with insufficient bandwidth. The latter
information regarding the risk to lose packets for a known bandwidth of
a bottleneck link can be transferred to customers.

Keywords: Packet traffic in Internet, geometric sums, cluster of ex-
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1 Introduction

In this paper we consider a fundamental teletraffic issue arising from the trans-
port of packet flows that are generated by real-time applications in high speed
packet-switched networks. We study the packet loss process experienced by a
flow at a single bottleneck link along its fixed route due to insufficient transport
capacity and derive simple, measurable quality indices of this loss process. Our
approach is based on the assumption that a bufferless queue models the link with
regard to real-time flows in adequate manner and that the rate process induced
by the flow is a sufficient description.

In this respect, our paper reflects an important application scenario in current
multimedia Internet whose service pattern is dominated by the transport of live
and on-demand video streaming. To investigate the quality-of-service (QoS) of
the packet transport at the network layer and the quality-of-experience (QoE) of
a video consumer, concise theoretical results on the impact of packet loss on the
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QoS and QoE metrics are required (cf. [7]). The latter should provide a strong
informativeness and allow an effective validation by measurement procedures.We
try to fulfill both objectives by our statistically motivated teletraffic approach.

In this regard, this study extends our previous research efforts [14] - [16], where
we have tried to understand the causes of packet loss during the transmission in
Internet by purely statistical methods. It was found that the lack of an available
(equivalent) transport capacity u at a bottleneck link constitutes one of the major
causes. Considering the transmission of a packet flow generated by real-time
applications along a series of routers, it is realistic to assume that the inter-
arrival times {Xi}i≥1 between consecutive packets are heavy-tail distributed
with regularly varying tails (cf. [10], [11], [13]).

The rates of such a packet transmission process are usually approximated by
ratios Ri = Yi/Xi, where Yi denotes the length of ith packet and Xi denotes the
inter-arrival time between the ith and (i+1)th (or (i−1)th and ith) packet. De-
spite the fact that the related packet lengths {Yi}i≥1 are, by definition, light-tail
distributed, these induced rates are distributed with a heavy tail inherited from
{Xi}i≥1. The heaviness of the tail and the dependence in the rate variables gen-
erate a cluster structure of the rate process. Clusters imply that conglomerates
of observations of the underlying process {Ri}i≥1 may exceed a sufficiently large
bandwidth threshold u and cause a loss of packets since there is not sufficient
transport capacity to handle these data on a considered link (see figure 1). This
conclusion is derived from the assumption of a bufferless fluid model that de-
scribes the packet flow on the capacity-constrained bottleneck link which causes
the loss. This assumption is rather strong, but it can be justified in the follow-
ing way. In the fluid flow model each buffer would slightly increase the actual
transport capacity along a path. However, these buffers in the routers are not
unlimited and if the buffer of the bottleneck router is full, corresponding packets
will be lost. To accommodate for this fact, one can simply model the available
bandwidth by a slightly higher value than the actual link capacity of the router.
Therefore, we use this well-known assumption on the bufferless fluid flow model
throughout our paper. It is also used often in the domain of bandwidth estima-
tion and the computation of an equivalent capacity assigned to a flow (cf. [6], [9],
[20] among many others). Here, we will adopt the latter approach to define the
transport capacity u of the bottleneck link from the perspective of a considered
packet stream related to a real-time multimedia service (see also [6]).

As the loss of packets is arising in such clusters of packets, the sums of their
packet lengths will generate a bit loss in the bufferless link model. Regarding
more advanced packet-switched network protocols like live video streaming in
peer-to-peer overlay networks, there may be other causes of packet loss. For in-
stance, the departure of peers in a swarm or packets missing a playback deadline
at the destination node during video transmission due to an insufficiently chosen
playback delay can cause loss effects, too (cf. [3], [14]). Here, we shall focus solely
on the packet loss due to a lack of transport capacity.

It is the objective of the present paper to attract appropriate statistical results
on the loss process and to determine both the mean number of lost packets
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Fig. 1. Cluster structure of the loss process

in a cluster and the distribution of the bit loss for relatively large values of
the capacity threshold u. Our approach is rather pragmatic in hope to adapt
asymptotic statistical inferences to moderate size samples.

In [6] it was proposed to select the maximal sample rate max{R1, ..., Rn} as
value of the required bandwidth u that can be redundant. Moreover, due to the
randomness of the sample such sample maxima can be considered as low or high
quantile of the rate. Throughout the paper we select the (1 − ρ)th quantile xρ

of Ri (i.e. P{Ri > xρ} = ρ) as u and control the quality of the packet transport
by ρ. However, the estimation of the quantile can become problematic if these
packet rates {Rt}t are statistically dependent. This assumption is realistic due
to a possible dependence of inter-arrival times between packets.

Regarding our analysis, we will rely on the fundamental statistical results
about extreme values of a stationary stochastic processes like the rate process
derived in [16]. In this paper it was proved that the distributions of cluster sizes
and the inter-cluster sizes of exceedances (called lossless times) follow asymp-
totically a geometric law, irrespective of the marginal distribution of the rates,
as the sample size n → ∞ and when the threshold u is large. The inter-cluster
size T1(u) means the number of non-exceedances between two consecutive clus-
ters and the cluster size T2(u) implies the number of exceedances in the cluster,
respectively, (see figure 1). Both random variables depend on u. More exactly,
we determine the number of inter-arrival times between packets

T ∗
1 (u) = min{j > 1 : M1,j ≤ u,Rj+1 > u|R1 > u}, (1)

arising between clusters, and the number of inter-arrival times

T ∗
2 (u) = min{j > 1 : L1,j > u,Rj+1 ≤ u|R1 ≤ u}, (2)
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arising within a cluster. Here M1,j = max{R2, .., Rj}, M1,1 = −∞ and L1,j =
min{R2, ..., Rj}, L1,1 = +∞. Note that

Ti(u) = T ∗
i (u)− 1, i ∈ {1, 2} (3)

holds.
Hence, in our context of a bottleneck link the mean of T2(u) coincides with

the mean number of lost packets. Moreover, the bit loss with regard to a given
equivalent transport capacity u can be determined by

ST2(u) =

T2(u)∑
i=1

Yi. (4)

As T2(u) follows asymptotically a geometric distribution, ST2(u) can be called
a geometric sum in asymptotic regime. Inferences regarding distributions of ge-
ometric sums (i.e., when the number of terms in the sum is geometrically dis-
tributed) are obtained in [2], [8], [17] among others. Our approach is different
since T2(u) is geometrically distributed only asymptotically, i.e. for large sample
sizes. The latter corresponds to large u in contrast to a small one considered in
[2], [8]. Besides, T2(u) and Yi may be mutually dependent. Their independence
is necessarily assumed in [2], [8], [17].

Following [14] - [16] the quantile levels ρ and q = 1 − ρ play the role of
probabilities in the mentioned geometric distributions of T1(xρ) and T2(xρ),
respectively, and ρ is included in further inferences regarding the distribution of
the bit loss (cf. [16]).

The paper is organized as follows. In Section 2 we first propose new estimators
of the quantile level 1−ρ, both for independent and dependent rates and give an
algorithm for the latter case. In Section 3 the estimation of the mean number of
lost packets and distribution of the bit loss are derived. Finally, some concluding
remarks are presented in Section 4.

2 New Estimation of the Quantile Level of a Rate Process

We observe packets arriving to a destination node and the corresponding pro-
cess {R1, R2, ..., Rn} of packet rates. Let us assume that the process is strictly
stationary with the marginal distribution function F (x) = P{Ri ≤ x}, i ≥ 1.
In the present context, we consider the approximate rates of packet transmis-
sions that can be calculated as ratios Ri = Yi/Xi of the packet length Yi to the
corresponding inter-arrival time Xi. We denote the maximum of the process by
Mn = max{R1, R2, ..., Rn}.

We aim to find the value ρ, ρ ∈ (0, 1), such that the quantile xρ of level
1 − ρ of the rate process {Rt} is equal to a given threshold u, i.e. u = xρ and
P{Rt ≤ xρ} = 1 − ρ. We may think that u is the bottleneck bandwidth of a
single link in a packet-switched network and that it is fixed for a short period
of time. The value ρ will be used in Section 3 to evaluate control indices of the
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packet transmission, namely, the mean number of lost packets and the risk (or
probability) to lose more than a fixed amount of bits.

As F (x) is unknown and in case that the observations of the underlying rate
process {Rt} are independent, we can simply estimate it by the empirical distri-
bution function Fn(x) = 1/n

∑n
i=1 1(x ≥ Ri). Here 1(A) denotes the indicator

of the event A.
To find the required level ρ, we get

ρ = 1− 1/n

n∑
i=1

1(u ≥ Ri). (5)

The problem is that the observations {Rt} are not necessarily independent in
practice. In this case Fn(x) may not be a uniformly consistent estimator of the
distribution function F (x).

Another problem may arise when {Rt} are independent and heavy-tail dis-
tributed. To estimate high quantiles (i.e. close to 100%), one can use a paramet-
ric model of the tail function F (x) = P{R1 > x} that is usually taken as Pareto
model P{R1 > x} = l(x) · x−α, x > 0, where l(x) is a slowly varying function at
infinity, i.e. limx→∞ l(tx)/l(x) = 1 for all t ≥ 0. (cf. [12, p. 4]). Then one can apply
Weissman’s quantile estimator (cf. Weissman [22], Markovich [12]). It means that

xW
ρ = R(n−k) ((k + 1)/(ρ(n+ 1)))

1/α̂

holds. Here α̂ is an estimate of the tail index α > 0 that determines the heaviness
of the distribution tail and k is a number of the largest order statistics R(1) ≤
R(2) . . . ≤ R(n−k) ≤ . . . ≤ R(n) used for the estimation. Then it is possible to
find ρ assuming that u = xρ (cf. [22], [12]).

In case that {Rt}t=1,...,n are dependent and heavy-tail distributed, we can
find the level of an extreme quantile, i.e., the quantile of the maxima Mn, which
may be used as threshold u. The idea is to apply for this purpose the formula
(5) using block-maxima data and further, to re-transform it to the level of a
quantile of Rt (cf. [12]). Considering sufficiently large u, the exceedances of {Rt}
over u (i.e. rare extremal observations) are separated sufficiently far away from
each other in time and, hence, are independent in some sense. Thus, one can use
extreme quantiles as u.

Generally, one canapproximate thedistributionof themaximaby the expression

P{Mn ≤ xρ} ≈ Pnθ{R1 ≤ xρ} = Fnθ(xρ), n ∈ N.

Here θ ∈ (0, 1] denotes the so called extremal index (see Robinson and Tawn
[18]). In case that the observations of the process are independent, θ = 1 holds.
Hence, the value nθ, which is less than n, indicates the number of stochastically
”independent” observations within our sample {R1, R2, . . . , Rn}.

Therefore, if we accept
Fnθ(xρ) = 1− ρ

and use 1 − ρ = (1 − ρ)1/(nθ), then we get the (1 − ρ)th quantile xρ of Mn. At
the same time this is the (1 − ρ)th quantile of Ri.
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To estimate θ for a given capacity threshold u, we may use the intervals
estimator of Ferro and Segers [5]:

θ(u) = 2

(
N∑
i=1

(T ∗
1 (u))i

)2

/(N

N∑
i=1

(T ∗
1 (u))

2
i ). (6)

Here {(T ∗
1 (u))i, i = 1, ..., N}, is a sample of observations of the inter-cluster

inter-arrival times T ∗
1 (u) in (1). The number N of inter-cluster times is random

and depends on the sample {R1, R2, ..., Rn} and the threshold u. In contrast
to other estimators (cf. [1]), this estimator has the advantage that it does not
require a value of the block size as parameter.

In this context, it is usually recommended to select a proper value θ corre-
sponding to a stability interval of the plot of θ(u) against u (cf. [18]).

In the following algorithm we aim to find the level (1− ρ) of a quantile xρ of
R1 such that xρ ≈ u holds, where xρ is the (1 − ρ)th quantile of Mn.

Estimation Algorithm of the Quantile Level ρ

We assume that the threshold u (i.e. the bottleneck bandwidth of a link) is
known.

1. Regarding the process {Ri}, i = 1, n, divide the sample into blocks of equal
size d and calculate the block maxima M1, ...,Mm, m = �n/d�.1

2. Use M1, ...,Mm to find the level of the quantile xρ of maxima Mn, that is
close to a given u, by rewriting formula (5):

ρ = 1− 1/m
m∑
i=1

1(u ≥ Mi).

3. For u = xρ count the inter-cluster times {(T ∗
1 (u))i, i = 1, ..., N − 1} by the

observations R1, R2, ..., Rn using (1).
4. Estimate the extremal index θ by formula (6).
5. Finally, calculate the quantile level of Ri by

ρ = 1− (1− ρ)1/(nθ(xρ)). (7)

Remark 1. The selection of d may be a challenge since it cannot be too large
to avoid a small number of block maxima. One can take d =

√
n.

3 Quality Control of Packet Transmission Processes at
Bottleneck Links

A key issue in teletraffic engineering of high speed packet-switched networks is
concerned with the control of the transmission processes by appropriate protocol

1 �A� denotes the integer part of A.
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mechanisms. For this purpose adequate quality indices have to be defined and
investigated. Regarding a flow of packets traversing a route from the source to the
destination node, the number of packets and bits which are lost at a bottleneck
link of finite bandwidth u, that is assigned to the flow on that route, constitute
such performance measures. Dealing with real-time traffic we may model a router
in front of this bottleneck link as bufferless queueing system with service rate u.

We shall use the value ρ obtained by (5) or (7) in Section 2, which is a novel
estimate, to determine the mean number of lost packets and the probability of
the bit loss arising from the rate exceedance of the considered level u. The latter
indices reveal the quality of the packet transmission process along a path with
this single bottleneck of bandwidth u = xρ.

Regarding the analysis of the loss process, we introduce the cluster size T2(u)
of the exceedances arising from the rate process Ri of a packet flow beyond
the capacity threshold u by (2) and (3). The latter determines the number of
consecutive exceedances of this process {Ri = Yi/Xi}i over the threshold u
located between two consecutive non-exceedances (see figure 1). We also consider
the sum of packet lengths over the cluster (4) assuming that all these packets
in the clusters are lost at the bottleneck link if their corresponding rates {Rt}
exceed the channel capacity u (cf. [14], [15]). In this respect, ST2(u) implies the
bit loss in a cluster of exceedances as first quality index of the rate process
defined by a flow. Then the expectation ET2(u) denotes the mean number of
lost packets per cluster as second quality index of a flow.

3.1 Estimation of the Mean Number of Lost Packets

It is derived by the results in [16] that under a specific mixing condition, similar
to that in [5], the distribution of the discrete random variable T2(u) is asymptot-
ically identical to a geometric distribution after an appropriate normalization.
It depends on the extremal index θ of the rate process {Ri}i, namely we get for
j ≥ 2

dnP{T2(xρ∗
n
) = j−1} = dnP{T ∗

2 (xρ∗
n
) = j} ∼ χn(1−χn)

j−1, as n → ∞, (8)

where dn = χn/
(
1− (1 − χn)

1/θ
)
, 0 < χn < 1, and qθn = χn or (1−q∗n)

θ = 1−χn

holds.2 Here, ρ∗n and q∗n are related to ρn and qn by following equations

qn = 1− ρn, q∗n = 1− ρ∗n, ρ∗n = (1 − qθn)
1/θ.

Only high quantiles xρ∗
n
are appropriate as u in (8) such that ρ∗n → 0 holds as

n → ∞. In our terms, (8) follows for a bottleneck link with large bandwidth u.
Using (8), it holds for large n

ET2(xρ∗
n
) ∼ (1− ρ∗n) · (ρ∗n)θ

(1− (ρ∗n)
θ)

2

2 f(x) ∼ g(x) means that f(x)/g(x) → 1 as x → a, x ∈ A, where f(x) and g(x) are
defined on some set A and a is a limit point of A.
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and the following approximation of the mean cluster size, i.e., the mean number
of lost packets in clusters,

ÊT2(xρ) = C
(1− ρ) · ρθ(xρ)(
1− ρθ(xρ)

)2

with a normalization constant C > 0 is obtained by methods from [16]. In the
latter formula, the estimates (6) and (7) may be used instead of θ(xρ) and ρ,
respectively. Then the mean number of lost packets can be approximated by the
geometric mean

ÊT2(xρ) = C ρ/(1− ρ)

if θ = 1 and ρ is close to zero which corresponds to independent single ex-
ceedances of Rt over a sufficiently large threshold u = xρ.

3.2 Estimation of the Bit-Loss Distribution

Apart of ÊT2(xρ), we propose in this paper to use quantiles xη of the distribu-
tion of ST2(u) as a quality characteristic of the packet transmission process at
bottleneck links. Then the following probability

P{ST2(u) > xη} = P{
T2(u)∑
i=1

Yi > xη} = η

shows the risk to get a bit loss exceeding the critical value xη with probability
η for a given bottleneck bandwidth u.

It is our objective to find simple approximations of this probability. Evidently,
we can assume that the packet lengths {Yi}i are independent and identically
light-tail distributed positive random variables with finite first and second mo-
ments, i.e., EYi = α1 and EY 2

i = α2 are positive constants. We again use the
(1 − ρ)th quantile xρ of Rt as threshold u. In the following, we analyze four
different cases in more detail.

Fixed Packet Lengths
First, we assume that all transported packets have the same packet length Y ,
e.g., the maximum size Y = 1500 bytes of IP packets in Ethernet, that defines
a deterministic lengths distribution.

Then we get the simplest approximation

P{ST2(u) > xη} = P{T2(u) > xη/Y }. (9)

By (8) we then obtain for high quantiles xρ∗
n

P{T2(xρ∗
n
) > xη/Y } = 1−P{T2(xρ∗

n
) ≤ xη/Y }

≤ 1−
	xη/Y 
∑
j=1

P{T2(xρ∗
n
) = j}
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= 1− (1/dn)

	xη/Y 
∑
j=1

dnP{T2(xρ∗
n
) = j}

∼ 1− (1/dn)

	xη/Y 
∑
j=1

χn(1− χn)
j

as n → ∞. By (9) we get

P{ST2(xρ∗n) > xη} ∼ 1− (χn/dn)(1− χn)

	xη/Y 
−1∑
j=0

(1− χn)
j

= 1− 1− (1 − χn)
	xη/Y 


dn
(1− χn)

= 1−
q∗n(1− q∗n)

θ
(
1− (1− q∗n)

θ	xη/Y 
)
1− (1− q∗n)

θ
(10)

since (1− q∗n)
θ = 1−χn holds. Taking the last string of (10) equal to 0 ≤ η ≤ 1,

one can get the critical value xη of the bit loss ST2(xρ∗n ) that can be exceeded

with probability η for large n, i.e.,

�xη/Y � = lnA/(θ ln(1− q∗n)),

where A = 1 − (1 − η)(1 − (1 − q∗n)
θ)/(q∗n(1 − q∗n)

θ). As �x� ≤ x holds for the
integer part �x� of any real number x, we get

xη ≥ Y lnA/(θ ln(1 − q∗n)).

When θ = 1 holds, we obtain the simplest formula

xη ≥ Y ln η/ ln(1− q∗n).

The case θ = 1 may correspond only to a high quantile xρ∗
n
and a q∗n which is

close to 1.

Random Packet Length
Now we consider the second alternative that the packet lengths {Yi}i are random.
Then it is important to determine beforehand whether the cluster size T2(u)
and the packet length Yi are mutually independent or not. This dependence can
be checked by methods described, for instance, in [4], [11], [21]. Besides, the
approximation of P{ST2(xρ) ≥ xη} is different for small and large values of ρ
which correspond to wide and narrow bottlenecks u = xρ, respectively. We shall
consider the case that ρ is close to zero.

Mutually Dependent Packet Length and Cluster Size. We first sup-
pose that T2(u) and Yi are mutually dependent. Regarding many applications
of modern communication networks, this is a realistic assumption since T2(u)
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is determined by the rates Rt due to (2) and these rates may be dependent on
the packet lengths and be independent of the inter-arrival times, like for Skype
traffic (see, for instance, [4], [11], [13], [21]). Therefore, we get for t ∈ [0, 1]

0 ≤ P{ST2(xρ∗n ) > xη} (11)

= P{ST2(xρ∗n ) > xη, T2(xρ∗
n
) ≤ �nt�}+ P{ST2(xρ∗n) > xη, T2(xρ∗

n
) > �nt�}

≤ P{S	nt
 > xη}+ P{T2(xρ∗
n
) > �nt�}.

Taking into account the independence of {Y1, ..., Yn} and assuming that α2 >
α2
1, where EYi = α1 and EY 2

i = α2 hold, we estimate P{S	nt
 > xη} using
exponential bounds (called the Bernstein inequalities) (see [19, Theorem 2.8]3)
as follows:

P{S	nt
 > xη} ≤ W (xη) (12)

=

⎧⎨
⎩ exp

(
− (xη−	nt
α1)

2

4	nt
(α2−α2
1)

)
, α1 ≤ xη/�nt� ≤ α2 + α1 − α2

1;

exp
(
−xη−	nt
α1

4

)
, xη/�nt� ≥ α2 + α1 − α2

1.

Using the notation (1 − q∗n)
θ = 1− χn and following [16], we obtain from (8)

P{T2(xρ∗
n
) > �nt�} =

∞∑
j=	nt
+1

P{T2(xρ∗
n
) = j}

=
1

dn

∞∑
j=	nt
+1

dnP{T2(xρ∗
n
) = j}

∼ 1

dn

∞∑
j=	nt
+1

χn (1− χn)
j

= q∗n (1− q∗n)
θ(	nt
+1)

/(1− (1− q∗n)
θ
) = ϕ(q∗n) (13)

as q∗n ∼ 1− τ/n, 0 < τ < ∞ and n → ∞. The condition q∗n → 1 corresponds to a
large value u of the bottleneck bandwidth close to a 100% quantile of the rates
{Ri}i. The equivalence in (13) follows from the assumption supn E(T ε

2 (xρn)) <
∞ for some ε > 0 in [16, Theorem 3].

Using (11)-(13), we obtain

P{ST2(xρ∗n) > xη} ∼ W (xη) + ϕ(q∗n)

as n → ∞. Taking W (xη) + ϕ(q∗n) equal to η, 0 ≤ η ≤ 1, we can obtain xη if
η > ϕ(q∗n) is chosen.

3 Theorem 2.8 states: LetX1, ..., Xn be iid and Sn =
∑n

k=1 Xk. Suppose thatEXk = 0,
σ2
k = EX2

k < ∞, k = 1, ..., n, Bn =
∑n

k=1 σ
2
k and that there exists a positive

constant H such that |EXm
k | ≤ 1/2m!σ2

kH
m−2, k = 1, ..., n, for all integers m ≥ 2.

Then P{Sn ≥ x} ≤ e−x2/(4Bn) if 0 ≤ x ≤ Bn/H , and P{Sn ≥ x} ≤ e−x/(4H) if
x ≥ Bn/H hold.
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Regarding the simplest case when θ = 1 holds, it follows that ϕ(q∗n) = (1 −
q∗n)

	nt
+1 holds. Hence, η > (ρ∗n)
	nt
+1 must be given. Denoting ν = α2

1−α2 < 0
and η0 = (ρ∗n)

	nt
+1 + exp(�nt�ν/4), then we obtain from (12) that

xη =

{
α1�nt�+ 2

√
�nt�ν ln(η − (ρ∗n)

	nt
+1), η ≥ η0;
α1�nt� − 4 ln(η − (ρ∗n)

	nt
+1), η ≤ η0

holds.

Mutually Independent Packet Length and Cluster Size. Let us assume
now that T2(u) and Yi are mutually independent. Despite the case is somewhat
artificial, we have to consider it, too.4 We also assume that a sufficiently large
transport capacity u is available at the bottleneck link.

Due to (8) it follows for large n that

P{ST2(xρ∗n ) > xη} =
∞∑
j=1

P{
j∑

i=1

Yi > xη}P{T2(xρ∗
n
) = j}

≤ 1

dn

	xη/α1
∑
j=1

dnP{T2(xρ∗
n
) = j}Wj(xη) +

1

dn

∞∑
j=	xη/α1
+1

dnP{T2(xρ∗
n
) = j}

∼

⎛
⎝χn

	xη/α1
∑
j=1

(1− χn)
jWj(xη) + χn

∞∑
j=	xη/α1
+1

(1 − χn)
j

⎞
⎠ /dn

=

⎛
⎝χn

	xη/α1
∑
j=1

(1− χn)
jWj(xη) + (1− χn)

	xη/α1
+1

⎞
⎠ /dn

= q∗n

	xη/α1
∑
j=1

(1 − q∗n)
θjWj(xη) +

q∗n(1− q∗n)
θ(	xη/α1
+1)

1− (1− q∗n)
θ

(14)

holds. Here we use the upper bound

P{
j∑

i=1

Yi > xη} ≤ Wj(xη) =

⎧⎨
⎩ exp

(
−xη−jα1

4

)
, j ≤ �xη/(α1 − ν�,

exp
(
− (xη−jα1)

2

4j(α2−α2
1)

)
, �xη/(α1 − ν)	 ≤ j ≤ �xη/α1�

with −ν = α2−α2
1 > 0. Taking the right hand side of (14) equal to η, a numerical

inversion will yield a quantile estimate xη.
In conclusion, we see that all four relevant cases yield simple formulae to

approximate the quality indices of a packet flow which experiences a loss at a
bottleneck link due to an insufficient transport capacity. Currently, a measure-
ment campaign is prepared to validate the derived theoretical insights based
on different voice and video streams traversing a bottleneck link with tunable
bandwidth.
4 The rate Ri = Yi/Xi = a, where a is constant, provides an example when Ri and
hence T2(u) do not depend on both Yi and Xi. For any application the mutual
dependence has to be checked.
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4 Conclusions

In this paper we have considered a fundamental teletraffic issue arising from the
control of packet transmission processes that are generated by real-time appli-
cations in high speed packet-switched networks. We have studied quality indices
describing the loss process experienced by a packet flow at a single bottleneck
link along a fixed route of the flow, where a given minimal transport capacity
has been assigned to that flow at this specific link. Our approach is based on
the assumption that a bufferless queue models the link with regard to real-time
flows in adequate manner and that the induced rate process of the flow is a
sufficient flow descriptor. We have defined the number of lost packets and the
volume of lost bits as major quality indices that characterize the loss process of
the considered flow at the bottleneck link.

We have realized that the loss process can be described by clusters of
those packet rates exceeding the given bottleneck bandwidth of the capacity-
constrained link. Extending fundamental results from statistical theory of ex-
tremes developed by our previous research [14] - [16], we were able to obtain
the bit-loss distribution and its quantiles. The latter quantiles imply the criti-
cal levels of the bit loss for some given values of the bottleneck bandwidth and
provide a simple tool for teletraffic engineering. Furthermore, we have obtained
inferences for flow processes with both random and constant packet lengths of
the underlying streams. Sufficiently high quantiles of the packet rates, which are
close to 100%, are used to characterize the transport capacity of the bottleneck.
If the packet rates are dependent random variables, the level of the latter quan-
tile has been evaluated by means of quantiles of the block-maxima arising from
the underlying rate process.

All these quantiles were obtained assuming that a bottleneck with a large trans-
port capacity is available. Our proposed new statistical approach has the advan-
tage that the latter equivalent capacity may be, in most cases, smaller than the
sampled maximal rate proposed by the equivalent bandwidth concept of Guerin
et al. [6]. Furthermore, the critical values of the bit loss can be derived froma simple
real-time monitoring of flows. It can be used to inform the customers or their traf-
fic sources about the probability to lose packets at a bottleneck link whose actual
value of the transport capacity is only available for a short period.

In this way, new control protocols can be developed for adaptive flow control
in teletraffic engineering and new engineering rules regarding the capacity assign-
ment to real-time flows at critical links of high speed networks can be designed.

A validation of the proposed theoretical results based on measurements of the
packet loss processes arising from the transport of multimedia packet flows along
a single link with tunable bandwidth is the subject of our future research.
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Abstract. Even though the mobile Web is gaining more and more im-
portance in the Web environment, relatively little is known about the
traffic properties of Web pages optimized for mobile handheld devices
(MHDs). This paper explores some characteristics of Web sites optimized
for MHDs and compares them to their non-mobile counterparts. This is
done using actively initiated measurements for which the homepages of
the 500 most popular Web sites on the Internet have been contacted. The
results show that most mobile versions of the pages are smaller than the
non-mobile versions. The average mobile version of a homepage is about
30% smaller and similarly less complex as the non-mobile version.

1 Introduction

Mobile Web is on the rise. For 2013 the marketing analyst Gartner has iden-
tified the mobile device market as one of the largest trends in technology [15].
According to them, in 2013 the smartphone will overtake the PC as the most
common web access device worldwide. While the exact crossover date is dis-
puted, the general trend of smartphones and tablets being prefered for Web
access is clear. This change in access technology has forced Web sites to adapt
their pages to new input methods, screen sizes and resolutions. Even though web
pages optimized for mobile access have been available for some time, relatively
little is known which effect these adaptations have on the underlying network
and how these pages optimized for mobile devices are different from their desk-
top counterparts. Both the browser identity string interpreted by the server and
the possibly different behaviors of mobile and desktop browsers influence the
difference in traffic characteristics between mobile and desktop browsing. Many
studies of mobile network performance however still use the very simplistic and
outdated Web traffic model from [12].

The work at hand gives an insight into this traffic aspect of the mobile Web. In
order to make experiments reproducible, a predefined set of Web pages is used
for actively initiated measurements similar to [4], but comparing the results
obtained with a desktop client to those obtained with a mobile hand-held device
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(MHD). The starting pages of the 500 most popular Internet services according
to Alexa [13] are contacted and analyzed on a service level in order to provide
1:1 comparisons of the traffic caused by a mobile client and a desktop client,
respectively, when visiting the same page. Even though this approach does not
represent the usage behavior of any actual user group, it still helps to get an
insight into the differences between web applications optimized for mobile and
desktop browsers. The focus here is on the difference between desktop and mobile
versions of the sameWeb pages and not on presenting a new representative traffic
model.

The rest of this paper is organized as follows: Section 2 gives a short overview
of related work. Section 3 explains in detail how the test environment has been
setup, how the measurements have been analyzed and the methods for verifica-
tion of the setup are described. The main results are presented in Section 4.

2 Related Work

As outlined in the previous section, MHDs nowadays play an important role in
the landscape of modern web. While there has been a lot of research on the new
challenges and possibilities of content adaptation and user interface design [1],
relatively little is known about the traffic properties of real world Web pages and
their composition in direct comparison to their non-mobile counterpart. One of
the first publications in the mobile Web traffic field is by Maier et al. [10]. In
early 2009 they analyzed anonymized packet level data of more than 20,000 res-
idential DSL customers. For identification of packets belonging to a connection
established by a MHD heuristics were used. They concluded that most of the
mobile traffic is composed out of media content and mobile application down-
loads and that the majority of traffic is caused by Apple iOS devices. While this
approach includes real-world traffic and app downloads, it has a bias towards the
services used in a specific country by mobile devices connecting to the Internet
via residential WLAN. The context of use will be different in other countries and
when users are actually mobile. Apart from this, especially the mobile Web has
changed in the past few years. In the same year Falaki et al. [5] published a paper
for which they intercepted the mobile traffic of over 40 users on a device-level
which allows a more detailed and fine grained traffic analysis. They found out
that for the average user mobile traffic consisted of roughly 50% browsing while
each of email, maps and media contribute roughly 10%. They further concluded
that packet loss was the main factor which limited throughput on mobile devices.

The first paper presenting a comparative study of MHDs and non-mobile
devices was byGember et al. in 2011 [7]. They analyzed the traffic of two different
campus wireless networks for three days and identified over 30.000 unique clients.
They found that MHDs tend to have a low UDP usage and that their share of
video traffic is greater than on non-MHDs but did not analyze traffic properties
of Web pages in direct comparison.
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3 Test Environment and Setup Verification

3.1 Test Environment and Setup

This section gives a detailed overview of the setup environment used to identify
and eliminate systematic errors.

Data Generation and Collection. In order to gain a deeper understanding
of the properties of services optimized for MHDs, a test setup has been chosen
where measurements are initiated actively. As depicted in Figure 1, the setup

Fig. 1. Architectural Overview of Testing Environment

consists of four different entities: The Master Controller (MC ), the Interception
Gateway (IG), a Desktop Test Client (DTC ) and a MHD. A “rooted” HTC
Desire HD is used as MHD. The IG is a Linux VM responsible for recording and
storing the traffic produced by the MHD and the DTC. For this task it has been
configured to act as a router which connects the DTC and MHD to the Internet.

The MC is responsible for carrying out the whole experiment: It starts/stops
the recording of traffic on the IG and triggers the request for a Web page on
either MHD or DTC. Communication between MC and DTC/MHD is done via
SSH and Android Debug Bridge1, respectively. When recording the traffic of
several different devices, it is necessary to differentiate between those. Doing so
on IP level only would be possible but the IG stores the recorded traffic into one
large binary file. For later analysis it is beneficial to be able to exactly match
every packet not only to a device but also to which page request it belongs.
These page requests almost always consist of several connections to multiple
different hosts. Therefore, they are further on referred to as Request Batches. In
order to be able to differentiate between Request Batches, the MC sends specially
crafted UDP packets to the IG which are then written to binary recording. These
packets contain information about the current device under test (DUT ) and the
requested home page.

1 https://developer.android.com/tools/help/adb.html, accessed 07.17.2013.
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tell IG to start recording
for URL in URLList do

send UDP identifier ”MHD”, URL
tell MHD to open URL
wait for 60 seconds
tell MHD to close browser window gracefully
send UDP identifier ”DTC” and URL
tell DTC to open URL
wait for 60 seconds
tell DTC to close browser window gracefully

end for
tell IG to stop recording

Fig. 2. Algorithm Performed by Master Controller During Measurement

Figure 2 shows the algorithm performed by the MC during a measurement.
As the MC is unable to receive a notification from the current DUT when a
homepage has finished loading, a timeout of 60 seconds has been set to ensure
that even slow connections have enough time to transfer all data. After this
timeout, the browser window is closed gracefully.

In order to assure that caching mechanisms of the browsers do not interfer
with the measurements, both browsers have been configured to start in safe
mode. This means that the browser deletes all content from its internal caches
as well as every cookie received during the session when it closes.

Data Analysis
Analysis of the data recorded is performed off-line: after the data have been
recorded by the IG, the analysis is done with the help of several python scripts.
First, one script iterates over every packet recorded and extracts relevant in-
formation for every request batch. This information is then stored in a SQLite
database in order to decrease turn around times when performing actual statis-
tical analysis. This is done by another python script.

First test measurements have revealed that current mobile operating systems
and applications in general tend to contact the publisher on a frequent basis.
E.g., the Android Operating System regularly sends TLS encrypted traffic to
servers belonging to Google. In order to ensure that this communication is not
interfering with the measurements, this communication has been identified and
blacklisted for the analysis process. For the measurements performed during
this research project, roughly 10% of the traffic generated by the MHD was
considered unwanted and was filtered out. There was no correlation between
this background noise and the size of the requested page.

3.2 Selection of Web Browsers

Unfortunately, it is currently not possible to obtain reliable market share num-
bers for Web browsers on Android. Since Android 4.2 (Jelly Bean), Chrome has
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been the default browser[17]. Therefore, first tests were performed using this
browser. However, it turned out that Chrome behaves even more unpredictably
on the network interface than Firefox. This includes permanent sanity checks
of DNS replies and reporting of network problems to Google. Therefore Firefox
was selected as the browser for the measurements. By rooting the used MHD it
was possible to use a version of tcpdump [16] which has been ported to the ARM
microprocessor architecture [18] and thus to verify that Firefox and Chrome ex-
hibit the same behavior on WLAN connections and wireless wide area network
(WWAN ) connections.

3.3 Setup Verification

In order to verify the test setup, an HTML test page was deployed on a server
and requested several hundred times by both DUTs. After applying the whole
tool chain on the recorded data, it was possible to validate the outcome with
the known properties of the test page. It turned out that modern web browsers
are using complicated heuristics [2] in order to maximize performance whilst
minimizing data transfer volumes. This results in the Web browser not always
fetching every HTML element on the page and therefore distorting the result.
For Example, Firefox requests the favicon.ico, a small user-definable image
for bookmarks [9], only on every second page visit.

In order to quantify the error introduced by this circumstance, the Mean
Absolute Error (MAE ) of the number of HTML elements retrieved (MAEe) is
calculated. The MAE is preferable over the mean square error in situations such
as ours where data vary over multiple orders of magnitude [8].

MAEe =
1

n

n∑
i=1

|fi − yi| (1)

where n is the sample size, fi the measured value and yi the real value. For
the mobile Web browser, the calculated MAEe is 0.011, for the desktop web
browser it is 0.181. To verify that the error is independent of the number of page
elements on a Website, the MAEe has been calculated for different test pages
with 1, 10 and 50 HTML elements. The resulting margin of error of the MAEe

was 0.002.
Since there is a tight dependency between the number of elements received

from a server and bytes transferred, the MAE of the downstream volume,MAEd,
can easily be approximated by multiplying MAEe with the mean size of the
elements retrieved:

MAEd = MAEe(
1

n

n∑
i=1

elementSizei) (2)

For the measurements performed during this experiment, this implies an error
of 185kB for the DTC and 7kB for the MHD.
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Table 1. Overview of key characteristics of collected data

Pages
visited

Unique
hosts

No. of
connections

Downstream
Volume

No. of tracking
pixels

No. of HTTP
elements

MHD 500 4874 19378 342MB 689 21324

DTC 500 8362 28499 541MB 1953 42312

total 1000 11946 47877 883MB 2642 63636

Table 2. Per page characteristics

Downstream
Volume

HTML Elements
Retrieved

Unique Host
Contacts

Connect-
ions

Web
Bugs

MHD min 3KB 1 1 1 0

MHD max 29.5MB 497 65 371 25

MHD avg 684KB 44 10 38 1

DTC min 1KB 1 1 1 0

DTC max 65.8MB 475 118 382 69

DTC avg 1MB 83 17 57 4

4 Measurements and Main Results

For the actual experiment a list of the 500 most popular Web pages world
wide [13] (retrieved May 24.2013) was used. Only these web pages have been
opened. No other browsing was performed during the experiment. The usage be-
havior of this simulation does not represent an actual user group since it does not
perform any interaction with the site at all. Still, it is able to give an insight to
the properties of current state Web applications. Furthermore, this well-defined
workload is a prerequisite for the direct comparison between desktop and mobile
versions of the same page, and it allows detailed inspection of all packets without
privacy issues. The measurements were performed on an ADSL2+ (Annex A)
connection from German provider Alice with 16 Mbit/s downstream and 1024
kbit/s upstream. The whole measurement was performed three times and aver-
age values for each site visited were calculated in order to decrease the impact
of stochastic errors. The measurements have been performed on June 07 2013
at 17:00, on June 12 2013 at 10:00 and on June 15 2013 at 23:00. An overview
of the experiment characteristics is given in table 1.

In addition, table 2 gives a detailed overview of the minimum, maximum and
average per page values of downstream volume, number of unique host contacts,
number of connections and number of Web bugs when visiting the pages with
the MHD and the DTC, respectively. For the DTC, six sites did not transfer any
data. For the MHD, a total of 12 servers were not responding. Those pages have
been excluded from the statistic.
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4.1 Downstream Volumes

One of the most interesting metrics for describing a Web application is the
amount of data transferred from the Web application to the client. For data col-
lection, the lengths of all IP packets sent to the client were added, as long as the
sender has not been blacklisted (cf. Section 3.1). Figure 3 depicts a comparative
scatter plot where each point is defined by the amount of data sent to client when
requesting the desktop and the MHD version of a web page. The plot indicates
that a large amount of Web services deliver mobile versions which are smaller
than their desktop counterpart. Most of the mobile versions are between one
tenth and the same size as the traffic received by the desktop for the same URL.
The empirical cumulative complementary distribution functions (ccdf) of MHD
and DTC downstream volume per page are given in Figure 4. The distributions
are similar in shape but over a wide range of sizes the mobile pages are around
1/3 of the size of the desktop pages.

Fig. 3. Scatter plot of downstream vol-
ume received for every tested page. Helper
lines are at y = x and y = x/10.

Fig. 4. Cumulative Complementary Dis-
tribution Function (ccdf) of the number
of bytes received per site request

However, Figure 3 also shows that a few sites deliver a MHD version of a page
which is larger than its desktop counterpart. Analyzing the ccdf of the ratio of
bytes received by the MHD versus the DTC for the same in Figure 5 reveals
that nearly 20% of the Web pages tested deliver more traffic to a mobile ter-
minal than to a desktop computer. As Figure 3 shows, this happens mostly for
pages of more than 100 kB. Most of the effect can be due to variations between
subsequent retrievals of the same page (such as delivering different advertise-
ments), but 5% of the pages delivered more than 50% more traffic to the MHD
than to the DTC. This is often caused by an implementation error in a common
Javascript video player: A lot of pages embed a Adobe Flash2-based video player
on their desktop home page. Since most mobile hand-held devices don’t support
this technology, the mobile version of these pages often use a video player imple-
mented in Javascript. However, there are some implementations of such players

2 http://www.adobe.com/products/flash.html, accessed Dec. 20 2013.

http://www.adobe.com/products/flash.html
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which don’t wait for user interaction but rather start downloading video files
immediately after the homepage has been loaded.

Fig. 5. Cumulative Complementary Distribution Function (ccdf) of the ratio of bytes
received by MHD to bytes received by the desktop for the same page

4.2 Number of HTML Elements per Page

The number of HTML elements on a Web page is one of the key characteristics
for describing the complexity of a Web page [3]. This number was measured by
counting the number of packets containing an HTTP status code indicating a
successful data transfer3 [6].

Figure 6 is a scatter plot of the number of HTML elements retrieved by the
MHD and DTC for each Web page. Similar to the downstream traffic volume
results, this figure reveals that for most cases, the mobile version of a Web page is
less complex than its desktop counterpart. This is confirmed by Figure 7, which
shows the ccdf of the ratio of number of elements retrieved for each page.

As MHD displays are significantly smaller than desktop computer screens, it
does not make sense to display the same number of images or the same size
of videos on an MHD as on a desktop. The lower number of elements also is
in line with the lower downstream volume of pages on the MHD that was al-
ready observed in Figure 5. Again, there are some (5%) pages which delivered
significantly (50%) more elements to a mobile client than to the desktop.

4.3 Number of Connections and Unique Host Contacts

Another important metric for the complexity of a Web page is the number
of connections opened and whether these connections are handled by one or
multiple servers [3]. The number of connections was counted as the number of
packets which had the TCP flags SYN and ACK set during data evaluation.
This was combined with a list of IP addresses generated during a page request
in order to decide whether the host had been contacted before. Figure 8 shows
the number of connections, while Figure 9 depicts the number of unique hosts
contacted for each page request.

3 Status codes beginning with 2.



A Comparative Study of Traffic Properties for Web Pages Optimized 37

Fig. 6. Scatter plot of number of HTML
elements received for every tested page.
Helper line is at y = x.

Fig. 7. Cumulative Complementary Dis-
tribution Function (ccdf) of the ratio of
number of elements retrieved for each site

Fig. 8. Scatter plot of the number of con-
nections established for every tested page.
Helper line is at y = x.

Fig. 9. Scatter plot of the number of
unique hosts contacted for every tested
page. Helper line is at y = x.

Both metrics show that most mobile pages are less complex than their desktop
counterpart versions, but there are also a few pages whose mobile versions are
significantly more complex. Most of the points in both scatter plots correspond
to the typical ratio of 3–4 connections per host (cf. Table 2), but especially in the
upper part of Figure 8 it is visible that the extreme cases of more complex mobile
pages caused the terminal to request many more elements from the servers but
without increasing the number of servers correspondingly.

4.4 Web Bugs

Web Bugs are small, one pixel sized (often transparent) images which are not
cachable. Advertising and user tracking code makes Web browsers request those
images so that advertisers and trackers can profile users, e.g. to improve the
match between advertisements and the current user’s interests.
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To identify Web Bugs in the data collected by the measurements, a heuristic
was used: Ghostery [14] is a browser plugin that filters out these tracking pixels
by matching every element of a Web page against a list of known Web bugs
before actually requesting the element. This list of regular expressions was used
to analyze the recorded traffic and thus identify all known Web Bugs.

Figure 10 displays a scatter plot of the number of Web Bugs identified in the
mobile vs. desktop versions of each page. User tracking is also used on mobile
Web pages, but not as excessively as when the pages were requested from the
desktop computer, where some pages contained 20–70 Web bugs. Still, pages
which are using tracking techniques on desktop web sites tend to do so on mobile
pages as well but on a smaller scale. Figure 10 reveals that roughly 60% of all
tested web pages are tracking their users on the desktop version of their website
while for the mobile version the number is around 50%. Note that the non-integer
number of Web bugs comes from the fact that each page was loaded multiple
times and in some cases the results varied slightly between the three replications.

Fig. 10. Scatter plot of the number of de-
tected Web Bugs for every tested page.
Helper line is at y = x.

Fig. 11. Cumulative Complementary
Distribution Function (ccdf) of the
number of Web Bugs contained in tested
Web pages

4.5 Usage of Content Delivery Networks

Content Delivery Networks are a technology for moving page content to a net-
work of caching servers which are distributed around the world. This reduces
the distance between the user and the server and therefore increases the usable
data rate while latency is reduced and availability is increased [11]. To deter-
mine whether a Web page served data via a CDN, a heuristic was used: Before
a client is able to establish a connection to a server on the Internet, the client
first queries the Domain Name System (DNS ) for the server’s IP address using
the Fully Qualified Domain Name (FQDN ). From the DNS server’s reply, the
relation between FQDN and IP address is saved alongside with the downstream
volume of every connection to the server’s IP address. Further, the reverse DNS
name of the IP address (lookup via in-addr.arpa) and the authoritative name
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Fig. 12. Scatter plot of ratios (ratio of
CDN traffic to all traffic) for MHD and
DTC

Fig. 13. Cumulative Complementary
Distribution Function (ccdf) of MHD
CDN ratio to DTC CDN ratio

servers for the domain are retrieved. The information gathered from the DNS
system is matched against a list of known CDN provider domains.

Figure 12 is a scatter plot of ratios (ratio of CDN traffic to all traffic) for the
pages transferred to MHD and DTC. The plot shows that a large number of
Web sites only delivers a small amount or nothing of its content via a Content
Distribution Network whereas other pages rely heavily on CDNs. It is interesting
to notice that the number of websites which use CDNs for their mobile version
or for their desktop version is quite large. This is confirmed by Figure 13: 35%
of all Web sites tested delivered a significantly (factor 10) higher traffic share
to mobiles than to desktops via CDNs (lower right end of the distribution in
Figure 13). On the other hand, only 15% of the sites delivered a significantly
(factor 10) higher traffic share to desktops than to mobiles via CDNs (upper left
end of the distribution in Figure 13).

4.6 Comparison to Past Results for Desktop

As the methodology used in the present paper is similar to [4], the present
results can be compared to the results for a desktop with an empty cache (“S1”)
in [4] from Feb. 2009. Although this comparison does not cover the mobile client
results and the list of top 500 sites has changed, it can give valuable insight on
the recent long-term development of Web page size and complexity. This is a
short summary of the main findings.

The downstream volume caused by the Web pages has increased by a factor
of 2–4. In 2009, 70% of the pages were larger than 300kB, now 80% are larger
than 300kB. In 2009, 20% of the pages were larger than 800 kB, now 20% are
larger than 2MB. The average changed from 507 kB to 1MB. The cumulative
complementary distribution functions are depicted in Figure 14.

Page complexity in terms of the number of elements per page has increased
slightly. The mean number of elements has increased from 64.7 to 83 per page,
which is mainly an effect of the distribution head and tail, as shown in Figure 15.
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The share of pages with less than ten elements has dropped from 16% in 2009
to 8% in 2013 and the share of pages with more than 200 elements has increased
from less than 2% to 9%.

Page complexity in terms of the number of connections and the number
of unique hosts contacted has increased more significantly, as the distributions
in Figures 16 and 17 indicate. Both measures have more than doubled in the
past four years: The mean number of hosts contacted per page has increased
from 7.6 to 17 and the average number of connections per page has risen from
25 to 57.
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Fig. 16. Cumulative Complementary
Distribution Function (ccdf) of the
number of connections for each page in
current measurement (2013 DTC) and
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Note that these numbers do not only reflect traffic growth per page, as user
preferences have also changed and the top 500 Web sites in 2013 are not the
same as in 2009 – only 264 sites are part of both the 2009 and the 2013 top site
lists. As this change of sites also reflects a change in user behavior, the above
comparisons were performed on the full sets of 500 sites each.

5 Conclusion

Web pages look different on mobile clients than on desktops. This is due to
servers delivering different or differently tailored content on the one hand and to
mobile browsers behaving differently from desktop browsers on the other hand.
In this paper, we assessed those differences with automated actively initiated
measurements, requesting the same top 500 Web sites’ landing pages on a desk-
top and on a mobile device. The measurements revealed that from most sites,
mobile clients get significantly different content than desktops. In most cases
(65%), the mobile version is at least 10% smaller than the desktop version,
but in a few cases mobiles get much more traffic. The average mobile version
is roughly 30% smaller than the desktop version of the same page (684 kB vs.
1MB).

A corresponding reduction of complexity is also observed with around 40%
fewer hosts contacted and connections required to load a mobile page compared
to its desktop counterpart. If a site tracks user behavior on a desktop, it is likely
to do so as well on a mobile, but with fewer tracking pixels (“Web Bugs”) in
total. Sites that do not use Web Bugs for desktops are also unlikely to use them
with mobiles. However, they could still use other techniques for user tracking.

Overall, an increase of desktop traffic per page of a factor of 2–4 is observed
compared to previous measurements from 2009. Page complexity has also in-
creased since 2009, but only with a factor of around 2.
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Abstract. Multi-valued Decision Diagrams (MDDs) are used in various
fields of application. In performance evaluation, a compact representa-
tion of the state space of Markovian systems can often be achieved by
using MDDs. It is well known that the size of the resulting MDD repre-
sentation heavily depends on the variable ordering, i.e. the arrangement
of the levels within the MDD. Markov models, derived from higher level
descriptions of the system, often contain structural information. This
information might give hints for an optimized variable ordering a pri-
ori, i.e. before the MDD is constructed. Whenever a model is described
by constraints—considering the design space of a system, for example—
there is a lack of such structural information. This is the reason why the
MDD representation often consumes too much memory to be handled
efficiently. In order to keep the memory consumption practicable, we
have developed two optimization mechanisms. The presented examples
demonstrate that efficient MDD representations of the feasible design
space can be obtained, even for large unstructured systems.

Keywords: Unstructured systems, Design space, Multi-valued decision
diagram, Variable ordering, Constraint computation sequence.

1 Introduction

Communication systems are often modeled with higher-level formalisms, includ-
ing queuing networks [1], Stochastic Petri Nets (SPN) [1], stochastic process
algebras [2, 3] or Unified Modeling Language (UML) models [4]. However, the
state space representations derived from higher-level models might still be too
large to be stored explicitly. This problem can be addressed by using efficient
storage structures such as decision diagrams. In general, Binary Decision Dia-
grams (BDDs) encode binary functions [5], whereas Multi-valued Decision Dia-
grams (MDDs) encode multi-valued functions [6]. Both structures are suited to
represent the state space of a model.

Tools providing efficient symbolic state space generation algorithms are, among
others, the probabilistic symbolic model checker PRISM [7], the qualitative
and quantitative analyzer of Generalized Stochastic Petri Nets (GSPNs) MAR-
CIE [8], or the stochastic model checking analyzer for reliability and timing
SMART [9].
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To reduce the memory consumption of decision diagrams, static variable or-
derings make use of the model’s structure to find a good ordering a priori. Dy-
namic variable ordering modifies the arrangement of the decision diagram’s levels
after the construction. In order to keep the size of the decision diagram small,
dynamic ordering can also be applied during the construction is in progress.

In this article we introduce two new optimization techniques for the construc-
tion of MDD-based state space representations considering large unstructured
systems. The first one, Mass-Spring-Relaxation (MSR), has been designed to
determine good static variable orderings. The performance of the second tech-
nique, BestFit, is superior to the one of the SortLevel method, which has been
introduced in [22]. In general, both methods are applied during the construction
of the MDD and determine a constraint computation sequence to keep the size
of intermediate MDDs small. The applicability of the new methods is demon-
strated by successfully constructing the feasible design space of six real-world
automotive configuration problems. Among others, these MDD representations
can later be used to verify consistency rules as stated in [23].

This article is organized as follows: in section 2 we give an overview of re-
lated work. Section 3 introduces the formal model for the description of unstruc-
tured systems and the new construction methods. In section 4 the toolchain is
explained, first. Afterwards, an example of a structured and an unstructured
system are discussed. Section 5 concludes our work.

2 Related Work

In [10], an overview of AND/OR Multi-valued Decision Diagrams (AOMDDs)
as a compiled data structure for constraint networks is given. Decision diagrams
and the problem of determining optimal variable orderings are covered in many
scientific articles. Finding an optimal ordering for binary or multi-valued decision
diagrams is known to be NP-complete [11].

A survey of static variable ordering methods, i.e. heuristics to establish an
adequate variable arrangement prior to the actual state space construction, is
presented in [12]. The tool MARCIE, for example, provides built-in computation
of static variable orderings, and the tool SMART implements static variable
ordering methods presented in [13].

Dynamic variable ordering is achieved by swapping two adjacent levels in
a decision diagram. Algorithms restricting successive swaps to a window of a
maximal and a minimal level are presented in [14] and [15]. By performing all
variable permutations within this window only, a local optimization is achieved.
This window is then moved over the whole decision diagram’s range of levels. The
sifting algorithm [16] widens the window without increasing the computational
effort because only one variable is moved up or down, respectively.

Beside these two basic methods, many other algorithms have been proposed.
Freely distributed software packages which provide variable ordering algorithms
are given, for example, by the Colorado University Decision Diagram Package
(CUDD) [17] and JINC [18].
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Hadzic et. al. [19] provide a method to solve the problem of interactive con-
figuration. The authors describe a two-phase approach in order to avoid time-
consuming search effort in the configuration process. The offline phase yields a
pre-compiled binary decision diagram representing the space of solutions—i.e.
valid configurations. In the following, this structure is the basis for the online
phase where the actual configuration is performed. Doing so allows to move the
computational effort to the offline phase.

3 Construction Methods

This chapter presents two new methods which are used for the construction of
unstructured systems’ feasible design spaces; it is organized as follows. Firstly, a
formal model for the description of unstructured systems will be introduced in
section 3.1. Based on that, in section 3.2, the new MSR algorithm is developed.
This method computes appropriate static variable orderings for unstructured
systems. Finally, the last section introduces a new method to optimize the con-
straint computation sequence.

3.1 Design Space, Constraints, and Feasible Design Space

This section introduces the formal model for the description of unstructured
systems. The finite, non-empty set of distinct symbols A := {a1, . . . , an} is
denoted as the set of attributes. The partition V := {V1, . . . , Vm} of A is referred
to as the set of variables. For a given A and V , the set

W := V1 × · · · × Vm (1)

can be derived. This set will henceforth be denoted as the design space.
In order to express that certain combinations of attributes, and thus elements

within the design space, are infeasible, constraints are introduced in the following
way. A constraint is an m-tuple c := (P1, . . . , Pm), Pi ⊆ Vi, which induces the
set:

W (c) := P1 × · · · × Pm (2)

Therefore, each constraint imposes a relation among a subset of variables
V̂ ⊆ V . This set is referred to as the constraint’s scope:

s(c) := {Vi|Vi �= Pi, 1 ≤ i ≤ m} (3)

Let the set of constraints be denoted as R := {c1, . . . , ck}. Hence, for a given
A, V , and R, the feasible design space can be derived as follows:

W (R) := W \
⋃

1≤i≤k

W (ci) (4)

Fig. 1 illustrates an example of the formal model. Here, the design space
W , the constraint c1, and the feasible design space W (R) = W \ W (c1) are
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Fig. 1. Design space W , a constraint c1, and the feasible design space W (R)

represented by an MDD. The different levels of the MDDs correspond to the
variables Vi ∈ V . Each path, starting from the top to the bottom node, yields one
element of W , W (c1), and W \W (c1), respectively. The gray lines of W \W (c1)
represent the element (a2, a5, a7).

Given A, V , and R, no structural information on the system is available,
and the sole knowledge on relations among variables is within the scopes of
constraints. This information is the basis for theMass-Spring-Relaxation method
(MSR) to obtain static variable orderings.

3.2 Mass-Spring-Relaxation

The MSR method is inspired by algorithms known, among others, from the
field of Sensor And Actor Networks (SANETs)—considering, for example, fault
tolerant and robust localization [20]. It is based upon the idea of connecting
mass points with linear-elastic springs. Hence, according to Hooke’s law, each
mass point mi is affected by the force

Fi :=
∑
j

Fi,j =
∑
j

d(mi,mj) ·Ki,j (5)

The terms Fi,j denote the forces between all mass points mj being connected to
mi via springs. The term d(mi,mj), furthermore, depicts the distance between
the two mass points mi and mj . The scalar constant Ki,j represents the spring
constant for the spring connecting mi and mj . Regarding SANET applications,
mass-spring-relaxation algorithms aim on finding positions for the mass points
such that the sum of the corresponding forces is minimized. In the following,
this idea is applied to unstructured systems to identify adequate static variable
orderings.

First, for each pair of variables Vi, Vj , with (i �= j), a spring and the according
spring constant Ki,j are derived from the set of constraints R as follows:

Ki,j := n(i, j) + |Vi|+ |Vj | = Kj,i, where (6)

n(i, j) := |{c ∈ R|Vi, Vj ∈ s(c)}| (7)
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In order to determine a distance between variables, all Vi ∈ V are mapped to
positions Xi in the interval [0, 1] ∈ R. For each variable Vi ∈ V a force Fi can
be calculated by the following term:

Fi :=
∑
j

Fi,j =
∑
j

(Xj −Xi) ·Ki,j (8)

Given the vector F of the forces, the vector X of the positions, and the matrix
K of the spring constants, the whole system can be written as a system of linear
equations:

K ·X = F (9)

Now, one variable Vi0 is selected and mapped to the position 0, and another
variable Vi1 is selected and mapped to the position 1. The positions Xi0 and
Xi1 are treated as constants, whereas the positions of the remaining variables
Vj ∈ V are regarded as unknowns.

According to the application within the SANET domain, the sum of forces
affecting each variable Vi ∈ V is to be minimized. In our case, all Fi with i �= i0, i1
are set to zero. With these additional conditions, now the linear equation system
(9) can be solved. For a resultingX, the following weighting function, which takes
into account that |Fi,j | = |Fj,i|, is defined:

w(X) :=
∑
i<j

|Fi,j | (10)

The linear equation system (9) is solved for each combination of variables

Vi0 , Vi1 ∈ V . From the set of the resulting m·(m−1)
2 solutions, we choose a solu-

tion Xmin given that w(Xmin) is a minimum. For Xmin a variable ordering is
obtained by transferring the natural ordering (≤) of the positions in R to the
set of variables V .

The complexity of the algorithm is given by O(m5): number of combinations
O(m2), Gaussian elimination of an m×m matrix: O(m3). However, the run time
can be reduced by exploiting the sparseness of the matrix.

3.3 Best-Fit

According to (4), the feasible design space is obtained by subtracting the union
of all constraints from the set W . The toolchain implements this operation by
successively subtracting constraints from the MDD. This sequence is referred to
as constraint computation sequence, and does not only determine the dynamics
of memory consumption during dynamic variable ordering, but also affects the
process of constructing the MDD after having identified a good variable ordering.
For large unstructured systems and an arbitrary computation sequence, it is not
always possible to construct the MDD representation because intermediate MDD
representations might exceed the memory limitations. Therefore we introduce
the new method BestFit to keep the size of intermediate MDDs small.
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Fig. 2. Toolchain for the construction methods

During the construction of W (R) the best fitting constraints are subtracted
first. Let an intermediate W (Ri) with Ri ⊂ R be given. Now, each c ∈ R \ Ri

is subtracted from W (Ri). The best fitting constraint c is the one with the
least memory consumption regarding the MDD representation of W (Ri) \W (c).
Accordingly, a flatter growth of memory consumption is obtained, but compu-
tational costs increase. Therefore, by taking only a limited number Rj ⊂ R \Ri

of constraints into account, the computational costs can be reduced again.
The efficiency of the method can be further improved in the following way:

in each step t, the set Rjt is constructed such that all |Rjt−1 |/2 best fitting
constraints of the preceding step t − 1 become elements of the new Rjt . The
enhanced computation sequence—obtained during MDD construction—can be
memorized and applied whenever the MDD has to be constructed again. This
results in a significant speed up.

4 Application

This chapter demonstrates the capability of the new construction methods. In
Section 4.1, we first describe the toolchain for the construction of the MDD-based
design space representations of unstructured systems described by constraints.
The subsequent section introduces our first example, a component-based Gen-
eralized Stochastic Petri Net (GSPN). By exploiting information on the model’s
structure, a good static variable ordering is obtained. Still, the memory consump-
tion of the MDD representation can be further reduced by applying dynamic
variable ordering.
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Table 1. Memory consumption (in [MB]) of four different variable orderings regarding
the Petri net example’s state space

Dynamic

variable

ordering

Variable orderings

Model structure Random

A B C D

No 2.1 144 142 137

Sifting 0.53 0.54 0.57 0.59

Table 2. Dimensions and results of the automotive configuration problems

Cardinality Performance

Problem Attributes Variables Constraints Size [MB] Time [Sec.]

P1 989 168 2487 41 14

P2 1001 176 3040 25 9

P3 943 174 4679 2 13

P4 1240 181 4413 48 47

P5 1116 160 3844 120 188

P6 781 157 2161 1 6

The second example introduces six configuration problems of the automotive
application domain (section 4.3). These problems do not contain structural in-
formation. We demonstrate that the application of the MSR method yields good
a priori variable orderings. Combining the initial MSR ordering along with the
application of dynamic variable ordering and the BestFit computation sequence
yields MDD representations with least memory consumption.

4.1 Toolchain

The toolchain (see Fig. 2) is written in C++ and consists of two stages: the first
stage deals with finding an appropriate static variable ordering. For this purpose
the following approaches were implemented: Force [21], Distance, and the new
MSR method. The MSR approach has been specifically designed with regard
to unstructured systems and, in our examples, yields the best a priori variable
ordering.

During the second stage the MDD representation of the feasible design space
is computed. For the application of dynamic variable ordering, the methods
Permutation [15] and Sifting [16] are available. The specification of a window
size allows to control the computational cost of each algorithm. Dynamic variable
ordering is combined with one of the two built-in sequence optimization methods,
BestFit and SortLevel.
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Fig. 3. Dynamics of memory consumption with regard to four different computation
sequences

4.2 Structured State Space Example

Structural information is useful for the construction of the MDD-based state
space representation and can often be derived from high level descriptions of
the model. If the information is used to determine a static variable ordering, it
is assumed that the size of the MDD representation can be kept small. This is
demonstrated with the help of a component-based GSPN example as illustrated
in Fig. 4:

Seven clients can send messages to seven servers via Channel Send. Client 1
sends messages to Server 1, Client 2 to Server 2, and so forth. Each message
has a type t to indicate the communicating pair of client and server. The servers
reply to the corresponding clients via Channel Receive. The capacity of all places
within this GSPN is one. Accordingly, a transition is disabled if at least one
outgoing arc is connected to a place containing a token. The initial tokens of
the channels are of the type t = 0 and the initial tokens of client Client x and
Server x are of type t = x. Therefore the token types are from the range 0 to 7.
Tokens of each type might follow the arcs which are not marked.

Whenever an arc, connecting a place with a transition, is marked with a
token type t, only tokens of type t will enable this transition. In the case that
an arc from a transition to a place is marked with t, a token of type t is moved
to the place after the transition has fired. This GSPN is confusion free due
to its structure, the place capacities, and the given token types. Therefore the
underlying Continuous Time Markov Chain (CTMC) can be constructed without
problems.

However, for our example only the reachable state space was computed in
advance and stored to be reused, because the goal was to investigate the effect
of different variable orderings. The reachable state space of this example con-
tains 1.1 million states. For this example no static ordering algorithm like MSR
is used. The initial variable ordering is derived from the structure of the model
instead. This ordering yields an MDD which consumes 2.1 MB. When applying
dynamic variable ordering—Sifting—the memory consumption can be reduced



Construction Methods for MDD-Based State Space Representations 51

waitiw ow

ws

issendos

sw
][t

][t

t

waitiw ow

ws

issendos

sw

][t

][t

t

Server 1

Server 7

send
sw

oswaitiw ow

ws

0,ics1,ic2,ic3,ic4,icxic ,

is

sendcs

outcs

0
][ xt

][ xt

][ xt

][ 0t

send
sw

oswaitiw ow

ws

0,icr1,ic2,ic3,ic4,icxic ,

is

sendcr

outcr

0
][ xt ][ xt

][ xt

][ 0t

Channel Receive

Channel Send

receive iror

ps
is ossend

wait iwow

wr

processip op

rp
sw

][t

][t

t

receive iror

ps
is ossend

wait iwow

wr

processip op

rp
sw

][t

][t

t

Client 1

Client 7

Fig. 4. GSPN with seven server and seven client components

to 0.53 MB (variable ordering A in Table 1). Considering random static variable
orderings (B, C, and D in Table 1), the corresponding dynamically optimized
MDDs require similar amounts of memory; even though the initial memory con-
sumptions vary from 137MB to 144MB. In contrast to that, the MDD using
variable ordering A initially consumes 2.1 MB, only. Thus, variable orderings
derived from the model structure can significantly reduce the initial size. Still,
using dynamic optimization, the memory consumption can be further decreased.

4.3 Unstructured Design Space Example

Highly customizable products and mass customization—as increasing trends of
the last years—are mainly responsible for an immense growth of complexity
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within the data of car manufacturers. We developed a method to detect and
analyze inconsistencies by using an MDD-based representation of the feasible
design space, i.e. the set of all valid product configurations. On this basis, we
stated consistency rules which are checked by a set-based verification method
[23]. These checks can only be efficiently performed if the MDD fits into the
RAM of the computer.

Table 2 depicts the dimensions of six real-world configuration problems of
a major car manufacturer. In addition to that, the size of the feasible design
space’s MDD representation is provided in the column Size[MB]. The required
computation time—using an optimized computation sequence (BestFit)— is de-
picted by Time [Sec.]. All computations have been carried out by using a 2.8
GHz Intel Core 2 Quad Q9550 processor with 8 GB of RAM.

Fig. 3 depicts the behavior of the optimization methods for the computation
sequence in terms of the MDD’s memory consumption. The Initial sequence
corresponds to the sequence of the data base. The NW curve is obtained by
the application of the algorithm described in [24]. The idea of this approach is
to exploit the clustered structure within the constraint graph of configuration
problems. Finally, the SortLevel and BestFit curve represent the behavior of
our methods. In Fig. 3 (a), the memory consumption of the intermediate MDD
representation exceeds the memory limitation of 1 GB using the Initial or NW
sequence.

In Fig. 5, the constraint graph of P1 is shown (including an extract, marked by
the red border). Each variable Vi ∈ V is represented by a node, and the relations
among the variables are illustrated by the edges. The weight of an edge depicts
the number of constraints ck where {Vi, Vj} ∈ s(ck). According to [24], clusters
within constraint graphs might give hints on an appropriate constraint com-
putation sequence. Therefore, the clustering within our configuration problems’
constraint graphs has been investigated by applying the Markov Cluster Algo-
rithm [25]. However, the constraint graph of each of the configuration problems
P1 - P6 is characterized by one big cluster—containing almost all variables—and
only few small clusters. In Fig. 5, the central variable (i.e. mostly constrained
variable) of the big cluster is marked by a green frame.

In Fig. 6, four different variable orderings of P1 are shown. Each line repre-
sents a variable Vi ∈ V . The length of a variable’s line depicts the number of
constraints cj where Vi ∈ s(cj). The arrangement of the lines, starting from the
top to the bottom, corresponds to the arrangement of the MDD’s levels. Fig 6
(a), (b) and (c) represent the static variable orderings obtained from the algo-
rithms of the toolchain. The variable ordering of Fig. 6 (d) is established due
to dynamic variable ordering (Sifting, window size 5), starting with the MSR
ordering. Considering all configuration problems, the MSR algorithm yields the
best a priori orderings insofar as time-consuming dynamic ordering (cf. window
size) can be avoided and, in addition to that, the corresponding dynamically
obtained variable ordering requires the least memory consumption (cf. Table 2,
Size[MB]) compared to the other static approaches.
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5 Conclusion

In this article we have presented two new methods for the construction of MDD-
based state space representations of large unstructured systems and compared
them with algorithms from literature. For the automotive configuration prob-
lems, the first method, MSR, yields the best static variable orderings. This ap-
proach exploits information on the relations among variables which are induced
by the set of constraints.

The second method, BestFit, is applied in combination with dynamic vari-
able ordering and determines a constraint computation sequence. This sequence
yields a flatter growth of the MDD’s memory consumption compared with the
sequences of the other applied algorithms. We also presented our toolchain which
realizes the described methods. The applicability of the two new methods has
been demonstrated by computing the MDD-based feasible design space of six
large real-world configuration problems of the automotive domain. Considering
all implemented algorithms, the feasible design space of the automotive configu-
ration problems could only be successfully constructed by the application of our
methods (MSR, BestFit, and SortLevel).

It is important to realize that the variable orderings and the computation
sequences can be memorized by the toolchain and used again to efficiently re-
construct the MDD representations without applying time-consuming dynamic
variable ordering and sequence optimization. This is necessary, among others,
when the set of constraints is changed.
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Abstract. Generalised Stochastic Petri Nets (GSPNs) are a widely used
modeling formalism in the field of performance and dependability anal-
ysis. Their semantics and analysis is restricted to “well-defined”, i.e.,
confusion-free, nets. Recently, a new GSPN semantics has been defined
that covers confused nets and for confusion-free nets is equivalent to the
existing GSPN semantics. The key is the usage of a non-deterministic ex-
tension of CTMCs. A simple GSPN semantics results, but the question
remains what kind of quantitative properties can be obtained from such
expressive models. To that end, this paper studies several performance
aspects of a GSPN that models a server system providing computing ser-
vices so as to host the applications of diverse customers (“infrastructure
as a service”). Employing this model with different parameter settings,
we perform various analyses using the MaMa tool chain that supports
the new GSPN semantics. We analyse the sensitivity of the GSPN model
w.r.t. its major parameters –processing failure and machine suspension
probabilities– by exploiting the native support of non-determinism. The
case study shows that a wide range of performance metrics can still be
obtained using the new semantics, albeit at the price of requiring more
resources (in particular, computation time).

Keywords: Computing Services, Model-Based Analysis, Generalized
Stochastic Petri Nets, Markov Automata.

1 Introduction

Goal of the paper. The goal of this paper is to introduce an industrial case
study that demonstrates the application of a newly developed semantics [1,2] of
Generalised Stochastic Petri Nets (GSPN). This semantics covers basically every
GSPN, in particular those which exhibit non-determinism that, e.g., is due to the
presence of confusion. This paper presents a simple, abstract GSPN model of a
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computing service, and analyses its performance properties from both a customer
and a provider point of view. We do so by exploiting the MaMa tool chain [3]
which supports the new GSPN semantics and relies on various algorithms from
Markov decision theory.

Computing services. The growing cost of installing and managing computer
systems leads to outsourcing of computing services to providers. We use the term
computing services to refer to any kind of server system providing computing
resources such as physical or virtual machines in order to host the applications
of diverse customers. Examples of such systems are hosting centers that provide
out-sourced computing capabilities to customers. If these resources are accessible
via Internet, one speaks about cloud computing. In particular, the most basic
form of cloud service, the so-called infrastructure-as-a-service model, conforms
to this setting, providing physical or virtual machines to the customer. Here, the
cloud OS can support large numbers of machines and has the ability to scale
services up and down according to customers’ varying requirements. Quality of
service and cost efficiency are important factors from both the customer’s and
the provider’s perspective.

Focus of this study. This paper investigates non-functional properties of a simple
computing service. We are in particular interested in the performance under
several users’ requirements. Questions of interest are, e.g., how to scale the server
system, i.e., how many machines are needed to achieve a certain service level?
When can certain bottleneck situations such as long waiting times occur? An
important focus is on the sensitivity of these performance aspects when varying
the two main system parameters – the rate of processing failures and the rate
of putting machines into suspended mode. Apart from these performance issues,
we are also interested in power consumption by computing services.

Approach. The computing server is succinctly modelled as a GSPN [4]. Machines
can be either operational (“ready”) or stand-by (“suspended”), and randomly
switch between these modes. Job loads are generated by a Poisson process, and
job processing may randomly fail. It is a closed model, i.e., jobs that have been
processed return to a pool from which new job requests can be generated. Two
user profiles are considered: scientific computing tasks with high computational
demands and small (or large) client populations, and web service tasks with low
computational demands and large client populations. The GSPN is analysed
using the recently developed MaMa tool chain1. Put in a nutshell, the GSPN
is mapped onto a Markov automaton (MA; [5]), an extension of a continuous-
time Markov chain with non-determinism, and analysed using several new al-
gorithms [3]. The capability to deal with non-determinism allows for analysing
non well-defined GSPNs; in fact, the new GSPN-semantics is (weak) bisimula-
tion equivalent to the classical GSPN semantics [1]. We exploit non-determinism
for analysing the sensitivity of various performance metrics w.r.t. variations of
the main system parameters. The response-time distribution in steady state
is obtained by a combination of the PASTA theorem and the tagged token
technique.
1 Publicly available at: http://wwwhome.cs.utwente.nl/~timmer/mama/.

http://wwwhome.cs.utwente.nl/~timmer/mama/
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Main results and findings. GSPNs turn out to be a convenient modelling for-
malism in our setting; the resulting model is succinct and easily extendible. Our
analysis gives useful insight into the initial number of ready machines so as to
keep the time until jobs cannot directly be processed below a certain thresh-
old, and to keep the long-run average number of queued jobs at a minimum.
This is valuable information to adequately dimension the computing server. The
response-time distribution shows that being in equilibrium, the system can guar-
antee a reasonably low response time in the majority of cases when job requests
are organised in a FIFO queue. Taking a random service policy however gives
rise to a substantial increase in response time. The sensitivity analyses reveal
that the failure rate has not a significant impact on the expected time until no
ready machine is available but has a large influence on reaching 50% and 90%
job queue capacity.

Main contributions. To summarize, our main scientific contributions are:

1. a simple GSPN model for computing servers in which machines can be op-
erational (“ready”) or stand-by (“suspended”), and job processing may ran-
domly fail;

2. an extensive set of evaluation results focusing on expected durations until
given system occupancies, long-run objectives, response-time distribution
and energy consumption;

3. a sensitivity analysis of the two major model parameters –processing failures
and machine down rates– by exploiting non-determinism;

4. a first industrial case study using the recent GSPN-to-Markov automata
semantics [1] and accompanying analysis algorithms [3].

Organization of this paper. Sect. 2 briefly introduces GSPNs, their mapping
onto MA, and the analysis algorithms. Sect. 3 presents the GSPN model of the
computing server. Sect. 4 is the main section of the paper and presents our
evaluation results. Sect. 5 discusses related work, and Sect. 6 concludes.

2 Modeling Formalism: GSPNs

The scenario. In this paper we analyse an exemplary service offering computing
resources. We explore two scenarios: first, an application that is supposed to
process a number of jobs as they occur, for example, in scientific calculations for
weather forecasts, or biometric and medical simulations. Typically, such jobs are
long running and processing is requested with a proportionally low frequency.
Often they are executed in batches. The second scenario reflects a web service.
Here jobs are running much shorter but they occur at a considerably higher
frequency. In both scenarios we analyse the influence of various parameters on
the overall performance of the service. For example, an insufficient number of
available machines impacts the response time of the service, as jobs have to be
queued until they can be processed. If new instances are requested, the time
to start these instances delays their availability. Furthermore, instances can be
detracted from the user due to application failures or for maintenance reasons.
On the other hand, an over-dimensioned number of available (and mostly idling)
machines unnecessarily increases the costs to run the service as well as the energy
consumption of the data center. In the following we introduce our formal model
that enables such analyses.
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GSPNs. Generalised Stochastic Petri Nets (GSPNs) [4] are a modelling formal-
ism for concurrent systems involving randomly timed behaviour. GSPNs inherit
from Petri nets the underlying bipartite graph structure, partitioned into places
and transitions and extend this by distinguishing between timed and immediate
transitions. The latter can fire instantaneously and in zero time upon activa-
tion. The firing time of a timed transition is governed by a rate which uniquely
defines a negative exponential distribution. A special form of timed transitions
is of type n-Server, meaning that the given rate is multiplied by the number
of predecessor tokens to yield the actual transition rate. Timed transitions are
depicted as non-solid bars labelled by “n-Server”, if applicable, while immediate
transitions are depicted as solid bars. An example of a GSPN is shown in Fig. 2.

GSPN semantics. The semantics of a GSPN may conceptually be considered as
consisting of two stages [4]. The first (abstract) stage describes when and which
transitions may fire, and with what likelihood. This basically conforms to playing
the token game of a net. The second stage defines the underlying stochastic
process –typically a continuous-time Markov chain (CTMC)– which represents
the intended stochastic behaviour captured in the first stage. This CTMC is
obtained by amalgamating sequences of immediate firings. Performance analysis
of the GSPN then amounts to analysing the transient or steady-state behaviour
of its underlying CTMC. This trajectory works fine for well-defined GSPNs,
i.e., nets that are confusion-free. Recently, a new GSPN semantics has been
proposed [1] that covers all definable GSPNs, in particular nets that contain
confusion. The semantics is defined in terms of Markov automata (MA), which
are basically transition systems in which transitions are either labelled with the
action τ (representing the firing of an immediate transition), or with the rate
of an exponential distribution. The target of an action transition is a discrete
probability distribution over the states while for a rate-labelled transition it is
simply a state. For confusion-free GSPNs, this semantics is (weakly) bisimilar
to the two-phase GSPN semantics. States in MA correspond to markings of the
net. It falls outside the scope of this paper to give a full-fledged treatment of
this semantics; we rather present a simple example, see Fig. 1. The example
net is confused, as transitions t1 and t2 are not in conflict, but firing transition
t1 leads to a conflict between t2 and t3, which does not occur if t2 fires before
t1. Transitions t2 and t3 are weighted so that in a marking {p2, p3} in which
both transitions are enabled, t2 fires with probability w2

w2+w3
and t3 with its

complement probability. Fig. 1 depicts the MA semantics of this net. Here, states
correspond to sets of net places that contain a token. In the initial state, there
is a non-deterministic choice between the transitions t1 and t2. In this paper, we

Fig. 1. A simple confused GSPN (left) and its MA semantics (right)
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will exploit non-determinism for analysing the sensitivity of various performance
metrics w.r.t. some rates in the net. The MaMa tool chain [3] realizes the new
semantics via a translation to process algebra. This tool is used in our analysis
of the computing server.

Performance metrics. We consider three basic measures on (possibly confused)
GSPNs. Long-run average measures are the pendant to steady-state probabil-
ities in CTMCs. Given a state m in an MA, i.e., a marking in the net, and
a set T of target states, this measure is the minimal (or maximal) fraction of
time spent in some state in T in the long run, when starting in m. In ab-
sence of non-determinism, the minimal and maximal long-run average coincide.
The computation of long-run averages on MA can be reduced to a combina-
tion of several standard algorithms on Markov decision processes (MDPs); for
details we refer to [3]. The (minimal or maximal) expected time of reaching a
set T of target states from a given state m can be obtained by a reduction to
a stochastic shortest-path problem. Such problems can efficiently be solved by
linear programming. The third measure is determining timed reachability proba-
bilities. They are the pendant to transient probabilities in CTMCs. Given a set
T of target states, a given state m and a deadline d, the central question here is
to determine the minimal (or maximal) probability of reaching some state in T
within time d when starting in m. Such problems are a bit more involved and
can be tackled using discretisation techniques. Further details are outside the
scope of this paper and are provided in [3].

3 A GSPN Model of the Computing Server

Figure 2 shows our GSPN model of a computing server. The places, transitions,
and parameters have the following interpretation:

Ppool Pproc

Psusp Prdy

Pqueue

Tdplλarr

Tarr

λup

Tup

λdown

n-Server

Tdown

λsucc

n-Server

Tsucc

λfail

n-Server
Tfail

Fig. 2. GSPN model of computing server
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Ppool represents the pool of job requests. After successful processing, they re-
enter this place.

Pqueue models the waiting queue of the system. Job requests enter this place via
Tarr with rate λarr , and re-enter the queue if their processing fails.

Tdpl immediately deploys a waiting request on a (ready) machine if available.
Pproc represents the actively executing requests. From here, the jobs are either

returned via Tsucc to Ppool (with rate λsucc) after successful completion,
or the machine fails (or is preempted by the provider). In the former case,
1/λsucc gives the expected execution time. In the latter case, 1/λfail is the
mean time between failures, and requests are enqueued again via Tfail .

Prdy/Psusp divide the available machines into two categories. The first (“ready”)
can directly process service requests, while the second (“suspended”) first
need to be set up to become ready. Two associated transitions, Tup and
Tdown with respective rates λup and λdown , represent the corresponding
startup and shutdown operations that are taken when additional machines
are required or when they are idle, respectively. In particular, λup models
the booting time of a machine by an exponential distribution. Initially we
assume that all machines in the server are ready. Note that Tdpl requires
Prdy to be non-empty in order to process requests, and that a machine re-
enters Prdy after successful processing of a request. If processing is aborted
via Tfail , the machine becomes suspended as it has to be restarted (in case
of failure) or reallocated (in case of preemption).

Note that transitions Tsucc , Tfail and Tdown are marked as “n-Server” to reflect
the fact that the respective rates refer to single requests and machines. Since we
assume the failed machines can only be rebooted one by one, Tup is not marked
as “n-Server”. Moreover, the computing server with different types of services
and machines can be easily modeled from the “simple” one by using colored
GSPN or assigning immediate transitions with weights (when the probabilistic
distribution of such types of services (machines) is known), and these extended
semantics can again be translated into MA semantics without extra effort.

This GSPN is specified using the Petri Net Markup Language (PNML), which
is a standardized XML-based interchange format for Petri nets [6]. Many tools
can be used to generate Petri Nets in PNML notation, such as the Platform-
Independent Petri Net Editor (PIPE). Using the MaMa tool chain, the GSPN
is automatically mapped onto a Markov automaton for further analysis.

4 Quantitative Evaluation of the GSPN Model

This section presents the results of evaluating our GSPN model. They are ob-
tained by using the recently developed MaMa tool chain that supports the
mapping of GSPNs onto Markov automata and their quantitative assessment.
We first present some statistics about the underlying state space size, detail-
ing the user profiles –scientific computing tasks and web service tasks– that are
used, and the set of properties considered. Due to space limitations, we focus on
presenting the main outcomes. Sect. 4.2 presents the results for expected-time
and long-run metrics for scientific computing and web-service tasks. These fig-
ures give insight into the quantitative behaviour of the computing system, and
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provide useful information concerning dimensioning the system in terms of the
(initial) number of ready machines. Sect. 4.3 investigates the sensitivity of our
evaluation results on varying the parameters λfail and λdown . Sect. 4.4 considers
the long-run energy consumption, whereas Sect. 4.5 focuses on the response-time
distribution of user requests. The latter results are of interest to both service
providers and users. All experiments are obtained on a AMD 48-core CPU @
2.2 GHz, 192 GB RAM and Linux kernel 2.6.32.

4.1 Experimental Setup

State space. The state space of the GSPNmodel is determined by two parameters:
the size of the client population and the initial number of ready machines. They
are respectively representedbyI(Ppool) andI(Prdy )whereI(P ) denotes the initial
number of tokens in placeP . The state space sizes are summarized in Table 1where
the last column indicates the state space generation time (in seconds).

Table 1. GSPN state space statistics

I(Prdy) I(Ppool ) # states # trans. time
100 100 20,201 55,250 23s
100 500 100,601 255,650 79s
100 1000 201,101 506,150 153s
100 2000 402,101 1,007,150 314s
100 2500 502,601 1,257,650 387s
200 1000 401,201 1,021,300 321s
250 1000 501,251 1,282,625 394s

User profiles. We consider two ap-
plication scenarios: scientific comput-
ing and web-services. In the scientific
computing setting, tasks arrive at a
relatively low rate and have a substan-
tial processing time (usually ranging
from minutes to hours). Web-service
tasks such as bing search queries ar-
rive much more frequently and have a
short processing time, typically in the
range of seconds.

Table 2. Parameter settings for the application scenarios

λarr λsucc λfail λup λdown

Scientific computing 1.667 0.1 0.00208 0.05 0.005
Web service 180 20 0.006 0.05 0.005

Our parameters set-
tings are listed in Ta-
ble 2, where the time
unit is one minute. Sci-
entific computing tasks
arrive at a rate of 100 requests per hour (λarr = 1.667), and require a process-
ing time of 10 min (λsucc = 0.1), failures occur once per eight hours, booting
a machine requires 20 min, and a ready machine suspends once every 200 min
(please bear in mind that transition Tdown is of type n-Server). Three web ser-
vice requests are issued per second, and each requires an average execution time
of three seconds. The scientific computing case is considered for a small client
population, i.e., I(Ppool ) = 100, and a large one, i.e., I(Ppool ) = 500. The web
service setting is of interest only for a large client population.
Properties. For each scenario, we consider the following six properties:

p1. The expected time until Pqueue exceeds 90% of its capacity
p2. The expected time until Pqueue exceeds 50% of its capacity
p3. The expected time2 until no ready machine is available for requests in Pqueue

p4. The average long-run occupancy of Pqueue

p5. The average long-run occupancy of Pproc

2 In some dedicated cases, we also study the probability until this phenomenon hap-
pens within a given deadline. This timed reachability property is however more com-
plex to evaluate.
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The verification times are listed in Table 3. It clearly shows that expected-time
properties are simpler to analyse than long-run properties.

Table 3. Property evaluation times per scenario

p1 p2 p3 p4 p5
ssmall 12m2s 5m52s 1m13s 18h44m 6h30m
slarge 6h6m 1h54m 10m13s 495h28m 109h16m
wlarge 5h6m 1h39m 9m52s 402h38m 50h35m

This is due to the fact that
the former involve a single LP
problem to be solved, whereas
the latter require a (non-trivial)
graph decomposition as well as
solving of several LP problems.
Moreover, evaluating p4 requires I(Ppool ) · I(Prdy ) iterations when using value
iteration, whereas the other long-run properties require I(Prdy ) iterations. This
explains the difference in runtimes between the long-run properties. We stress
that these runtimes should not be compared to evaluating similar properties on
CTMCs; as MA include non-determinism, the algorithms are intrinsically more
complex and have a higher time complexity.

4.2 Expected-Time and Long-Run Properties

Expected-time properties. First consider the properties p1 and p2, i.e., the ex-
pected time until Pqueue reaches 90% and 50% of its capacity, respectively. For a
small population, the capacity of Pqueue , denoted Cqueue , equals I(Ppool ) = 100.
Analysing these properties boils down to computing the expected time from the
initial marking to the set of markings satisfying M(Pqueue)/Cqueue ≥ p% where
M(P ) refers to the current marking of place P . The evaluation results are shown
in Fig. 3 (left) for p = 90% and Fig. 3 (right) for p = 50%, where the number
of initial ready machines (x-axis) is varying. They suggest that about 25 initial
ready machines is a rather good choice.
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Fig. 3. Expected time until exceeding 90% (left) and 50% (right) of client queue ca-
pacity for scenario ssmall

Property p3 refers to the expected time until there is no more ready machine
available for waiting requests in Pqueue . We check this by determining the ex-
pected time from the initial marking to the set of markings whereM(Pqueue) > 0
and M(Prdy) = 0. The results are plotted in Fig. 4 (left). To get more insight
into the likelihood of encountering this situation, we also evaluate the proba-
bility to reach this state within a given time frame d. As the computation of
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Fig. 5. Long-run average number of tasks in Pqueue (left) and Pproc (right) for ssmall

these probabilities is very time-consuming, we let the initial number of ready
machines vary from 10 to 50. The results for varying d (along the x-axis, in
minutes) and different values of I(Prdy ) are plotted in Fig. 4 (right). Clearly,
the timed reachability probabilities rapidly approach one for a relatively small
number of machines (e.g., 10 or 20), but this effect substantially diminishes on
increasing this number. The evaluation times for obtaining the latter results
ranges from around 28 s for 10 machines up to nearly 60 h for 50 machines
where we have set an accuracy of 10−1.

Long-run properties. For a set T of target states, let L(T ) denote the long-run
average fraction of time of residing in T . The set of target states where exactly
i ∈ N tokens are in place P is denoted as Ti(P ) = {M | M(P ) = i}. The long-
run average number of tokens in place P , denoted L(#P ), in our GSPN model
is then given by L(#P ) =

∑
i∈N

L(Ti(P )) · i. The average number of waiting
(in Pqueue) and processing tasks (in Pproc) are shown in Fig. 5 (left) and Fig. 5
(right), respectively. Our results indicate that an equilibrium is reached for about
25 initial ready machines. To show the impact of the size of the client population,
we check both properties for I(Prdy ) = 500, see Fig. 6. The results indicate an
(expected) increase of waiting requests in Pqueue , whereas the average number
of processing requests is only negligibly affected.
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Web-service tasks. We evaluated all properties also for the web-service setting.
In contrast to the scientific computing case, jobs have a short processing time but
arrive at a substantially higher rate (cf. the parameter settings in Table 2). Due to
space reasons, we only present the results of the long-run propertiesp4 andp5 (see
Fig. 7).Whereas for the scientific computing application scenario, a stable situation
is reached for about 25 ready machines, this is now the case for 15 machines. In
that case, the average number of concurrently processing tasks in the server will be
around 7.5, and there are about 330 tasks on average waiting in the queue.

4.3 Sensitivity Analysis

λlow λhigh

τ τ

λhighλlow

Fig. 8. Non-determinism in GSPN
and MA

In order to a get a better insight into the influ-
ence of two important modelling parameters
–the failure rate λfail of job processing and
the rate λdown of ready machines becoming
suspended– we carry out a sensitivity analy-
sis by exploiting the native support of non-
determinism in our setting. (Note that such
an analysis is not possible using the classical
GSPN semantics for “deterministic” nets.)
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This is done as follows. We first only vary λfail . In the underlying MA, this is
accomplished by adding two internal (immediate) transitions which are directly
followed by two timed transitions with rates λlow and λhigh , respectively (see
Fig. 8). The benefit of this approach is that when analysing our properties, we
obtain bounds. For instance, for the expected-time properties, we would obtain
minimal and maximal expected-time values. This means in particular, that for
any failure rate between λlow and λhigh , the expected time lies between the
obtained bounds. The analysis algorithms in the MaMa tool chain obtain these
bounds from the adapted GSPN (and thus MA) by running a single algorithm.
We first vary the failure rate λfail from 0.00208 (≈ 480 min) to 0.00312 (≈ 320
min) and 0.00416 (≈ 240 min) respectively, then reduce the failure rate λfail to
0.00156 (≈ 640 min) and 0.00104 (≈ 960 min) respectively. The obtained results
for the expected-time properties are shown in Fig. 9 and 10.
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Fig. 9. Evaluation results for properties p1 and p2 by varying λfail

From these results, we make three observations. First, we consider the number
of clients for which the lower and upper expected times start to become distinct.
On increasing λfail , i.e., with shorter average failure intervals, the minimal and
maximal expected times start to differ for I(Ppool ) = 14, 15 and 22 in p1,
p2, and p3, respectively. On decreasing λfail , i.e. with longer average failure
intervals, these points shift to 17, 18, and 24, respectively. Secondly, we observe
(e.g., from both the right curves) a significant impact on the difference between
minimal and maximal expected times when increasing the minimal failure rate.
Reducing λfail = 0.00208 to just one half (0.00104) results in an increase of
about 400 times of the expected time (after reaching an equilibrium), whereas
a reduction to 0.00156 (= three quarters) results in just an increase by a factor
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of 11 (cf. Fig. 9 (top right)). This is because transition Tfail (with rate λfail )
has a two-fold effect on the number of tasks in Pqueue in our GSPN model.
First, Tfail has a more direct effect on tasks in Pqueue than Tsucc (λsucc). If a
task is successfully processed, it arrives in Ppool and waits for turning to be a
new request. Here, Tarr is not an n-Server type time transition. However, if the
processing of a task has failed, it will directly arrive in Pqueue (and thus increases
the number of waiting tasks). Second, Tfail also affects the availability of ready
machines in Prdy . If the task is successfully finished, the ready machine goes
back to Prdy and does not need to re-initialize. But if it has failed, the machine
serving the task needs to be restarted. Note that the startup of a suspended
machine (transition Tup) is not a n-Server typed transition. As a result, these
twofold effects will cause a superposed influence on the growth of the number of
tasks in Pqueue and hence have a strong impact on the expected-time property.
The third observation we make is that λfail does not have significant influence
on p3 in comparison with p1 and p2 (cf. Fig. 10 (left)). The results of other
evaluations (cf. Fig. 10 (right)) also confirm that rather than λfail , λdown has a
stronger impact on property p3.
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4.4 Long-Run Energy Consumption

In the following section, we are going to answer two questions which service
providers may especially be interested in: what is the operating cost and the
quality of service of their computing server? To answer these questions, we try
to estimate the long-run energy consumption of the server and the response-time
distribution of requests as respective metrics for these two parameters.

We assume that active machines (i.e., those in Pproc) have a power consump-
tion of 40 W [7], ready machines (Prdy ) have a power consumption of 20 W
(50% of the active value), and suspended machines (Psusp) have a power con-
sumption of 8 W (20% of active). Furthermore, if we initialize m ready machines
in Prdy , in the long run these will be distributed to three possible places Psusp ,
Prdy and Pproc . In other words, at any moment the overall number of machines
in these three places will be m. Thus we can compute the power consumption
of the server in the long run based on the steady-state probabilities. After we
have determined the average number of machines in these places in the long run,
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which can be analogously derived as p4, the overall power consumption in the
long run is computed as

P = 40 W · L(#Psusp) + 20 W · L(#Prdy ) + 8 W · L(#Pproc).

The results are shown in Fig. 11 (left) for failure rate λfail = 0.00208. We observe
that λdown and I(Prdy ) do not significantly influence the average number of
active machines in Pproc in the long run; they are always around 16 (cf. Fig. 5
(right)). Although the more ready machines we initialize in Prdy (i.e. I(Prdy )),
the more redundant machines will be in Prdy and Psusp . Their distribution is
controlled by λdown . If there are few redundant machines, e.g., I(Prdy ) = 20 (i.e.,
only about 4 machines left for λdown to distribute these to Prdy and Psusp), then
the energy consumption only varies in a small range. In contrast, if I(Prdy ) = 40,
we notice that when λdown is 0.0025, about 23.10 machines are suspended, 0.65
are ready, and 16.25 are active on average, whereas when λdown is 0.001, about
9.61 machines are suspended, 13.73 are idle, and 16.66 are active on average.
This wide range distribution of suspended and ready machines caused by λdown

yields a drastic increase of energy consumption as shown in Fig. 11 when I(Prdy )
is large. On the one hand, keeping a certain number of ready machines in Prdy

guarantees a better response time of requests, on the other hand, too many
redundant ready machines lead to a higher energy consumption.
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Fig. 11. Power consumption and response-time distribution of computing server

4.5 Response-Time Distribution in Steady State

Now we compute the response-time distribution in steady state approximately
3based on a combination of the PASTA theorem [8] and tagged-token tech-
niques [9] for GSPNs. From the former we know that an arrival of a Poisson
process sees the system as if it was arriving at a random instance of time (i.e.
the system in steady state). Since the steady-state probabilities of the comput-
ing server can easily be computed from the resulting MA by using the MaMa

tool, the response-time distribution in steady state can be computed by tagging
a customer’s job and following the tagged request until it has been successfully
processed in the server which is in steady state. The right side of Fig. 12 illus-
trates the tagged task (represented by ∗ at Pqueue) in the computing server (with

3 Since our model is closed.
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λfail = 0.00208, λdown = 0.001, I(Prdy ) = 30) which is just in a steady state
with probability 0.00192925986. The number attached to each place represents
the current number of tokens in that place. By adding a boolean variable to
each place Pqueue , Pproc and Ppool indicating the position of the tagged request,
the response-time distribution is then obtained via a time-bounded reachability
computation using the MaMa tool. Note that adding a tagged token increases
the state space. The left side of Fig. 12 shows the advantage of using proba-
bilistic transitions in MAs during our computation. They are used for setting
up the initial probabilistic distribution for different steady states of the server.
After these steps, we can again generate the MA and compute the response-time
distribution, all with the MaMa tool. The result is shown in Fig. 11 on the
right.
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5 Related Work

The closest work on performance evaluation that is similar to our work was
carried out in the field of cloud computing. Appropriate stochastic models have
recently been proposed in [10,11,12,7]. [10] describes a prototype tool for trans-
lating expressions of probabilistic resource usage patterns into Markov deci-
sion processes with rewards. This allows to check costing and usage queries
expressed by reward-augmented probabilistic temporal logic (PCTL). [13] mod-
els cloud computing systems with migration by CTMCs using PRISM, verify-
ing some quantitative properties such as the time-bounded probability of mi-
gration operation in the cloud computing system. [12] introduces a stochastic
reward net model for the IaaS cloud, based on which resiliency metrics are
computed by changing the job arrival rate and the number of available PMs.
[11,7] models a cloud computing server as different kinds of scalable interact-
ing stochastic (sub)models. In [11], interaction happens when results from sub-
models are used as input for other sub-models. In the end, two quality-of-service
metrics, the effective job rejection probability and the effective mean response
delay, are obtained. [7] represents the IaaS cloud with tiered service offerings
by three pools for hot, warm and cold virtual machines, which have different re-
sponse time and power consumption characteristics, respectively. These pools are
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represented by interacting stochastic sub-models (basically CTMCs), from which
the power consumption and performance metrics are computed.

Another strand of research is based on queueing theory. [14,15,16] analytically
evaluates the performance of cloud computing services. [14] proposes an approx-
imation method to compute the probability and cumulative distribution of the
response time by applying the inverse Laplace-Stieltjes transformation (LTS) on
the LTS of total response time obtained analytically. [15] models the cloud com-
puting server by a M/G/m/m+r queueing system. Here, quantitative properties
such as the distributions of the number of tasks and of waiting and response
times etc., are analytically computed. Besides cloud computing, [9] presents a
general distributed computing technique for response-time analysis with GSPN
models based on Laplace transformation and its inversion [17,18].

6 Concluding Remarks

This paper has presented a simple GSPN for computing servers in which virtual
machines can be stand-by or operational, and the processing of requests may
randomly fail. Our analysis has focused on both long-run and expected-time
properties that give insight into the number of required virtual machines so as
to yield a given service level (i.e., low response time, and low probability of
lack of processing power). A sensitivity analysis by exploiting non-determinism
in the GSPN model shows the influence of the failure probability. Finally, long
run energy consumption was analysed. The exploited analysis algorithms are
based on analysing Markov automata, and are more intricate –hence more time-
consuming– than those for classical (confusion-free) GSPN which are based on
CTMCs. Although our original net does not exhibit confusion, the one used for
the sensitivity analysis does. Future work will focus on improving the perfor-
mance of the analysis algorithms.
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Abstract. We develop a separable model for a referenced node in a
fault tolerant (disruption tolerant) wireless sensor network, which en-
compasses the message queue of the node and an inner and an outer en-
vironment for describing details of the transmission protocols. We prove
that the system has steady state of product form for the queue and its
environment. We discuss several modifications and the relation of our
approach to that in previous papers in the literature.

Keywords: Wireless sensor nodes, fault tolerant networks, separability,
environment, closed form steady state, interacting processes.

1 Introduction

Modeling fault tolerant (disruption tolerant) wireless sensor networks (DSN)
is a challenging task due to the specific constraints imposed on the network
structure and the principles the nodes have to follow to maintain connectedness
of the network. The complexity of the models increases furthermore if the nodes
are mobile and if energy efficiency is required. A typical way to resolve the
latter problem is to reduce energy consumption by laying a node in sleep status
whenever this is possible. In sleep status all activities of the node are either
completely or almost completely interrupted. Clearly, this will have implications
for availability of connections in the network.

In active mode the node undertakes several activities: Gathering data and
putting the resulting data packets into its queue, receiving packets from other
nodes which are placed in its queue (and relaying these packets when they arrive
at the head of the node’s queue), and processing the packets in the queue. Mo-
bility requires routing decisions and routing evaluation which is connected with
localization procedures.

Analytical performance analysis of DSN found in the literature usually fol-
lows a two-step procedure. (1) Investigate a single (”referenced”) node, and (2)
combine by some approximation procedure the interacting nodes to a separable
network, for a review see [16]. More detailed study of a specific node model is
[9], other typical examples for the two-step procedure are [10], [18].

Our study is in part motivated by research in [17]. The protocol for the per-
vasive information gathering and processing described there (for more details
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on this protocol see [17]) consists basically on two ”key components”, (i) for
data transmission, governed by ”nodal delivery probabilities”, and (ii) for queue
management, governed by ”message fault tolerances”. Both of these components
are complex and their interaction is a challenging problem for any modeling
procedure.

[17] proceed as follows: In a first part ”an overview of the dynamic delay/fault-
tolerant mobile sensor network data delivery scheme” is provided with detailed
recipes for the update procedure of the ”nodal delivery probability” and the
”message fault tolerance”. In a second part complexity even of the single node’s
model is drastically reduced by not including the dynamics of these characteris-
tics into the detailed analytical model. The authors argue: ”While it is desirable
to accurately analyze the data delivery scheme . . . , this is not practical given
its complexity in data transmission and queue management [17][p. 3290]. Conse-
quently, for characterizing the behavior of a sensor node, (i) they fix for the node
the nodal delivery probability as a constant depending mainly on the number of
other nodes in its one-hop neighborhood, and (ii) the message fault tolerances
are set to constant = 1, which means that no copy of a sent out message is kept
by the sending node.

The aim of our presentation is to show that at least modeling of a single node
and its bidirectional interaction with the network, can be done much more
detailed than described in the cited literature, while still upcoming with closed
formulas for the steady state behavior and important structural theorems for the
interaction between node and the network in equilibrium. An main observation
will be that it is possible to reduce the complexity of the interacting processes
in a similar way by separability of the steady state as complexity is reduced
in the celebrated Jackson and Gordon-Newell networks.

Our result will not rely on a specific version of a DSN setting, and we will
explain how to adapt our procedure with the selected model from [17] to other
settings. We believe that the principles of our modeling procedure are rather
generally to apply. Our procedure is:
Starting from the detailed description of a dynamic disruption/fault-tolerant
mobile sensor node’s data delivery scheme in [17], we develop an analytical model
of a single node, the ”referenced node” (RN) in the spirit of [17], [10], and [18],
and others. The key component of our sensor node model is a queueing system
of M/M/1-type for the message queue management. Development of this queue
is influenced by other processes which represent the specific features of the DSN.
These processes will be considered as an environment for the queue with a vice-
versa interaction.

We point out that we will make modeling simplifications as well, especially
we will focus on the first key component, the data transmission, and will only
include marginal parts of the queue management. To reduce technical effort we
will discretize all state spaces. This simplification can be removed leading to
Markov processes with general state spaces.
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Related Work: There are two main approaches for analytical modeling of DSN.
The first is by direct construction of Markov processes and numerically solving the
balance equation to obtain performance metrics from this. Typical examples are
[2] and [3]. Jiang and Walrand studied the closely related CSMA protocol for the
IEEE 802.11Wireless Networks, and found explicit expressions for the stationary
distribution of the network, see [5] and the references there. A single node and its
environment is described in [9], exploiting matrix-geometrical methods.

The second approach is by utilizing stochastic network models with prod-
uct form steady state. From this it is easy to obtain performance metrics. One
often pays with oversimplification. But experience with the OR models for clas-
sical computer and communications systems is, that many systems are robust
against deviations from, e.g., assumptions on service distributions. Using product
form models usually one usually proceeds in the two-step construction, described
above. For an idealized sensor network with sleep and active periods of the nodes
Liu and Tong Lee [10] applied this procedure. Mehmet Ali and Gu [11] used a
generalized Jackson network with unreliable nodes to model a DSN. From the
product form steady state in [14] the authors derive relevant performance met-
rics. Wu, Wang, Dang, and Lin [17] used a classical Jackson network to model
”delay/fault-tolerant mobile sensor networks”. A detailed analysis of a DSN with
the aid of queueing network models is performed by Qiu, Feng, Xia, Wu, and
Zhou [12]. The networks are not of product form but similar to Mehmet Ali and
Gu [11] it is assumed that separability can be applied.

Our research in this paper is part of an ongoing project which focusses on
investigations of queueing networks in a random environment. The aim is to
find structures which show the asymptotic properties of separable networks (a)
for the internal structure of Jackson-type or BCMP networks, and (b) for the
interaction of the service network with the environment. Predecessors of our
present work are e.g., [13] (environment determines the availability of unreliable
network nodes), [15] (environment consists of an attached inventory, where stock-
out lets the service process break down until replenishment arrives). A survey
on related queueing-inventory systems is [8]. Recent results on single nodes are
in [6], [7], with more relevant references.

The paper is structured as follows. In Section 2 we describe in detail the
features of transmission and queue management protocols which we will incor-
porate into our model. Section 3 contains the main result on separability of the
queue-environment interaction. In Section 4 we present details which can be fur-
ther incorporated into the model, as well as possibilities to reduce complexity
for easier computations. Some examples are presented in detail.

2 Model Description

We consider a single mobile sensor node in a DSN (disruption tolerant wireless
sensor network). Due to mobility and changing external conditions, this ”refer-
enced node” (RN) observes a varying environment with which the RN strongly
interacts The functioning of the RN is governed by the following principles which
select the relevant features and incorporate several interacting processes.
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– Length of the packet queue of the RN (∈ IN0),
– number of active nodes in the one-hop neighborhood (the ”outer environ-

ment”) and the nodal delivery status of these neighbors,
– nodal delivery status of the RN (part of the ”inner or local environment”),
– modus of the RN (active = 1, sleep = 0) (part of the ”inner environment”).

It follows that the referenced node RN can communicate with other nodes if
and only if RN is active (= 1) and the number of active nodes in the outer
environment is > 0 (for short we say, the outer environment then is on (> 0)).

When RN is active (= 1) and outer environment on (> 0), the stream of
packets arriving at the packet queue of RN is the superposition of data gathering
and receiving packets from other nodes. Following [17][p. 3291] we assume that
the superposition process is a Poisson-λ process, and processing a packet in
the queue needs an exponential-μ distributed time. The inter arrival times and
service times are an independent set of variables.

Whenever RN is in sleep mode or the outer environment is off, all sensing,
relaying, and sending activities of RN are frozen. This assumption is posed for
simplicity, and is different from e.g. [10], who allow during this periods data
gathering by the node, but is in line with e.g. [18].

Whenever RN is ready to send, it sends a packet to a one-hop neighbor.
The routing decision is made on the basis of the nodal delivery status of the
neighbors. The packet is send to the neighbor node with maximal nodal delivery
value, say ζ, if there are ties these are broken by a pure random decision (with
equal probability).

The nodal delivery values are on a scale D := {1, 2, . . . , d} with d < ∞
the highest value. Whenever RN has send a packet to a node with delivery value
ζ, it updates its own delivery value ξ as follows

ξ →

⎧⎨
⎩

ξ + 1, if ξ < ζ;
ξ − 1, if ξ > ζ;
ξ, if ξ = ζ.

(1)

Moreover, RN maintains a timer to adjust its nodal delivery value [17][p. 3288]:
Whenever there has been no transmission within a time interval Δ̄, a timeout
occurs and the delivery value ξ is updated (because RN could not transmit data
during an interval Δ̄) as follows

ξ →
{
ξ − 1, if ξ > 1;
ξ, if ξ = 1.

(2)

The length of the interval Δ̄ is Erlang-distributed with phase parameter δ and
T ≥ 1 phases (approximating a deterministic timer [17]). Whenever a transmis-
sion of RN occurs, the running timer is interrupted and immediately restarted.
The phases are counted in decreasing order T, T − 1, . . . , 1. When the timer ex-
pires (the last phase, counted = 1, ends), it is reset to its maximal value T . The
successive sampled timer intervals are independent and independent of the other
activities.



Modeling and Performance Analysis of a Node 77

Remark: In [17][p. 3288] the nodal delivery values are probabilities, i.e., on scale
[0, 1], our rescaling is only for technical simplifications.

Message fault tolerances for the packets are introduced to estimate the
importance of a stored (replication of a) message. Replications of some sent
packets are stored for another transmission sometime later on. Whenever a copy
of the sent message is stored at the end of the local queue, its message fault
tolerance value is increased depending on the delivery values of the receiver.
This will make the DSN less vulnerable against packet losses and will on the
other hand not flood the network with too much messy packets.

Handling ”message fault tolerance” is suppressed in the analytical single node
model in [17]. We incorporate a simplified scheme in our model by the

Assumption on Generating Redundancy: Whenever RN has send a packet,
it will store that packet with probability f > 0 at the end of its local queue.
The storage decision is independent of the past. We assume in our first approach
that f = 0 holds (as in [17]), f > 0 will be dealt with in Section 4.

Definition 1. The ”outer environment process” describes the development of N
nodes, which constitute the one-hop neighborhood of RN, and is assumed to be
an irreducible homogeneous Markov process

O = (O(t) : t ≥ 0), with state space Eo := ({0} ∪D)
N

,

where 0 in coordinate number k stands for ”the k-th node is not available for
RN”, while ηk > 0 in coordinate k stands for ”the k-th node is available for RN
and has a nodal delivery value ηk ∈ D”.

The generator of O is denoted by Qo = (qo(y, y
′) : y, y′ ∈ Eo) and the unique

steady state distribution of O is denoted by θo = (θo(y) : y ∈ Eo).
We abbreviate for η = (η1, . . . , ηN ) ∈ Eo: g(η) := max{η1, . . . , ηN}, and shall

say that the outer environment is ”quiet” if g = 0 holds.

RN can communicate with other nodes iff RN is active = 1 and g �= 0 holds.

Example 2. Several properties and components of the following environment
process are taken from the model in [17]. (1) Reduction to a fixed cell where
all other sensors are accessible, i.e., the one-hop neighborhood with N nodes
is sufficient. (2) Independence of sensor nodes in the cell, which leads to (3)
below and to the processes describing the behavior of the neighbors of RN are
independent Markov processes with state space {0, 1, 2, . . . , d}. (3) Retrials are
independent with identical success probability which is expressed in (3).

In the model [17][Section 3] is not incorporated that as long as a node, say node
j, is active its nodal delivery value evolves as a random walk on D as indicated
by (1) and (2) which are taken from [17][Section 2.A.(1)]. For simplicity, we
assume that this random walk is Markov for its own, with upward jump rate
w+

j (ηj) for node j in state ηj < d, and downward jump rate w−
j (ηj) in state

ηj > 1. Its steady state is with normalization Gj

pj(ηj) = G−1
j

ηj∏
k=2

w+
j (k − 1)

w−
j (k)

, ηj = 1, . . . , d .
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With the help of these steady state probabilities and constant rates aj , bj > 0 we
incorporate additionally the active/sleep behavior (see Definition 4 below) of the
nodes in the neighborhood into the positive local transition rates for node j as

qoj(0, ηj) = bj · pj(ηj), and qoj(ηj , 0) = aj , ηj = 1, . . . , d .

The positive transition rates of O are for j = 1, . . . , N, and ηj ∈ {1, . . . , d}

qo((η1, . . . , ηj−1, 0, ηj+1, . . . , ηN ); (η1, . . . , ηj−1, ηj , ηj+1, . . . , ηN )) = bj · pj(ηj),
and qo((η1, . . . , ηj−1, ηj , ηj+1, . . . , ηN ); (η1, . . . , ηj−1, 0, ηj+1, . . . , ηN )) = aj . (3)

The environment process O is ergodic with steady state probabilities

θo(η1, . . . , ηN )=

N∏
j=1

(
aj

aj + bj

)1(ηj=0)
(

bj
aj + bj

· pj(ηj)
)1(ηj �=0)

, (η1, . . . , ηN )∈Eo .

The outer environment is quiet with probability θo(0, . . . , 0)=
∏N

j=1(aj/(aj + bj)),
and for k = 1, . . . , d the probability that {g ≥ k} holds is

1−
N∏
j=1

⎛
⎝ aj
aj + bj

+
bj

aj + bj

k−1∑
ηj=1

pj(ηj)

⎞
⎠ . (4)

Definition 3. The inner (local) environment of RN is a stochastic process,
which is not Markov for its own

I = (I(t) : t ≥ 0), with state space Ei := Δ×D,

where (t, ξ) ∈ Δ×D indicates that the timer is in phase t and the nodal delivery
status of RN is ξ. Recall: 1 stands for lowest, d for highest delivery value, Δ :=
{1, . . . , T } are the possible residual exponential-δ phases of the running timer.

Definition 4. Active and sleep phases of RN are governed by an alternating
renewal process

A = (A(t) : t ≥ 0), with state space Ea := {0, 1},

where 1 stands for ”active” and 0 stands for ”sleep”. The dwell time in the active
status is exponential-α, whereas in sleep status exponential-β. The unique steady
state distribution of A is θa = (θa(0), θa(1)) = (β/(α+ β), α/(α + β)).
During RN’s sleep times all its activities are frozen: Sending, receiving, timer.

Definition 5. The queue length process of RN is a process, which is not Markov
for its own

X = (X(t) : t ≥ 0), with state space IN0,

where X(t) counts the number of packets stored in RN, either under transmission
(in service) or waiting. Whenever RN is sleeping or the outer environment is
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quiet, there is no service possible,the packet on the service place is stored there,
and no new arrival is admitted until RN becomes active again and there are
active nodes in the outer environment.

Note, that whenever RN is in active mode, its timer is running, irrespective
of the status of the outer environment O.

Assumption 6. We make the following natural assumption: The processes O
and A are independent and independent of the set of inter arrival and service
times, and of the timer intervals.

Note, that independence of A and O from the timer is for free if the timer is
deterministic. A direct consequence of the definitions and Assumption 6 is

Proposition 7. With Y := (A, I,O) the process Z := (X,Y ) = (X,A, I,O) is
a homogeneous Markov process, which is irreducible on state space

E := IN0 × Ea × Ei × Eo = IN0 × {0, 1} ×Δ×D × ({0} ∪D)N .

We denote the generator of Z by Q = (q(z, z′) : z, z′ ∈ E), and, when it exists,
the (then uniquely defined) steady state distribution of Z, by π = (π(z) : z ∈ E).

In general the queue length process X and its environment Y are strongly de-
pendent. In one direction, the environment can shut down the service and arrival
process, while in the other direction transmission of a message changes the nodal
delivery value and resets the timer. We emphasize that in the first case the en-
vironment changes and the queue length stays at its present value, while in
the second case the queue length and the environment jump concurrently. This
property is discussed in Remark 2 below in comparison with the literature.

3 Steady State Behavior

We assume in the following that the node and its environment can stabilize in
the long run, i.e., the joint process Z = (X,Y ) is ergodic, which implies that a
steady state of Z exist. Recall from p. 76: When RN is able to communicate,
the arrival rate is λ, the service rate is μ.

Proposition 8. Z is ergodic on E iff λ < μ. Then its unique stationary distri-
bution π fulfills for all (n, a, t, ξ, η) ∈ IN0 × {0, 1} ×Δ×D × ({0} ∪D)N

π(n, a, t, ξ, η) =

(
1− λ

μ

)(
λ

μ

)n

· θ(a, t, ξ, η) , (5)

where θ is a (unique) probability distribution on {0, 1} ×Δ×D × ({0} ∪D)N .

Proof. In the balance equations for Z we abbreviate −qo(η, η) =: qo(η), η ∈ Eo,
and when no restriction is posed, a variable runs through all admissible values.
Recall g(η) := max(η1, . . . , ηN ).
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For g(η) �= 0, t < T, a = 1 : π(n, 1, t, ξ, η)[λ+ μ1(n>0) + α+ δ + qo(η)]

= π(n− 1, 1, t, ξ, η)λ1(n>0) + π(n, 0, t, ξ, η)β + π(n, 1, t+ 1, ξ, η)δ

+
∑

γ∈Eo−{η}

π(n, 1, t, ξ, γ)qo(γ, η)

For g(η) �= 0, a = 1 : π(n, 1, T, ξ, η)[λ+μ1(n>0) + α+ δ + qo(η)] (6)

= π(n− 1, 1, T, ξ, η)λ1(n>0) + π(n, 0, T, ξ, η)β +
∑

γ∈Eo−{η}

π(n, 1, T, ξ, γ)qo(γ, η)

+π(n, 1, 1, ξ, η)δ1(ξ=1) + π(n, 1, 1, ξ + 1, η)δ1(ξ<d) +
T∑

s=1

π(n+ 1, 1, s, ξ, η)μ1(ξ=g(η))

+

T∑
s=1

π(n+ 1, 1, s, ξ − 1, η)μ1(0<ξ−1<g(η))+

T∑
s=1

π(n+ 1, 1, s, ξ + 1, η)μ1(d≥ξ+1>g(η)>0)

For η with g(η) = 0, t < T, a = 1 : π(n, 1, t, ξ, η)[α+ δ + qo(η)]

= π(n, 0, t, ξ, η)β + π(n, 1, t+ 1, ξ, η)δ +
∑

γ∈Eo−{η}

π(n, 1, t, ξ, γ)qo(γ, η)

For η with g(η) = 0, a = 1 : π(n, 1, T, ξ, η)[α+ δ + qo(η)] = π(n, 0, T, ξ, η)β

+
∑

γ∈Eo−{η}

π(n, 1, T, ξ, γ)qo(γ, η) + π(n, 1, 1, ξ, η)δ1(ξ=1) + π(n, 1, 1, ξ + 1, η)δ1(ξ<d)

For a = 0 : π(n, 0, t, ξ, η)[β + qo(η)]=π(n, 1, t, ξ, η)α+
∑

γ∈Eo−{η}

π(n, 0, t, ξ, γ)qo(γ, η)

Inserting π(n, a, t, ξ, η) =
(
1− λ

μ

)(
λ
μ

)n

· θ(a, t, ξ, η) into these equations reveals

that the queue length terms
(
1− λ

μ

)(
λ
μ

)n

cancel completely, which yields the

following set of reduced equations.

For g(η) �= 0, t < T, and a = 1 : θ(1, t, ξ, η)[λ + α+ δ + qo(η)] = θ(0, t, ξ, η)β

+θ(1, t+ 1, ξ, η)δ +
∑

γ∈Eo−{η}
θ(1, t, ξ, γ)qo(γ, η)

For g(η) �= 0, a = 1 : θ(1, T, ξ, η)[λ+ α+ δ + qo(η)] = θ(0, T, ξ, η)β

+
∑

γ∈Eo−{η}
θ(1, T, ξ, γ)qo(γ, η) + θ(1, 1, ξ, η)δ1(ξ=1) + θ(1, 1, ξ + 1, η)δ1(ξ<d)

+

T∑
s=1

θ(1, s, ξ, η)λ1(ξ=g(η)) +

T∑
s=1

θ(1, s, ξ − 1, η)λ1(0<ξ−1<g(η))

+

T∑
s=1

θ(1, s, ξ + 1, η)λ1(d≥ξ+1>g(η)>0)

For η with g(η) = 0, t < T, a = 1 : θ(1, t, ξ, η)[α+ δ + qo(η)]

= θ(0, t, ξ, η)β + θ(1, t+ 1, ξ, η)δ +
∑

γ∈eo−{η}
θ(1, t, ξ, γ)qo(γ, η)

For η with g(η) = 0, a = 1 : θ(1, T, ξ, η)[α+ δ + qo(η)] = θ(0, T, ξ, η)β
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+
∑

γ∈Eo−{η}
θ(1, T, ξ, γ)qo(γ, η) + θ(1, 1, ξ, η)δ1(ξ=1) + θ(1, 1, ξ + 1, η)δ1(ξ<d)

For a = 0 : θ(0, t, ξ, η)[β + qo(η)] = θ(1, t, ξ, η)α+
∑

γ∈Eo−{η}
θ(0, t, ξ, γ)qo(γ, η)

With elementary, but tedious computations it can be shown that this is a ”gen-
erator equation”, i.e., there exists some continuous time Markov process on the
finite state space K := {0, 1} × Δ × D × ({0} ∪ D)N with generator matrix
Qred = (qred(y, y

′) : y, y′ ∈ K such that the reduced system of equations is
θ ·Qred = 0. The main effort is to show that the row sums of Qred are zero.

This generator equation has a unique probability solution because K is finite
and Qred is irreducible.

The result of Proposition 8 is surprising. Obviously, the queueing process X
which is the central unit of the message handling and transmission management
system and the environment process Y strongly interact. Nevertheless, in steady
state and in the long run the joint steady state distribution for a fixed time
instant is the independent coupling of the respective marginal steady state dis-
tributions. This resembles the independence of the marginal queue lengths in a
stationary Jackson network [4]. The new feature here is that X and Y are pro-
cesses of very different structure, while in Jackson’s theorem the queue lengths
are processes of similar nature.

Similarly, as it is well known in the case of Jackson networks, our result does
not say thatX and Y are independent processes. There are correlations over time
in (Z(s), Z(t)) for 0 ≤ s < t and for different time instants there are correlations
between X(s) and Y (t). The investigation of this correlation structure is part of
our ongoing research.

Another remarkable property of the system following from Proposition 8 is
an invariance property: Whenever for a pair λ, μ with λ < μ we have computed
the marginal environment steady state θ, this is the θ as function of λ (not of
μ!) for all other pairs with λ < μ. This is of interest in cases of a complicated
environment, where θ ·Qred = 0 may be not easy to obtain.

Remark 1. From the very definition of the active-sleep process A and the outer
environment process O and Assumption 6 it follows that the marginal distribu-
tion of A is θa given in Definition 4 and the marginal distribution of O is θo
indicated in Definition 1.

The solution θ of θ ·Qred = 0, found in the proof of Proposition 8 in general
does not factorize further. But even if we cannot factorize θ further it is helpful
by reducing an infinite linear system of equations to a finite system.

Remark 2. Boucherie [1] considered vector processes of independent coordinates,
where restriction on the transitions are imposed as follows: A coordinate process,
say Sj , by entering a specified subset Aj of its state space, where he competes
with a second process, say Sk for resources (which can be used by only one pro-
cess at a time) shut down Sk completely, as long as it stays in Aj . This is similar
to our ”vector process”. The difference is: In [1] it is assumed that only one
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coordinate of the vector process can change at time, and the starting point are
independent Markov processes. Neither property is required here: Not all pro-
cesses used for the construction are independent, and there occur simultaneous
jumps of the queue and the environment, as can be seen in (6).

4 Extensions and Refinements

Modeling the Outer Environment
The Markov process O to describe the development of the outer environment
is constructed in Definition 1 in the spirit of the neighborhood construction of
[17]. Note, that there dynamics of the nodal delivery values are substituted by a
fixed value. Into our process O we have incorporated dynamics of nodal delivery
values without much effort, still obtaining explicit expressions.

Our modeling procedure offers to incorporate much more versatile dynamical
schemes. This can be seen from the proof of Proposition 8: It is not necessary
that the set {g = 0} ⊂ Eo is single valued. There may be more states of the
outer environment which do not allow RN to communicate with its neighbors
for different reasons.

On the other side this flexibility offers model reductions. Starting from a
complex environment space E′

o with rates q′o(k, �) and some ”decision function”
(other than the simple maximum) g′ : U ′ → {0, 1, . . . , d} we can reduce com-
plexity via U ′′ := g(U ′) := {0, 1, . . . , d} and assume that the functional process
g(O) is Markovian itself. Reasonable (approximate) transition rates then are

q′′o (k, �) := S(k, �)−1
∑

η∈U,g′(η)=k

∑
ζ∈U,g′(ζ)=�

q′o(η, ζ) ,

where S(k, �) =
∑

η∈U ′,g′(η)=k

∑
ζ∈U ′,g′(ζ)=� 1(q′o(η,ζ)>0) is the number of positive

transitions from {g′ = k} to {g′ = �}.
More reduction is obtained if we distinguish in the status of the outer envi-

ronment only states 0 (= no active neighbor = quiet outer environment) and 1
(= at least one active neighbor).

In any case: The proof of Proposition 8 applies without changes.

Example 9. Consider the outer environment Eo from Definition 1. Then
g(Eo) = {0, 1, . . . , d} and from (4) the probability of {g = 0} is

p(0) =
∏N

j=1(aj/(aj + bj)), while the maximal nodal delivery value in the neigh-
borhood is k ≥ 1 (i.e., {g = k}) with probability p(k) :=

N∏
j=1

⎛
⎝ aj
aj + bj

+
bj

aj + bj

k∑
ηj=1

pj(ηj)

⎞
⎠−

N∏
j=1

⎛
⎝ aj
aj + bj

+
bj

aj + bj

k−1∑
ηj=1

pj(ηj)

⎞
⎠ .

A kernel to generate dynamics for this equilibrium is with positive transition
rates

q(i, i+ 1) = �(i), i = 0, 1, . . . , d− 1, and q(i, i− 1) = m(i), i = 1, . . . , d,
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with �(i) = 1/p(i) for i = 0, 1, . . . , d− 1 and m(i) = 1/p(i) for i = 1, . . . , d. This
yields a reversible dynamics with the required target distribution.

Example 10. Consider the outer environment Eo from Definition 1 with D :=
{1}, i.e., we distinguish only whether the N nodes of RN’s one-hop neighborhood
are available or not. Then Eo = {(0, 1)}N and the positive transition rates for
O are, for j = 1, . . . , N, and ηj = 1

qo((η1, . . . , ηj−1, 0, ηj+1, . . . , ηN ); (η1, . . . , ηj−1, ηj , ηj+1, . . . , ηN )) = bj, and

qo((η1, . . . , ηj−1, ηj , ηj+1, . . . , ηN ); (η1, . . . , ηj−1, 0, ηj+1, . . . , ηN )) = aj .

The environment process O is ergodic and the steady state probabilities are

θo(η1, . . . , ηN ) =
N∏
j=1

(
aj

aj + bj

)1(ηj=0)
(

bj
aj + bj

)1(ηj=1)

, ∀(η1, . . . , ηN ) ∈ Eo .

The outer environment is quiet with probability θo(0, . . . , 0)=
∏N

j=1(aj/(aj + bj)).

Modeling Fault Tolerance
The introduction of fault tolerance values for any message and its updating
in course of transmitting a message and possibly restoring it in the message
queue of RN tries to support the resilience of the network without flooding it
with messages. Modeling this in a detailed way would need to introduce for the
messages different types which change over time and, if we follow the details
of the protocol in [17], type-dependent priorities and reordering of the packets
according to the fault tolerance values. As the authors in that paper noticed,
such scheme probably can not be modeled analytically in full detail. So message
replication is skipped in their model.

A simple way to incorporate the effect of increasing queue lengths by a ran-
domized message replication is to estimate an overall replication probability
f ∈ [0, 1] for sent messages and consider the message queue as a feedback queue:
If a message is served, it is fed back with feedback probability f > 0 to the tail
of the queue. We immediately obtain the

Corollary 11. Let the message queue be a feedback queue with feedback prob-
ability f > 0. Z is ergodic on E iff λ < μ(1 − f). Then its unique stationary
distribution πf fulfills for all (n, a, t, ξ, η) ∈ IN0 × {0, 1} ×Δ×D × ({0} ∪D)N

πf (n, a, t, ξ, η) =

(
1− λ

μ(1 − f)

)(
λ

μ(1− f)

)n

· θ(a, t, ξ, η) ,

with θ the distribution on {0, 1} ×Δ×D × ({0} ∪D)N from Proposition 8.

The result says that with replication probability f the load of the referenced node
is the same as without replication but with a prolongation of the transmission
time according to service rate μ(1− f).

Although with the corollary we are in a position to adapt the load of the
message queue better to the situation with message replication we have to pay
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for this with a slight drawback, which may be not obvious. The protocol in [17]
declares that the nodal delivery value is updated every time a message is sent
out. In the model described in Corollary 11 updating is formally done only when
a message is sent out and no feedback occurs.

Without going into the details we mention only that we can remedy this
drawback by introducing an additional update process which updates RN’s nodal
delivery value according to the scheme (1) at time points generated by a Poisson-
μf process when RN is active.

Intensity of the Arrival Process
In [17], [10], [18]), the arrivals at the message queue of RN are assumed to be gen-
erated by two independent Poisson processes. A Poisson-r process generates the
data for RN, while a Poisson-� process is generated by the nodes in the neighbor-
hood of RN. The intensity of the Poisson-� process is determined by the states of
the outer environment. � is typically computed as a gross value on the basis of the
environments steady state. An example is given in [17][p. 3291]. In a similar waywe
can, starting from the information decoded in the distribution θ from Proposition
8, estimate the overall arrival rate � at RN from the outside.We then set λ := r+ �.

Reducing the Dimension of the Environment Process
The reduction of complexity described above leave the dimension of the state
space of Z invariant while diminishing the sizes of components. Further reduc-
tion can be obtained by incorporating the effects of the outer environment into
the transition regime of the inner environment and by canceling thereafter the
component process O. The resulting process Z := (X,Y ) = (X,A, I) will be
a homogeneous irreducible strong Markov process on E := IN0 × Ea × Ei =
IN0 × {0, 1} × Δ × D. The development of the nodal delivery status of RN is
governed by the timer Δ̄ as before via (2) and by the rule that whenever RN
has send a packet, it updates its delivery value ξ as follows

ξ →

⎧⎨
⎩

ξ + 1, with probability r+(ξ) if ξ < d;
ξ − 1, with probability r−(ξ) if ξ > 1;
ξ, with probability 1− r+(ξ)1(ξ<d) − r−(ξ)1(ξ>1) if 1 ≤ ξ ≤ d.

As in Proposition 8 then follows for the system with no replication of sent mes-
sages (f = 0) the first part of the next statement, while the second part is again
surprising.

Corollary 12. Z is ergodic on the reduced state space E = IN0 × Ea × Ei =
IN0 × {0, 1}×Δ×D iff λ < μ. Then its unique stationary distribution π fulfills

π(n, a, t, ξ) =

(
1− λ

μ

)(
λ

μ

)n

· θ(a, t, ξ), ∀(n, a, t, ξ) ∈ IN0 × {0, 1} ×Δ×D ,

where θ is a uniquely defined probability distribution on {0, 1} ×Δ×D.
Moreover, θ factorizes completely for (a, t, ξ) ∈ {0, 1} ×Δ×D according to

θ(a, t, ξ) =

(
β

α+ β

)a

·
(

α

α+ β

)1−a

·
(

δ

λ+ δ

)T−t

K−1
Δ · ψ(ξ) . (7)
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Here KΔ = δ
λ

(
λ+δ
δ −

(
δ

λ+δ

)T−1
)

is the normalization for the timer distribu-

tion, and ψ is a probability on D, the marginal nodal delivery value distribution.

Proof. Whenever there is no restriction for a variable indicated, it runs through
all admissible values. The steady state equations for Z are then

For t < T, a = 1 : π(n, 1, t, ξ)[λ+ μ1(n>0) + α+ δ]

= π(n− 1, 1, t, ξ)λ1(n>0) + π(n, 0, t, ξ)β + π(n, 1, t+ 1, ξ)δ

For a = 1 : π(n, 1, T, ξ)[λ+ μ1(n>0) + α+ δ] = π(n− 1, 1, T, ξ)λ1(n>0)

+π(n, 1, 1, ξ)δ1(ξ=1) +

T∑
s=1

π(n+ 1, 1, s, ξ − 1)μr+(ξ − 1)1(ξ>1)

+π(n, 1, 1, ξ + 1)δ1(ξ<d) +

T∑
s=1

π(n+ 1, 1, s, ξ + 1)μr−(ξ + 1)1(ξ<d)

+π(n, 0, T, ξ)β +
T∑

s=1

π(n+ 1, 1, s, ξ)μ[1− r+(ξ)1(ξ<d) − r−(ξ)1(ξ>1)]

For a = 0 : π(n, 0, t, ξ)β = π(n, 1, t, ξ)α

Inserting π(n, a, t, ξ) =
(
1− λ

μ

)(
λ
μ

)n

·
(

β
α+β

)a

·
(

α
α+β

)1−a

·φ(t, ξ), where φ is a

function of (t, ξ) only, into these equations reveals that the terms
(
1− λ

μ

)(
λ
μ

)n

·(
β

α+β

)a

·
(

α
α+β

)1−a

cancel completely, yielding a set of reduced equations:

For t < T : φ(t, ξ)[λ + δ] = φ(t+ 1, ξ)δ

φ(T, ξ)[λ+ δ]

= φ(1, ξ)δ1(ξ=1) +

T∑
s=1

φ(s, ξ − 1)λr+(ξ − 1)1(ξ>1) + φ(1, ξ + 1)δ1(ξ<d)

+
T∑

s=1

φ(s, ξ + 1)λr−(ξ + 1)1(ξ<d) +
T∑

s=1

φ(s, ξ)λ[1 − r+(ξ)1(ξ<d) − r−(ξ)1(ξ>1)]

For t = 1, . . . , T, the first equation yields φ(t, ξ) = φ(T, ξ) (δ/(λ+ δ))T−t , and

we set φ(t, ξ) =
(

δ
λ+δ

)T−t

K−1
Δ ·ψ(ξ) for some function ψ(ξ). The first equation

is solved obviously by this expression, and the second turns into ψ(ξ)[λ+ δ] =

ψ(ξ)

(
δ

λ+ δ

)T−1

δ1(ξ=1) +

T∑
s=1

ψ(ξ − 1)

(
δ

λ+ δ

)T−s

λr+(ξ − 1)1(ξ>1)

+ψ(ξ + 1)

(
δ

λ+ δ

)T−1

δ1(ξ<d) +

T∑
s=1

ψ(ξ + 1)

(
δ

λ+ δ

)T−s

λr−(ξ + 1)1(ξ<d)
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+

T∑
s=1

ψ(ξ)

(
δ

λ+ δ

)T−s

λ[1 − r+(ξ)1(ξ<d) − r−(ξ)1(ξ>1)]

Recall that
∑T

s=1

(
δ

λ+δ

)T−s

= KΔ and 1
λ+δKΔλ = δ

[
λ+δ
δ −

(
δ

λ+δ

)T−1
]
. Di-

viding by λ+ δ and utilizing this property yields ψ(ξ) =

ψ(ξ)

(
δ

λ+ δ

)T

1(ξ=1) + ψ(ξ − 1)(1−
(

δ

λ+ δ

)T

)r+(ξ − 1)1(ξ>1)

+ψ(ξ + 1)

(
δ

λ+ δ

)T

1(ξ<d) + ψ(ξ + 1)(1−
(

δ

λ+ δ

)T

)r−(ξ + 1)1(ξ<d)

+ψ(ξ)(1 −
(

δ

λ+ δ

)T

)[1 − r+(ξ)1(ξ<d) − r−(ξ)1(ξ>1)]

Taking ψ(1) as unknown, this is a two-term recursion for the ψ(ξ), which are
uniquely determined up to the factor ψ(1), which is determined from ψ(1)+ . . .+
ψ(d) = 1. This must hold, because the proposed product form for θ, respectively
π, is by ergodicity of Z a probability.

Comments: The marginal timer distribution reveals that the most probable timer
value is T . The geometrical decay of the residual timer state probabilities is faster
when the arrival intensity increases. This reflects the timer policy: The timer is
reset to T whenever a message is sent out.

It is not intuitive that (i) the timer distribution is independent of α and β,
because the timer is interrupted whenever RN is in sleep mode, and (ii) the timer
and the active-sleep processes are at fixed times independent.

Corollary 13. In the setting of Corollary 12 in steady state the throughput of
RN is

TH(RN) = λ

(
1− β

α+ β
− ψ(0)

α

α+ β

)
.
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Abstract. In service networks, discovery plays a crucial role as a layer
where providers can be published and enumerated. This work focuses on
the responsiveness of the discovery layer, the probability to operate suc-
cessfully within a deadline, even in the presence of faults. It proposes a
hierarchy of stochastic models for decentralized discovery and uses it to
describe the discovery of a single service using three popular protocols.
A methodology to use the model hierarchy in wireless mesh networks is
introduced. Given a pair requester and provider, a discovery protocol and
a deadline, it generates specific model instances and calculates respon-
siveness. Furthermore, this paper introduces a new metric, the expected
responsiveness distance der, to estimate the maximum distance from a
provider where requesters can still discover it with a required responsive-
ness. Using monitoring data from the DES testbed at Freie Universität
Berlin, it is shown how responsiveness and der of the protocols change
depending on the position of nodes and the link qualities in the network.

Keywords: Real-time systems, Responsiveness, Service discovery,Wire-
less mesh networks, Markov Models, Probabilistic Breadth-First Search.

1 Introduction

Service-oriented architecture (SOA) describes a paradigm where services are the
building blocks of system design. SOA introduces several principles to support its
paradigm. Among them is discoverability, which means that structured data is
added to services to be effectively published, discovered and interpreted. Com-
munication of this data is done by service discovery (SD). Using SD, service in-
stances can be enumerated and sorted according to functional and non-functional
requirements, facilitating autonomous mechanisms like optimization of service
compositions or fall-back to correctly operating instances in case of failure.

If discovery fails, a service cannot be available. Comprehensive service depend-
ability evaluation thus needs to consider the discoveryprocess.This is traditionally
neglected, however. Since SD is a time-critical operation, one key dependability
property is responsiveness – the probability to perform some action on time even
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in the presence of faults [14]. For SD, responsiveness quantifies the probability that
a required ratio of present service instances is found within a deadline. Due to the
diversity of usage scenarios and the dynamics of modern networks, it is not trivial
to predict. This problem is exemplified in unreliable networks with more complex
fault behavior, such as self-organized wireless mesh networks (WMNs), where the
quality of links is constantly changing and heavily affected by external interference,
fading effects and multi-path propagation.

This work provides a hierarchy of stochastic models to evaluate responsive-
ness of decentralized SD in unreliable networks. It provides a methodology to
apply these models to WMNs. Because of a high variability of link quality in
such networks, the responsiveness is expected to change significantly with the
positions of requester and provider. The methodology thus considers the user-
perceived responsiveness of given communication partners. It estimates packet
loss probabilities and transmission time distributions for each link on the com-
munication paths between the partners and generates specific model instances
to assess SD responsiveness. This facilitates the evaluation of responsiveness in
common SD scenarios, to provide hints on the suitability of current protocols
and detect their shortcomings in WMNs. The provided solution is expected to
spur future research on service dependability which includes the discovery layer.

The remainder of this paper is structured as follows. After brief background
information and related work in Sections 2 and 3, the problem is described in
Section 4. A hierarchy of stochastic models to evaluate SD responsiveness is
introduced in Section 5, followed by a methodology that uses these models in
Section 6. The case study in Section 7 shows the responsiveness of SD in different
scenarios. Results are explained and interpreted. Section 8 concludes the work.

2 Service Discovery

SD is realized with three different architectures. In two-party or decentralized
architecture, service clients and providing instances communicate directly with
each other. In three-party or centralized architecture, this communication is
handled by a registry. Hybrid architectures can switch between these two on
demand. SD describes service instances with a unique identifier, optionally a
service type and other structured information relevant to a service user. Syntax
and semantics of this information are known to discovery clients.

Discoverability requires the ability to both publish a service instance and to
discover it. All discovery protocols supply these two basic types of operation.
A providing service instance can publish its presence either directly to the net-
work via multi- or broadcast or to a registry, also known as registration. Clients
use discovery to enumerate providing instances passively, by listening to pub-
lish messages or actively, through discovery requests with subsequent responses,
if providers are available. Responses are either sent directly from providers or
from the registry, via uni- or multicast. The use of multicast generally causes
higher load on the network than unicast. However, it may suppress requests from
other clients by responding proactively and greatly simplifies distributed cache
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maintenance. In WMNs, efficient flooding poses a great challenge so using
multicast should be considered carefully.

In Internet Protocol (IP) networks, three different discovery protocols are
prevalent: Service Location Protocol (SLP), Simple Service Discovery Protocol
(SSDP) and Domain Name System based Service Discovery (DNS-SD). DNS-SD
as part of the Zeroconf protocol family is referred to by that name throughout
this paper. Especially, SSDP and Zeroconf can be found in a plethora of embed-
ded devices, such as printers, network-attached storage or cameras. The protocols
transmit messages using the lightweight user datagram protocol (UDP). UDP is
an unreliable transport so recovery operations are done by the SD protocols
themselves. Fail-stop faults may be classified as regular exhibition of network
dynamics and are recovered by goodbye messages. Crash, omission and timing
faults are recovered by request retries and timeouts. The number of retries and
the time between them vary among the protocols. Zeroconf and SLP specify an
initial retry timeout and then double it every period. In SSDP, the requester may
choose a timeout in a specified interval for every period. Values for the individ-
ual intervals are shown in Table 1. Quantitative analysis of specific properties to
justify these strategies, responsiveness in particular, is practically non existent.

Table 1. Service discovery retry intervals for the studied protocols

tretry(1) tretry(2) tretry(3) tretry(4) tretry(5)

Zeroconf 1s 2s 4s 8s 16s
SLP 2s 4s 8s 16s 32s
SSDP (min/max) 1s/5s 1s/5s 1s/5s 1s/5s 1s/5s

Most widely used for IP networking in WMNs is Optimized Link State Routing
(OLSR). OLSR nodes proactively search for routes and cooperatively create a
spanning tree that covers the whole topology. A number of different metropolitan
networks, such as in Athens, Berlin and Leipzig successfully employ OLSR.

3 Related Work

An overview of decentralized discovery protocols can be found in [22] and [11].
Dabrowski et al. did an experiment-based analysis of various dependability prop-
erties in existing discovery protocols [6,7,8]. Among them, related to responsive-
ness is update effectiveness, the probability to restore a consistent state after
failure. They did not consider active SD responsiveness during regular opera-
tion. Furthermore, the widespread Zeroconf protocol is not considered, the re-
sponsiveness of which has been evaluated in experiments in [10]. The paper at
hand aims to provide analytical methods to reproduce the results in [10].

The automatic generation of steady-state service availability models from ser-
vice descriptions and infrastructure information is presented in [15]. A related
approach with state-of-the-art tool support can be found in [9], which has been
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extended to support instantaneous availability evaluation in [19]. However, none
can be easily adapted for responsiveness evaluation and their complexity is pro-
hibitive in highly connected WMNs. A work inspirational to this paper describes
dependability analysis using directed acyclic graphs [20]. The paper at hand
combines a network topology and a discovery operation in a Markov model that
reflects such a graph. A related model has been used for a cost-estimation of
automatic network address assignment in Zeroconf [4].

General problems and challenges in WMNs are presented in [1]. There are sev-
eral approaches to model packet transmission delays at the 802.11MAC level, e.g.
[17,18], which will not be considered due to their complexity. Bianchi [2] devel-
oped a Markov model to compute the 802.11 Distributed Coordination Function
(DCF) saturation throughput. It assumes a known finite number of terminals,
ideal channel conditions and all nodes in one collision domain. These assump-
tions do not hold for the WMNs targeted in this work. Instead of a detailed
modeling of low-level MAC operations, we favor an approach that encompasses
application layer protocols. Our delay estimation is based on the expected trans-
mission count (ETX) metric [5] used by OLSR with packet transmission delays
as defined in the 802.11 standard [12], related to, but more efficient than [16].

4 Problem Statement

A methodology is needed to quantify user-perceived responsiveness of decen-
tralized SD in WMNs. The user-perceived scope is defined by the position of
requester and provider and the time of discovery. The methodology needs to use
a stochastic model to evaluate responsiveness and an automated procedure that
covers the following steps: (1) Define SD scenario that contains requester and
provider, protocol and deadline for the SD operation. (2) Gather monitoring data
from the network and prepare that data as input parameters of the model. (3)
Instantiate specific models using these parameters and the scenario definition.
(4) Evaluate user-perceived responsiveness by solving these model instances.

The methodology should support evaluation of three different variants of SD
responsiveness. First, the responsiveness for different requester-provider pairs,
second, the average responsiveness of a specific provider for all requesters in the
network. Third, a novel metric, the expected responsiveness distance should be
investigated, to estimate the maximum distance from a provider where requesters
are expected to discover it with a required responsiveness (see Definition 1).
This work focuses on IP networks and their most common discovery protocols:
Zeroconf, SSDP and SLP. Routing is done by the prevalent OLSR protocol.

Definition 1. Given a service discovery deadline tD with a required responsive-
ness Rreq(tD), a set of service providers S and sets of clients Cd, d ∈ N

+ with
d denoting the minimum hop distance of each client in Cd from all providers
in S. Let Ravg,d(tD) be the average responsiveness when discovering S from Cd.
The expected responsiveness distance der is the maximum d where Ravg,d(tD) ≥
Rreq(tD) and ∀d′ ∈ N

+, d′ < d : Ravg,d′(tD) ≥ Rreq(tD).
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5 Modeling Service Discovery

When doing SD, the number of requesters and providers may vary. For instance,
multiple clients might request a single service. One client could discover all ex-
isting providers in the network to choose one meeting best its requirements. We
will now focus on decentralized SD by a single client. Any such SD operation
can be described with a generic family of Markov models, which includes three
types of states: (1) A single state named req0 defines the beginning of an SD
operation, when the initial request has been sent. (2) Two absorbing states ok
and error define the successful or unsuccessful end of an SD operation. (3) A
set containing every state between the first two types where not all required
responses have been received and the final deadline has not been reached.

The Markov model family is parametric in two parameters: number of retries
and required coverage. The maximum number of retries n describes the first
dimension of the model family. Beginning from req0, it defines a chain of retry
states reqi, i = 1...n, that stand for “retry i has been sent”. From every retry
state the model can transition into ok in case a sufficient number of responses
was gathered. If not it will transition to the next retry state and eventually from
reqn to error. The parameter required coverage describes how many responses
need to be received before an SD operation is called successful and is the second
dimension of the model family. The retry states reqi, i = 1...n become a set of
states that relate to the success ratio when doing retry i. The size of this set can
be arbitrary but for example, if three services need to be found for successful
operation, there could be three states reqij , j = 0, 1, 2 for every retry i that
stand for “retry i has been sent and j responses have been received so far”.

Estimating the transition probabilities within this Markov model family is
not trivial. In the following, we propose a hierarchy of stochastic models where
the probabilities of these high level discovery models are calculated by low level
models based on link quality data measured in the network.

5.1 Service Discovery Model

To demonstrate the model hierarchy, we will now instantiate a specific model
for discovery of a single service within a deadline tD = 5s using the Zeroconf
protocol. The number of retries n can be derived by examining the retry strategy
of the discovery protocol under analysis (see Table 1). Given the times in seconds
tretry(i), i ∈ N

+ between retries i − 1 and i with tretry(0) = 0. The total time
ttotal(r) after the beginning of a discovery operation when sending retry r is
calculated according to Equation 1.

ttotal(0) = 0, ttotal(r) =

r∑
i=1

tretry(i) , r ∈ N
+ (1)

For Zeroconf, ttotal(2) < tD < ttotal(3). So, n = 2 retries will be sent. The
resulting regular Markov model instance is depicted in Figure 1: In short, retries
continue to be sent until a response is received, triggering a transition to the
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ok state. If no response is received after retry n has been sent and before tD,
the operation is considered failed by transitioning to state error. So, the dis-
covery operation is successful as soon as the first response packet arrives at the
requester. Transitions between the retry states will only happen if no response
has been received until the specific retry timeout.

req0 req1 req2 error

ok

P1 P2 Pe

1− P1

1− P2 1− Pe

Fig. 1. Markov chain for single service discovery

There are two related probabilities in Figure 1: Pr , 1 ≤ r < n is the proba-
bility that no discovery response was received between ttotal(r) − tretry(r) and
ttotal(r). Pe is the probability that no response was received between ttotal(n)
and tD. Arrival times of responses to a specific request r can be considered as
a random variable Xr. Equation 2 describes the cumulative distribution of this
variable, the probability that a response to request r has arrived by time t or,
the responsiveness Rr(t) of a single request-response operation for request r.

FXr (t) = P{Xr ≤ t} = Rr(t) (2)

Knowing this, Equation 3 calculates the probability that a response to request
r arrives in a specific time interval.

P{tx ≤ Xr ≤ ty} = Rr(ty)−Rr(tx) (3)

Functions Pr : N+ → [0, 1] and Pe : N+ → [0, 1], as defined in Equations 4
and 5, can now calculate Pr and Pe such that Pr(r) = Pr and Pe(n) = Pe.

Pr(r) =

r∏
i=1

(
1− Ri(ttotal(r)) −Ri(ttotal(r − 1))

1−Ri(ttotal(r − 1))

)
(4)

Pe(n) =

n∏
i=1

(
1− Ri(tD)−Ri(ttotal(n))

1−Ri(ttotal(n))

)
(5)

Since Equation 5 is a special case of Equation 4, only Equation 4 is explained in
detail. A retry is forced when no response packet arrived until the retry timeout,
so the product multiplies the individual probabilities for non-arrival of responses
to each request that has been sent so far. The probability for the response to
request i to arrive within the specific interval is described by the quotient. The
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numerator describes the unconditional probability for a response to arrive within
the specified interval. But, deducting from the structure of the Markov model,
it cannot have arrived before. That condition is given in the denominator. The
quotient, thus, gives the probability that a response to request i is received in the
specified time interval, provided it has not arrived before. It is then subtracted
from 1 to get the probability of non-arrival.

Missing is a specification to calculate the functions Rr(t). One way would
be to measure response times of request-response pairs and fit a distribution to
them. We provide an analytical solution instead, using a retry operation model.

5.2 Retry Operation Model

When discovering a single service, each retry step relates to a request-response
pair, described by the semi-Markov process in Figure 2. In state Rq, a request has
been sent. When it arrives at the destination, the provider will send a response,
triggering a transition to state Rp. As soon as this response arrives back at the
requester, the model enters state ok. If one of the messages gets lost, it will
transition to state error.

Rq Rp ok

error

Hrq(t), Prq Hrp(t), Prp

Hrq(t), 1− Prq

Hrp(t), 1− Prp

Fig. 2. Semi-Markov chain for a single request-response pair

In case messages arrive (with a probability of Px), they have a certain distri-
bution of arrival times. This is described by Hx(t), the sojourn time distribution
for state x. The cumulative distribution function of time to absorption in state
ok now calculates Rr(t). Since t is relative to the beginning of the SD operation,
Rr(t) is in fact parametrized by the location ttotal(r), the time at which retry r
is being initiated. The retry operation model is independent of a concrete net-
work infrastructure. It has no knowledge of how to calculate the probabilities
and transition time distributions. Providing concrete values of Px and Hx(t) for
specific SD pairs on demand is the purpose of the network mapping model.

5.3 Network Mapping Model

Mapping requests and responses to the network under analysis means providing
models that calculate Px and Hx(t) in the retry operation model (see Figure 2)
by taking into account the details of the used communication mechanism, unicast
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or multicast. This mapping is dependent on the concrete network infrastructure.
In this case, we provide models for a WMN running OLSR. Different networks
could need diverse models, but, provided they estimate Px and Hx(t), these
could be used in the proposed model hierarchy as well.

Unicast Model. A unicast message follows the shortest path according to the
routing metric. In OLSR, every node periodically calculates that shortest path
and saves the next hop for every destination. A unicast message is sent to the
next hop node which then decides to forward according to its own next hop
information for the destination. We use an algorithm that calculates the unicast
path hop by hop based on the next hop information on each node. If no such
global information is available, using the shortest path known to the first node
remains a viable, albeit less accurate solution.

Since there is only one path with n nodes and m = n − 1 links, this can be
modeled as a simple semi-Markov chain of n states. Each state ki, i = 1...n− 1
stands for “message forwarded by node i”, state kn means “message arrived at
node n”. The links between nodes i and i + 1 become transitions ki → ki+1.
Further, there is a transition from ki, i = 1...n−1 to error to account for packet
loss. State transition probabilities Pki,ki+1 are calculated from the currently mon-
itored packet transmission probabilities of the link between nodes i and i+1 (see
Section 6), taking into account that unicasts will be retransmitted up to seven
times if not acknowledged by the receiving node. The estimation of sojourn time
distributions Hki,ki+1(t) is described in Section 5.4. The resulting unicast chain
is then integrated into the retry operation model in Figure 2 – for a unicast
response, for example, by merging states ki and Rp, kn and ok as well as the
two error states. The rest of the chain replaces transition Rp → ok.

Multicast Model. In theory, modeling the traversal of a multicast discovery
packet should consider all possible paths between source and destination. This
redundancy has been taken into account in [9] but finding all paths between
two nodes is NP -complete, a prohibitive complexity especially in networks with
high connectivity, such as WMNs. Since the vast majority of those paths has a
very low probability of traversal and their impact on the responsiveness of the
multicast communication would be minor, this work instead uses probabilistic
breadth-first search (PBFS) [13] to derive an estimation of the multicast path
length. In PBFS, node neighbors are only considered if the edge between a node
and its neighbor succeeds a random roll against its transmission probability,
as monitored by the routing layer (see Section 6). This way, each run of PBFS
realistically simulates how a multicast packet would traverse the WMN. PBFS is
sampled a sufficient number of times to approximate with which probability the
destination node could be reached. This reflects Px in the retry operation model,
for example, Prq for a multicast request. We additionally store the probability
for each path length in case of arrival to later estimate the distribution of sojourn
time Hx(t) in Section 5.4.
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5.4 Transmission Time Distributions

Estimations for sojourn time distributions in the network mapping models are
based on the (re-)transmission and potential back-off periods defined in the
802.11 standard [12]. For transmission times over links, we assume the lowest
data rate, which is correct for multicasts. Unicasts, however, will transmit at
higher data rates if possible, reducing the time for individual retry transmis-
sions. The estimation thus presents an upper bound for the transmission time as
dependent on the data rate. The estimation also ignores additional contention
due to internal traffic or external interference, which affects the upper limit of
transmission times. To account for this, a certain percentage of packets is as-
sumed to arrive after the estimated maximum transmission time for both uni-
and multicasts. The bounds calculated from these assumptions are fitted to an
exponential distribution for the transmission time. For the unicast model, this is
done for each transition ki → ki+1, i = 1...n− 1 and provides Hki,ki+1(t). In the
multicast model, one distribution function is generated for each possible path
length given by PBFS. The distributions are then weighted with the correspond-
ing probability for their length and combined in a single function Hx(t).

6 Methodology

To calculate the SD responsiveness for given pairs of requester and provider in a
network, the model layers described in Section 5 need to be generated bottom-up
using the following steps:

1. Define a scenario which consists of (1) the SD communication partners re-
quester and provider, (2) the discovery protocol and (3) a deadline for the
SD operation.

2. Generate low level network mapping models for individual requests and re-
sponses between the SD pair requester and provider based on the communi-
cation mechanisms of the protocol, uni- or multicast (see Sections 5.3, 5.4).

3. Integrate the network mapping models from Step 2 in the semi-Markov chain
for the retry model (see Section 5.2). This chain calculates the responsiveness
of an individual retry over time.

4. Calculate the number of retries n based on the defined protocol and deadline.
This defines the structure of the high level discovery model (see Section 5.1).

5. Estimate the state transitions probabilities in the discovery model, using
Equations 4 and 5. In these equations, Rn(t) is the cumulative probability
for absorption at time t in state ok in the retry model from Step 3.

The discovery model can then be solved. The steady-state probability of ar-
rival in state ok in this model is the probability that an SD operation as specified
in the scenario is successful, given the current monitored state of the network.
The methodology has been implemented in a Python framework that carries
out all necessary steps. More complex stochastic analysis is performed using the
SHARPE tool [21].
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All monitoring data is gathered on demand from the routing layer. This ap-
proach is least invasive and can be used in every network where the routing layer
provides the needed data. OLSR nodes use probe messages to measure link qual-
ities for every neighbor. Given the forward delivery ratio df and reverse delivery
ratio dr, ETX is defined as the reciprocal of (df · dr). This information allows to
construct a complete network graph with edges weighted by their ETX value. In
the graph, nodes are annotated with meta information from their local OLSR
routing table that includes the next hop for every other reachable node in the
network.

7 Case Study

To demonstrate how the proposed methodology can be used to estimate the
responsiveness in common use cases of SD, the three protocols explained in
Section 2 are now evaluated in three different scenarios using measured data
from a real-life WMN, the distributed embedded systems (DES) testbed at Freie
Universität Berlin (FUB). This testbed consists of around 130 wireless nodes
that are spread over multiple campus buildings of FUB. Due to space limitations,
we refer to a complete description of the testbed in [3]. For the sake of traceability,
node identifiers in this text reflect the actual hostnames in the testbed.

In this case study, OLSR was used in version 0.6.5.2. It provides a valid
reference for the real world application of the methodology. All monitoring was
done by OLSR. Topology data was gathered with OLSR’s JSON plug-in and then
integrated into the network model using the Python framework. The testbed was
configured and data gathered with different transmission power levels to obtain
different topologies. Retry intervals of the discovery protocols are set according
to the standards as described in Section 2. Since SSDP does not have fixed
intervals, it is assessed in two different configurations reflecting the minimum
and maximum interval as defined in the standard.

7.1 Scenario 1 – Single Pair Responsiveness

First, the responsiveness of a single pair requester and provider is evaluated
over time. In order to investigate also how the responsiveness changes with the
distance between nodes, two different pairs were chosen. One pair (t9-105, t9-
154) is within the main cloud t9, a dense and well-connected part of the WMN
consisting of 56 nodes (see Figure 3a). The other pair (t9-105, a3-119) covers
almost the maximum distance in the network (see Figure 3b). In both cases, node
t9-105 is the requester. The results clearly show that as the distance between
requester and provider increases, overall responsiveness decreases.

The difference in responsiveness among the protocols is apparent. With in-
creasing deadlines the responsiveness of the Zeroconf protocol is consistently
lower compared to the other protocols. This is because Zeroconf uses multicast
for both requests and responses. Multicast packets will not be resent seven times
before considered lost, so the danger of packet loss is much higher. The positive
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Fig. 3. Discovery responsiveness over time for different providers requested from t9-105

effects of multicast responses for multiple communication pairs, as pointed out
in Section 2, cannot be considered in this analysis. Also not included are the
effects of additional load on the network caused by discovery. Since retries are
considered independent events, lower retry intervals will lead to a higher respon-
siveness. While this assumption can be justified for retry intervals in the order of
seconds – discovery packets are only a few bytes in size – it cannot hold for ever-
lower intervals. So, although SSDP with a minimum interval ranks consistently
best, the increased load might not be in the best interest of the service network
as a whole. More in-depth research is needed on that matter. However, it can be
deducted that with low deadlines, the chosen retry interval is more relevant for
responsiveness than the communication mechanism (i.e., unicast vs. multicast).
In general, current SD protocols struggle to achieve a high responsiveness in
WMNs, even over short distances.

7.2 Scenario 2 – Average Provider Responsiveness

The second scenario covers the average responsiveness of a single provider over
time when requested from an arbitrary client in the network. To demonstrate
how the models capture topology changes, this scenario uses data measured in
two different topologies that were generated with different radio power settings.
The focus lies on provider t9-154 from Section 7.1, which is well centered within
the network so it provides a good reference to see the effects of overall link
quality on responsiveness. Figure 4 shows the results.

The main observation is that the average responsiveness when discovering
node t9-154 is quite high due to its prominent, almost optimal position in
the network. With high quality radio links, depicted in Figure 4a, all proto-
cols quickly reach a responsiveness of over 90%. Responsiveness is considerably
decreased for lower quality wireless connections (see Figure 4b). With deadlines
above 15 seconds, there is a consistent ranking of the discovery protocols, with
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Fig. 4. Average responsiveness over time for provider t9-154 in different topologies

Zeroconf again having the lowest responsiveness. The ranking is identical for dif-
ferent link qualities, only the overall values are different. Due to different retry
strategies of the protocols, however, this behavior is not consistent for lower
deadlines. This underlines the findings from the Scenario 1: With deadlines close
to the individual retry intervals, the chosen interval is more relevant for respon-
siveness than the communication mechanism. In summary, it can be said that
purely multicast based SD as in Zeroconf is justified when positive effects for
multiple communication partners are expected. For single discovery operations
among few partners, responding via unicast like in SSDP and SLP provides
higher responsiveness because of its more reliable communication mechanism.
Among SSDP and SLP, the specific retry strategy until the deadline is the main
factor impacting responsiveness.

7.3 Scenario 3 – Expected Responsiveness Distance

The last scenario covers the expected responsiveness distance der from Definition
1. The responsiveness of two different providers, t9-154 and a3-119, is calculated
when requested from every client in the network. Then, the responsiveness is
averaged for requesters at the same distance of these providers. Again, the used
data was measured in two different topologies that were generated with different
radio power settings. The discovery deadline is set to five seconds. Results are
illustrated in Figure 5.

The ranking among the protocols is not the same as in the previous scenarios.
This is due to the chosen, realistically short deadline of five seconds. The retry
strategy until this deadline has an important impact and the maximum retry
timeout for SSDP simply did not force enough retries to account for lost mes-
sages. It can also be recognized in Figure 5d, that badly placed providers risk
a very low der with decreasing link quality. The der for the different protocols
with a required responsiveness Rreq = 0.8 is summarized in Table 2. It should
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Fig. 5. Average responsiveness over number of hops for providers t9-154 and a3-119
in two different topologies

be noted that the maximum der depends on the eccentricity ε of the provider
node, the greatest distance from any other node.

As can be seen in Figure 5, the average responsiveness is not always decreasing
over distance. This happens because hop count as the chosen distance metric
does not necessarily reflect the quality of a path. In fact, longer paths might be
of higher quality. The hop distance is, however, an intuitive metric that in this
case presents the lower bound for der . If needed, a more realistic, quality-based
distance metric should be used to increase accuracy.

Table 2. Expected responsiveness distance der of the studied protocols with a deadline
of five seconds (ε = provider eccentricity, Rreq = required responsiveness, RPS = radio
power setting). A higher der is generally desired.

Provider ε Rreq RPS Zeroconf SLP SSDP (min) SSDP (max)

t9-154 8 0.8
high 4 5 8 4
low 4 5 5 4

a3-119 15 0.8
high 3 4 13 3
low 1 1 2 1
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8 Conclusion

Dependability evaluation of service discovery (SD) in dynamic and decentral-
ized networks remains challenging. This work proposes a stochastic model fam-
ily to evaluate the user-perceived responsiveness of SD, the probability to find
providers within a deadline, even in the presence of faults. The family consists
of a hierarchy of Markov and semi-Markov processes that are parametrized to
allow instantiation for diverse SD scenarios and use current network monitoring
data as input. To put the models into use, a methodology has been introduced
that works specifically in wireless mesh networks with proactive routing. Upon
request, it generates and solves model instances for specific SD scenarios.

Using data from the DES testbed at Freie Universität Berlin, responsiveness
was evaluated for the three most prevalent SD protocols in IP networks. First,
the responsiveness for different pairs of requester and provider has been com-
pared. Second, the average responsiveness of a single provider, depending on
the topology, has been analyzed. Results demonstrate that responsiveness varies
dramatically depending on the position of nodes in the network and the overall
link quality. The results further indicate that, with short deadlines close to the
individual retry intervals, the right retry timing strategy is more important than
the communication mechanism. With longer deadlines, using the more reliable
unicast instead of multicast consistently improves responsiveness. In either case,
the fixed strategies of current SD protocols struggle to achieve a high respon-
siveness in these dynamic and inherently unreliable networks. Finally, a new
metric expected responsiveness distance der has been introduced, estimating the
maximum hop distance from a provider at which nodes can discover it with a
required responsiveness. To deploy a responsive service with a minimum number
of nodes, every requester in the network should be within the der of at least one
provider. The der of two different providers has been evaluated and the results
underline the importance of position when placing service instances.

Future work will include a comprehensive experimental validation of the model,
also in centralized and hybrid SD architectures. The model could then be used to
develop novel discovery protocols that, for example, support variable retry inter-
vals depending on the state of the network. Finally, the model facilitates compre-
hensive service availability evaluation that includes also the discovery layer.
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Abstract. We present a performance analysis concerning the applica-
tion of Raptor codes as forward error correction mechanism at the ap-
plication layer of Android devices. At first, a short overview on practical
aspects of the implementation of Raptor coding is given. Subsequently,
methods to increase the coding performance on ARM processors are
presented and their impact is evaluated by representative experiments
on different mobile devices. Finally, we assess the performance of our
enhanced Raptor code implementation. Compared to a baseline Java
implementation it achieves performance gains of up to 1200 %.

Keywords: Performance measurements, forward error correction, Rap-
tor codes, Android device.

1 Introduction

Considering wireless broadcast or multicast services, Raptor codes have emerged
as a dominant forward error correction mechanism at the application layer by
multiple standard specifications. They are an ideal supplement to increase the
dissemination performance of point-to-multipoint and multipoint-to-multipoint
communication in wireless and cellular networks. Due to the growing number of
mobile devices, in particular Android phones and tablets, their implementation
on these devices and an analysis of the computational complexity of Raptor
codes as error-correction mechanism is an important, but to a large extent not
yet answered question.

Forward error correction (FEC) at the application layer is mainly necessary
when the error correction at the physical layer is not able to provide error-free
data transfer due to poor conditions of a communication channel. It is often
encountered in wireless and cellular networks and has many possible reasons
such as shadowing, fading, interference etc., which may lead to severe packet
loss. However, using application-layer forward error correction (AL-FEC), such
as Raptor codes, lost packets can be reconstructed to perform a reliable content
delivery.
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In the last years, several standards have incorporated Raptor codes in their
specifications for content delivery. For instance, the 3rd Generation Partnership
Project (3GPP) uses the standardized Raptor code version 10 (R10 ) in its spec-
ification for Multimedia Broadcast/Multicast Services (MBMS) [2]. The Digital
Video Broadcasting project (DVB) uses the same Raptor code in the specifica-
tion for handheld devices (DVB-H) [1] and for IPTV [3], and there is another
IPTV related specification by ITU [4]. Recently, 3GPP adopted the MBMS stan-
dard for UMTS/LTE [5], which uses R10 as AL-FEC as well. The large spread
of Raptor codes in standards and specifications is mainly due to their capacity
achieving performance, i.e., they achieve nearly the ideal code performance under
any loss condition on the channel. However, in particular for Point-to-Multipoint
(P2MP) communication, such as MBMS, (cf. [14], [6], [15]) and Multipoint-to-
Multipoint (MP2MP) communication, like Peer-to-Peer (P2P) systems (cf. [8]),
Raptor codes can provide even more benefits. Let us consider a broadcast de-
livery system, where a server transmits video content over a broadcast network,
e.g., over an LTE network. Due to the heterogeneous system and channel con-
ditions, the forward error correction schemes at the physical layer are not able
to provide sufficient reliability. Moreover, in the case of packet loss, the nature
of P2MP transmission would require a large negotiation overhead between the
sender and the receivers. The application of an automatic repeat request (ARQ)
retransmission scheme would immensely increase the size of the feedback chan-
nel. Given AL-FEC, a feedback channel is neither desirable nor necessary at
all in this case. Due to these reasons, the practical elimination of the feedback
channel and the decoding of Raptor codes in linear time, the latter have emerged
as a dominant AL-FEC mechanism for wireless broadcast or multicast services.

Raptor codes, as representative of the class of fountain codes, have the desir-
able property of ratelessness ; i.e., they have theoretically the ability to generate
an unlimited amount of uniquely encoded data on-the-fly. This property com-
pletely eliminates the need for any fine grained content reconciliation in MP2MP
communication. If we take as an example P2P live streaming as proposed by
Wu and Li [20], fine grained chunk scheduling would not be necessary any more
since a receiving peer could restore the original data. A slightly larger amount
of encoded data from any set of encoders, i.e. peers, is simply needed. As every
received uniquely encoded symbol of a data chunk is useful for the decoding of
the original data, Raptor codes could reduce the chunk scheduling problem to a
bandwidth allocation problem.

We see that Raptor codes constitute an ideal supplement for unreliable, but
lightweight transport protocols in order to increase the dissemination perfor-
mance of P2MP and MP2MP communication in wireless and cellular networks.
This creates a strong motivation for our work to investigate the performance of
the Raptor code version 10 on Android devices. With regard to mobile devices,
it is vital to perform the Raptor coding as power efficient as possible in order to
ensure a maximum battery lifetime. To the best of our knowledge, and despite
the growing number of smartphones, especially Android phones and tablets, the
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implementation and computational complexity evaluation of Raptor codes on
these devices have not been investigated yet.

The paper is organized as follows. First, a short overview on practical aspects
of the implementation of Raptor coding is given. Then methods to increase the
coding performance on ARM processors are presented and their impact is eval-
uated on different mobile devices. Thereafter, we assess the performance of our
enhanced Raptor code implementation and show that it achieves performance
gains of up to 1200 % compared to a baseline Java implementation. Finally, a
conclusion is given in Section 5.

2 Raptor Codes as Forward Error Correction Mechanism

Fountain codes have the ability to generate potentially unlimited, uniquely en-
coded data on-the-fly. Rapid Tornado codes belong to the class of fountain
codes. They have been developed by Amin Shokrollahi [18] as an advancement
of Tornado codes [12]. Raptor codes represent an improvement over Luby trans-
form codes (LT codes) [10] and the first practical class of a fountain code with
nearly optimal error-correction functionality. Here we provide a brief description
of Raptor coding operations. Regarding their theoretical properties, we refer
to [18] and [11].

We assume that a data file is divided into n data blocks, each consisting of
a set of K input symbols t = (x1, ..., xK) with a symbol size of T bytes. In
this context the term “symbol” represents a data unit. A fountain code can
theoretically provide an unlimited supply of uniquely encoded output symbols
z = (z1, ..., zn). This desirable property is called ratelessness. The decoder can
recover the source symbols from any set of Θ = K(1+ε), ε > 0, encoded symbols,
where Θ is slightly larger than K. The surplus of symbols ε × K is called the
overhead of the code. These additional symbols are also called repair symbols.

Fountain codes do not guarantee the successful decoding by K symbols. The
probability of a decoding failure, however, decreases with each additional sym-
bol. The possibility that each receiver is able to decode the encoded symbols
generated by different rateless code encoders if both use the same rateless code
and the same parameter setting (symbol size, block size) is another desirable
aspect. Due to this property content reconciliation can be avoided. There is, for
instance, no need for any fine grained chunk scheduling in P2P networks (cf. [7]).

2.1 Application-Layer FEC Using Raptor Codes

To enable the data dissemination using Raptor codes, the encoded symbol(s)
must be packetized and annotated with information needed for the decoding
process. At first, the source data is segmented into n blocks. The size K of
each block in terms of symbols and the size of each symbol T can be dynam-
ically adjusted due to the rateless property of Raptor Codes [11]. Every block
is marked with a unique identifier (BlockID). Then the Raptor code is applied
independently on each block.
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Every block consists of K source symbols of T bytes. If the last symbol of a
block is smaller, it is padded by zeros up to size T . All symbols of one block get
consecutive identifiers (SymbolID), which indicate the seed values of a random
number generator. The header of each encoded symbol includes the BlockID, the
SymbolID and the symbol size T . This information is necessary to ensure that
the receiver can match the symbol to the correct block and is able to decode the
data successfully. When the receiver reaches a threshold of Θ encoded symbols,
it starts to decode the particular block. If the decoding was not successful, the
receiver waits for additional symbols and is able to proceed incrementally with
the decoding.

Before the encoding and transmission of one block can start, the participants
must agree upon the block and symbol sizes. Therefore, a special message con-
taining the block header information must be exchanged. As long as the symbol
size T is comparatively bigger than the header, the additional information of the
exchanged message introduces only a small overhead.

2.2 Raptor Encoding

A Raptor code can be regarded as a regular linear block code. Thus, it is suit-
able to present its operations by generator matrices without an exposition of
its theoretical details. Our implementation of Raptor coding closely follows the
specification of an R10 code first given in [2] and after that in many others
standards (cf. [3], [5], [13]). The specification in [2] uses a combination of a low
density parity check (LDPC) precode with an LT code. The rateless property of
the Raptor code is a result of the LT code, while the increased performance is
due to the LDPC code [18]. By design the R10 is able to support up to 8,192
source symbols and 65,536 encoded symbols.

The Raptor encoding consists of two phases. In the pre-code phase a generator
matrix A is used to compute intermediate symbols c = (c1, . . . , cL) using the K
source symbols (L > K) (see figure 1).

First Encoding Phase: The Code Constraint Processor. In the first step
of the pre-coding phase a column vectorD is constructed consisting ofZ = S+H
zero symbols followed by K source symbols,

D[0:L−1] = [ZT tT ]T

with L = S +H +K. The size of S is chosen such that it is the smallest prime
integer that satisfies S ≥ �(0.01×K)	+X with X(X−1) ≥ 2K. The parameter
H is the smallest integer that satisfies(

H

�H/2	

)
≥ K + S.

To produce the intermediate symbols, D is multiplied by the inverse of the
pre-code generator matrix A,

c[0:L−1] = A−1
L×L ·D[0:L−1].
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Fig. 1. Block diagram of the pre-code generator matrix A

The matrix A consists of several sub-matrices (as depicted in Figure 1): GLDPC

is the S ×K generator matrix of the LDPC symbols defined by

GLDPC · [c[0], ..., c[K − 1]]T = [c[K], ..., c[K + S − 1]]T .

GHalf defined by

GHalf · [c[0], ..., c[L− 1]]T = [x[0], ..., x[K − 1]]T .

is a H×(K+S) higher density check matrix of so called half symbols (due to the
fact that the columns of this submatrix have a relative weight of approximately
1/2), which are produced by the usage of a binary reflected Gray code1. GLT

is the K × L generator matrix of a LT code included in A to make the overall
Raptor code systematic. It is defined as

GLT · [c[0], ..., c[L− 1]]T = [x[0], ..., x[K − 1]]T .

IX represents a X×X identity matrix and ZS×H denotes a S×H zero matrix.

Second Encoding Phase: LT Encoding. In the second phase the LT encoder
semi-randomly selects sets of intermediate symbols c and generates the output
symbols z = (z1, ..., zΘ) such that

GLT · c = z[0:Θ−1]

with Θ ≥ K holds. One must ensure that A is invertible at the receiver. Thus,
Θ is chosen to be greater than K to compensate for the possible loss of symbols
during a transmission and to ensure the successful decoding at the receiver. For

1 In a Gray sequence two successive values differ only in a single bit position.
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each encoded symbol the encoder selects randomly a degree d from a specifically
designed degree distribution that mimics the behavior of sampling uniformly and
independently from the robust soliton distribution (cf. [10]). Subsequently, the
encoder selects randomly a neighborhood of d connected intermediate symbols.
Each output symbol zx is then generated by an exclusive-or operation (XORing)
of the set of chosen intermediate symbols. The inclusion of GLT in A makes the
Raptor Code systematic such that (cf. [18], [11])

z[i] = D[H + S + i] for 0 ≤ i ≤ K − 1

holds. The usage of a pseudo random number generator (PRNG) has been pro-
posed to yield the random values. By relying on a pseudo-random process, some
initial value has to be determined as the seed of the PRNG. Regarding the decod-
ing of the encoded symbols, the receiver needs to know the chosen degree d and
the set of chosen intermediate symbols. One possibility to inform the decoder is
given by the transmission of the initial value used as a seed of the PRNG.

Regarding the application of Raptor codes in MP2MP communication, the
very important condition that each encoder uses a unique seed value for its
PRNG must be met. Otherwise, encoders with the same seed value would pro-
duce the same output symbols and such redundantly encoded symbols would
increase the overhead rate.

2.3 Raptor Decoding

The receiver starts the decoding process upon reception of a given number of en-
coded symbols larger than the threshold Θ. The latter is the minimum amount of
symbols that makes the pre-code matrix A invertible and thereby, the decoding
successful (as subsequently described). As Raptor encoding and decoding are in
principle symmetric operations, the decoder starts with the application of the
pre-code on the set of received symbols and afterwards it applies the LT code.

As A is a bit matrix that satisfies A × c = D, the decoding is equivalent to
decode c from known A and D. Hence, it can only be successful if A has full
rank over GF(2). To avoid the computationally expensive matrix multiplication,
the decoding is combined with the inversion of A such that all operations on A
are also performed on the corresponding symbols of the received symbols’ vector.
The intermediate symbols c are obtained by

c[0:L−1] = [ZTz′T ]T ·A−1
M×L.

The input vector z′ containing the received N ′, K ≤ N ′ ≤ N , encoded symbols
is padded with S+H zeros, such that it has the size M = N+S+H . Using row
XORing and row and column exchange operations and after discarding M −
L rows, the matrix A−1

M×L is converted into the identity matrix IL×L. Upon
successful decoding of c, the missing source symbols can be restored by applying
GLT on c according to

t[0:K−1] = GLT · c[0:L−1].
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2.4 Representation of the Pre-code Matrix A

Raptor codes are the ideal candidate of an FEC mechanism applied at the ap-
plication layer (AL-FEC) of P2MP and MP2MP communication due to their
excellent performance, the minimal overhead, approaching very closely an ideal
fountain code, and their ability to efficiently support dynamically adjusted block
sizes. RFC 5053 [13] states that their speed of decoding relies heavily upon “...
maintaining a sparse representation of A [...], although this is not described
here”. We have considered two approaches regarding the internal matrix repre-
sentation. In the WORD scheme a matrix entry occupies the word length of the
CPU, which is typically 32 bits. It is contrary to the PACKED WORD approach,
where 32 matrix entries are stored in one word and each entry is accessed by bit
shifts. In the later performance evaluation we have used the PACKED WORD
pattern due to its significantly reduced memory footprint. However, if matrix
entries are accessed often, the bit shifting operations of the PACKED WORD
matrix representation have a negative effect on the coding performance. Due to
the sparseness of the matrix A, more sophisticated representations are desirable,
but were not investigated in this study (see [17] for further information).

2.5 Decoding the Pre-code Matrix A

Two main approaches can be distinguished to decode the pre-code matrix A.
Message passing (MP) algorithms have low complexity, but not optimal error-
correction performance. Belief propagation (BP) proposed in [18] is one instance
of such an algorithm. Maximum Likelihood (ML) methods have a nearly optimal
error-correction capacity at the expense of higher computational complexity. ML
decoding over a binary erasure channel reduces to the solution of a system of
linear equations. Therefore, the most prominent representative of this approach
is Gaussian elimination (GE). The main operations of GE over GF(2) are given
by the exchange and the XORing of rows, which is potentially costly. To combine
the optimality of ML methods with the efficiency of the BP approach, Shokrol-
lahi [18] developed inactivation decoding. It uses in the first phase BP and in
the second phase GE to solve the remaining system. However, the inversion of
the reduced submatrix is still the main performance bottleneck. In general, the
matrix inversion is the most expensive computational operation, accounting for
up to 92 % of the computing time (see [17]; therein an implementation by an
embedded system platform based on the NIOS II soft-core processor is used,
which is running on an Altera Stratix III FPGA).

In our R10 implementation, we have used the enhanced, incremental version
of the Inactivation Decoding Gaussian Elimination matrix inversion algorithm
proposed by Mladenov et al. [16]. Profiling subsequent encoding and decoding
operations of the C implementation of the R10 code, we found that around 60 %
of the CPU time is spent for XORing rows. To increase the performance of the
coding process, we therefore focus in this study on the acceleration of this part.
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Table 1. Device Specification

Device Name CPU Name CPU Cores Instr. RAM Level 1 Level 2
Freq. Set Cache Cache
(GHz)

Samsung Galaxy Samsung Exynos 1.0 1 ARMv7 512 MB 32KiB 512 KiB
Tab GT-P1000 3110

Huawei S7-301u Qualcomm Snap- 1.2 2 ARMv7 512 MB 32KiB 512 KiB
MediaPad dragon MSM8260 per core per core

Google Nexus 7 Nvidia Tegra 3 1.3 4+1 ARMv7 1024 MB 32KiB 1024 KiB
T30L per core per core

3 Raptor Coding on Android Devices

It is a goal of our study to find those parameters that maximize the encoding
and decoding speed and yield an excellent transmission performance. As we are
particularly interested in the performance that can be achieved in practice on
Android devices, we will investigate in the following experiments the best trade-
off between performance and computational complexity regarding an implemen-
tation of Raptor code version 10 (R10). In comparison to Apple products the
hardware base of Android certified devices is much more heterogeneous. Thus,
there is a high diversity of mobile CPUs from many different vendors, making
investigations and performance evaluations much more manifold.

In our performance experiments we have used three different off-the-shelf An-
droid tablet PCs. They incorporate three different mobile CPUs. Samsung’s
Galaxy Tab GT-P1000 uses the in-house developed Exynos 3110 chip (known
as “Hummingbird”) running at 1.0 GHz. MediaPad by Huawei applies Qual-
comm’s Snapdragon S3 dual core running at 1.2 GHz. The third test device is
given by Google’s Nexus 7, which uses NVIDIA’s Tegra 3 CPU. The latter is a
quad core with a 5th battery-saver core that handles low-power tasks. In Nexus
7 it operates at 1.3 GHz. All three devices have a level 1 cache of 32 KiB per
core. Details about the particular hardware specification are provided in Table
1. The choice of these devices was mainly motivated by their CPUs since they
represent the leading manufacturers of mobile ARM processors.

We have applied a single threaded implementation of Raptor codes. Thus, we
did not take advantage of the multi-core architecture of these devices. A multi-
threaded performance evaluation could also be misleading since the Galaxy Tab
has only a single core. We note, however, that there are opportunities for future
performance optimizations by parallel execution of Raptor coding.

3.1 Implementation of R10 by Java and C with ARM NEON
Support

Given the heterogeneous hardware base, Java always is the first choice of every
Android app since it enables portability and ensures code reuse. Using the fastest
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parameter combinations for encoding and decoding, first performance measure-
ments of a Java based version of R10 code were conducted on the Galaxy Tab
and yielded average encoding and decoding throughputs of approximately 700
Kbit/s and 800 Kbit/s, respectively (cf. [7]). Profiling the application we found
that the performance suffers mainly by a slow implementation of some functions
of the standard Java library in Android. The re-implementation of these critical
methods improved the performance by a factor of up to 10.

In a next step a C version of R10 was connected via the Java Native Interface
(JNI) to the Android app. In addition, as of ARM architecture ARMv7, the
instruction set has been enriched by an advanced single instruction, multiple data
(SIMD) extension. It is a 64/128 bit hybrid SIMD data processing architecture
called NEON providing hardware support to handle parallel data sets. NEON
instructions operate on 32 registers, which are 64 bits wide, and in dual mode on
16 registers, which are 128 bit wide. They perform the same operation on multiple
data points simultaneously. Thus, NEON is truly beneficial for audio and video
coding operations. But the performance of simple tasks like XORing plain data
arrays may be accelerated by parallelization, too. To investigate the possible
performance gain of NEON regarding XOR operations, we have incorporated
additional NEON support into the C version of our R10 implementation.

3.2 XOR Performance on ARM CPUs

Regarding the R10 code more than 60 % of the processing time is spent in
XORing symbols during subsequent encoding and decoding operations. To im-
prove the performance of this atomic operation of standardized Raptor codes, it
is essential to increase this XOR performance. Therefore, we have conducted a
performance evaluation of possible improvements presented in this section. As a
reference, we performed XOR throughput measurements in C.

NEON intrinsics provide an intermediate step of SIMD code generation be-
tween code vectorization and writing assembler code. They offer similar function-
ality to inline assembly, masking, however, the low-level behavior in a high-level
language. We have used this possibility to parallelize the XOR operations load-
ing four integers simultaneously at a 128 bit wide register level. Due to space
limitations, we will not discuss the details here.

In a third approach the same functionality is implemented in inline assem-
bly exploiting the full potential of the NEON instructions. Here, all 16 32-bit
registers are loaded in parallel, subsequently XORed and stored.

Figures 2 and 3 show the resulting performance of these three approaches on
the Galaxy Tab and Nexus 7, respectively, for different data array sizes ranging
from 22 to 217 bits. The arrays have been filled with randomly generated data
and XORed 10,000 times for each array size after a warm-up phase, whose results
were discarded. The figures display the average XOR throughput with confidence
intervals at a confidence level of 99 %. Under the condition that the random vari-
ables are independent and identically distributed, the Glivenko-Cantelli theorem
states that the empirical distribution function converges with probability 1 to
the true CDF with a growing number of observations.
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The performance acceleration by NEON instructions can be clearly seen, at
best more than doubling the speed compared to plain C code. The Galaxy Tab
achieves a maximal average throughput of more than 10 Gbit/s for an array size
of 8192 bits. Nexus 7 achieves a maximal average throughput of more than 14
Gbit/s with an array size of 2048 bits. After reaching the maximum, the per-
formance is steeply decreasing due to the effects of cache misses. Interestingly,
NEON intrinsics fail badly for such a simple task like XORing data. Only on
Nexus 7 the intrinsic XOR surpasses the performance of the C XOR w.r.t. data
array sizes greater than 2048 bits. Therefore, Neon intrinsics were not considered
in the following experiments. However, despite that NEON is mainly aimed to
parallelize more complex operations, we found that even for such simple tasks
like XORing data arrays, the NEON instruction set already yields a tremendous
performance boost. To compare the achieved performance, Figure 4 shows the
results of the Galaxy Tab operating at 1 GHz and those arising from the same
task on an Intel i7 CPU with 2.8 GHz while XORing data on one CPU core. The
single core of i7 achieves average speeds of more than 30 Gbit/s using the simple
C code. Due to the much larger level 1 cache of the i7, the performance degrada-
tion by cache misses happens comparatively later, i.e., for much larger data array
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sizes. However, in relation to the CPU frequency and the power consumption of
both CPUs, the performance of the ARM processors is remarkable.

4 Performance Evaluation of Raptor Coding

To exploit the full potential of Raptor codes as FEC mechanism at the appli-
cation layer of Android devices, the following important questions have to be
answered: What are the adequate symbol and block sizes? How do these pa-
rameter settings influence the performance of the coding processes? The reason
is that, in comparison to CPUs of desktops, CPUs in mobile devices have dif-
ferent cache sizes. Therefore, different symbol sizes and block sizes may result
in different encoding and decoding throughput. These items matter since we
are operating on handheld devices that rely primarily on a battery, and higher
performance simply may result in less battery consumption.

Thus, we have performed an extensive measurement campaign to provide
answers to these questions. Thereby, we can investigate the foundations for a
future application of Raptor codes in the domain of mobile, wireless computing.
Due to page restrictions, it is not possible to present all gathered results. Here,
we discuss only those cases that are the most representative ones regarding
a particular device. We are mainly interested in the basic parameter settings
and the corresponding achievable decoding performance on a device under test.
Considering scenarios of the mentioned standards, e.g., MBMS or DVB-H, data
encoding is not performed on handheld devices, but it is restricted to a dedicated
infrastructure. Therefore, we will omit the encoding results, but we found that
the achievable encoding performance is similar to that of decoding.

4.1 Selection of Symbol and Block Size

At first, the influence of the symbol size T on the decoding time is investigated.
Theoretically, Raptor codes have a linear decoding time O(K log(1/ε)). Thus,
by choosing the symbol size and block size as large as possible, the total amount
of time could be decreased. However, as the R10 relies heavily on the matrix
inversion algorithm, which accounts for up to 92 % of the computing time [17],
this theoretical optimum cannot be reached by this approach for large block
sizes. In this context, we also have to determine an optimal block size K. This
is necessary to achieve a good trade-off between the overhead of repair symbols
combined with their required decoding time and the delay that the receiver
encounters while it waits to reach the decoding threshold Θ. Our investigation
seeks to minimize the start up delay and the amount of time needed for the
encoding and decoding processes. A too large block size will cause an excessive
start up delay of the receiver, whereas a smaller block size at the beginning of the
transmission could decrease it. The main issue concerns the efficiency in terms
of decoding speed and the resulting overhead rate.
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By our experiments we have investigated a range of block sizes with K ∈
{32, 64, 128, 256, 512, 1024, 2048, 4096} symbols and symbols with a size of T ∈
{16, 32, 64, 128, 256, 512, 1024, 2048} bytes.

After a warm-up phase, randomly generated data were encoded and decoded
a 100 times on the particular test devices for every combination of the block and
symbol size. The resulting average throughput of the decoding process on the
Galaxy Tab is depicted in figures 5, 6 and 7. The effect of the higher complexity
of the matrix inversion with increasing block sizes is clearly visible in all three
settings. Furthermore, it can be seen that small block sizes are beneficial in terms
of encoding speed. The influence of the symbol size on the performance is also
visible. Larger symbols increase the performance up to a maximum at a symbol
size of 512 bytes on the Galaxy Tab. Symbol sizes greater than 512 bytes have an
adverse effect as the performance slowly decreases due to cache misses. Regarding
encoding and decoding speed the same experiment was performed on MediaPad
and Nexus 7. The achieved mean decoding performance on Nexus 7 for all three
XORing methods are depicted in figures 8 to 10. Using the NEON instruction
set, it is possible to achieve average encoding and decoding throughputs of more
than 35 and 50 Mbit/s, respectively, for a given symbol size of 1024 bytes and
a block size of 16 symbols. Figure 14 shows the measured average decoding
throughput on MediaPad. By the NEON enhanced version, a maximal speed of
40 Mbit/s was achieved for a symbol size of 512 bytes and a block size of 16
symbols.

The relative performance gain of the C implementation compared to the Java
version on Nexus 7 is shown in figure 11. C code achieves an up to 600 % higher
decoding performance for small block sizes. The comparison between the NEON
extended version and the plain Java code is illustrated in figure 12. The NEON
version provides a performance acceleration of more than 1200 %. Interestingly,
in both comparisons spikes of relative performance gains have been measured
for a symbol size of 512 bytes, which does not induce the achievable maximal
throughput on Nexus 7. The spikes occur in both cases due to an anomalous
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drop in performance of the Java code for symbol sizes from 64 to 2048 bytes
(compare with figure 8).

The achieved relative performance improvement by the NEON enhanced ver-
sion compared to the C implementation is depicted in figure 13. Larger symbol
and block sizes tend to increase the relative performance gains (up to 250 %) of
the NEON version.

4.2 The Number of Required Repair Symbols

The next issue concerns the number of repair symbols that are needed for a
successful decoding of each block. As each additional repair symbol increases
the overhead, i.e. the threshold Θ that ensures a successful decoding with high
probability, an adequate number has to be chosen. However, even if the decoding
should fail, a retry with a slightly higher number Θ will yield a success with very
high probability.

For all combinations of the block and symbol sizes we have performed the
presented encoding and decoding experiments with 9 repair symbols. We use
very conservative confidence intervals based on Wilson’s score interval [19] with
a confidence level of 95 %. Gasiba et al. [9] report that on averageK+2 symbols
are sufficient to recover from transmission errors. They have investigated source
block sizes of K ∈ {100, 1000} with T = 512 bytes. As the symbol size T has
no influence on the decoding probability, the results of our experiments do not
confirm their value Θ. We used 10 extra repair symbols in all experiments, which
ensures a decoding success with a probability of more than 99.9 % in most of
the settings. Regarding larger block sizes the obtained overhead rate is still very
close to that of an ideal fountain code. From the perspective of a required small
overhead rate, large block sizes are necessary. However, if it is chosen too large,
the receiver will have to wait for the reception of the Θ symbols, leading to longer
decoding delays. Both cases always demand a compromise between coding speed
and overhead.
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4.3 Overhead Rate of Repair Symbols and Resulting Goodput

It remains to determine the influence of the overhead rate of those required
repair symbols ensuring the successful decoding on the achievable goodput. The
latter is simply defined as the size of the input data divided by the time needed
for encoding/decoding without taking into account the amount of necessary
repair symbols. Thus, block sizes chosen too small have an adverse effect on the
overall performance as they induce a comparably higher number of necessary
repair symbols to ensure the successful decoding. For small block sizes, e.g.,
with K = 10 symbols, ε can be as high as 110 %, whereas ε drops to less than
1 % for block sizes greater than 1600 symbols. The following figures illustrate
the influence of the block size respectively the overhead rate on the achievable
goodput. Figure 14 shows the achieved decoding throughput on MediaPad for
the NEON extended R10 implementation. Figure 15 displays the actual goodput
of this experiment (the measurements have been conducted in the native C code).
Due to the comparatively higher number of repair symbols for very small block
sizes, the best trade-off between coding speed and overhead is achieved for 32
symbols, despite the fact that the throughput for 16 symbols is superior in all
experiments. Figure 16 displays the same goodput measurement after the data
conversion from C code through JNI to the Java Android app. This means
that the timings of these measurements have been conducted in the Java space.
One can hardly observe any differences in both plots, which implies that data
conversion from C to Java is not a performance bottleneck.

In conclusion, the results of the parameter evaluation w.r.t. R10 show that
as long as the level 1 cache of a mobile CPU has a size of 32 KiB, symbol
sizes between 512 and 1024 bytes achieve the best coding throughput. The block
size in terms of used symbols has to be determined in relation to the specific
requirements if plain goodput performance of the Raptor coding is needed. A
block size of 32 symbols works best. If coding performance is not important, but
the overhead rate, then large block sizes should be chosen. However, one has
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to be aware that the coding performance decreases tremendously for block sizes
beyond 1024. The number of repair symbols must be chosen according to the
required decoding probability. Using an incremental decoder, this problem can
be mitigated.

5 Conclusion

In this paper we have investigated the achievable performance of a FEC mech-
anism that is applied at the application layer of Android devices and derived
from an efficiently implemented Raptor coding. Compared to other fountain
codes, like Online or LT codes, Raptor codes have a superior performance in
terms of coding speed and overhead rate. Considering the application of Raptor
codes in the domain of AL-FEC on mobile devices, our first insights derived
from several realized experiments are promising.

We have used a performance evaluation of the Raptor decoding process, sup-
ported by efficient implementations on different devices, to determine a suitable
parametrization of the proposed procedure. Furthermore, we have proposed a
simple approach to increase the coding performance by using the NEON in-
struction set on ARMv7 CPUs. These results can be employed for a successful
future deployment of Raptor codes. Given large block sizes only a small overhead
rate is required and the necessary transmission rates can be supported easily.
The next generation of mobile CPUs will enable an even higher degree of paral-
lelization, e.g., Tegra 4 offers CUDA support, and Exynos 5 supports OpenCL.
Thus, more opportunities for future performance optimizations are provided. A
more sophisticated, compressed representation of the pre-code matrix A may
provide another viable option to increase the coding speed.

In conclusion, our performance results have proved that an efficient R10 im-
plementation of Raptor codes can achieve the coding speed, that is required for
an AL-FEC scheme on Android devices to enable a significant acceleration of
the data dissemination in P2MP and MP2MP communication.
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Abstract. Delivery of popular content on the Internet usually does not rely on a 
single server but is supported by content delivery networks (CDNs) that 
reactively store requested content in distributed cache servers. CDNs strengthen 
the availability and downloading throughput. Moreover, they shorten transport 
paths when caches in the proximity of requesting users are preferred.  

We study how the cache hit rate as the main efficiency criterion of web 
caches depends on the request statistics and the caching strategy that selects 
which content should be placed in or evicted from a cache. Although the least 
recently used (LRU) strategy seems to be widely deployed in web caches, our 
comparison in simulations and analytic case studies reveals essentially higher 
hit rates for alternatives based on the complete request statistics in the past 
under the realistic assumption of Zipf distributed user requests. 

Keywords: Web caching, replacement strategies, least recently used (LRU), 
least frequently used (LFU), sliding window, geometric fading, cache hit rate 
analysis and simulation, Zipf distributed requests. 

1 Introduction 

Traditionally, there are two main application areas for caching [2][26]: 

• Caching in computing systems to accelerate data access with the help of fast 
storage media and 

• web caching in order to shorten transport paths and delays for data on the Internet. 

We focus on web caching being applied in different variants including content 
delivery networks (CDNs) e.g. for Google YouTube or Akamai [1] based on distribu-
ted server and storage systems on network nodes as well as on user devices. The latter 
case of client side caching can completely avoid data transport but has a limited 
although still considerable traffic saving potential due to repeated requests of a user or 
a small user group to the same content [10]. Network caches can only partially 
shorten the transport path but mutual sharing of content among a larger user popula-
tion strengthens their efficiency. Then requests for content are governed by Zipf’s 
law, also known as 80:20 or 90:10 rule, such that most of the requests (80-90%) are 
addressing a small subset (10-20%) of popular objects, e.g. HTML pages, images, 
videos etc.  Zipf’s law has been confirmed to provide a valid approximation for request 
pattern to web content in many measurement studies [5][8][15][17][19][28][32]. 
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Zipf distributed requests make small caches already quite efficient. Based on the 
independent reference model (IRM) assuming a stream of independent and identically 
distributed (i.i.d.) requests to a set of N objects [2][14][22], the optimum hit rate in a 
cache for M (M ≤ N) objects is obtained by holding the most popular objects in the 
cache. Then the hit rate equals the sum of the top M access probabilities. In fact, web 
caches for a large user population have to deal with slowly varying distributions of 
object popularity where new objects are raising and others are falling in the popularity 
ranking [11][33]. Therefore the cache replacement policy has to be flexible for 
updating the cache content over time in order to achieve an optimum hit rate.  

The main focus of our work is on the efficiency of cache replacement strategies, 
which rank the objects by assigning a score value based on a metric that evaluates 
user behavior from the access log of past requests. Several classes of replacement 
policies are studied in literature [26]. Recency-based replacement policies exploit the 
temporal locality of the request stream on a short time scale. The least recently used 
(LRU) principle is a simple to implement and often applied scheme [12][25][27][31], 
which puts the most recently requested object in the highest rank and evicts an object 
from a cache of size M, as soon as M other objects have been addressed more recently.  

Frequency-based replacement policies count the number of requests per object 
providing more information about the past than LRU. The least frequently used (LFU) 
strategy keeps objects with highest request count in the cache which is optimal for a 
static independent request model, but does not react to changing popularity of object. 

Many variations of caching strategies have been proposed and evaluated which 
combine LRU and LFU [23] or include other utility functions e.g., size, detailed cost 
saving criteria, validity deadline for objects etc. [4][7][18][21][22][25][26][27]. The 
HTTPbis working group at the Internet Engineering Task Force is currently 
specifying the data exchange between content sources and web caches with regard to 
various preconditions for caching in order to avoid outdated or invalid content and to 
enforce recommendations and policies of content providers [13].  

Within this framework we assume that the considered objects are all cacheable and 
we study two variants of frequency-/recency-based caching strategies: 

• Sliding window (W-LFU) [22], which restricts the LFU principle to request 
counts within a window of the K most recent requests and 

• Geometric fading [23], which weights former requests by a decreasing factor ρ 
k 

for the kth recent request and ranks the objects according to the sum of weights. 

Both considered caching strategies, sliding window and geometric fading, are 
approaching the LFU strategy as one extreme case for K → ∞ and ρ → 1 as well as the 
LRU strategy on the other extreme for K ≤ M with LRU tie breaking and for ρ < 0.5.  

A comparative study of sliding window and pure, “perfect” LFU [22] for unlimited 
window size K determines the effect of the window size on the hit rate for i.i.d. 
requests and for a special Zipf-like distribution as given in equation (1) with  β = 1. In 
this case, an analytical bound is obtained for the degradation of the hit rate below the 
optimum value for unlimited LFU. The study [22] also evaluates sliding window    
(W-LFU) for a trace which shows partly increasing hit rate also for small window size 
because of changing popularity of objects in longer history during the trace.  

Geometric fading has been evaluated in comparison to its extreme cases LRU and 
LFU as the main focus of [23] based on several traces of access pattern for database 
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systems. However, for the same comparison we observe completely different results 
in Section 5 considering Zipf distributed user requests in web applications.  

Although LRU still seems to be the most widely used replacement policy among 
web caching solutions [25][31], our simulation results show essential deficits of the 
achievable LRU hit rate compared to statistics based strategies. Similar experience 
seems to be reported in only few studies in literature. An extended LRU caching 
variant [24] is found to outperform LRU hit rates by 5-20% for workloads from buffer 
and disk storage scenarios. With regard to web caching, a study [30] reports 10-15% 
hit rate deficit of LRU compared to a history LRU variant regarding up to 6 past 
requests and evaluation examples in [15] indicate inefficiencies of LRU for Zipf 
distributed random requests.  

We proceed in Section 2 with a closer look on Zipf’s law and its effect on caching. 
Section 3 defines and characterizes main properties of the proposed cache replacement 
strategies, sliding window LFU and geometric fading. In Section 4, the deficits in the 
LRU hit rate are studied for the static independent request model by constructing and 
analyzing the supposed worst case. The performance of the statistics based strategies 
is evaluated in Section 5 against LRU in simulations for Zipf distributed request 
patterns, including a comparison of approximations of the LRU hit rate. Section 6 is 
briefly discussing more general caching criteria and the final Section 7 presents our 
conclusions and open issues for further study.     

2 Request Patterns for Content on the Internet: The Relevance 
of Zipf Laws with Slowly Varying or Static Popularity 

Measurements of request patterns for content on the Internet usually reveal Zipf 
distributions to provide a useful approximation of the popularity. As a main property 
of Zipf’s law, a considerable portion of the requests refer to a small set of top ranked 
objects. In particular, a Zipf distribution A(R) on a finite set of N objects  
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attributes decreasing request probabilities A(R) to the objects such that R = 1, …, N 
marks their popularity rank. The exponent β determines the decay in request 
frequencies or probabilities. The skewness of the distribution is increasing with β.  

The relevance of the Zipf’s law in access statistics on the Internet has been 
confirmed in many case studies, e.g. for page requests on popular web sites by 
Breslau et al. [5], for video platforms like YouTube [8], for Amazon book selling 
ranks or P2P networks [3][33]. The frequency of words in a long text, the size of 
organizations or the number of links to web sites are other examples exhibiting Zipf 
law distributions which seem to be fundamental for natural growth processes and 
relationships among a large set of objects <en.wikipedia.org/wiki/Zipf’s_law>. In more 
detail, the Zipf distribution form is often limited to a subset of most popular objects 
whereas a long tail of low popularity objects usually does not follow the simple form 
(1) with a single parameter [15][17][28] but requires extensions for improved fitting. 
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The parameter β  of Zipf approximations to request patterns in web applications is 
usually in the range 0.5 < β  < 1. Breslau et al. [5] recommend 0.64 < β < 0.85 for 
fitting of a number of web request traces while other studies obtain β close to 1. Then 
the probability to address the set of the top 1% of objects is in the range of 10% - 40% 
[18]. A concentration on a small set of objects leads to high cache hit rates when the 
most popular objects can be kept in the cache. 

If the request probability of cacheable objects is constant over time such that 
requests from a large user population can be assumed to be independent and 
identically distributed then the caching strategy for maximum hit rate would be to 
keep the most popular objects constantly in the cache. However, the popularity of web 
objects is changing over time. Investigations are observing dynamics in popularity on 
the time scale of days, weeks, or months [3][8][32][33]. In [3][11] the typical request 
profile of popular objects in P2P networks is characterized by a fast growth towards 
maximum popularity followed by a long slowly decreasing phase. The measurement 
study [33] shows only 1-3% of change in the top 100, top 1 000, and top 10 000 
Gnutella network files within a daily drift. On the other hand, web caches with a large 
user popularity are often processing thousands of requests per hour.  

The conclusions of slowly varying popularity for web caching strategies are 
twofold: An efficient web cache has to react on changing request preferences by 
including new objects when they are becoming popular. Nevertheless, when the 
dynamics is low and replacements are necessary only in the order of thousand or more 
requests then the cache content and the hit rate can be kept close to the static 
popularity case by keeping popular objects in the cache over long time periods. 

In the sequel, we investigate different caching strategies which react to dynamic 
changes in request pattern over time but we consider the independent reference model 
with static popularity and i.i.d. requests as the most relevant criterion providing an 
upper bound on the hit rate. In Section 6 an overview on references to an extended set 
of caching criteria is given with regard to costs and benefits of delivering an object 
from the cache [2][7], whereas we focus on the hit rate as the main performance gain. 

3 LRU and Statistics Based Cache Replacement Strategies 

3.1 Least Recently Used (LRU) 

LRU is a simple replacement policy with classical applications in computing and 
database systems and also widely used for web caching. LRU is easy to implement as 
a double chained list of M objects for fixed cache size M with insertion of recently 
requested object from the top and eviction of objects at the bottom. The Squid web 
proxy solution uses LRU as stated in the guide [31] “LRU is the default policy, not 
only for Squid, but for most other caching products as well.”. The Dropbox content 
delivery service also applies LRU in client caches. A recent Dropbox TechBlog [25] 
is discussing LRU performance tradeoffs with reference to problems shown in [24] 
but finally concludes “Overall, the caching algorithm you want to use is usually LRU, 
since it is theoretically very good and in practice both simple and efficient.” 

However, the reasoning leading to this conclusion mainly considers deterministic 
and periodic request sequences as worst case scenarios of LRU and alternatives. 
Those cases may be relevant in computing systems performing accesses in program 
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loops, whereas random and Zipf distributed requests are observed in measurement and 
trace studies for web caching with different effect. In accordance with results for other 
proposed strategies in [24][30], our theoretical as well as simulative performance 
evaluation in Sections 4 and 5 confirm severe deficits of LRU hit rates for web 
caching, making it worthwhile to consider more elaborate strategies involving request 
statistics from the past. 

3.2 Replacement Methods Based on Request Statistics 

We study two basic alternatives of cache replacement strategies with a limited 
memory of the past: 

• Sliding Window: The cache holds those objects which have the highest request 
frequency over a sliding window of the last K requests.  

• Geometric Fading: The cache holds those objects that have the highest sum of 
weights for past requests, where the kth request in the past is assigned a 
geometrically decreasing weight ρ 

k (0 < ρ  < 1). 

The policies compute a score or weight function for the frequencies of past requests to 
an object in order to estimate the request probabilities, which are unknown a priori. 
Fig. 1 illustrates the ranking of objects for caching with the considered strategies for 
an example sequence of requests. Both statistics-based strategies provide a single 
parameter, i.e. the size K of the sliding window and the fading factor ρ,  which deter-
mines the backlog of the memory into the past. In this way they employ an aging 
mechanism to avoid cache pollution with objects that decrease in popularity over time.  

 

 

Fig. 1. Comparison of LRU, sliding window and geometric fading strategies 

Geometric fading is equivalent to LRU for ρ ≤ ½, since then the weight of the last 
request exceeds the sum of all previous scores. The same holds for the sliding window 
mechanism for K ≤ M when we implement it with LRU as a tie breaker for deciding 
on the eviction if several objects have the same request frequency count. For K → ∞ 
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and ρ  → 1, both methods approach an infinite count statistics over the past 
corresponding to least frequently used (LFU). When the cache is filled at the start 
without much backlog information being available, the short-term statistics corres-
ponding to small K may largely deviate from the long-term steady state behaviour.  

In practice, the popularity of objects in the web is observed to be slowly changing 
[3][8][33]. As a consequence, pure LFU with an unlimited count statistics is expected 
to degrade in the long-term behavior since it would keep outdated formerly popular 
objects in the cache without sufficient response to dynamic popularity.  

A window of size K stands for a fixed backlog whereas geometric fading 
introduces a slowly decreasing influence over time. Both strategies can establish a 
comparable backlog when ρ = K /(K +1) ⇔ Σj ≥ 1 ρ j = ρ/(1 – ρ) = K. It is mandatory to 
adapt the aging parameters K and ρ to the rate of change in the objects’ popularity. 
This can be done again based on statistics of the user request behavior or by 
evaluation and tuning for optimum cache performance as illustrated in Section 5,   
Fig. 4. The minimum score of objects in the cache indicates how many requests to a 
new object have to be encountered until it will enter the cache. 

3.3 Implementation Effort of Replacement Methods  

Least Recently Used   
A main advantage for the widely applied LRU strategy is the simple and efficient 
implementation as a double chained stack of M objects. An update per request is done 
at constant effort for putting the requested object on top of the LRU stack.  

Sliding Window 
The sliding window statistics requires some more updating effort. The count of the 
requested object is incremented and the count of another object is decremented, 
corresponding to the oldest request being dropped from the sliding window. Cached 
objects are sorted due to their score. For updating an object with in- or decremented 
count an extended double chained list is sufficient with constant updating effort per 
request similar to [29], despite of more complex LFU implementation proposals [23]. 
Moreover, the sliding window has to be stored as a cyclic list of size K, in order to 
determine the oldest request in the sliding window and to overwrite it by the recent 
request. Nonetheless, the entire processing effort per request can be kept constant.  

Geometric Fading 
On first glance, an update per request for geometric fading has to increment the 
weight of the new requested object and to multiply the aging factor ρ  to the weights 
of all objects, which would mean an enormous O(N) effort. But instead of decreasing 
the weight of all objects by a factor ρ, we can equivalently increase the weight only 
for the new requested object by a reciprocal factor 1/ρ each time, i.e. the weight to be 
added for a new request is initiated with 1 and then is growing to (1/ρ) k after k 
requests. This procedure has the same aging effect due to an inflation of weights for 
new requests. The only problem is that the weight will approach the maximum 
number in floating-point representation over time. Therefore the weights of cached 
objects have to be readjusted by dividing them by (1/ρ) k when a threshold is reached. 
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In this way, the updating effort for geometric fading is reduced to the order O(log(M)) 
for reinserting the requested object at an upward position in the cache. 

The survey [26] refers to a similar ρ-aging method, where the scores of all objects 
are reduced by a factor ρ  not for each request but in longer time intervals, e.g. once 
an hour, thus essentially reducing the effort per request. 

4 Deficits of LRU Hit Rates for Random i.i.d. Requests   

We start the evaluation of the LRU caching performance by looking for worst case 
examples of the achievable LRU hit rate for the independent reference model (IRM 
[2][22]). In this way, we would like to check whether it is usual or extreme to 
outperform the LRU hit rate by up to 20% as shown in examples in [24][30]. In 
particular, we introduce the following preconditions and notations: 

• A set of N objects O = (o1, o2, …, oN) includes all cacheable data that is requested 
over a considered time period by the user population. 

• The cache has a fixed size for storing M << N objects, since in practice the cache 
size is very small compared with the size of all objects available for web caching. 

• We assume that requests address the objects according to a random, independent 
and identically distributed (i.i.d.) sequence, such that a request refers to an object 
ok with probability pk, where the objects are assumed to be ordered according to 
their popularity p1 ≥ p2 ≥ … ≥ pN.  

Under these assumptions, the optimum replacement policy keeps the M most popular 
objects in the cache, since then the hit rate reaches its maximum value hOPT = Σk=1

M pk. 
This can be achieved with LFU policy in the long term steady state case hOPT = hLFU. 

Considering small cache size (M = 1) 
Deficits of LRU are inevitable without full awareness of the objects’ popularity and 
can be illustrated starting from the smallest cache size M = 1. Then the worst case for 
LRU is encountered when the top object is much more popular than the others, i.e. 
when  p1 >> ε ≥ p2 ≥ p3 ≥ … ≥ pN. Then under the LRU policy, o1 is found in the cache 
with probability p1 whereas one of the other objects has been addressed most recently 
with probability 1 – p1. As the LRU hit rate we obtain  

hLRU ≤ p1  p1+ (1 – p1)ε  ≈ p1
2.                                         (2)  

We conclude that the absolute difference between hOPT = p1 and hLRU ≈ p1

2 can be as 
large as hOPT – hLRU ≈ 25% for p1 = 0.5 and the relative difference hLRU / hOPT ≈ p1 can be 
arbitrary large for small p1, e.g., 1% LRU versus 10% optimum hit rate for p = 0.1.  

Analysis for arbitrary cache size M  
For larger caches, the degradation of LRU hit rates can even exceed 25%, when we 
follow the considered case for arbitrary size M with access probabilities 

p1 = p2 = … = pM = p >> ε = pM+1 = pM+2 = … = pN                           (3) 
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where again the top M objects are much more popular than the others and the 
optimum hit rate is given by hOPT = Σk=1

M pk = M p. 
For the independent request model, an analytical formula for the LRU hit rate is 

known, see e.g. equation (6) in [18], but requires exponential computation effort in M 
and hence can be evaluated only for small caches. For realistic cache size, approxima-
tions have been proposed by [9][12][14][15][18], as compared in Table 1 of Section 5.  

However, under the assumptions of equation (3) the iterative approximation 
according to [18] still allows for an exact analysis, because only two classes of objects 
need to be distinguished: The set of M popular objects OPOP = {o1, o2, …, oM}, each of 
which has request probability p, and the remaining N – M objects, each of which has 
negligible request probability ε << p. Let pLRU(j, k) denote the probability that j popular 
objects from the set OPOP are found in an LRU cache of size k. Then the LRU hit rate 
hLRU for a cache of size M can be expressed as 

hLRU = Σj pLRU(j, M)[ j  p + (M – j)ε ] ≈ Σj j  ppLRU(j, M).                     (4)  

We can set up an iterative computation scheme for the probabilities pLRU(j, k) for 
increasing cache size k = 1, 2, …, M. Initially we obtain  

pLRU(0, 1) = 1 – M  p    and     pLRU(1, 1) = M  p                             (5)  

for k = 1 according to the probability that the last request referred to an object outside 
or inside OPop. In general, the probability pLRU(j, k) can be determined from a 
combination of cases with j or j – 1 objects in a cache of size k – 1 when we consider 
the situation after a new object has been put on top of the cache. Then the former top 
k object is evicted from the cache, whereas the former top 1, … , (k – 1) objects in the 
cache and the new object are building a cache of size k.  

  (6) 

Both ratios in equation (6) express conditional probabilities that the new object is 
outside or inside the set OPOP provided that  j popular objects (or j – 1, respectively) 
are excluded, since they are already in the cache of size k – 1. A corresponding 
number of non-popular elements is also excluded. Equation (6) holds for 0 < j < k. If 
we presume pLRU(k, k – 1) = pLRU(– 1, k – 1) = 0 then (6) is valid for j = 0, k as well. 

Evaluation of the equations (4)-(6) reveals that LRU hit rates are more than 25% 
below the optimum in a wide range of 0.38 ≤ M  p ≤ 0.78 with a maximum of 28.9% 
for M  p ≈ 0.58, provided that ε is small, i.e. ε < 0.01p and for M ≥ 5. Moreover, for 
small caches, LRU shows substantial relative degradation e.g. down from 20% to 4% 
and then seems inappropriate. We suppose that the considered case (3) is the worst 
case scenario for LRU hit rate degradation for independent references, although we 
lack a formal proof. Therefore it would be sufficient to show that the LRU hit rate is 
always decreasing when the probabilities pj, pk of two objects oj, ok are smoothed, i.e. 
are both changed to (pj + pk)/2. 

As compared to the performance evaluation based on realistic web cache traces 
with Zipf distributed requests in [18][24][30], the 5%-20% differences in the hit rate 
between LRU and proposed alternative strategies are about half as large as the 
previously derived case. Statistics based strategies are still experienced to exploit 
most of the optimum hit rate as confirmed in the following simulation studies.  
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Fig. 2. Analysis of severe deficits of LRU cache hit rates 

5 Evaluation of Replacement Methods by Simulation 

We use simulations in order to investigate the performance of caching strategies 
under Zipf distributed user requests. We compare LRU with sliding window and 
geometric fading for independent Zipf distributed requests. We include N = 1 000 
objects, whereas the cache size M and the parameter β of the Zipf distribution are 
varying. The hit rate is evaluated as the main performance criterion. Simulation results 
are obtained from a series of 10-20 independent simulation runs, each of which 
includes at least 4 000 i.i.d. Zipf distributed requests. In this way, we have a 
preliminary check of the variability of the obtained hit rates and we were able to tune 
the length of simulation runs in order to keep the estimated standard deviation in the 
series of simulation runs for each result below 1%. First we study the long-term 
behavior and therefore the hit rate evaluation excludes a sufficiently long starting 
phase. Later on, a closer look on the transient behavior shows that the strategies 
involving request statistics can have a long starting phase before the behavior 
stabilizes towards steady state behavior, whereas LRU can be assumed in steady state 
as soon as the cache is completely filled. 

Fig. 3 presents the simulation results of the replacement strategies for different 
cache sizes (M = 5, 10, 20, 50 and 100), Zipf distribution exponents (β = 0.6, 0.8 and 
0.99), and for a maximum window size K = 4 000 and a fading factor ρ = 0.99999. 
Then the sliding window as well as the geometric fading strategy come close to pure 
LFU since the request count statistics is large enough to provide a good sample for 
representing the Zipf request distribution.  

The obtained results reflect the expected behavior: The curves of statistics-based 
strategies almost achieve the optimum hit rate hOPT = Σk=1

M pk whereas LRU stays 5 - 

18% below. The deviation of the statistics based strategies is negligible for small 
cache size but is increasing up to 3% for M = 100. In general, the figures confirm the 
efficiency of web caching for Zipf distributed requests already when the cache size 
covers only 1‰ - 1% of the relevant objects and especially when the parameter β is 
close to 1 corresponding to a strong concentration of requests on popular objects.  
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          β = 0.99 

Fig. 3. Hit rates of the caching strategies for Zipf distributed requests A(R) = α R–β  
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In addition to simulation results, approximations of the LRU hit rate for indepen-
dent requests are provided in a curve according to approaches in [9][12][14][15][18]. 
There are two different approaches: An iterative computation of the hit rate for 
increasing cache size is proposed in [9] and slightly improved in [18]. The approach 
in [12][14][15] determines  the time for requests to M different objects as the root of a 
characteristic equation, from which the hit rate of the objects is obtained. This 
approach has a computational complexity of O(N) and is asymptotically exact for 
large M. The iterative approach is exact at least for M = 1 and has a complexity of 
O(M N). Since an exact computation of LRU hit rates is feasible up to M ≈ 10 [18], 
the approach can be further improved in combination with exact results for small M. 
Table 1 compares results obtained from eq. (1) in [15], eq. (7-8) in [18], and eq. (1-2) 
in [9], which coincide with only minor deviations over the complete range.   

Table 1. Comparison of LRU cache hit rate approximations for Zipf distributions  

M 
Results for β = 0.6 from 
[9][14]      [18]        [12]  

Results for β = 0.8 from 
[9][14]      [18]        [12]

 Results for β = 0.95 from 
[9][14]      [18]        [12] 

 1   0,30%     0,30%     0,30%   0,93%     0,94%     0,94%   2,18%     2,24%     2,24% 

3   0,91%     0,91%     0,91%   2,71%     2,74%     2,75%   6,18%     6,30%     6,34% 

5   1,50%     1,50%     1,50%   4,38%     4,43%     4,44%   9,72%     9,86%     9,96% 

10   2,93%     2,94%     2,94%   8,16%     8,21%     8,26% 16,94%   17,01%   17,25% 

20   5,64%     5,65%     5,66%  14,30%   14,32%   14,42% 26,53%   26,52%   26,79% 

50 12,68%   12,69%   12,71% 26,16%   26,16%   26,24% 40,80%   40,80%   40,90% 

100 22,03%   22,03%   22,05% 37,78%   37,78%   37,82% 52,61%   52,62%   52,66% 

In Fig. 4, the hit rate is evaluated for sliding window and geometric fading with 
increasing window size K and corresponding fading factor ρ  = K /(K + 1). We pick 
one of the previous examples for N = 1 000, M = 100 and β = 0.8 with hLRU ≈ 37.8% 
and hLFU ≈ 52.8%. 

 

Fig. 4. Sliding window and geom. fading: Hit rate for varying K, ρ (ρ = Κ/(Κ + 1)) 
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The curves for geometric fading and sliding window start at the LRU hit rate 
without much improvement for K ≤ 26. In the range K = 26 ,…, K = 211 the hit rate is 
improving by several percent with each doubling step towards the optimum hit rate 
level. Geometric fading starts to improve about one step earlier because memory of 
previous requests is present in the object’s score over longer time even for small 
fading factors, whereas sliding window strictly deletes any memory beyond the 
window size K. The evaluation of the impact of the window size on the hit rate is 
useful in order to determine an appropriate choice of the parameters K and ρ for both 
statistics based methods.  

Finally, we demonstrate the transient behavior for the same example with N = 1 000, 
M = 100 and β = 0.8 with regard to several characteristics of the cache, in particular 

• the mean popularity rank of the objects in the cache, 

• the number of top 100 objects stored in the cache of size M = 100 and 

• the hit rate.  

A window size K = 4 000 and a corresponding fading factor ρ is assumed in order to 
observe a long term behavior close to the unlimited LFU caching strategy. The 
evaluation shows one figure per interval of  100 requests, i.e. a 40% hit rate in the 3rd 
interval corresponds to 40 hits occurring among the requests no. 201 - 300. Fig. 5 
shows that the mean object rank in the cache starts in the range of 250 - 300 out of     
1 000 objects and then is fast decreasing towards the expected long term value of 50.5 
when the cache tends to collect the top 100 objects. 

Accordingly, the number of top 100 objects found in the cache starts around 30 and 
is increasing to about 80. In examples for M ≤ 10 the cache content often consists of 
all top M objects already after 1 000 requests. Fig. 6 shows the corresponding curves 
of the hit rate starting from a low level due to limited statistics being available and 
converging to the LRU hit rate in the course of the simulation run. In all cases a 
similar behavior of the sliding window and geometric fading strategy is apparent in 
the curves of Fig. 5 - Fig. 6. 

 
Fig. 5. Transient behavior: Mean rank and number of top 100 objects in the cache   
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Fig. 6. Increasing hit rate for transient behavior over intervals of 100 requests 

6 Generalized Caching Criteria 

In general, there are many more aspects to be considered in the decision for caching 
requested objects beyond statistics on past requests for achieving the optimum hit 
rate. A current IETF standardization draft document [13] on HTTP caching refers to a 
list of preconditions for cacheability based on information to be exchanged between 
the origin server and the cache, such as expiration date, cache directives (“no-store”, 
only for “private” i.e. client side caches etc.) and cache control extensions. Depending 
on the status with regard to those criteria, an object may be delivered from the cache 
with or without revalidation from the origin server, where cache delivery with 
revalidation does not improve delay but still can save bandwidth. 

The object size can also be considered in the caching strategy [2][8][26]. In practice, 
codecs and transport protocols divide large files and videos into small chunks which are 
at least 1000-fold smaller than typical cache sizes. Thus, object size variability (e.g. bin-
packing issues) has negligible effect on the cache hit rate. In principle, caching of an 
object of size e.g. j MByte may be broken down and compared with caching of  j objects 
of unit size of 1 MByte with the same popularity rank and score being attributed to those 
unit objects. The comparison makes clear that popularity is the main criterion for 
optimum hit rate. For large objects or streaming applications with high bandwidth 
demand, the bandwidth saving effect is more relevant whereas shorter delays are the 
main caching advantage for small objects. Therefore caching is also relevant for control 
messages or domain name service (DNS) requests. 

Other replacement strategies prefer to cache objects that if not cached would have 
to traverse limited-bandwidth or expensive links, objects that reside on distant or busy 
servers, or objects with stringent quality requirements in order to further improve 
performance and reduce costs. Finally, some replacement strategies take into account 
the “freshness” [13] of the objects in order to avoid consistency misses and thus 
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improve the hit rate. Several function-based replacement policies can be found in the 
literature [7][26] that use cost functions which exploit such information (e.g. link 
bandwidth, server load, object age etc.) in order to estimate cost savings for objects 
indicating the benefits related with their caching.   

7 Conclusions and Outlook 

Requests for popular content on the Internet are prevalently served by overlay caching 
systems in content delivery networks. The efficiency of web caching is promoted by 
Zipf distributed user requests and a growing portion of traffic via the HTTP protocol.  

However, our evaluation of cache replacement strategies in comparison of the most 
commonly used LRU policy with two strategies based on statistics of past requests 
reveals deficits of the LRU cache hit rate of up to 28.9% in a worst case analysis and 
still 10-20% in simulations of realistic web caching environments. Similar experience 
seems to be present in literature only in a few studies of the performance of 
alternative strategies based on traces for requests to content on the Internet. Especially 
the hit rate potential of small caches is scarcely used by LRU.  

The considered caching strategies are adaptable to changing popularity of objects, 
but we assume the optimum caching efficiency to closely approach the static case of 
independent and identically Zipf distributed requests. The modeling and analysis of 
changing popularity of objects and proposals for improved strategies are for further 
study, e.g. with prediction of increasing and decreasing phases in the popularity 
profile of objects. 
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Abstract. Video streaming currently dominates global Internet traffic
and will be of even increasing importance in the future. In this paper we
assess the impact of the underlying transport protocol on the user per-
ceived quality for video streaming using YouTube as example. In particu-
lar, we investigate whether UDP or TCP fits better for Video-on-Demand
delivery from the end user’s perspective, when the video is transmit-
ted over a bottleneck link. For UDP based streaming, the bottleneck
link results in spatial and temporal video artifacts, decreasing the video
quality. In contrast, in the case of TCP based streaming, the displayed
content itself is not disturbed but playback suffers from stalling due to
rebuffering. The results of subjective user studies for both scenarios are
analyzed in order to assess the transport protocol influences on Quality
of Experience of YouTube. To this end, application-level measurements
are conducted for YouTube streaming over a network bottleneck in order
to develop models for realistic stalling patterns. Furthermore, mapping
functions are derived that accurately describe the relationship between
network-level impairments and QoE for both protocols.

Keywords: YouTube, Quality of Experience, Stalling, TCP, Loss, UDP.

1 Introduction

Video streaming dominates global Internet traffic and is expected to account
for 57% of all consumer Internet traffic in 2014 generating over 23 exabytes per
month [1]. It can be distinguished between delivery of live video streaming with
on-the-fly encoding, like IPTV or Facetime, and delivery of pre-encoded video,
so called Video-on-Demand (VoD). The most prominent VoD portal is YouTube
which accounts for more than two billion video streams daily [2].

The transport of video streams in the Internet is currently realized either
with TCP or UDP. However, due to the diverse features of these protocols their
application has a huge impact on the streaming behavior. The usage of TCP
guarantees the delivery of undisturbed video content since the protocol itself
cares for the retransmissions of corrupted or lost packets. Further, it adapts the
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transport rate to network congestion, thus minimizing packet loss. If the avail-
able bandwidth is lower than the required video bit rate the video transmission
lasts longer than the video playback. Thus, the playback is interrupted which is
referred to as stalling. Hence, in case of TCP the video playback rather than the
video itself is disturbed. In contrast, UDP does not perform bandwidth adapta-
tion or guarantee packet delivery, but it transmits the data with the same bit rate
as forwarded by the application. Thus, network congestion leads to lost packets
which occur as artifacts or jumps in the stream. Hence, the user experiences a
degraded video quality in terms of visual impairments.

The question arises which transport protocol is more appropriate from the
end user’s point of view, i.e. the Quality of Experience (QoE). To answer this
question we consider a bottleneck scenario in which network capacity is limited.
Thus, the available network bandwidth may be lower than the required video bit
rate and the user may suffer from stalling and quality degradation for TCP and
UDP, respectively. In order to compare the impact of the transport protocols
on the QoE, two subjective user studies are presented. In previous work [3],
we quantified the impact of stalling on QoE, while [4] executed user surveys to
evaluate QoE of video streaming with lost packets.

The contribution of this paper is twofold. First, an intensive YouTube mea-
surement study is conducted in order to quantify the relevant application-level
QoS parameters for YouTube over a bottleneck. In particular, the observed
stalling patterns are modeled in terms of stalling frequency and stalling length.
Second, YouTube video streaming via TCP and via UDP is compared from the
end-user perspective by means of subjective user studies [3,4]. The comparison
is realized by transforming the results of the subjective tests to the common de-
nominator in the considered scenario, that is the network bandwidth limitation
due to the bottleneck. Since [3] provides first a YouTube QoE model for given
stalling pattern, the work presented here is the first comparing QoE – and in
particular YouTube QoE – for different transport protocols.

The reminder of this paper is structured as follows. Section 2 shows the
application-level measurements for YouTube over a bottleneck. This includes
the video characteristics in terms of duration and video bit rate as well as the
observed stalling patterns which is required to later map the bottleneck band-
width to QoE. The subjective user study on QoE for YouTube video streaming in
the presence of stalling, which means via TCP, is reviewed in Section 3. The QoE
model for UDP based transmission of YouTube videos is presented in Section 4.
The results of the subjective tests are compared and discussed in Section 5.
Finally, Section 6 concludes this work and discusses further research issues.

2 Measurement of YouTube Application-Level QoS

In the considered bottleneck scenario for TCP, the available network bandwidth
B is limited. When downloading a video which is encoded at a video bit rate V >
B, stalling may occur. The numberN of stallings during the video playout as well
as the length L of a single stalling event will both affect the QoE. However, the
stalling pattern even in the bottleneck scenario with constant network capacity
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may be quite complex, since several factors interact and influence the stalling
pattern, (a) YouTube’s implementation of flow control on application layer [5],
(b) TCP’s flow control on transport layer, (c) variabe bit rate due to the used
video encoding, (d) implementation of the video player and its video buffer.

Therefore, we derive in the following a simple model for the observed stalling
patterns based on an application-level measurement study. In Section 2.1, the
measurement setup is explained. The observed stalling patterns over the ded-
icated bottleneck are analyzed in Section 2.2. The notation and variables fre-
quently used throughout this paper are summarized in Table 1.

2.1 Setup of Application-Level Measurements

Our YouTube TCP measurement campaign took place from July to August, 2011
during which more than 37,000 YouTube videos were requested, about 35GByte
of data traffic was captured, and more than 1,000 videos were analyzed frame by
frame in detail. In addition, 266,245 video descriptions were downloaded from
YouTube containing the duration of the videos.

For measuring YouTube video streaming over a bottleneck, the measurement
setup included three different components. (1) Bandwidth shaper. A network
emulation software was used to limit the upload and download bandwidth. In
our experiments, the “NetLimiter” bandwidth shaper was applied. (2) YouTube
user simulation. This component simulated a user watching YouTube videos
in his browser. Therefore, a local Apache web server was configured and web
pages were dynamically generated, which call the YouTube API for embedding
and playing the YouTube video. The embedding of the YouTube videos in an
own web page is necessary for monitoring the appliction-level QoS. In order to
obtain a random snapshot on YouTube, we randomly searched for videos via the
YouTube API and used a public dictionary of english words as keyword for the
YouTube search request. (3) QoS monitor. The video player status (“playing”,
“buffering”, “ended”) and the used buffer size (in terms of number of bytes
loaded for the current video) were monitored within the generated web page
using Javascript. At the end of the simulation (i.e. when the simulated user
completely watched the video, after a certain timeout, or in case of any player
errors), the stalling monitoring information and the buffer status were written to
a logfile. Further, the network packet traces were captured using wireshark and
tshark. As a result, both network-level QoS parameters (from the packet traces)
and application-level QoS parameters (the stalling patterns) were captured.

The QoS monitor component provided the data for analyzing the stalling
pattern on application level. The YouTube API specifies an event called “on-
StateChange” which is fired whenever the state of the player changes. For each
event, e.g. when the video player switches between buffering of data and playing
the video, the current timestamp, the number of bytes loaded, as well as an
identifier for the event itself are recorded by the QoS monitor. However, it has
to be noted that the timer resolution depends on the actual JavaScript imple-
mentation within the browser used. In our experiments, we used the Internet
explorer within Windows 7 which shows a timer resolution of about 16ms.
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Table 1. Notation and variables frequently used

Variables
V total bit rate of video in (kbps)
D duration of video in (s)
B bandwidth limitation in (kbps)
N number of stalling events
L duration of a single stalling event
F stalling frequency F = N/D in (1/s)
R packet loss ratio
ρ throughput normalized by video bitrate, i.e. ρ = B/V

Functions
fL(N) mapping function between numberN of stalling events and MOS values

for stalling events of length L via TCP
gv(R) mapping function between packet loss ratio R and MOS values for

videos with resolution v (CIF, 4CIF) via UDP
ΥL(ρ) mapping function between normalized throughput ρ and MOS values

for stalling events of length L via TCP
Υv(ρ) mapping function between normalized throughput ρ and MOS values

for videos with resolution v (CIF, 4CIF) via UDP

For analyzing the video files, the video contents were extracted from the packet
traces. The YouTube API specifies a set of calls for requesting videos via HTTP.
Via pattern matching, these HTTP requests and corresponding HTTP objects
were identified. YouTube uses DNS translation and URL redirection, as the
actual video contents are located on various caching servers, see [6,7,8]. The
video contents were then reassembled from the corresponding TCP stream.

The video file itself was parsed by implementing a perl module which analyzed
the video frames and extracted meta-information from the video file. As a result,
video information like video bit rate, video resolution, used audio and video codecs,
or video size and durationwere extracted. Furthermore, for each video frame in the
video stream, information about the video playback times of frames, the size of the
video frames, aswell as the type of frames (key frame or interframe)were extracted.

2.2 Observed Stalling Patterns over Bottleneck

The aim of this section is to model the observed stalling patterns when the
YouTube video is streamed over a bottleneck. The subjective user studies [3]
summarized in Section 3 quantify QoE depending on the number N of stalling
events and the length L of a single stalling event. A mapping function fL(N)
between the stalling parameters as application-level QoS and the QoE in terms
of mean opinion score (MOS) values is provided. Now, we derive the influence
of the bottleneck capacity B on the observed stalling pattern in the following.
In particular, we depict two exemplary bandwidth limitations, that are B =
384 kbps as typical bandwidth of UMTS cell phones and B = 450 kbps which
is roughly the median of the video bit rate V as observed in our measurement
campaign, see the technical report [9] for more details.
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Stalling Frequency. The stalling frequency F is defined as the ratio of the num-
ber of stalling events and the duration D of the video, i.e. F = N/D. First, the
correlation of F with several influence factors was investigated in terms of Pear-
son’s linear correlation coefficient given in brackets: 1. frame rate (-0.03), 2. video
duration (-0.35), 3. median of stalling length (0.37), 4. number of stallings (0.47),
5. mean stalling length (−0.58), 6. video bit rate (0.87). Thus, there is no signif-
icant correlation between stalling frequency and frame rate, number and length
of stalling, or the video duration. The stalling frequency is strongly correlated
only with the video bit rate.

Figure 1 depicts the stalling frequency depending on the normalized video
demand x for two different bandwidth limitations. The normalized video demand
is defined as the ratio of the video bit rate V and the bottleneck capacity B,
i.e. x = V/B. The measurement results for each video clip are plotted with
“�” marker and “+” marker for B = 384 kbps and B = 450 kbps, respectively. As
a result, we see that the measurement results – for both bottleneck capacities – lie
in the same area. In particular, the measured frequencies with the corresponding
measured video demands can be well fitted by an exponential function which we
found by minimizing the least square errors,

F (x) = −1.09e−1.18x + 0.36 . (1)

The resulting coefficient of determination of the fitting function F and the mea-
surement data is D = 0.943. However, there are several outliers which lie above
the dashed line in Figure 1. About 15.22% of the video clips are assumed to be
outliers. We found no statistical correlation between these values of F and any
other variables. An in-depth analysis of the packet traces as well as of the video
contents did not reveal a clear reason for this. However, we assume that these
outliers are caused by the implementation of the video player itself. Considering
the correlation coefficients of F and the video bitrate V without the outliers
leads to 0.955 and 0.958 for B = 384 kbps and B = 450 kbps, respectively.

Thus, when the bottleneck capacity is equal to the video bit rate, i.e. x = 1,
the stalling frequency is F (1) = 0.021. In that case, a one minute video clip
will already stall once due to the variable video bit rate. According to the curve
fitting function, the stalling frequency will converge and it is limx→∞ F (x) =
0.357. Hence, a one minute clip will stall at most 21 times. However, from QoS
perspective, this is not relevant, such high video demands may cause the player
to crash anyway. From QoE perspective this is either not relevant, since the user
is already annoyed when a few stalling events happen (see Section 3).

Stalling Length. Next, we take a closer look at the length L of single stalling
events. For each video clip, we measured the durations of each stalling event.
Then, we computed several statistical measures per video clip, including mean
and median of the stalling length over the stalling events of an individual clip.
However, we found no correlation between the statistical measures of the stalling
time and any other variable, i.e. video frame rate, stalling frequency, video bit
rate, video duration, number of stallings.
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Figure 2 shows the CDF of the median and the mean stalling length for
the two different network capacities B. It can be seen that the curves for the
mean stalling length differ with B. Nevertheless, the minimum of the average
stalling length is about 2 s and for most videos the mean stalling length is below
6 s. However, there are several videos which show an even larger mean stalling
length. A closer look at the individual application level stalling traces revealed
that this large average stalling length was mostly caused by one large single
stalling event during the playout of the individual video clip. These video clips
correspond to the outliers as identified for the stalling frequency in Figure 1.

We therefore take a closer look at the median of the stalling length to attenuate
the impact of large single stalling events. In that case, the CDFs of the median of
the stalling length for the two different network capacities are very close together
and no impact of the bottleneck capacity on the median can be observed. In par-
ticular, the observed stalling lengths are mainly between 2 s and 5 s. Because of
this observation and no correlations with other variables, we conclude that the
implementation of the video playout buffer determines mainly the stalling length.

Summarizing this section, the stalling pattern of a video can be described by
stalling frequency F and stalling length L. The stalling frequency is determined
by the ratio of video bit rate and bottleneck capacity. The length of a single
stalling event is in the order of a few seconds and lies between 2 s and 6 s mainly.

3 Subjective Study on YouTube Video Delivery via TCP

For linking the stalling patterns for YouTube video streaming via TCP to the
user perceived quality, we briefly summarize our former subjective user study
[3,10] conducted by means of crowdsourcing. Crowdsourcing means to outsource
a task (like video quality testing) to a large, anonymous crowd of users in the
form of an open call. Crowdsourcing platforms in the Internet, like Amazon
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Table 2. Mapping functions between MOS and number N of stalling events of length
L as well as coefficient of determination for TCP transmission

length L mapping function fL(N) coef. of determination R2
L

1 s f1(N) = 3.26 · e−0.37·N + 1.65 0.941
2 s f2(N) = 2.99 · e−0.69·N + 1.95 0.923
3 s f3(N) = 2.99 · e−0.96·N + 2.01 0.997
4 s f4(N) = 3.35 · e−0.89·N + 1.62 0.978

Mechanical Turk or Microworkers.com [11], offer access to a large number of
internationally widespread users in the Internet and distribute the work sub-
mitted by an employer among the users. The work is typically organized at a
finer granularity and large jobs (like a QoE test campaign) are split into cheap
(micro-)tasks that can be rapidly performed by the crowd.

With crowdsourcing, subjective user studies can be efficiently conducted at
low costs with adequate user numbers for obtaining statistically significant QoE
scores [12]. However, reliability of results cannot be trusted because of the
anonymity and remoteness of participants (cf. [13] and references therein): some
subjects may submit incorrect results in order to maximize their income by com-
pleting as many tasks as possible; others just may not work correctly due to lack
of supervision. In [3,14], we showed that results quality are an inherent problem
of crowdsourcing, but can be dramatically improved by filtering based on addi-
tional test design measures, e.g. by including consistency and content questions,
as well as application usage monitoring.

In several crowdsourcing campaigns, we focused on quantifying the impact of
stalling on YouTube QoE and varied (1) the number of stalling events fromN = 0
toN = 6 as well as (2) the length of a single stalling event from L = 1 s to L = 4 s.
The stalling events were periodically simulated, i.e. every D/N seconds a single
stalling event of constant duration L occured. The duration of all test videos
was 30 s. We also considered the influence of (3) the different crowdsourcing
campaigns, (4) the test video id in order to take into account the type of video
as well as the resolution, used codec settings, etc. Further, we asked the users to
additionally rate (5) whether they liked the content.

As an outcome of this subjective study, we found that the stalling parameters
N and L clearly dominate the user ratings and are the key influence factors.
Surprisingly, the user ratings are statistically independent from the video pa-
rameters (like resolution of the YouTube videos, video motion, type of content
like news or music clip, etc.) or whether the users liked the content or not.

For quantifying the impact of stalling on QoE, the subjective user ratings for
a particular stalling pattern are averaged resulting into a so-called mean opinion
score (MOS) according to ITU-T Recommendation ITU-T P.800.1 [15]. MOS
takes on the values 1 = bad, 2 = poor, 3 = fair, 4 = good, and 5 = excellent.
Figure 3 depicts the MOS values for one and three seconds stalling length for
varying number of stalling events. In addition, the MOS values are fitted accord-
ing the IQX hypothesis as discussed in [16]. The IQX hypothesis formulates a
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fundamentail relationship between QoE and an impairment factor correspond-
ing to the QoS. According to the IQX hypothesis, the change of QoE depends
on the current level of QoE – the expectation level– given the same amount of
change of the QoS value. Mathematically, this relationship can be expressed by
a differential equation

∂QoE

∂QoS
= −β(QoE − γ) (2)

which can be easily solved as an exponential functional relationship between
QoE and QoS.

In the context of YouTube QoE for TCP based video streaming, the number of
stallings is considered as impairment. Hence, QoE in terms of MOS is described
by an exponential function. The mapping functions between the number N of
stalling events of length L are given in Table 2 which also shows the coefficients of
determination R2

L for the different fitting functions being close to perfect match,
i.e. R2

L = 1.
The results in Figure 3 show that users tend to be highly dissatisfied with

two ore more stalling events per clip. However, for the case of a stalling length
of 1 s, the user ratings are substantially better for same number of stallings.
Nonetheless, users are likely to be dissatisfied in case of four or more stalling
events, independent of the stalling duration.

4 Quality Assessment of UDP-Based Video Transmission

For assessing the user perceived quality ofYouTube video streaming using theUDP
transport protocol, we rely on a publicly available database, that is the “EPFL-
PoliMI video quality assessment database” at http://vqa.como.polimi.it/. Its

http://vqa.como.polimi.it/
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video streams are encoded with H.264, the same codec used by YouTube. Twelve
different video sequences were investigated from which one half has a spatial CIF
resolution (352×240 pixel) and the other half 4CIF resolution (704×480 pixel). For
each of the twelve original H.264 bit-streams, a number of corrupted bit-streams
were generated, by dropping packets according to a given error pattern. The er-
ror patterns were generated at six different packet loss ratios R, that are 0.1%,
0.4%, 1%, 3%, 5%, 10%. Furthermore, two different types of error patterns are
considered, that are random errors and bursty errors. Thus, in total, 72 CIF and
72 4CIF video sequences with packet losses as well as the original 6 CIF and 6 4CIF
sequences without packet losses were considered in the subjective tests.

The CIF and 4CIF video sequences were presented in two separate test ses-
sions to the test users. At the end of each video sequence, the subjects were
asked to rate the quality using a five-point ITU continuous adjectival scale.
Using a slider, the test users continuously rate the instantaneously perceived
quality using an adjectival scale from “bad” to “excellent”, which corresponds
to an equivalent numerical scale from 0 to 5. Thus, in contrast to the subjective
user study in the previous section 3, “bad” quality rating y is any continuous
value between 0 and 1, i.e. 0 ≤ y ≤ 1, while “excellent” quality rating means
4 < y ≤ 5. In total, fourty naive subjects took part in the subjective tests. More
details on the subjective test can be found in [17,4].

Figure 4 shows the MOS depending on the simulated packet loss ratio R
for the two different resolutions CIF and 4CIF. For each packet loss ratio R
and each video resolution, the subjective ratings from all test users (across the
different video contents and the type of error pattern) were averaged to obtain
the corresponding MOS value. It can be seen that the MOS strongly decays with
increasing network impairment in terms of packet loss.

To this end, we consider the packet loss ratio as impairment factor on the
QoE. Hence, we can apply again the IQX hypothesis in order to derive a mapping
function between the QoS impairment, i.e. the packet loss ratio, and the QoE in
terms of MOS. As a result, we obtain an exponential mapping function between
QoE and QoS which is depicted as solid line in Figure 4. Furthermore, the
mapping function itself is shown in the plot. Again, we see a very good match
of the mapping function and the measured MOS values which is quantified by
the coefficient of determination being close to a perfect match.

As a result, we see that in the case of UDP-based video streaming, packet loss
is a key influence factor on QoE. In contrast, the resolution of the video contents
(CIF vs. 4CIF) has only a minor impact on the MOS.

5 Comparison of Youtube QoE for TCP and UDP

For quantifying the influence of the transport protocol on the QoE, we consider
now the bottleneck scenario with a given bottleneck capacity B. In case of TCP
based video streaming, the bottleneck may lead to stalling as QoE impairment.
According to our findings in Section 2 a given bottleneck link capacity results in
a certain stalling pattern, i.e. a certain stalling frequency F and a certain stalling
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streaming

length L. With the YouTube QoE model in Section 3, the stalling pattern can
then be mapped to a MOS. In case of UDP based video streaming, the bottleneck
link capacity may lead to packet loss as QoE impairment. Then, the QoE model
from Section 4 can be applied to quantify the QoE in terms of MOS for a given
packet loss ratio R. Hence, in both cases, TCP or UDP based video streaming,
the bottleneck link capacity is mapped to MOS. In the following, we show how
this mapping is applied in case of TCP (Section 5.1) and UDP (Section 5.2). In
order to have a fair comparison between UDP and TCP based transmission of
video contents, we neglect any initial delays. Finally, Section 5.3 compares both
protocols from the end user perspective, when the video stream is delivered over
a bottleneck.

5.1 TCP Based Video Streaming with Stalling

The download time Td of a video of duration D which is encoded with average
video bitrate V depends on the capacity B of the bottleneck,

Td =
V ·D
B

. (3)

Thus, the total stalling time Ts follows as difference Td−D between the download
time and the video duration,

Ts =

(
V

B
− 1

)
D . (4)
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Then, the number N of stalling events of length L is

N =

(
V

B
− 1

)
D

L
=

(
1

ρ
− 1

)
D

L
. (5)

Together with the normalized throughput ρ which is defined as the ratio
between the bandwidth limitation B and the video bitrate V , i.e. ρ = B

V , we
arrive at the following mapping function ΥL between the normalized throughput
and the MOS value,

ΥL(ρ) = fL

((
1

ρ
− 1

)
D

L

)
, (6)

where fL(N) is defined as in Section 3 in Figure 3 or Table 2.
In addition to this simple model for obtaining the stalling pattern to a given

bottleneck capacity B, we can use the fitting function in Eq.(1) which returns
the stalling frequency F = N/D for given V/B = 1/ρ.

5.2 UDP Based Streaming with Packet Loss

During the video of length D, about D·B
S packets of size S are downloaded with

a download bandwidth B. Since the video (encoded with bitrate V ) consists of
D·V
S packets, the packet loss ratio follows as

R = 1− B

V
. (7)

Accordingly, the mapping Υv between the normalized throughput ρ = B
V and

the MOS value is derived as

Υv(ρ) = fv (1− ρ) (8)

using the mapping function fv(R) between the packet loss ratio R and the MOS
value as defined in Section 4 for a given video resolution v.

5.3 Comparison of QoE for TCP and UDP Based Delivery of
YouTube Videos

In this section, we combine the results from the previous subsections in order to
compare the QoE for YouTube video streaming over a bottleneck with capac-
ity B. For TCP based transmission, this results in stalling which degrades the
QoE; for UDP based transmission, the bottleneck results into packet loss and
corresponding visual impairments of the video.

Thus, for the current two Internet protocols, TCP and UDP, the same QoS
impairment in terms of the bottleneck bandwidth will lead to completely dif-
ferent QoE impairments. Thus, it is possible to evaluate which kind of stalling
pattern (in terms of number of stallings and length of a single stalling event)
corresponds to which packet loss ratio, such that the user experiences the same
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QoE. Figure 5a shows the number N of stallings on the x-axis and the corre-
sponding packet loss ratio R on the y-axis which result in the same MOS value,
which is indicated by the color of the point. Two different curves are depicted
according to a stalling length of L = 1 s and L = 4 s. For the mapping between
packet loss and MOS we used the CIF resolution. For example, N = 2 stallings
of length L = 4 s correspond to a packet loss ratio R = 2% and lead to a MOS
value about 2, i.e. bad quality. It can be seen, that the transformation between
both impairment factors is quite complex and non-linear.

Finally, we compare both protocols, TCP and UDP, for a given bottleneck
bandwidth B in terms of MOS. In particular, we use the normalized throughput
ρ as ratio of the bottleneck bandwidth B and the video bitrate V . Then, we
can directly use the mapping functions in Eq.(6) and in Eq.(8) based on the
subjective user studies presented in Section 3 and in Section 4 for TCP and
UDP, respectively.

Figure 5b shows the numerical results depending on the normalized through-
put ρ. In case of TCP, we use the mapping functions based on the four different
stalling length from L = 1 s to L = 4 s. In addition, the measurement results
from Section 2.2 are used. For the different videos streamed over a bottleneck,
we measured the video bitrate, the duration of the video, the observed number
of stallings, and the median of the stalling length. These values are used as in-
put in Eq.(6) to obtain a MOS value. The first observation is that the measured
stalling values mapped to MOS are in the range of the curves ΥL(ρ).

In case of UDP, the MOS values are plotted for the CIF and the 4CIF resolu-
tion with respect to ρ in Figure 5b. The second observation is that UDP always
performs worse than TCP from the end user perspective. Hence, for the same
bottleneck capacity, the end user will likely more tolerate the resulting stalling
in case of TCP than the resulting video quality degradation in case of UDP.

The results indicate that TCP based video streaming actually used byYouTube
outperforms UDP based video streaming in terms of user perceived quality for
network bottleneck scenarios. However, it has to be noted that also techniques for
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overcoming the video quality degradation due to packet losses in case of UDP do
exist. By allowing buffering aswell as additional retransmissionmechanisms on the
application layer, UDP based streaming approachmight be enhanced significantly
and even keep up with TCP. Furthermore, we have restricted the results of this pa-
per to thebottleneck scenario.Therefore, itwouldbe interesting to investigate if the
results can be transfered to lossy links scenarios or if UDPmight be the appropriate
choice for such scenarios, as the TCP throughput is approximately proportional to
1/

√
R, cf. [18]. In addition, an investigation of other transport protocols like DCCP

and SCTP would reveal their ability for video streaming and identify the optimal
transport protocol for a YouTube like streaming service.

6 Conclusions and Future Work

Quality of Experience as a subjective measure of the end-customer’s quality
perception has become a key concept for analyzing Internet applications like
YouTube video streaming from the end user’s perspective. Therefore, in this
article we have taken a closer look at the impact of the current Internet trans-
port protocols on QoE for YouTube video streaming. In particular, we have
investigated the quality degradations which occur in case of network bandwidth
bottlenecks in case of TCP and UDP based video streaming.

For UDP based video streaming, a network bottleneck may result into packet
loss and therefore visual impairments of the video contents. In contrast, TCP
based video streaming, as currently implemented by YouTube, will not suffer
from video quality degradation, i.e. the video content itself is not disturbed,
however the bottleneck may lead to stalling of the video stream. The question
arises which of both protocols is more appropriate in case of a bottleneck from
the end user’s perspective.

Therefore, we conducted a large-scale measurement study of YouTube video
streaming over a bottleneck, in order to derive and model the resulting stalling
pattern. This stalling pattern is non-trivial, due to a number of interactions and
correlations on several layers of the ISO/OSI stack. However, we found that the
stalling patterns can be modeled in the following way: the stalling frequency
as ratio of the number of stallings and the video duration simply depends on
the normalized video demand, which is the ratio of the video bit rate and the
bottleneck link capacity (see 1). However, their relation follows a non-linear
exponential function. The median of the length of a single stalling event was
found to be between two seconds and four seconds. With these two parameters,
the observed stalling pattern can be modeled for a given bottleneck bandwidth.

As second contribution, we presented the results of two subjective user stud-
ies from literature and transformed them accordingly in order to predict user
perceived quality for a given bottleneck bandwidth. The first subjective mea-
surement campaign considers QoE when stalling occurs in case of TCP video
streaming. The second subjective measurement study allows to quantify QoE
when packets get lost in case of UDP video streaming. Finally, this allows to
compare the influence of UDP and TCP in the bottleneck scenario. Our results
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show that TCP outperforms UDP for any given bottleneck bandwidth. Fur-
thermore, we have seen that some basic considerations regarding the observed
stalling pattern also enable accurate results in terms of predicted QoE.

This work represents an important first step towards the appropriate selection
of network protocols and functionality according to the demands and properties
of Internet services based on the strict integration of the actual end user’s per-
spective. This QoE optimized selection may be realized by means of functional
composition, network virtualization or other frameworks such as the Framework
for Internet Innovation [19]. Future work has to deal with application-network
interaction in general. For example adaptive streaming [20] may overcome lim-
itations in the network by reducing the application requirements, but adequate
QoE models taking into account video quality adaptation have to be derived.
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Abstract. Internet video constitutes more than half of all consumer
traffic. Most of the video traffic is delivered by content delivery networks
(CDNs). The huge amount of traffic from video CDNs poses problems to
access providers. To understand and monitor the impact of video traffic
on access networks and the topology of CDNs, distributed active mea-
surements are needed. Recently used measurement platforms are mainly
hosted in National Research and Education Networks (NRENs). How-
ever, the view of these platforms on the CDN is very limited, since the
coverage of NRENs is low in developing countries. Furthermore, campus
networks do not reflect the characteristics of end user access networks.
We propose to use crowdsourcing to increase the coverage of vantage
points in distributed active network measurements. In this study, we
compare measurements of a global CDN conducted in PlanetLab with
measurements assigned to workers of a crowdsourcing platform. Thus,
the coverage of vantage points and the sampled part of the global video
CDN are analyzed. Our results show that the capability of PlanetLab to
measure global CDNs is rather low, since the vast majority of requests
is directed to the US. By using a crowdsourcing platform we obtain a
diverse set of vantage points that reveals more than twice as many au-
tonomous systems deploying video servers.

1 Introduction

Internet video constitutes more than half of all consumer Internet traffic globally,
and its percentage will further increase [4]. Most of the video traffic is delivered
by content delivery networks (CDNs). Today the world’s largest video CDN is
YouTube. Since Google took over YouTube in 2006 the infrastructure of the
video delivery platform has grown to be a global content delivery network. The
global expansion of the CDN was also necessary to cope with growing demand
of user demands and the high expectations on the video playback. Therefore,
content delivery networks try to bring content geographically close to users.
However, the traffic from content delivery networks is highly asymmetric and
produces a large amount of costly inter-domain traffic [11]. Especially Internet
Service Providers (ISPs) providing access to many end users have problems to
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deal with the huge amount of traffic originating from YouTube. Furthermore,
the Google CDN is constantly growing and changing, which makes it difficult
for access providers to adapt their infrastructure accordingly.

To understand and monitor the impact of YouTube traffic on ISPs and the
topology of CDNs appropriate measurements are aquired. Due to YouTube’s
load-balancing and caching mechanisms the YouTube video server selection is
highly dependent on the location of the measurement points. Hence, we need a
globally distributed measurement platform to perform active measurements to
uncover the location of YouTube servers. Recent work [1,2] has performed such
measurements in PlanetLab [13], a global test bed that provides measurement
nodes at universities and research institutes. The problem is that probes dissemi-
nated from PlanetLab nodes origin solely from National Research and Education
Networks (NRENs). This may not reflect the perspective of access ISPs which
have a different connection to the YouTube CDN with different peering or transit
agreements.

To achieve a better view on the YouTube CDN from the perspective of end
users in access networks we use a commercial crowdsourcing platform to recruit
regular Internet users as measurement probes. Thus, we increase the coverage
of vantage points for the distributed measurement of the YouTube CDN. To
evaluate the impact of the measurement platform and the coverage of their
vantage point, we perform the same measurements using PlanetLab nodes and
crowdsourcing users and compare the obtained results.

Our measurements show that distributed measurements in PlanetLab are not
capable to capture a globally distributed network, since the PlanetLab nodes are
located in NRENs where the view on the Internet is limited. We demonstrate
that recruiting users via crowdsourcing platforms as measurement probes can of-
fer a complementary view on the Internet, since they provide access to real end
users devices located out side of these dedicated research networks. This com-
plementary view can help to gain a better understanding of the characteristics
of Video CDNs. Concepts like ALTO or economic traffic management (ETM) [7]
need a global view of the CDN structure to optimize traffic beyond the borders
of ISPs. Finally, models for simulation and performance evaluation of mecha-
nisms incorporating CDNs need to apply the characteristics identified by crowd
sourced network measurements.

This paper is structured as follows: Section 2 explains the basic structure and
functionality of the YouTube CDN, give as short overview of the concept of
crowdsourcing, and the reviews work related. The measurements conducted in
the PlanetLab and via crowdsourcing are described in Section 3. In Section 4
we details on the measurement results and their importance for the design of
distributed network measurements. We conclude this work in Section 5.

2 Background and Related Work

In this section, we briefly describe the structure of the YouTube video CDN
and give a short introduction in the principles of crowdsourcing. Further, we
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summarize related work in the field of distributed active measurements of CDNs
as well as work related to crowdsourcing aided network measurements.

2.1 Evolution and Structure of Content Delivery Networks

Since the launch of the YouTube service content delivery has drastically changed.
The number of users watching videos on demand has massively increased and
the bandwidth to access videos is much higher. Furthermore, the increased band-
width enables web services to be interactive by using dynamic server- or client-
side scripts. The appearance of dynamic services and the increasing quality of
multimedia content raised user expectations and the demand on the servers. To
bring content in high quality to end-users with low latency and to deal with in-
creasing demand, content providers have to replicate and distribute the content
to get it close to end-users. Thus, content delivery networks such as the Google
CDN evolved.

The global expansion of the CDNs also changes the structure of the Internet.
Google has set up a global backbone which interconnects Google’s data centers to
important edge points of presence. Since these points of presence are distributed
across the globe, Google can offer direct peering links to access networks with
many end users. Such, access network providers save transit costs, while Google is
able to offer services with low latency. To bring content even closer to users ISPs
can deploy Google servers inside their own network to serve popular content,
including YouTube videos [5].

To select the closest server for a content request and to implement load bal-
ancing CDNs use the Domain Name System (DNS). Typically a user watches
a YouTube video by visiting a YouTube video URL with a web browser. The
browser then contacts the local DNS server to resolve the hostname. Thereafter,
the HTTP request is directed to a front end web server that returns an HTML
page including URLs for default and fallback video servers. These URLs are
again resolved by DNS servers to physical video servers, which stream the con-
tent. The last DNS resolution can happen repeatedly until a server with enough
capacity is found to serve the request. Thus, load balancing between the servers
is achieved [1].

2.2 Crowdsourcing

Crowdsourcing is an emerging service in the Internet that enables outsourcing
jobs to a large, anonymous crowd of users [16]. So called Crowdsourcing platforms
acts as mediator between the users submitting the tasks, the employers, and the
users willing to complete these tasks, the workers. All interactions between work-
ers and employers are usually managed through these platforms and no direct
communication exits, resulting in a very loose worker-employer relationship. The
complexity of Crowdsourcing tasks varies between simple transcriptions of sin-
gle words [17] and even research and development tasks [10]. Usually, the task
description are much more fine granular than in comparable forms in traditional
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work organization [8]. This small task granularity hold in particular for micro-
tasks, which can be completed within a few seconds to a few minutes. These
tasks are usually highly repetitive, e.g., adding textual descriptions to pictures,
and are grouped in larger units, so called campaigns.

2.3 Related Work

There already exist a number of publications which study the structure of the
YouTube CDN and its selection of video servers. A distributed active measure-
ment platform is necessary for these evaluation, because the CDN mechanisms
consider the client locations, both geographical as well as in terms of the con-
nected access network. In [15] two university campus networks and three ISP
networks were used to investigate the YouTube CDN from vantage points in
three different countries. The results show that locality in terms of latency is
not the only factor for video server selection.

While the view of five different ISPs on a global CDN is still narrow, the
authors of [2] used PlanetLab to investigate the YouTube server selection strate-
gies and load-balancing. They find that YouTube massively deploys caches in
many different locations worldwide, placing them at the edge of the Google au-
tonomous system or even at ISP networks. The work is enhanced in [1], where
they uncover a detailed architecture of the YouTube CDN, showing a 3-tier phys-
ical video server hierarchy. Furthermore, they identify a layered logical structure
in the video server namespace, allowing YouTube to leverage the existing DNS
system and the HTTP protocol.

However, to assess the expansion of the whole YouTube CDN and its cache
locations in access networks, the PlanetLab platform, which is located solely in
NRENs, is not suitable, since it does not reflect the perspective of end users in
ISP access networks. Therefore, a different distributed measurement platform is
used in [14] which runs on end user equipment and thus implies a higher diversity
of nodes and reflects the perspective of end user in access networks. However, the
number of nodes that was available for the measurement is too small to obtain
a global coverage of vantage points.

To achieve both, the view of access networks and a high global coverage with
a large number of measurement points, the participation of a large number of
end users in the measurement is necessary. Bischof et al. [3] implemented an
approach to gather data form peer-to-peer networks to globally characterize the
service quality of ISPs using volunteers.

In contrast to this we propose using a commercial crowdsourcing platform to
recruit users running a specially designed measurement software and therewith
act as measurement probes. In comparison to other approaches using volunteers,
this approach offers better scalability and controllability, because the number
and origin of the participants can be adjusted using the recruiting mechanism
of the crowdsourcing platform. This is confirmed by Table 1 which compares
a crowdsourcing study with a social network study quantitatively. The crowd-
sourcing study is described in [9]. The study is designed to assess the subjective
QoE for multimedia applications, like video streaming. The same study was
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Table 1. Quantitative Comparison: Crowdsourcing / Social Network Study

Crowdsourcing (C) Social network (S)

Implementation time about 2 weeks; test imple-
mented via dynamic web
pages, application monitor-
ing

same as for (C)

Time for acquiring peo-
ple

5 minutes 2 hours, as users (groups)
were asked individually

Campaign submission
cost

16 Euro 0 Euro

Subjects reward 0.15 Euro 0 Euro

Number of test condi-
tions

3 3

Advertised people 100 350

Campaign completion
time

31 hours 26 days; strongly depends on
advertised user groups how-
ever

Participating users 100 95

Reliable users (very
strict filtering of users)

30 58

Number of different
countries of subjects

30 3; strongly depends on users
groups however

conducted additionally in a social network environment for recruiting test users.
Table 1 shows that acquiring people in crowdsourcing platforms takes very short
time compared to asking volunteers in a social network, which allows adding par-
ticipants easily. Furthermore, the completion time of the campaign of 31 hours is
much shorter compared to the 26 days for the social network campaign. Finally,
in the crowdsourcing campaign workers can be selected according to their coun-
try, which allows distributing the campaign on many different countries. In the
social network the coverage of countries depends on the network of user groups,
which spread the campaign. Hence, it is easy to control the number and origin
of subjects participating in a crowdsourcing campaign and the completion time
is considerably fast, which makes the campaign scalable and controllable. The
price you pay is the reward for the workers that summed up to a total of 16
Euro for that campaign.

To the best of our knowledge this is the first work which uses crowdsourcing
for a distributed active measurement platform.

3 Measurement Description

To assess the capability of crowdsourcing for distributed active measurements we
conduct measurements with both PlanetLab and the commercial Crowdsourcing
platform Microworkers [18]. We measure the global expansion of the YouTube
CDN by resolving physical server IP-addresses for clients in different locations.
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3.1 Description of the PlanetLab Measurement

PlanetLab is a publicly available test bed, which currently consists of 1173 nodes
at 561 sites. The sites are usually located at universities or research institutes.
Hence, they are connected to the Internet via NRENs. To conduct a measure-
ment in PlanetLab a slice has to be set up which consists of a set of virtual
machines running on different nodes in the PlanetLab test bed. Researchers can
then access these slides to install measurement scripts. In our case the measure-
ment script implemented in Java extracted the server hostnames of the page of
three predetermined YouTube videos and resolved the IP addresses of the phys-
ical video servers. The IP addresses of the PlanetLab clients and the resolved IP
addresses of the physical video servers were stored in a database. To be able to
investigate locality in the YouTube CDN, the geo-location of servers and clients
is necessary. For that purpose the IP addresses were mapped to geographic coor-
dinates with MaxMinds GeoIP database [12]. The measurement was conducted
on 220 randomly chosen PlanetLab nodes in March 2012.

3.2 Description of the Crowdsourcing Measurement

To measure the topology of the YouTube CDN from an end users point of view
who is connected by an ISP network we used the crowdsourcing platform Mi-
croworker [18]. The workers were asked to access a web page with an embedded
Java application, which automatically conducts client side measurements. These
include, among others, the extraction of the default and fallback server URLs
from three predetermined YouTube video pages. The extracted URLs were re-
solved to the physical IP address of the video servers locally on the clients. The
IP addresses of video servers and of the workers client were sent to a server which
collected all measurements and stored them in a database.

In a first measurement run, in December 2011, 60 different users of Microwork-
ers participated in the measurements. Previous evaluation have shown, that the
majority of the platform users is located in Asia [6], and accordingly most of the
participants of there first campaign were from Bangladesh. In order to obtain
wide measurement coverage the number of Asian workers participating in a sec-
ond measurement campaign, conducted in March 2012, was restricted. In total,
247 workers from 32 different countries, finished the measurements successfully
identifying 1592 unique physical YouTube server IP addresses.

4 Results

In this section we show the results of the distributed measurement of the global
CDN. The obtained results show the distribution of clients and servers over
different countries. Furthermore, the mapping on autonomous systems gives in-
sights to the coverage of the Internet.
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Fig. 1. Distribution of measurement points on countries in a) PlanetLab and b) Crowd-
sourcing platform

4.1 Distribution of Vantage Points on Countries

To investigate the coverage of measurement points we study the distribution of
the PlanetLab nodes and Crowdsourcing workers. Figure 1(a) shows the distri-
bution of PlanetLab nodes on countries over the world. The pie chart is denoted
with the country codes and the percentage of PlanetLab nodes in the respective
country. Most of the 220 clients are located in the US with 15% of all clients.
However, more than 50% of the clients are located in West-Europe. Only few
clients are located in different parts of the world. The tailored distribution to-
wardsWestern countries is caused by the fact, that the majority of the PlanetLab
nodes are located in the US or in western Europe.

Figure 1(b) shows the geo-location of workers on the crowdsourcing platform.
In contrast to PlanetLab, most of the 247 measurement points are located in
Asia-Pacific and East-Europe. The majority of the participating workers 20%
are from Bangladesh followed by Romania and the US with 10%. This bias is
caused by the overall worker distribution on the platform [6]. However, this can
be influences to a certain extend by limiting the access to the tasks to certain
geographical regions.

4.2 Distribution of Identified YouTube Servers on Countries

To investigate the expansion of the YouTube CDN we study the distribution of
YouTube servers over the world. Figure 2(a) shows the location of the servers
identified by the PlanetLab nodes. The requests are mainly directed to servers
in the US. Only 20% of the requests were directed to servers not located in the
US.

The servers identified by the crowdsourcing measurement are shown in Fig-
ure 2(b). The amount of requests being directed to servers located in the US
is still high. 44% of clients were directed to the US. However, in this case the
amount of requests resolved to servers outside the US is higher. In contrast to
the PlanetLab measurement many requests are served locally in the countries
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Fig. 2. Distribution of physical YouTube servers on countries accessed from a) Plan-
etLab nodes and b) workers of a crowdsourcing platform

of clients. Furthermore, the decrease of 80% to 44% of request being directed to
the US shows a huge difference.

Hence, network probes being overrepresented in the US and Europe leads to
a limited view of the content delivery network and the Internet. This shows the
impact of different locations of measurement points on the view of the CDN. It
also demands a careful choice of vantage points for a proper design of experiments
in distributed network measurements. Although both sets of measurement points
are globally distributed the fraction of the CDN which is discovered by the probes
has very different characteristics.

The amount of servers which is located in the US almost doubles for the
PlanetLab measurement. While 44% of the requests are resolved to US servers
in the Crowdsourcing measurement, nearly all requests of PlanetLab nodes are
served by YouTube servers located in the US. Although less than 15% of clients
are in US, requests are frequently directed to servers in the US. That means that
there is still potential to further distribute the content in the CDN.

4.3 Coverage of Autonomous Systems with YouTube Servers

To identify the distribution of clients on ISPs and to investigate the expansion
of CDNs on autonomous systems we map the measurement points to the corre-
sponding autonomous systems.

Figure 3(a) shows the autonomous systems of YouTube servers accessed by
PlanetLab nodes. The autonomous systems were ranked by the number of
YouTube servers located in the AS. The empirical probability P (k) that a
server belongs to AS with rank k is depicted against the AS rank. The number
of autonomous systems hosting YouTube servers that are accessed by Planet-
Lab nodes is limited to less than 30. The top three ranked ASes are AS15169,
AS36040 and AS43515. AS15169 is the Google autonomous system which in-
cludes the Google backbone. The Google backbone is a global network that
reaches to worldwide points of presence to offer peering agreements at peer-
ing points. AS36040 is the YouTube network connecting the main datacenter
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Fig. 3. Distribution of YouTube servers on autonomous systems from a) PlanetLab
and b) Crowdsourcing perspective

in Mountain-View which is also managed by Google. AS43515 belongs to the
YouTube site in Europe which is administrated in Ireland. Hence, two thirds of
the servers are located in an autonomous systems which is managed by Google.
Only few requests are served from datacenters not being located in a Google
AS. The reason that request from PlanetLab are most frequently served by
ASes owned by Google might be a good interconnection of the NRENs to the
Google ASes.

Figure 3(b) depicts the autonomous systems where requests to YouTube
videos from the crowdsourcing workers were directed. The empirical probability
that a server belongs to an AS has been plotted dependent on the AS rank.
The YouTube servers identified by the crowdsourcing probes are located in more
than 60 autonomous systems. Hence, the YouTube CDN is expanded on a higher
range of ASes from the crowdsourcing perspective compared to PlanetLab. Again
the three autonomous systems serving most requests are the ASes managed by
Google, respectively YouTube. But the total number of requests served by a
Google managed AS is only 41%. Hence, in contrary to the PlanetLab measure-
ment, requests are served most frequently from ASes not owned by Google. Here,
caches at local ISPs managed by YouTube could be used to bring the content
close to users without providing own infrastructure. This would also explain the
large number of identified ASes providing a YouTube server. The results show
that the PlanetLab platform is not capable to measure the structure of a global
CDN, since large parts of the CDN are not accessed by clients in NRENs.

5 Conclusion

In this study we proposed the usage of crowdsourcing platforms for distributed
network measurements to increase the coverage of vantage points. We evaluated
the capability to discover global networks by comparing the coverage of video
server detected using a crowdsourcing platform as opposed to using the Plan-
etLab platform. To this end, we used exemplary measurements of the global



160 V. Burger et al.

video CDN YouTube, conducted in both the PlanetLab platform as well as the
crowdsourcing platform Microworkers.

Our results show that the vantage points of the concurring measurement plat-
forms have very different characteristics. In the PlanetLab measurement the
country with most measurement points is the US, while more than 50% of mea-
surement points are located in West-Europe. In contrary most measurement
points are located in Asia-Pacific and East-Europe in the crowdsourcing mea-
surement. Further we could show that the distribution of vantage points has high
impact on the capability of measuring a global content distribution network. The
capability of PlanetLab to measure a global CDNs is rather low, since 80% of
requests are directed to the United States.

Finally, our results confirm that the coverage of vantage points is increased by
crowdsourcing. Using the crowdsourcing platform we obtain a diverse set of van-
tage points that reveals more than twice as many autonomous systems deploying
video servers than the widely used PlanetLab platform. Part of future work is
to determine if the coverage of vantage points can be even further increased
by targeting workers from specific locations to get representative measurement
points for all parts of the world.
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Abstract. Confronted with soaring IP traffic demands and unsatisfying
revenue prospects, charging and tariffing alternatives are about to regain
significant attention in the telecommunications industry. While classical
revenue optimization and customer perceptions, i.e., Quality of Experi-
ence (QoE), has been largely investigated by now, the understanding of
customer valuations, i.e., willingness-to-pay, is still far from being suf-
ficient. Hence, this paper revisits and extends the charging ecosystem
by unifying empirically-backed demand and expenditure considerations
with supply-side revenue optimization, and pays specific attention to the
market introduction of new services, such as quality-differentiated net-
work services. Finally, a series of (partially antagonistic) conclusions for
Network Service Providers (NSPs) are derived and discussed.
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1 Introduction

Without any doubt, telecommunications has globalized the human communica-
tion, which strongly impacts the daily information exchange in business and in
private. This all comes to the cost of high investments in network infrastruc-
ture, research and development, which have initially been justified by promising
prospects (which, at least partially, have also turned to practice, i.e., $127 bill.
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revenue by AT&T in 20121. However, the entire telecommunications industry
has been undergoing a drastic change during the course of time. Despite re-
quired continuous investments in infrastructure (e.g., LTE or fibre to the home),
revenues and profits have been continuously falling2. Paired with soaring traf-
fic demands mainly due to multimedia services [1], an economically challenging
environment has been rendered for Network Service Providers (NSPs).

Looking for potential causes explaining the loss of prospect, charging prac-
tices may be regarded as primary tool for investigation. Historically, due to
economies of scale, existing network infrastructure demanded for proper utiliza-
tion, i.e., filling the “pipes”. Irrespective of customer demands, flatrate prices
[2] enticing high end user demands seemed to be the solution of choice, which
substantially diminished unit prices). In turn, the revenue growth potential has
been mainly limited to the axis of increasing prices (bundling) and enlarging
the customer base. The latter axis seems to have reached its saturation, i.e., a
cell phone subscription penetration of above 130% in European countries such
as Austria or UK3, especially if new usage paradigms, i.e., machine-to-machine
communication, do not catch on. Corrections of end user bundle prices have been
of debatable success—rather falling end user prices. In this light, different charg-
ing schemes and new revenue opportunities, e.g., quality differentiation, will rise
in importance. Whereas price differentiation in the past was caused only by var-
ious volume limitations, current pricing schemes include volume limitations and
bandwidth limitations, e.g. see [3], and may thus in the future be extended to
finely tailored quality differentiation.

Although charging for Quality of Service (QoS) [2] and QoS-aware revenue
optimization [4] have received considerable attention in academia, despite its
limited success in practice, more advanced models and schemes which specifi-
cally target subjective user perceptions and thus lead to specific mechanisms for
charging for Quality of Experience (QoE) [5], making use of QoS-differentiation
capabilities have only been pursued by a few works [6]. This is especially problem-
atic as network quality and transitively quality of over the top applications, e.g.,
video telephony, may best be classified as “experience products”requiring a pos-
teriori perceptual evaluation [7], which exacerbates the initial product purchase
and communication. Even beyond that, the notoriously difficult approximation
of purchasing from product experiences (i.e., QoE)—as used e.g. in [8]—has again
recently drawn the attentions towards holistic and empirical willingness-to-pay
measurements for quality-differentiated service [9,10]—following the general dis-
cussion of customer satisfaction and purchasing decisions in [11]. However, those
insights have not yet sufficiently been transferred to realistic market constella-
tions or even practical market frameworks. This, on the one hand, includes a

1 http://www.att.com/Investor/ATT Annual/2012/downloads/ar2012 annual

report.pdf, last accessed: Oct 17, 2013.
2 “Tellabs End of Profit”: http://www.tellabs.com/markets/tlab end-of-profit

study.pdf, last accessed: Oct 17, 2013.
3 http://www.itu.int/en/ITU-D/Statistics/Documents/statistics/2012/Mobile

cellular 2000-2011.xls, last accessed: Oct 17, 2013.

http://www.att.com/Investor/ATT_Annual/2012/downloads/ar2012_annual_report.pdf
http://www.att.com/Investor/ATT_Annual/2012/downloads/ar2012_annual_report.pdf
http://www.tellabs.com/markets/tlab_end-of-profit_study.pdf
http://www.tellabs.com/markets/tlab_end-of-profit_study.pdf
http://www.itu.int/en/ITU-D/Statistics/Documents/statistics/2012/Mobile_cellular_2000-2011.xls
http://www.itu.int/en/ITU-D/Statistics/Documents/statistics/2012/Mobile_cellular_2000-2011.xls
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requirement for studying revenue optimizations and on the other hand the need
to systematically evolve from per-user perspectives of quality.

Even beyond that, the absence of an empirical understanding of raising hu-
man’s willingness-to-pay may be regarded to be problematic, especially when
being aligned to other market concepts like price dumping. We, thus, anticipate
the existence of antagonisms between optimally serving user and market needs,
which has insufficiently been targeted in literature so far.

In this context, the contribution of the present work is threefold: firstly, we will
extend QoE charging models over [6] by supply-side revenue prospects, which will
subsequently be instantiated with gathered empirical willingness-to-pay data for
network video qualities. Secondly, on this basis market entrance pricing strate-
gies and price changes receive an in-depth investigation, which thus significantly
extends the somewhat preliminary discussion presented in [12]. Thirdly, a series
of implications for pricing and service provisioning strategies are given.

The remainder of this work is structured as follows: after refining the QoE
charging ecosystem in Section 2, Section 3 briefly continues with the proper
market entrance pricing configuration. Building on a series of isolated but indi-
vidually sound conclusions on optimal pricing strategies, Section 4 will address
antagonisms between users and markets. Through a link to the supply-side rev-
enue optimization, QoE charging prospects for NSPs are illustrated in Section 5.
This work finally closes with a couple of concluding remarks and a related dis-
cussion on further work.

2 Ecosystem

While the testing for Quality of Experience (QoE) has been investigated for
years, recently the relationship to charging has received new impetus [6]. As
illustrated in Fig. 1 (red circle), charging for QoE faces the following fixed point
problem [6]: due to capacity constraints, user demand is limiting QoS, which
in turn directly impacts QoE. On the other hand, the charged prices are based
on the delivered QoE, which at the same time may significantly influence the
user expectations (and thus QoE perception) and thus future demand. Hence,
this model leads to a sophisticated feedback behavior due to two intertwined
feedback cycles, which has been shown to result in a non-trivial fixed point
structure which has been analyzed and discussed in detail in [6].

In this paper, we propose to link this analytical understanding of QoE charg-
ing to empirical willingness-to-pay results, see Section 3.1. Such considerations
allow a meaningful parametrization of demands and Average Revenues Per User
(ARPU) as replacement for notoriously difficult approximations fromQoE results.
Linking these results with the underlying QoS input, supply-side optimization in
terms of revenue can be applied. Thus, for a given population, revenue-optimal
implications towards charging for QoS and QoE can be extracted, which will be
iteratively constructed in this work.

On the basis of the model proposed in [6], we thus end up with unifying
empirically obtainable demand data with optimal supply configurations in this
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Fig. 1. The ecosystem of charging for QoE

work. However, the explicit quantification of the QoE function involved in the
charging process is out of focus of the present work.

Instead, we focus on extending the problem scope from monopolistic service
provisioning—as tested in our subsequently described study—to its competitive
complement, and discuss a series of economic challenges arising from that. We
will especially investigate the problem of revenue-optimal market entrance pric-
ing strategies as antagonistic struggle between user preferences andmarket forces.
Thus, this work especially focuses on the required balance between demand- and
supply-side utility optimization, i.e., user- and usage-aware revenue optimization.

3 Market Entrance and Service Pricing

This section investigates market entrance pricing from a monopolistic, i.e.,
customers’ willingness-to-pay for network services with a single provider, and
market-based perspective in order to derive valuable conclusions on optimal mar-
ket entrance configuration.

3.1 Willingness-to-Pay

We start with a comprehensive survey about recent study on users’ willingness-
to-pay for enhanced network services which has been conducted in order to derive
valuable clues on market entrance demand and revenue levels under varying
conditions. Note that this study has been designed in response to the shortfalls of
a preceding study [10], which has not been able to reveal extrapolated purchasing
behaviors and willingness-to-pay maxima.
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The laboratory-based study has been conducted in the context of the EU
FP7 project ETICS [13] in 2012, comprising 43 test subjects [12]. This number
of participants is clearly large enough compared to the typical standard sizes
for comparable user trials (e.g., 4 to 40 test user recommended in ITU T Rec.
P.910). Summarized briefly, we have been targeting the willingness-to-pay for
network video advancements in a Video-on-Demand (VoD) setting. In partic-
ular, in the course of the trial each user has been watching three 20 minutes
videos of their choice from an extensive HD video library, i.e., three measure-
ment rounds M1, M2 and M3 strung together during each test session. By using
a jog wheel4, subjects have been able to purchase quality advancements without
requiring neither an indication on their current quality level nor on the avail-
able quality bounds. In this way, their focus has been shifted towards price and
quality perceptions, i.e., w.r.t charging for QoE. Each video started with a trial
phase—allowing users to test video qualities during the first 5 minutes for free—
after which the last selection has been taken as purchase for the remainder of
the video. Thus, active purchasing decisions of users are tested. For obtaining
realistic purchasing behaviors, test subjects have been provided with e 10, which
they could use for in-experiment quality purchases or take home in cash after
the completion of the experiments.

Table 1. Quality levels Q0 to Q19 in kBit/s

Q0 Q1 Q2 Q3 Q4 Q5 Q6 Q7

128 181 256 362 512 724 1024 1448

Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15

2048 2896 4096 5793 8192 11585 16384 23170

Q16 Q17 Q18 Q19 Quality class
32768 32768 32768 32768 in kBit/s

Our newly conducted study provides significant methodological advancements
over works in literature, e.g., [10] and [9] (here, especially experiment 3 is relevant
for our purposes). On the one hand, the usage simplicity is maintained from
[10], while substantially increasing the number of quality levels, i.e., 17 H.264-
encoded quality levels (from 128kbit to Blue-ray quality; cf. Table 1) and 20
quality classes (3 virtual quality classes only differing in price), introducing three
tariffing options, i.e., maximum price pmax of e 2 (price plan A), e 3 (price plan
B) and e 4 (price plan C), resp. (i.e., pi = i

19 · pmax , i = 0...19). This fine-
grained quality/price differentiation allows improving the interaction behavior,
i.e., highly dynamic quality selection and application based on adaptive video
streaming, as well as shifting towards High Definition (HD) resolution content—
also see [12]. On the one hand, this is necessary in order to give the test subjects
a sufficiently broad range of choices for matching their inner equilibrium, i.e.,
convergence to a price-quality fixed point [6], but on the other hand also to
reveal and systematize tariffing-induced tradeoff considerations.

4 http://retail.contourdesign.com/?/products/22, last accessed: Oct 17, 2013.

http://retail.contourdesign.com/?/products/22
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Special consideration has been paid to the empirical investigation of market
entrance pricing, which requires the testing of different tariffing sequences: low
prices and subsequent increases (Group I ), the reverse sequence (Group II ), as
well as stable prices (Control group).

As main results from this study, the descriptive statistics firstly reveal a con-
siderable willingness-to-pay for enhanced quality: e 1.42 (median) per 20 minutes
movie at a medium quality level. By increasing the maximum price pmax

5 and
thus the unit prices, the ARPU has been raised from e 0.74 at pmax = 2 to e 1.26
at pmax = 4. To our surprise, even virtual quality classes—providing no quality
advancements over cheaper classes—have been purchased by customers seeking
for the best quality, i.e., anticipating price discrimination. For more descriptive
statics we refer to [12].

We have also observed that price reductions (Group II) do not attract impulse
purchases, while price increases (Group I) immediately trigger equivalent quality
reductions (cf. Fig. 26). This will later be supported by a more detailed analysis
in Sec. 4, but leads already here to a first conclusion.

Conclusion #1
From a per-user perspective, NSPs are not recommended to offer unsustainable
low teaser prices at market entrances that cannot be retained over time.

The absence of behavioral adaption under price reductions may be purely
subject to the human’s desire to avoid dissatisfaction. Each active decision under
contradictory cognitions (i.e., perceptible price and quality tradeoffs) may lead to
cognitive dissonance (cf. [14]), which may be eliminated or mitigated by passivity.

3.2 Market Challenges

While the user trial described above addresses market entrance issues from the
perspective of the individual user, the following paragraphsbriefly review the stan-
dard market perspective, which prepares the subsequent discussion of the result-
ing antagonism between users and markets.

– Lack of demand & two-sided market issues. New services, esp. network qual-
ities, may require a stimulation of the consumer demand. In analogy e.g. to
UMTS in the past, stalemates may iteratively occur whenever non-iterative
upgrades do not universally provide credible market perspectives. Thus, pro-
gressive pricing or intensive marketing provide an initial may motivate in-
vestments in quality-differentiated networks.

5 Likewise linearly increasing the costs for each quality advancement.
6 In absolute and normalized numbers, i.e., in the interval [0,1] where 1 equals Q16

and 0 is Q0.
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– Market power. When entering a new market, price dumping7 (e.g., through
unsustainable teaser prices) may be applied, if not against societal interest,
in order to succeed on markets already settled around incumbent players.

– Economies of scale. Telecommunications immanently requires massive in-
vestments in infrastructure, e.g., macro-cells, in order to satisfy customer
demands, i.e., network quality, and legal constraints (e.g., w.r.t. universal
access). Thus, through a high infrastructure utilization unit price gains may
boost the market share.

Thus, it follows that through the exploitation of unit price gains NSPs should
seek for stimulating customer demands, e.g., teaser prices, and increasing their
market share in order to attain a critical mass of customers. Hence, this yields
the following conclusion on NSPs’ pricing strategies:

Conclusion #2
Immature markets, i.e., market entrance with or without high competition, may
be best served by progressively penetrating the market, e.g. through aggresive
pricing, in order to decrease unit costs.

Note that conclusions #1 and #2 already lead to a first strategic antagonism
for competitive and non-competitive (user-centric) market decision optima. In
a competitive industry, approaching markets with low introductory prices may
be necessary, despite simultaneously limiting the end user’s willingness-to-pay.
Without resolution, a strategic dominance to converge towards low profitable
and unsustainable market entrance pricing may arise. This stands in analogy to
debatable “filling the pipe” strategies in the past where long-term prospects have
been traded for short-term yields—apparently reflected in declining revenues8.

4 From Monopoly to Competition

Inferred by the empirical willingness-to-pay results above, implications on strate-
gically optimizing the economic benefits of rolling out quality-differentiated ser-
vices, i.e., market entrance, may be derived: in general, users seem to be reluctant
to increase spending after reaching an initial convergence, e.g., avoiding new (im-
pulse) choices, unless the stimulus is significantly huge, e.g., the 50% discount
from tariff C to A. Contrary, small price increases have been immediately com-
pensated by sensitive purchasing behaviors. Thus, high market entrance prices
may be recommended in monopolies. This correlates to the theoretical concepts

7 Definition by the European Commission: http://ec.europa.eu/trade/tackling-
unfair-trade/trade-defence/anti-dumping/index en.htm, last accessed: Dec 10,
2013.

8 Wireless intelligence:https://wirelessintelligence.com/files/analysis/?file
=2011-03-10-european-mobile-arpu-falls-20.pdf, last accessed: Oct 17, 2013.

http://ec.europa.eu/trade/tackling-unfair-trade/trade-defence/anti-dumping/index_en.htm
http://ec.europa.eu/trade/tackling-unfair-trade/trade-defence/anti-dumping/index_en.htm
https://wirelessintelligence.com/files/analysis/?file=2011-03-10-european-mobile-arpu-falls-20.pdf
https://wirelessintelligence.com/files/analysis/?file=2011-03-10-european-mobile-arpu-falls-20.pdf
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of reference points—see [15,16]—which impact the decisioning bias. On the one
hand, a status quo bias, e.g., a default offer or market entrance price, may fa-
cilitate passivity for future decisions and may, thus, essentially influence human
decisions. We will, thus, empirically review such effects from a monopolistic per-
spective, which is aligned to market strategies in a second step.

4.1 Monopoly: A User Perspective

Leaving the control group of Section 3.1’s results aside, which only provides two
consistent measurements, we can characterize the purchasing behavior due to
pricing over three measurements more clearly (see Fig. 2).

(a) Revenue / ARPU (b) Demand / Quality level

Fig. 2. Revenue and qualiy level demand (normalized in [0, 1] for measurements M1,
M2, and M3

This perspective reveals that the revenue tendency under price increases is
reversed with growing price differences. Contrary, the revenue downturn is bot-
tomed out when increasing from e 3 to e 4. Thus, subsequently a series of char-
acteristics and conclusions can be derived for the case of price increases:

– Initially, demand curve is very price elastic, and flattens out later
– Small price increases lead to the purchasing of lower quality levels, with

comparable or lower ARPU
– Bigger price increases are not (fully) compensated by behavioral adaption,

thus revenue tends to increase

Hence, the subsequent conclusion can be derived:

Conclusion #3
Monopolistic price increases in large steps are more preferable for NSPs than
small modifications9.
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Looking at price reductions, the following characteristics can be observed:

– Small price reductions do not stimulate demand
– Clearer price, e.g., +50%, incentives are recognized
– ARPU steeply decreases with small price reductions, but flattens out with

magnitude of price reductions

Conclusion #4
In monopolistic markets, stable pricing10 provides throughout the best revenue
figures. However, if necessary, price reductions from high initial prices are pre-
ferred over price increases from low teaser prices.

Conclusion #5
In a competitive setting, larger but sustainable price cuts may be more useful
to attract new customers (cf. Section 3.2), which at the same time reduce the
marginal cost.

Whenever price reductions are applied according to #5 in order to profit
from economies of scale and expenditure prospects, competitors may be forced
to respond accordingly. This may culminate in a low-revenue equilibrium where
demand sensitivity is (nearly) flat.

4.2 Unraveling Competitive Markets

Subsequently, market stimulation methods omitting debatable teaser prices are
discussed in order to regain some control and prospects on future revenue: First
of all, business partners and customers may be attracted by clear outlines of
attractive service or market opportunities.

Conclusion #6
Increased marketing efforts (demand stimulation due to blandishing pricing ef-
fects as suggested by [17]) and ante-dated communication of investments (at-
tracting interest of business partners) may be preferred over unsustainable intro-
ductory prices in the long run.

The degree of active user decisioning, i.e., reconsideration of purchases, may
essentially influence optimal strategies:

9 It may be tested whehther small price steps could recreate this effect.
10 Prices that do not require modifications after their initial announcement.
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Conclusion #7
Active decisions of users may be avoided when applying moderate price increases,
e.g., through subtle price increase automatisms, in order to avoid active quality
reductions—i.e., negative revenue effects s.t. active decisions (see Section 3.1
and 4.1) may be circumented to some extent11.

Facing low and high competition under active purchasing decisions, the
following conclusion applies:

Conclusion #8
For low competition, significant price increases may be preferred to avoid rev-
enue loss or stagnation. Small, but adequate, price reductions are advised (im-
mediately revenue-effective), if necessary. In contrast, under high competition,
more significant price cuts are advised due to market penetration effects and flat-
tening revenue curves.

Services may be tailored towards customer groups with varying price sensi-
tivity of demand:

Conclusion #9
Price discrimination—e.g., through the functioning of virtual quality classes (see
Section 3.1) and customer segments in [10]—is recommended. Teaser prices
should be only applied to price-sensitive customers.

5 Supplier’s Problem

Based on the gathered information on (non-)competitive demand patterns, the
supplier’s problem is to optimize profits based on the expected expenditure
behavior.

We assume transferability ofNSP’s utility fromobtained revenues—theNSP ra-
tionally valuates revenue growth. However, neither quality perceptions, i.e., QoE,
nor the willingness-to-pay linearly increases with the invested resources—QoE of-
ten follows a concave, e.g., logarithmic [18], pattern. In order to avoid the dif-
ficulty of appropriately approximating the willingness-to-pay from QoE, we are
constructing a supply model on the basis of the empirical data from Sections 3.

Due to economies of scale, investments (i.e., CAPEX) will pay off more quickly
under a full utilization of capacity, i.e., a broad user base. We further assume
that a more demanding customer requiring twice the resources of a discount
customer (e.g., through higher quality demands), may require less than twice
the costs in terms of customer support.

11 Emprical parametrization is required for strategic optimality considerations.
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We will subsequently construct a profit optimizer model p, which acts con-
versely to an auction where the best matching quality level x and its customers
are served, while others are ignored (corresponding to an NSP offering a single
revenue-optimal quality level). So, we foresee a system with strict access control,
active QoS and thus QoE management centered around empirical revenue expec-
tations (willingness-to-pay and demand). Classical QoS charging mechanism, as
revisited in [2], often do not incorporate customer experiences influencing pur-
chasing behaviors, while existing multi-class QoE charging approaches such as
[8] only approximate willingness-to-pay from QoE. Despite the attractiveness
of multi-class service offers, the lower technical complexity of access-controlled
single-class systems may promote our straightforward design. For our case, p can
be formalized by:

p(x,C, n) = max
x∈[0,16]

π(x,C) − CAPEX(C)−OPEX(C, n), (1)

where OPEX(C, n) logarithmically flattens in n (the number of customers for
the capacity C)12 due to efficiency yields, x is the quality level, and π(x,C) is the
revenue generated from a capacity and provisioned x. In our case, the QoS x(d)
depends on the bandwidth demand d required for provisioning n video streams
of a certain quality level—cf. the exponentially increasing bitrate demands in
Table 1. This may be defined as follows:

q(d) = C/d (2)

where d is specified to be d = �n · r(x)� = C in order to fully, i.e., Pareto-
efficiently, utilize the capacity C13. The term r(x) is the resource demand (in
kbit/s) for provisioning x, which is defind in correspondence to the quality levels
Qx of Table 1 for streaming a video to a single user:

r(x) = 128 · 2 x
2 , (3)

with x = 0, . . . , 16 as classes Q17-Q19 have been introduced as virtual classes
with requirements identical to class Q16. Then, an upper limit (due to the con-
vexity of r(x) in (3) for the revenue πi for user i (ARPU) follows by:

πi(x) = pmax · x

19
, (4)

with linear pricing steps as described in Section 3.1. This is linked to the
empirical expenditure distribution data capturing the observed demand levels:

π(x,C) = πi(x) ·min
(
d(x), C/r(x)

)
, (5)

12 Total costs, thus, have a form of C · a · log(n) + C · b with given a,b.
13 Pareto-efficiency may also be achieved for Q>16, which is explicitly excluded from

the model.
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where d(x) is demand for x, which together with the capacity C and resource
demands r(x) limits the provisionable quantity. With this, the profit given in
(1) can be calculated.

Due to the domination of π by demand growth, no interior extremum can
be observed when optimizing π for x. On the other hand, the demand d(x),
according to the empirical results from Section 3 (cf. Fig. 3(a)) basically follows
a beta distribution φ (cf. Fig. 3(b), which is characteristic for third degree price
discrimination [19], e.g., s.t. quality attributes or heterogeneity in general [20].

pmax= 2
pmax= 3
pmax= 4

(a) Probability Density Function (PDF)

pmax= 2
pmax= 3
pmax= 4
φ(pmax= 2)
φ(pmax= 3)
φ(pmax= 4)

(b) Cumulative Distribution Functions
(CDFs) and their approximation φ

Fig. 3. Demand for varying pmax and quality levels x

Observe from Fig. 3(a) that by increasing pmax the demand slightly shifts
towards lower x values, i.e., a concentration on lower qualities. In any case, we
find the demand maximum at Q4≥x≥6.

Conclusion #10
π continuously increases in demand, thus converging to ∞. Hence, the provi-
sioning of the x yielding the individually highest demand is preferable.

Conclusion #11
VoD services—under the given tariffing design and controlled conditions—should
be provisioned with intermediate quality, i.e., Q4 to Q6.

For CAPEX and OPEX we can recognize directly increasing costs with capac-
ity, thus converging to ∞ in C. Hence, a minimal C to satisfy rewarding demand
is of course beneficial. Based on our definitions, costs logarithmically increase
in n (while bargaining powers of individual users will decrease), thus marginal
costs are decreasing in n.
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Conclusion #12
Whenever no sufficient premium demand exists, i.e., very few customers utilizing
C under acceptable bargaining powers, a substantial extension of the customer
base may provide cost advantages over competitors.

When optimizing π over the empirical data gathered in Section 3 (43 partici-
pants) on a link with 10 Megabit/s, x = 7, 6, 5 for the respective pmax yield the
respective maxima (see revenue details in Table 2)—detailing the claims of #11.

Table 2. Revenue optimal quality provisioning

pmax = 2 pmax = 3 pmax = 4

Qx∗ Q7 Q6 Q5

π∗ 5.2 8.52 8.42

Conclusion #13
Higher prices (pmax and price steps) yield higher or approximately equal profits.

Under a game-theoretic reasoning we assume that customers not being served
their primary choice x may be most interested in slightly higher or lower x∗

values (rendered optimal due to demand fluctuations and access control). Thus,
we extend the model by accommodating for a linearly decreasing disposition to
accept deviations δ = 1, 2, . . . from their x,

d(x, δ) = max
(
0, d(x+ δ) · (1 − |δ

7
|)
)

, (6)

where d(x, δ) is the demand for the provisioned quality x, as linear relaxation
around the original x.

Table 3. Revenue optimal quality provisioning with modified demand

10 Mbit/s Unconstrained
Qx∗ π∗ Qx∗ π∗

pmax = 2 Q5 7.4 Q9 17
pmax = 3 Q4 12.6 Q7 32
pmax = 4 Q4 16.8 Q8 28.6

Table 3 illustrates that a restriction of capacity C, e.g., 10 Mbit/s, becomes
revenue effective under high demands—originating from the intake of customers
interested in nearby quality-price matches. The revenue optimum at x∗ using
d(x∗, δ) first shifts towards lower x, but reverses when capacity constraints are
loosened.
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Conclusion #14
High demands and low capacity shift the profitability towards lower x values,
i.e., low quality services.

Conclusion #15
Even under unconstrained capacity, any x > 9 is less profitable than optimal
intermediate quality.

Linking Conclusions #12 and #15, we can state that an extensive customer
base (i.e., highly demanded low/intermediate quality levels) is beneficial, which
eventually represents another antagonism w.r.t. Conclusion #1.

6 Conclusions

The present work has extracted a series of conclusions, i.e., 15 commandments
of quality-differentiated market entrance pricing, and aimed at conceptually in-
tegrating them in an overall QoE charging model. Amongst others, we have
observed high demand sensitivity under price increases being opposed by sta-
ble demands for price reductions. While measures like teaser prices may serve
the initial market stimulation, their effects may, thus, be counterproductive for
NSPs’ revenues in the long run—comparable to the debatable flat rate pricing.
Beyond that, a series of strategic supply-side conclusions have been drawn from
an empirically-fed optimization model.

While we recommend the concentration on low to intermediate quality lev-
els, future work may extend the analysis towards enabling price discrimination.
Beyond that, the acquired empirical input data requires further confirmation,
and may especially profit from substantially lengthened measurement intervals—
price changes e.g. rather per day, week etc.

References

1. Cisco: Cisco Visual Networking Index: Forecast and Methodology, 2011–2016.
Whitepaper (2012)

2. Tuffin, B.: Charging the Internet Without Bandwidth Reservation: An Overview
and Bibliography of Mathematical Approaches. Journal of Information Science and
Engineering 19, 1–22 (2004)

3. Pradayrol, A., Levy, D.: European Telecom Operators: 4G – going faster, but
where?, Arthur D. Little and Exane BNP Paribas (2013)

4. Keon, N.J., Anandalingam, G.: Optimal pricing for multiple services in telecommu-
nications networks offering quality-of-service guarantees. IEEE/ACM Transactions
on Networking (TON) 11(1) (February 2003)

5. Haddadi, H., Bonaventure, O. (eds.): Recent Advances in Networking. ACM SIG-
COMM, vol. 1. ACM (2013)



176 P. Zwickl, P. Reichl, and A. Sackl
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Abstract. In this paper we investigate the application of Network Calculus for
industrial automation networks to obtain performance bounds (latency, jitter and
backlog). In our previous work we identified the modeling of industrial networks
as the most challenging aspect since in industry most users do not have detailed
knowledge about the traffic load caused by applications. However, exactly this
knowledge is indispensable when it comes to modeling the corresponding arrival
curves. Thus, we suggest the use of generalized traffic profiles, which are pro-
vided by the engineering tool. During the engineering process, the user has to
specialize these profiles to meet the application configurations. The engineering
tool derives the corresponding arrival curves from the specialized profiles and
calculates the performance bounds using Network Calculus. To guarantee that
the calculated performance bounds are kept during the runtime of the industrial
automation, we must ensure that the real traffic flows do not exceed their engi-
neered arrival curves. We therefore propose the use of shapers at the edge of the
network domain. The shaper configurations can be automatically derived from
the engineered arrival curves of the flows.

Keywords: Network Calculus, performance guarantees, quality of service
(QoS), industrial automation networks.

1 Introduction

Historically, industrial automation networks were mainly based on specific networks
called fieldbuses, e.g., PROFIBUS and Modbus. These fieldbuses interconnect pro-
grammable logic controllers (PLC), robot controllers, I/O devices, etc. to exchange
data for monitoring, controlling and synchronizing industrial processes. The fieldbus
protocols ensure that the end-to-end message delays remain within specific limits and
meet the requirements of industrial processes. As a consequence, industrial automation
networks are deterministic and allow their end-to-end delays to be determined.
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In recent years, the office and automation world have increasingly merged. This is
mainly due to company-wide information processing (“office meets factory”). Ether-
net is a well-known, and widely implemented protocol. Its performance is continually
increasing - especially the bandwidth. Hence, many of the present industrial Ethernet
technologies, such as PROFINET, EtherCAT and POWERLINK, extend the standard
Ethernet by adding new features and functionality to meet specific industrial require-
ments, in particular strict determinism and high reliability.

In this paper, we consider PROFINET RT networks which prioritize the real-time
frames according to IEEE 802.1Q [1] to obtain a better QoS with regard to latency
and jitter. However, real-time frames contend with best-effort frames for resources and
are subject to queuing delays caused by best-effort frames which are already in tran-
sit. Thus, best-effort applications can have negative impact on the latency and the jitter
of all real-time frames and their applications which require determinism. To guarantee
worst-case latencies and maximal jitter for real-time flows, a formal method for the cal-
culation of performance bounds during the engineering phase is needed. In our previous
work [2] we identified the modeling of industrial networks as the most challenging as-
pect, since in industry most users do not have detailed knowledge about the traffic load
caused by applications. This covers both industrial and best-effort traffic. But exactly
this knowledge is indispensable when it comes to modeling the corresponding arrival
curves. An approach which provides support to the user in modeling the arrival curves
is therefore essential for the application of Network Calculus to industrial automation
networks.

Industrial automation networks have been the subject of various studies concerning
the timing aspects of data transmission. Formal verification techniques, such as model-
checking, encounter the state-space explosion problem, which represents a serious is-
sue. Several approaches, such as [3], have been proposed to alleviate the state-space
explosion, but without success. Another approach to determining network performance
is simulation. A multitude of simulation tools exist, e.g. OMNeT++ [4], OPNET [5],
and ns-3 [6]. In [7] the authors modeled and analyzed heterogeneous industrial network
architectures. The typical use case for simulation is to obtain mean values since the
events during the simulation are stochastically scheduled. Nevertheless, one can model
a worst-case scenario but due to multiplexing of flows within the network, this can be
a very challenging task. In some cases it might not even be possible to identify the
worst-case scheduling of messages analytically. Simulation is consequently not the best
approach for the analysis of time-critical industrial automation networks.

The rest of this paper is organized as follows. Section 2 presents an overview of
PROFINET and Network Calculus. In Section 3, we present our approach for the appli-
cation of Network Calculus to industrial automation networks. In Section 4, we apply
our approach to the Smart Automation, an industrial research facility created as a design
laboratory and integration plant for the Industry Sector of Siemens AG in Nürnberg. In-
dustrial communication within this plant is realized by PROFINET RT. Finally, Section
5 concludes this paper with a discussion of the obtained results and gives an outlook for
future work.



A Framework for Establishing Performance Guarantees 179

2 Background

2.1 Industrial Automation

The term “automation” is mostly associated with factory floors where vehicles, printing
equipment, etc. are produced. But automation is used in many more industries. The
main fields of automation are factory and process automation [8].

Latency and Jitter Requirements. Each automation application requires different
QoS in terms of communication quality with regard to latency and jitter. These re-
quirements can be roughly divided into three classes, see Table 1, which are derived
from experience with existing classes of applications in fieldbus technology [9].

Table 1. Quality of Service (QoS) Requirements in Field Communication

QoS Class Application Latency Jitter

1 Controller-to-controller 100 ms
2 Distributed I/O devices 10 ms
3 Motion control ≤ 1 ms ≤ 1 µs

Real-Time

Ethernet/MAC

Priority

• EtherNet/IP
• Modbus-TCP

• PROFINET RT • PROFINET IRT
• EtherCAT
• Powerlink

Performance

Conformance

IP

TCP/UDP

IT-Applications Real-Time

Ethernet/MAC

Priority

IP

TCP/UDP

IT-Applications Real-Time

Ethernet/MAC

IP

TCP/UDP

IT-Applications

Scheduling

Category A Category B Category C

Fig. 1. Categorization of Real-Time Ethernet Systems
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Implementation of Real-Time Ethernet. There are three main real-time categories,
each offering a different QoS with regard to latency and jitter (see Figure 1).

Category A (e.g. EtherNet/IP and Modbus/TCP) uses standard, unmodified Ethernet
hardware as well as the standard TCP/IP stack. Communication is not deterministic and
mainly influenced by the TCP/IP protocol dynamics. All devices use IP-address based
communication, thus supporting transmission of frames beyond a local network.

Category B (e.g. PROFINET RT) offers soft real-time by prioritizing the real-time
frames according to IEEE 802.1Q and sending them directly to the Ethernet/MAC layer.
This approach avoids TCP/IP protocol processing times, further reducing the latencies
for real-time frames. Real-time communication is based on MAC addresses and is thus
restricted to the local network.

Category C (e.g. PROFINET IRT, EtherCAT, POWERLINK) uses a TDMA ap-
proach to offer strict determinism for real-time frames. Standard Ethernet hardware can
no longer be used. In the main, motion control applications require this kind of strict
determinism. The main advantage of this approach is that the transmission times for the
real-time frames can be calculated during the engineering phase, offering a guaranteed
minimal latency and jitter.

In this paper, we focus on PROFINET RT which prioritizes real-time frames ac-
cording to IEEE 802.1Q to obtain a better QoS with regard to latency and jitter. How-
ever, PROFINET RT frames contend with best-effort frames for network resources and
are subject to queuing delay caused by best-effort frames which are already in transit.
Thus, best-effort applications can have a negative impact on the latency and the jit-
ter of PROFINET RT frames and their applications requiring determinism. A detailed
description of PROFINET is given in [10, 11].

2.2 Network Calculus

Network Calculus is a min-plus system theory for deterministic queuing, based on min-
plus algebra. It enables the computation of deterministic performance bounds in com-
munication networks. Arrival processes and services are modeled by arrival and service
curves, and performance values are obtained by combining those curves with min-plus
operators. A comprehensive overview can be found in [12], [13], [14] or [15].

Theoretical Foundations. The building blocks of Network Calculus are network el-
ements, which are described by their minimal service curves. Arrival processes are
modeled using arrival curves. Models are evaluated using min-plus algebra, in partic-
ular min-plus convolution and deconvolution. Arrival curves provide an upper bound
to input flows, whereas minimal service curves provide a way of expressing a lower
bound to the service offered to the flows traversing the network element. Input flows
are modeled by non-negative, non-decreasing functions t �→ x(t) where t is the time and
x(t) is the cumulative amount of arrived data up to time t.

Definition 1 (Arrival Curve). Let α(t) be a non-negative, non-decreasing function.
Flow F is constrained by or has an arrival curve α(t) iff x(t) − x(s) ≤ α(t − s) for all
time points t ≥ s ≥ 0.
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A commonly used arrival curve is a rate-burst curve: αr,b(t) = b + rt for t > 0 and 0
otherwise. The arrival curve reflects an upper limit for an input flow x(t) with (average)
rate r and instantaneous burst b. This means x(t) − x(s) ≤ αr,b(t − s) = b + r(t − s).
The rate-bust curve is also named token bucket curve since a token bucket guarantees
an arrival curve of rate-burst form.

An important Network Calculus operation is the following:

Definition 2 (Min-Plus Convolution). Let f (t) and g(t) be non-negative, non-
decreasing functions that are 0 for t ≤ 0. The min-plus convolution is defined as

( f ⊗ g)(t) = inf
0≤s≤t
{ f (s) + g(t − s)}.

Definition 3 (Service Curve). Consider a system S with input flow x(t) and output
flow y(t). The system offers a (minimum) service curve β(t) to the flow iff β(t) is a non-
negative, non-decreasing function with β(0) = 0 and y(t) is lower bounded by the con-
volution of x(t) and β(t):

y(t) ≥ (x ⊗ β)(t).
A commonly used service curve is the rate-latency function: β(t) = βR,T (t) = R ·

[t − T ]+ � R · max {0; t − T }. Rate-latency reflects a service element, which offers a
minimum service of rate R after a worst-case latency of T .

A further important Network Calculus operation is the following:

Definition 4 (Min-Plus Deconvolution). Let f (t) and g(t) be two non-negative, non-
decreasing functions. The min-plus deconvolution of f (t) by g(t) is the function

( f � g)(t) = sup
s≥0
{ f (t + s) − g(s)}.

Three Bounds. If the network element serves the incoming flow in FIFO order, the
worst-case delay can be calculated using the following theorem:

Theorem 1 (Delay Bound [12]). Assume a flow, constrained by arrival curve α(t),
passing a system with service curve β(t). The maximum delay d is given as the supre-
mum of all possible data delays, i.e. is defined as the supremum of the horizontal devi-
ation between the arrival and the service curve:

d ≤ sup
s≥0
{inf{τ : α(s) ≤ β(s + τ)}}.

The following theorems are generally valid.

Theorem 2 (Backlog Bound [12]). Assume a flow, constrained by arrival curve α(t),
traverses a system that offers a service curve β(t). The backlog R(t) − R∗(t) for all t
satisfies:

R(t) − R∗(t) ≤ sup
s≥0
{α(s) − β(s)}.

Theorem 3 (Output Bound [12]). Assume a flow, constrained by arrival curve α(t),
traverses a system that offers a service curve β(t). The output flow is constrained by the
arrival curve α∗(t) = (α � β)(t).
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3 Approach for Guaranteeing Performance in Industrial
Automation Networks

As described in Section 2.2, the Network Calculus model consists of the topology, i.e.
the concatenation of nodes modeled by their service curves, and the traffic flows de-
scribed by their arrival curves. Our approach is twofold and comprises both the engi-
neering and the runtime of the industrial automation system. (1) The engineering tool
provides generalized traffic profiles which can be specialized by the user to meet the
application configurations. Next, the engineering tool derives the corresponding arrival
curves from the specialized profiles and calculates the performance bounds using Net-
work Calculus. (2) To guarantee that the calculated performance bounds are kept during
the runtime of the industrial automation, shapers at the edge of the network domain are
used to ensure that the real traffic flows do not exceed their engineered arrival curves.
An overview of our approach is given in Figure 2.

•
•

Fig. 2. Approach for Guaranteeing Performance in Industrial Automation Networks

3.1 Engineering

Usually, the user engineers the network topology within the engineering tool, e.g. SIE-
MENS TIA Portal [16]. This is also recommended by SIEMENS. Consequently, the
network topology as well as the network components are known by the engineering
tool, and their corresponding service curves can be easily derived since the engineering
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tool has detailed knowledge about the used industrial network components due to their
general station description (GSD) which contains information like the maximum bridge
delay and supported link speeds. When it comes to modeling the arrival curves for the
flows, we have to distinguish between three types of traffic found in industrial automa-
tion networks: periodic and aperiodic real-time traffic as well as best-effort traffic.

Based on this model, Network Calculus can be applied to calculate the performance
bounds and furthermore, the engineering tool derives the shaper configuration

Periodic Real-Time Flows. The periodic real-time flows (distributed I/O devices) de-
pend on the industrial automation process engineered by the user. The periodic real-time
flows are therefore known by the engineering tool. The corresponding arrival curves can
be easily derived by the engineering tool without any user interaction since it knows all
periodic control data frames and their transmission periods.

Aperiodic Real-Time Flows. The aperiodic real-time flows (controller-to-controller)
are programmed by the user within the controller applications. The user therefore nor-
mally only knows the communication endpoints but not the traffic load. In [17] we
reported a method to derive the arrival curves by performing a static code analysis of
the controller programs. Here, we will only provide a short introduction to this topic.

The IEC61131-3 [18] standard defines different programming languages for pro-
gramming programmable logic controllers (PLCs). Widely used are AWL, FUP, KOP
and SCL. The engineering tool also comes with built-in libraries that support the user
in programming the PLC, e.g. sending data (USEND, BSEND in AWL). Our proposed
method analyzes these programs as shown in Figure 3 which is a semi-automated pro-
cess since the program can contain statements that cannot automatically analyzed.

In the first step, the PLC hardware configuration must be analyzed. This includes
the analysis of factors such as process and timer alarms, because these can lead to the
execution of functions within the PLC program. The user can configure a minimum or
a maximum cycle time for the PLC program.

In the next step, an abstract syntax tree (AST) is built from the original PLC program.
ASTs are well-known from the field of compiler-techniques. All ongoing analysis are
based on this AST.

– Dead code analysis: Code that is not reachable should be removed so that it will
not be considered in the further analysis.

– Alias analysis: Determination of how storage locations are accessed by the pro-
gram.

– Data-flow analysis: Analysis of data-flows for gathering information about the
possible set of values calculated at various points in program.

– BCET/WCET analysis: Estimation of the best and worst-case execution times.
– Flow analysis: The flow analysis analyzes the program with regard to data trans-

mission over the network. Both the amount of transmitted data as well as the execu-
tion times of the program will be taken into account. In this way, the arrival curves
can be modeled.
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Fig. 3. PLC Program Analysis

Best-Effort Flows. Due to the growing trend towards merging automation and office
networks, traffic caused by common IT applications, e.g. VNC for remote operation,
video camera streaming and web servers, is increasingly transmitted over automation
networks. The traffic caused by these applications depends on many factors such as
the protocols used (HTTP, TCP/UDP) and of course the application itself. The user
consequently has no knowledge about the traffic load, only the communication end
points.

Our approach closes this gap by the use of generalized traffic profiles which are
provided by the engineering tool. It is the user’s responsibility to further specialize
these generalized traffic profiles to obtain a more accurate model of the traffic load
caused by applications within the automation network. Traffic profiles can be created
either by analyzing the application and the protocols it uses or by taking measurements
if the applications are “black-boxes”.

We are aware that the arrival curves derived from the traffic profiles must not nec-
essarily be upper bounds for the real traffic. We therefore require the use of shapers at
the edge of the QoS domain to control the traffic that enters the automation network.
The shapers are configured by the engineering tool in such a way that they match the
assumed arrival curves. The calculated performance bounds are therefore valid inde-
pendently of the real traffic caused by the best-effort applications.

Calculation of the Performance Bounds. After modeling both the network topology
and all communication flows, Network Calculus can be applied to calculate latency
bounds for both real-time and best-effort flows and backlog bounds for all network
components. These results can then be used by the engineering tool to ensure that the
latency bounds suit the application requirements (application cycle). Furthermore, the
engineering tool can check for possible frame drops due to queue buffer overflows.

Various Network Calculus tools exist, such as the DISCO Network Calculator [19].
But due to SIEMENS requirements we had to implement our own Network Calculus
Engine (NCE) [2] to perform the calculation within the engineering tool. It allows net-
works and especially industrial automation networks to be modeled. To date, the total
and separated flow analysis methods have been employed.

The NCE is highly structured and consists of various modules. The most important
modules are the network, curve and analysis module. The network module provides
basic elements, e.g. nodes and links, that can be used to build up the entire network.
The curve module provides the basic Network Calculus arrival and service curves, e.g.
token bucket and rate-latency. It is worth mentioning that all elements, e.g. nodes, ports,
curves, etc., can be parametrized as needed. For example, for a wired link, the length



A Framework for Establishing Performance Guarantees 185

and the cable type can be specified, so that the link propagation delay is also taken into
account. A complete overview of the architecture of NCE is provided in Figure 4.

Fig. 4. Architecture of the Network Calculus Engine

3.2 Runtime

Our approach requires that shapers are placed at the entry of the QoS domain, e.g.
where the best-effort traffic enters the automation network. These shapers ensure the
traffic regulation in such a way that the traffic conforms to the corresponding arrival
curves that have been assumed during the engineering phase. This guarantees that the
calculated performance bounds are always valid.

The shaper configurations correspond to the arrival curves assumed during engineer-
ing. Traffic flows that significantly differ from their arrival curves can be easily detected
by analyzing the backlog at the shaper. If a maximum level is exceeded, the shaper can
immediately report it, e.g. sending an SNMP trap to a Network Management System,
for instance the SIEMENS SINEMA Server [20]. This means that the requirement for
shapers is not really a drawback, but instead additionally helps to improve the network
diagnosis. The shaper must not necessarily be a separate device, it can also be either
implemented directly on the end devices or at the ingress ports of the switches.

4 Application

In this section, we first introduce the Smart Automation (SmA) plant. Next, we provide
a brief outline of how we modeled this plant using the presented approach. We then
conclude this section by comparing the computed and measured end-to-end delays.
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4.1 The Smart Automation Facility

The Smart Automation facility is an industrial research center created as design labo-
ratory and integration plant for the Industry Sector of Siemens AG in Nürnberg. The
SmA consists of the factory management system and several stations for filling, quality
checking, transport, storing, capping/uncapping and emptying bottles. Figure 5 shows
the SmA.

Fig. 5. Overview of the SmA

Functionality of the SmA. The SmA can be considered as a manufacturing system on
a small scale. It consists of nine stations, all interconnected in order to operate together.
According to the customer order, the system fills bottles with the selected solid pieces
and if desired, using the bottle picker and the quality stations, the content of the bottles
can be verified. In order to guarantee a continuous production cycle, a recycling process
is executed, which dismantles the final product into its parts (caps, bottles, solid pieces).
The factory management system (FMS), which is located at the process level, controls
and monitors all stations. The FMS is also responsible for processing customer orders.
The plant administrator can control the operation of SmA both at the control system
(CS) and at the human-machine interface (HMI) located at the transport system station.
As soon as the administrator operates at the HMI, the screen of the CS is shared with
the HMI to remotely control the CS.

Network of the SmA. The SmA network topology is a ring, which consists of 5 in-
dustrial switches, namely SCALANCE X-208 and X-414. The ring interconnects all
stations. A station is controlled and monitored by a PLC, e.g., SIMATIC S7-300. The
ports of both the switches and PLCs are configured to offer their flows a FIFO service
and a port rate of 100 Mbit/s. The simplified network topology is shown in Figure 6.

Communication in the SmA. Stations can only communicate with the FMS and vice
versa. If stations need to communicate between one another, communication is handled
by the FMS. All process data is sent using PROFINET RT.
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Fig. 6. SmA Network Topology

In general, communication in the SmA can be split between periodic, aperiodic and
best-effort traffic. Each station sends information about its state to the FMS periodically
once every second. The FMS also sends information about its state periodically once
every second to each station. Aperiodic traffic occurs, for example, if the FMS requests
specific operations from a station, e.g. to transport a bottle from NLK to NAF. The
aperiodic traffic needed for processing a customer order comprises filling one bottle
with one solid piece.

Remote operation of the SmA at the HMI uses the VNC protocol, which is based on
the Remote Framebuffer Protocol [21]. All frames sent by the VNC server and its client
are therefore sent as best-effort frames. To model the traffic caused for remote operation,
we both analyzed the protocol and performed various measurements. The result of our
measurements was a generalized traffic profile for remote operation via VNC, which
depends on a few parameters that must be specified by the user. These parameters are
the screen size, the color depth, the compression and the fraction of the screen that
changes with a certain frequency. The specific values with regard to the SmA are given
in Table 2. These are used to derive the corresponding arrival curves (CS-HMI), which
are given in 3. The formulas for calculation of the burst and the rate are out of scope
and are thus not specified in this paper.

Modeling the SmA. The SmA has been modeled according to its topology, which
consists of an industrial PC, several PLCs, the HMI and switches. The physical ring
is split by the SCALANCE X-414 which acts as the ring manager. Thus, we have two
resulting feed-forward networks that are modeled and analyzed by the engineering tool.
The worst-case results of both analyses is then presented as the global worst-case.
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Table 2. Generalized VNC Traffic Profile and Parametrization

VNC Traffic Profile Parameters Parametrized SmA VNC Profile

Screen size 1024x768 pixel
Color depth 24 bit

Compression no compression (raw)
Screen change fraction 20 %

Screen change frequency 1 Hz

The performance of a switch mainly depends on its switching fabric. A distinc-
tion must be made here between blocking and non-blocking of data flows with no
output contention, store-and-forward and cut-through of frames, and half-duplex and
full-duplex communication mode. The design of the internal switching fabric is there-
fore critical to the performance of a switch. Widely used switching fabrics are shared
memory, shared bus and crosspoint matrix [22]. In general, industrial switches have
a non-blocking switching fabric in full-duplex mode to avoid collisions and the ap-
plication of CSMA/CD. Furthermore, store-and-forward is often used. The maximum
bridge delay of the used switches is 5 μs due to their GSD files. The port rates used
in the SmA are 100 Mbit/s. Considering the non-preemptive scheduling mechanism
of data sending, the following applies: Assuming the worst-case, a frame always has
to wait until a frame, possibly of lower priority, has been completely sent including
the necessary Ethernet interframe gap (IFG), which is 96 bit times. Since the max-
imum frame size is 1538 Byte, the worst-case sending time including IFG is T =
(1538 Byte + 12 Byte) / 100 Mbit/s + 5 μs = 129 μs. We therefore modeled the service
of each switch port using rate-latency service curves with a rate of 100 Mbit/s and a
latency of 129 μs: β(t) = 100 Mbit/s · (t − 129 μs). Similarly, industrial PCs and PLCs
offer equal services to their flows.

The arrival curves of the different communications have been modeled using upper
token bucket curves. We have modeled the periodic, aperiodic and best-effort traffic as
well as the acknowledgment traffic of the different communications. We have provided
a brief excerpt in Table 3.

Results: Performance Bounds and Shaper Configurations. In this section, we
present the calculated delays using NCE. In addition, we performed multiple measure-
ments to determine the “real” worst-case delays in the SmA. During all measurements,
there was no remote operation at the HMI, thus, we have no measurements containing
VNC traffic. Additionally, remote operation does not require hard-real time guarantees.

The results of the calculation and the measurements are compared in Table 4. Sum-
marizing, the results are as follows: Firstly, the calculated delay bounds are actually
upper bounds, and therefore the Network Calculus is an appropriate application in in-
dustrial networks. Secondly, it is obvious that in worst-case, some state information
frames will not reach their destination within the application cycle of 1 s, e.g. FMS →
NLK. This is mainly due to possible remote operation via VNC.
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Table 3. Excerpt of the Modeled Traffic

Traffic Src Dest Arrival curve

periodic traffic

State info Station X FMS α(t) = 0.000904 Mbit/s · t + 113 Byte

State info FMS Station X α(t) = 0.000968 Mbit/s · t + 121 Byte

aperiodic traffic

Request empty bottle FMS NLK α(t) = 0.000208 Mbit/s · t + 204 Byte

Request order picking FMS NLK α(t) = 0.00022 Mbit/s · t + 1500 Byte

Bottle tracking NTS FMS α(t) = 0.0847 Mbit/s · t + 847 Byte

Request bottling FMS NAF α(t) = 0.000404 Mbit/s · t + 581 Byte

Request encapsulation FMS ND1 α(t) = 0.000349 Mbit/s · t + 282 Byte

best-effort traffic

Remote Operate: HMI-CS HMI CS α(t) = 0.219070 Mbit/s · t + 167 KByte

Remote Operate: CS-HMI CS HMI α(t) = 10.037200 Mbit/s · t + 7708 KByte

Table 4. Comparison of the NCE Delay Bounds and the Measurements

Flow Source Destination NCE Delay Bound Measurement

State info NTS FMS 57 ms 0.31 ms

State info FMS NTS 2 s 472 ms 0.25 ms

Bottle tracking NTS FMS 56 ms 0.26 ms

State info NAF FMS 3 ms 0.22 ms

State info FMS NAF 2 ms 0.22 ms

Request bottling FMS NAF 2 ms 0.37 ms

State info NLK FMS 57 ms 0.28 ms

State info FMS NLK 2 s 472 ms 0.43 ms

Request empty bottle FMS NLK 57 ms 0.17 ms

Request order picking FMS NLK 2 s 471 ms 0.29 ms

State info ND1 FMS 57 ms 0.29 ms

State info FMS ND1 2 s 472 ms 0.31 ms

Request capping FMS ND1 2 s 472 ms 0.23 ms

Remote Operation via VNC CS HMI 3 s 12 ms n/a

Remote Operation via VNC HMI CS 0 s 67 ms n/a
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To guarantee safe operation of the SmA, i.e. meet the required application cycle
of 1 s, we have two options: We could either not support remote operation and thus
remove the HMI from the automation plant or we could smooth the burst created by
remote operation. Smoothing the burst means reducing the burst of its arrival curve as
appropriate. Thus, two shapers are required to ensure that the real bursts are smoothed
with regard to the assumed burst during the calculation: the first for shaping the traffic
sent from the HMI to CS, and the second for the opposite direction.

During our measurements the SmA was operating normally, what means that the
traffic load was not the worst-case, e.g. no interference with VNC traffic. Thus, the
measured latencies are much smaller then the calculated bounds. Nevertheless, our pro-
posed approach provides tight bounds. Just like in simulation it is also almost impossi-
ble to obtain worst-case measurements due to the challenging tasks of identifying the
worst-case scenario and operating the automation facility accordingly.

5 Conclusion

In our previous work [2] we identified that the most challenging aspect of the appli-
cation of Network Calculus to industrial automation networks concerns the modeling
of arrival curves of both industrial and best-effort applications during the engineering
phase. We have therefore proposed an approach to support the user in modeling the ap-
plication flows within the network by specializing generalized traffic profiles provided
by the engineering tool.

We must ensure that the actual flows do not exceed the engineered arrival curves
during industrial automation runtime. Our approach therefore also includes the use of
shapers at the edge of the QoS domain. In addition, this approach enables the diagnosis
of misbehaving traffic flows which is essential in industrial automation networks.

We have focused in our study on industrial automation networks. Nevertheless, our
approach could also be applied to standard Ethernet networks as well as other Eth-
ernet technologies such as IEEE 802.1 AVB Gen. 1 and IEEE 802.1 AVB Gen. 2
(Time-Sensitive Networks) assuming that the service curves for the used schedulers,
e.g. credit-based shaper in IEEE 802.1 AVB Gen. 1, exists. In upcoming work, we
will apply our approach to IEEE 802.1 AVB Gen. 2 (Time Sensitive Networks). The
main study will therefore focus on analysis of the proposed schedulers, e.g. time-aware
shaper and bandwidth limiter [23], and the creation of appropriate service curves, so
that Network Calculus can be applied to obtain performance guarantees.
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23. Götz, F.-J.: Guaranteed Latency for Control-Data-Traffic in Time Sensitive Networks. In:

IEEE 802.1 Time-Sensitive Networks (Interim Meeting in York, England). IEEE Computer
Society (September 2013)

http://www.omnetpp.org
http://www.opnet.com/products/modeler/home.html
http://www.nsnam.org
http://www.industry.siemens.com/topics/global/en/tia-portal/tia-portal-framework/pages/default.aspx
http://www.industry.siemens.com/topics/global/en/tia-portal/tia-portal-framework/pages/default.aspx
http://www.automation.siemens.com/mcms/industrial-communication/en/ie/network-management/sinema-server/Pages/sinema-server.aspx
http://www.automation.siemens.com/mcms/industrial-communication/en/ie/network-management/sinema-server/Pages/sinema-server.aspx
http://www.automation.siemens.com/mcms/industrial-communication/en/ie/network-management/sinema-server/Pages/sinema-server.aspx


K. Fischbach and U.R. Krieger (Eds.): MMB & DFT 2014, LNCS 8376, pp. 192–206, 2014. 
© Springer International Publishing Switzerland 2014 

Target-Specific Adaptations 
of Coupling-Based 

Software Reliability Testing 

Matthias Meitner and Francesca Saglietti 

Informatik 11 - Software Engineering 
University of Erlangen-Nuremberg 

Erlangen, Germany 
{matthias.meitner,saglietti}@informatik.uni-erlangen.de 

Abstract. This article presents some approaches to software reliability testing 
supporting high coverage of component or (sub-)system interactions while 
enabling the selection of test cases according to target and scenario-specific cri-
teria. On the one hand, in order to allow for reliability assessment, automatic 
test generation approaches must support the provision of stochastically inde-
pendent and operationally representative test data. On the other hand, crucial 
sub-system interactions must be tested as intensely as possible, with particular 
concern for the even distribution of testing effort or for the prioritization of  
domain-critical data. Depending on such application-specific peculiarities, dif-
ferent multi-objective optimization problems are approached by novel genetic 
algorithms, successively applied to an interaction-intensive example in order to 
illustrate their practicality. 

Keywords: Software reliability, interaction coverage, statistical sampling 
theory, coupling-based testing, multi-objective optimization, genetic algorithm. 

1 Introduction 

Modern information society increasingly tends to rely on service provision offered by 
interacting systems. Typically, such systems originate from completely independent 
environments concerning a.o. their functional context or their dependability and per-
formance demands. In order to cooperate towards a common super-ordinate task, de-
centralized, autonomous systems growingly tend to interact, giving rise to so-called 
systems-of-systems. 

The growing multiplicity of potential interplay of such applications induces crucial 
fault sources at interaction level. In particular, classical unit and integration testing 
strategies of monolithic and component-based systems may no longer suffice to ensure 
a sufficient degree of dependability [5] in case of inherently correct sub-systems spo-
radically interplaying in inadequate ways.  

Therefore, today's software engineering community requires novel systematic and 
measurable approaches to detect emergent behavior [8] by unforeseeable interplay 
effects. 
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Especially in case of dependable applications requiring conservative reliability estima-
tion, software tests must capture the variety of sub-system interactions as much as rea-
sonably possible, while reflecting software behavior under realistic operative conditions. 

A technically sound approach addressing both criteria was developed in [10]. While 
providing a helpful technique for combining statistical and structural testing strategies, 
its major draw-back concerns its incapability to distinguish between interaction entities 
in terms of the evenness of their occurrence or of their domain-specific importance. 

For this reason, new approaches were developed, capable of optimizing test case se-
lection also in the light of balancing or prioritizing interaction tests. 

The article is organized as follows: 
 

• section 2 and section 3 provide a brief overview of an existing automatic test  
generation approach [10] to reliability and integration testing by summarizing the 
underlying criteria for statistical and coupling-based testing and by deriving a  
multi-objective optimization procedure pursuing their fulfillment; 

• section 4 proposes three adaptations of this approach addressing different applica-
tion-specific targets and scenarios; 

• section 5 reports on the successful application of the three adapted approaches to an 
interaction-intensive example; 

• finally, section 6 comments on the investigations reported by some concluding 
remarks. 

2 Requirements for Reliability and Integration Testing 

2.1 Test Data Selection 

The application of statistical sampling theory requires the following constraints on the 
test data selection: 
 
• test data must be selected independently for each test case; 
• test data must be selected at the same probability of occurrence as during operation. 
 
On the other hand, the process of test execution must fulfill the following conditions: 
 

• the execution of a test case (in the following denoted as a test run) does not influ-
ence the outcome of other test runs; 

• no or only few failures occur during testing; 
• any software failure occurrence is detected. 
 
In case of a low number of failure occurrences, statistical sampling theory is still appli-
cable at the cost, however, of a lower reliability estimate. In case of a significant num-
ber of failure occurrences, the responsible faults are assumed to be removed before a 
new data sample is generated and tested.  

Since this article addresses late testing of highly dependable software, in the fol-
lowing it is assumed that no failure occurs. 

Moreover, we consider software systems reacting to discrete demands, e.g. the 
driver’s command to a software-based gear-box controller [16], or the detection of an 
anomalous state requiring the initiation of a protection function. For such applications, 
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unreliability is measured in terms of the probability of failure on demand. In principle, 
the theory is also applicable to failure rates related to continuous operation [2]. 

If none of the above mentioned conditions is violated, statistical testing theory [2, 7, 
12, 13] allows to derive a conservative software reliability estimation by bounding the 
failure probability p at any given confidence level β [2, 18], assuming a sufficiently 
high number n > 100 of correctly executed test cases: 

n 11p β−−≤  

Though not always easily practicable, this theory was successfully applied a.o. to an 
industrial software-based gear-box controller [16].  

The present article focuses on the conditions concerning test data selection, while 
the conditions concerning test execution and test evaluation must be ensured by con-
structive measures like reset mechanisms and test oracles. 

Since statistical sampling theory requires test data to be independent, input values 
must not be correlated. Input parameter, however, may be semantically correlated e.g. 
by dependencies related to 
 
• logical patterns (e.g. checksums), or 
• physical laws (e.g. kinetic energy, mass and speed). 

 
These correlations are evidently application-inherent (i.e. they cannot be eliminated 
during test case selection) and have to be captured by the operational profile. On the 
other hand, correlations arising during instantiation of functionally independent para-
meters have to be avoided or removed by filters based on adequate correlation meas-
ures (see section 3). 

2.2 Coverage of Data Flow across Components  

While offering a sound approach to conservative reliability assessment, statistical sam-
pling theory admittedly relies on one single experiment related to the random genera-
tion of one large set of representative and independent test cases. 

Evidently, this one-time generation process cannot be expected to cover all relevant 
interaction scenarios [10]. In fact, a considerable number of crucial interaction scena-
rios may be missed. In order to prevent this from occurring, the approach was extended 
such as to cover a certain amount of interactions though maintaining the original tar-
gets concerning operational representativeness and test case independence. 

Among the existing model- and code-based interaction coverage concepts [1, 4, 14, 
15, 17] coupling-based coverage [4] aims at capturing interactions between compo-
nents by transferring classical data flow testing concepts from an intra-module to an 
inter-module perspective. Essentially, it considers the effects of a method (the caller) 
in one component invoking another method (the callee) in another component distin-
guishing between three types of so-called ‘coupling definitions’, i.e. of definitions of 
variables whose value is successively used in a different component, like 

 

• the last definition of a formal parameter before a call (‘last-def-before call’), 
• the last definition of a formal parameter before a return (‘last-def-before-return’), 
• the definition of a global variable (‘shared-data-def’), 



 Target-Specific Adaptations of Coupling-Based Software Reliability Testing 195 

as well as between three types of so-called ‘coupling uses’, i.e. of uses of variable val-
ues defined in a coupling definition located in a different component, like 
 

• the first use of a formal parameter in a caller after the callee execution (‘first-use-
after-call’), 

• the first use of a formal parameter in a callee (‘first-use-in-callee’), 
• the use of a global variable (‘shared-data-use’). 

 
Figure 1 illustrates the main concepts of coupling-based testing by means of an  
example. 

 

Fig. 1. Coupling-based interactions between two components 

[4] introduces a number of different testing criteria based on the coverage of coupling 
pairs, i.e. of pairs consisting of a coupling definition and a corresponding coupling use. 
For example, the testing criterion ‘all-coupling-uses’ was defined to require the cover-
age of all existing coupling pairs. 

3 Test Case Generation by Multi-objective Optimization 

The automatic test generation approach presented in [10] simultaneously pursues three 
objectives: while the first two are required in order to allow for reliability assessment 
by statistical testing, the third objective refers to interaction coverage to be maximized 
without violating, however, any of the other two criteria previously mentioned (in the 
following denoted as knock-out criteria).  

The first objective O1 concerns the generation of test cases according to an  
operationally representative data profile expected to be available on the basis of a pre-
liminary estimation of the frequency of occurrence of the underlying input parameter 
values.  With respect to this target, data fitness may be evaluated by means of good-
ness-of-fit tests like the χ2-, the Kolmogorov-Smirnov or the Anderson-Darling test [6].  
The conformity of the data observed to the target distribution can be evaluated by ana-
lyzing whether the underlying test statistic S1 does not exceed a critical value T1. 
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The second objective O2 regards statistical independence of test data concerning un-
correlated parameters. Statistical correlation can be evaluated by auto-correlation 
measures addressing the dependency of a specific parameter value within a test case on 
other values of the same parameter in further test cases as well as by cross-correlation 
measures addressing the dependencies between different parameter values within the 
same test case. Classical cross-correlation measures are Pearson's product moment 
correlation coefficient [3], Spearman's rank correlation coefficient, Kendall's τ and 
Cramer's V [19]. In order to assess stochastic independence, the absolute value S2 of a 
correlation measure is compared with a maximum threshold value T2, where parame-
ters with values S2 lower than T2 can be considered to be acceptably independent. 

As already mentioned, the threshold values T1 and T2 are essential for the purpose of 
assessing the acceptance of test data with respect to their profile conformance and 
stochastic independence: the lower the threshold values, the more accurately reliability 
testing can be carried out. Low threshold values, on the other hand, evidently restrict 
the space of admissible data; in particular cases, this may limit the chances of achiev-
ing high interaction coverage. 

Finally, the third objective O3 is related to interaction coverage and is measured as 
the relative amount S3 of coupling pairs covered by generated test cases: 

pairs  coupling#

covered  pairs  coupling#
S3 =  

Due to its high complexity, the problem aiming at the optimization of all three objec-
tives must be approached by means of heuristics like genetic algorithms. In more de-
tail, each potential test case set is taken to represent an individual within a population. 
The fitness of each individual reflects the degree to which it fulfills the objectives.  

Populations are successively generated by selecting and manipulating existing indi-
viduals [20]: cross-over operators exchange test cases among individuals or input val-
ues among test cases, while mutation operators replace single test cases or single input 
values. Finally, in order to avoid fitness decay, elitism operators are applied to main-
tain the best individuals for the successive generation. 

With respect to each objective Oi, i ∈{1,2,3}, the fitness of each individual is eva-
luated by means of the corresponding metric Si. While the coupling measure S3 already 
lies within the normalization interval [0;1] by definition, the goodness-of-fit metric S1 
and the correlation metric S2 have to be normalized by the following normalization 
function N: 

 
 
 
 
 
 
 
 
 

 
where maxi denotes the highest value taken by Si within a test case population. The 
normalization function is illustrated in figure 2. 

N(Si )={ 1 for Si∈[0, Ti ]

−     0 . 9
maxi−Ti

⋅Si+
0 .9⋅maxi

maxi−Ti

for S i∈(Ti , maxi ] }
 

i ∈{1,2} 
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normalized
values

1

0.9

N(Si)

maxiSiTi

X

 

Fig. 2. Normalization function for measures Si, i ∈ {1,2} 

For any test case set TS, the fitness of TS is determined as the weighted sum of its 
three normalized objectives: 

( ) ( ) 321 S1.0SN0.1SN0.1  F(TS) ⋅+⋅+⋅=  

The non-steady normalization function and the weight factor 0.1 for S3 were chosen 
such that test sets violating at least one knock-out criterion (i.e. N(S1) < 0.9 or N(S2) < 
0.9) have a fitness value F(TS) < 2, while test sets fulfilling both knock-out criteria (i.e. 
N(S1) = N(S2) = 1) have a fitness value F(TS) ≥ 2. This holds regardless of the size of 
the interaction coverage achieved.   

4 Optimal Distribution of Testing Effort 

The all-coupling-uses coverage measure S3 considered so far merely counts the relative 
amount of coupling pairs covered; hereby, every coupling pair covered has the same 
impact on the overall coverage measured. This approach, however, may not be fully 
appropriate in the following situations. 

As test cases are generated according to an underlying operational profile, the prob-
ability of covering specific pairs may be very low in case of extremely non-uniform 
distributions. In such cases, it may be unrealistic to target 100% coupling pair cover-
age; it may be reasonable instead to cover at least all coupling definitions, while aim-
ing at distributing the test cases as evenly as possible among them. Evidently, this 
more modest testing strategy may skip coupling pairs representing relevant scenarios; 
therefore, its usage is not recommended in case of critical applications. Details will be 
introduced in section 4.1. 

On the other hand, even in case of highly reliable software requiring full coverage 
of coupling pairs, the distribution of test cases among coupling pairs should be kept as 
uniform as possible, in order to balance their chances of being accurately checked for 
correctness. This strategy will be elaborated in section 4.2.  

Finally, it may be unrealistic to consider all variables as equally relevant, as done so 
far. On the contrary, software reliability may be particularly sensitive to the correctness 
of specific variables. In particular, safety of software-based applications may especial-
ly depend on a number of particularly critical process variables. These must be  
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preliminarily identified, typically by fault tree analysis techniques, and require to be 
tested more thoroughly than non-critical data flows. This approach [9] will be summa-
rized in section 4.3. 

4.1 Adaptation 1: All Coupling Definitions by Uniform Relative Coverage of 
Their Coupling Pairs 

Assuming full coverage of coupling uses to be unrealistically demanding, test genera-
tion should be targeted such as to cover each coupling definition at least once; in addi-
tion, tests should cover coupling pairs of coupling definitions in comparable relative 
amounts. By doing so, however, the all-coupling-uses coverage originally achieved 
should not be diminished.  

For this purpose, the original fitness factor S3 is scaled to a new factor '
3S  by: 

( )
n

c,cmax

cc
1

SS

n

1i i

i

3
'
3


=










 −
−

⋅=  

where 
 
• n denotes the total number of coupling definitions, 
• for i ∈ {1,…,n}, ci denotes the relative amount of coupling pairs of coupling defini-

tion i already covered, 
• c denotes the average of such relative amounts over all coupling definitions, i.e. 


=

⋅=
n

1i
ic

n

1
c  

For arbitrary i, the weighting term ( )c,cmax

cc
1

i

i −
− is shown in figure 3 as a function of ci. 

   

 

Fig. 3. Weighting term as function of ci 
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This term evaluates to 
 

• 0, if ci = 0, i.e. if no coupling pair was yet covered for coupling definition i (worst 
situation), 

• 1, if cci = , i.e. if the percentage amount of coupling pairs covered for coupling 
definition i coincides with the average of such percentage amounts (best situation). 
 

In other words, in the first case test case sets are penalized if they miss to cover coupl-
ing definition i, while in the second case test case sets are especially rewarded as  
they succeed in covering coupling definition i as much as the average of all coupling 
definitions. 

Therefore, the optimization procedure making use of the adapted fitness factor '
3S  

consequently favors the coverage of yet uncovered coupling definitions and pursues 
their uniform coverage, while maintaining a high coverage of coupling pairs. 

4.2 Adaptation 2: Uniform Coverage of Coupling Pairs 

Even in case of full coupling pair coverage, the number of times each coupling pair 
was triggered may be extremely fluctuating. In such cases it may be reasonable either 
to minimize the overall number of test cases necessary to reach full coverage (as suc-
cessfully done in [11]) or to adapt the optimization procedure towards uniformity of 
coupling pair coverage. 

This can be achieved by scaling the original factor S3 to a new fitness value ''
3S : 

( )
m

n,nmax

nn
1

SS

m

1i i

i

3
''
3


=










 −
−

⋅=  

where 
 

• m denotes the number of coupling pairs, 
• for i ∈{1,…,m} ni denotes the number of test runs covering coupling pair i, 
• n  denotes the average number of such runs over all pairs, i.e. 


=

⋅=
m

1i
in

m

1
n  

For arbitrary i the weighting term ( )n,nmax

nn
1

i

i −
− is shown in figure 4 as a function of ni. 
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Fig. 4. Weighting term as function of ni 

This term evaluates to 
 

• 0, if ni = 0, i.e. if coupling pair i was not yet covered at all, 
• 1, if nni = , i.e. if coupling pair i was covered exactly an average number of times. 

 
In other words, in the first case test case sets are penalized as they miss to cover coupl-
ing pair i, while in the second case test case sets are especially rewarded as they suc-
ceed in covering coupling pair i exactly an average number of times. 

On the whole, this optimization procedure favors the testing of those coupling pairs 
whose number of executions still is below average. On the other hand, test cases ex-
ecuting coupling pairs more than average are penalized, thereby supporting uniformity 
over all pairs. 

This approach also works for the purpose of uniformity over coupling definitions by 
defining m to represent the number of coupling definitions and ni to represent the num-
ber of executions of coupling definition i. 

4.3 Adaptation 3: Different Relevance of Coupling Pairs 

When dealing with critical software, as in case of safety-relevant applications, some 
variables may influence system reliability more intensely than others. This may imply 
different testing demands for different process variables, an aspect not yet taken into 
account so far in sections 4.1 and 4.2. For this purpose, an additional adaptation of 
coupling-based testing [9] aims at strengthening the testing of critical variables by 
favoring test data covering relevant coupling pairs. For each coupling pair i it takes 
into account the following parameters: 
 

• a weight wi reflecting the priority in testing coupling pair i and rewarding the gen-
eration of corresponding test cases; priorities may be determined on the basis of a 
preliminary fault tree analysis determining the criticality of certain variables; 

• a target number ti of executions for coupling pair i; target numbers ti inhibit the 
rewards wi induced by priorities as soon as the target number of test cases is 
reached; on the one hand, target numbers should grow with the relevance of the 
corresponding coupling pair; on the other hand, the target number must take into 
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account the frequency of occurrence of that coupling pair during operation. Prelim-
inary feedback on the expected operational profile can be obtained on the basis of a 
random initial population. Such a feedback can be successively corrected by in-
creasing the target number of relevant coupling pairs and lowering the target num-
ber of less relevant coupling pairs. For rarely occurring coupling pairs, appropriate 
minimum values are to be determined; 

• a decrease factor di lowering the impact of weight wi, the more the corresponding 
coupling pair is already covered; decrease factors di are used for balancing the test-
ing of coupling pairs with identical weight wi by favoring those coupling pairs so 
far only covered below reasonable expectation. 

 

The original fitness factor S3 is replaced by a new normalized metric '''
3S  taking into 

account the original criterion S3 as well as the parameters described above: 
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where 
 

• m denotes the total number of coupling pairs, 
• ni denotes the number of test cases covering coupling pair i, 1 ≤ i ≤ m. 

4.4 Summary and Additional Remarks 

Table 1 summarizes the different test targets and scenarios under which the three adap-
tation approaches proposed are particularly recommended. 

Table 1. Recommended adaptations for different test targets 

Expected coverage 
of coupling pairs 

Test target 
Recommended  

adaptation 

below 100% 

all coupling definitions 
by uniform relative 
coverage of their 

coupling pairs 

adaptation 1  

based on fitness factor '
3S  

100% 
uniform coverage of all 

coupling pairs 

adaptation 2  

based on fitness factor ''
3S  

100% 

multiple coverage of 
coupling pairs accord-
ing to their different re-

levance 

adaptation 3  

based on fitness factor '''
3S  
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It is also possible to use both fitness factors '
3S and ''

3S  sequentially in a common, 
dynamically adaptive approach. In case domain experts cannot preliminarily estimate 
whether optimized test cases will achieve full coverage, the underlying genetic algo-
rithm starts by measuring interaction coverage via factor '

3S . As soon as full coverage 

is reached, '
3S  (just evaluated to 1) is replaced by ''

3S , thus supporting a more uniform 
coverage of coupling pairs, as described in section 4.2. 

5 Application and Evaluation of Adaptive Approaches 

The approach developed was applied to a software-based system consisting of five 
components: 
 

• one central component denoted as Controller, 
• four further components denoted as Service 1, Service 2, Service 3 and Service 4 

providing cooperating tasks. 
 

The application processes three independent input parameters of type integer or 
double. Depending on these inputs, the Controller invokes components Service 1 and 
Service 2 which may imply further calls to components Service 3 and Service 4. Be-
tween two and six parameters are exchanged during method calls. Figure 5 offers a 
graphical representation of the invocation hierarchy.   

In terms of coupling-based testing, the system contains 12 coupling definitions and 
44 coupling pairs. Though relatively small in dimension, the system is characterized by 
a relatively high intensity of component interaction. 

In the following, the three adaptive approaches are applied to this example; each ap-
plication assumes a different operational profile which is defined by the distribution 
functions of each of the three independent input parameters. 

Controller
input:
parameter 1: type Double
parameter 2: type Integer
parameter 3: type Double

Service 1
input:
6 parameters

Service 2
input:
4 parameters

Service 3
input:
2 parameters

Service 4
input:
3 parameters

calls

returns

calls

returns

calls
returns

returns

calls

 

Fig. 5. Application example with interacting components 
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Concerning distribution conformance, for each goodness-of-fit test a corresponding 
threshold value was derived at significance level 0.1; concerning stochastic indepen-
dence, the threshold value was defined as 0.1.  

5.1 Application and Evaluation of Adaptation 1 

All experiments reported in this sub-section were conducted with test sets comprising 
1000 test cases and a skewed operational profile rendering full coverage unrealistic. At 
first, a test case set was randomly generated without making use of optimizing proce-
dures. As shown in figure 6 (a) the corresponding coverage achieved is relatively low, 
in particular completely missing some coupling definitions. On the other hand, the 
classical, non-adapted optimization approach described in section 3 allows for a signif-
icant increase in coupling definition coverage, as shown in figure 6 (b), while missing 
to address specific problems concerning either coupling definitions remained unco-
vered or coupling pairs not uniformly covered for different coupling definitions. 

The results of the improved optimization procedure based on adaptation 1 are final-
ly shown in figure 6 (c): while the new average coverage c  is close to the previous 
one, the relative coverage of coupling pairs per coupling definition is well balanced, as 
illustrated by the graphical region delimited by the values ci, which is nearly congruent 
to the regular polygon delimited by their average c . 

 

Fig. 6. Optimization results for adaptation 1 (light grey: c , dark grey: ci, i ∈{1,…,12}) 

In order to ensure experimental comparability, the original non-optimized test case 
sets from 6 (a) were used as starting population for the optimizations illustrated in 6 (b) 
and 6 (c). The same holds for the evaluations presented in sections 5.2 and 5.3. 

5.2 Application and Evaluation of Adaptation 2 

The average deviation of coupling pair executions from their average number 

 −⋅=
=

m

1i
i nn

m

1
d  

was evaluated for the classical approach and for adaptation 2, each applied for the 
generation of 1000 test cases. Both the classical approach and its adaptation 2 could 
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achieve 100% coverage, while a non-optimized test case set only reached 75% cover-
age, leaving 11 coupling pairs uncovered. The adapted approach could achieve a re-
duction of the average deviation from 134.5 to 91.9. 

As expected, the test case set resulting from the revised approach could achieve a 
higher uniformity in covering the coupling pairs. 

5.3 Application and Evaluation of Adaptation 3 

Finally, the application of the third adapted approach [9] is reported in the following, 
where the test case sets generated by the underlying genetic algorithm consisted of 
5000 test cases each.  

According to its criticality, each coupling pair was classified as highly relevant, 
moderately relevant or lowly relevant; corresponding weights wi were assigned. For 
the purpose of an experimental estimation of realistic frequencies of occurrence of 
coupling pairs, a random initial population was generated and for each coupling pair 
the maximum number of its executions determined. These numbers were successively 
weighted according to the criticality of each coupling pair i, yielding target parameters 
ti. To exclude exceedingly low values for coupling pairs with rare occurrences, mini-
mum targets were defined. Additional factors di balance the number of test cases for 
coupling pairs of identical relevance by correcting the original reward induced by 
weights wi via a decreasing geometric progression. In more detail, the progression was 
chosen such that  

10d 1it
i =−  

 
In other words, the reward wi for the first execution of coupling pair i is 10 times high-
er than the corrected reward for the ti-th execution of the same coupling pair. 

While non-optimized test case sets only managed to cover 81.8% of all coupling 
pairs, optimized test case sets reached 100% coverage.  
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Fig. 7. Results obtained by application of adaptation 3 
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Figure 7 illustrates the benefits of this approach by comparing non-optimized test 
case sets, test case sets optimized without adaptation and test case sets optimized 
using adaptation 3: the adaptive approach succeeded in increasing the number of ex-
ecutions of highly relevant coupling pairs by ca. 44% at the price of reducing the test 
amount concerning the less relevant coupling entities by ca. 7%, while the number of 
executions of moderately relevant coupling pairs did not vary considerably. 

6 Conclusion 

In this article, an existing test generation procedure based on multi-objective optimiza-
tion was adapted for the purpose of increasing uniformity over tested interactions as 
well as test intensity concerning domain-specific relevant interactions.  

The practicality of the three resulting approaches was evaluated by means of an ex-
ample showing that interaction testing can be systematically tailored to application-
specific constraints, while supporting the applicability of statistical testing. 
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Ibrahim Alagöz, Christoffer Löffler, Vitali Schneider, and Reinhard German

Department of Computer Science 7,
University of Erlangen-Nuremberg, Germany
{german,vitali.schneider}@cs.fau.de,

ibrahim.alagoez@eei.stud.uni-erlangen.de,

christoffer.loeffler@informatik.stud.uni-erlangen.de

http://www7.cs.fau.de

Abstract. With the global growth of the market for smartphones new
business ideas and applications are developed continuously. These often
utilize the resources of a mobile device to a considerable extent and reach
the limits of these. In this work we focus on the simulation of an on-
demand music service on a modern smartphone. Our simulation model
includes higher level descriptions of the necessary hardware components’
behavior and their energy consumption. Thereby, the detailed simulation
of battery plays a key role in the project. With this simulation study we
find optimal parameters for the users of the examined application to
maximize playback time, improve its battery life and reduce costly data
transmissions.

Keywords: smartphone, energy management, streaming music
on-demand, battery lifetime, kinetic battery model, simulation study.

1 Introduction

With the global growth of the market for smartphones new business ideas and
applications are continuously developed. These often exhaustively utilize the po-
tential capabilities and resources of the devices. The users of these services often
face the problem that some apps deplete the battery life too much. Regarding
the complex relations between different apps, their settings, system software and
hardware in such a device, it is hardly possible to make exact statements about
the resource utilization and the resulting lifetime in advance. Nevertheless, us-
ing simulation approaches it is feasible to predict the expected system behaviour
and to test various scenarios.

In this paper we focus on simulating a music streaming application on a
smartphone with the deeper analysis of the battery performance and power
consumption of the involved hardware modules. Our simulation model enables
us to detect the bottlenecks of the application as well as of the mobile device
and lets us predict the system’s behavior for different parameter configurations.
Thereby, we optimize the parameters of a music streaming app that the user can
set in order to maximize the playback time.

K. Fischbach and U.R. Krieger (Eds.): MMB & DFT 2014, LNCS 8376, pp. 207–224, 2014.
© Springer International Publishing Switzerland 2014
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The system we simulate consists of an Android smartphone HTC Incredible S
and the music streaming app Ubuntu One Music. It enables the user to stream
music over the smartphone’s data connection, which in our scenario can be either
the WiFi or the 3G network. The smartphone is set to continuously play music
and is exclusively used for that task. While a data connection is active the
device pre-fetches music to a local storage. The device plays the stored music
continuously until either the storage or the battery is empty.

The simulated system consists of software and hardware components like
chipsets and battery. Accordingly, our smartphone model consists of three parts,
each describing an aspect of the smartphone. We model the app’s behavior, which
controls the hardware. The hardware model implements the device’s different
chipsets, which determine the system’s performance and power consumption.
Finally, the battery model simulates the performance of the smartphone’s bat-
tery. Thereby, the integration of power consumption as an input unit into the
non-linear kinetic battery model (KiBaM ) [1] and the modeling of correlated
WiFi data rates using a linear time invariant system are key methods presented
in this paper.

Due to overall complexity of the system as well as of the user’s interaction
with the smartphone we had to simplify certain aspects of the system. Thus,
in our scenarios the user does not skip tracks and never activates the screen.
Furthermore the granularity of the simulation model of certain hardware modules
is limited and focuses strictly on the behavior for the use-case which can be
validated.

The parameters for the optimization are limited to the controls provided to
the user by the music streaming client and by the usage scenario. A scenario
is defined by the time the user spends in WiFi and 3G networks. If the user
switches off the data connection, the battery lasts much longer. Another im-
portant parameter is the size of the device-local storage to buffer music files.
We show that the difference between 100MB and 5GB is significant in terms of
power efficiency.

The rest of the paper is organized as follows. Section 2 illustrates some related
work. In section 3 we describe the simulation model which consists of software,
hardware and battery components. There we explain the integration of power
consumption into the kinetic battery model. In section 4 we present techniques
used for input modeling. The sampling of correlated random variates for the WiFi
bitrate is a key topic. In section 5 we present the validation of the simulation
model. We show our optimization results in section 6 and our conclusions in
section 7.

2 Related Work

In this section we provide a brief summary on some of the related work on
battery modeling, power estimation and signal processing.

The existing battery models have been classified by Jongerden in [2] into four
categories: electrochemical, analytical, stochastic, and electrical circuit models.
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The author evaluates these different battery models and concludes the analytical
KiBaM model, which was proposed in [1], to be most suitable for battery per-
formance modeling. The authors of [3], [4], and [5] describe hybrid approaches
based on the KiBaM model and extended by an electrical circuit model in order
to predict the dynamic circuit characteristics of the battery additionally to its
non-linear capacity effects and runtime.

In [6] the authors describe a modeling technique to monitor the power con-
sumption of hardware modules of a smartphone using the power estimation and
logging tool PowerTutor [7].

The basics of the signal processing and filtering algorithms applied in this
work can be found in [8] and [9].

3 Simulation Model

Our simulation model consists of three layers: software, hardware and battery.
Thereby, we employed a hybrid modeling approach with combined discrete-event
and continuous simulation techniques. Thus, the software and the hardware la-
yers are modeled following the discrete event simulation paradigm [10] with the
use of finite state machines (FSMs), which interact by message passing. Further-
more, to represent the continuous performance of the battery, which is based
on the KiBaM model, we are using system dynamics (SD) approach. The simu-
lation model is completely realized in the simulation framework AnyLogic [11]
that is capable of hybrid simulations.

Figure 1 shows the main view of the simulation model in AnyLogic. The soft-
ware layer models the behavior of the Ubuntu One Music streaming client. The
hardware layer implements relevant physical components of the smartphone like
CPU, sound, memory, and network modules. In our work we focus strictly on the
necessary parts for our scenario. Components like the screen, which are not in-
volved for music playback and which usage patterns cannot be correctly validated,
are excluded. The modules of software and hardware components communicate
with connected components by exchanging messages over ports. Furthermore, the
hardware components consume power continuously and need, therefore, to be con-
nected to the battery model via so-called auxiliary variables from the system dy-
namics package of AnyLogic. The battery layer simulates the discharge of battery
and causes stopping of the simulation if its state-of-charge reaches 0%.

3.1 Application / Software Module

We simplify the Ubuntu One Music app on the smartphone to two central func-
tionalities. The first one is downloading music from the cloud servers to memory.
The second is playing music from memory. As shown in Figure 2 we modeled
the behavior of the app as two concurrent FSMs.

The DownloadFSM controls the downloading task and initiates the network
module to download a music track by sending a message to it. Thereby, it
switches to the downloading state where it waits for a message from the net-
work module. Such messages indicate either a finished download, upon which
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Fig. 1. Main view of the simulation model

Fig. 2. Parallel state machines of the application module

the FSM returns to idleDownload, or an interruption caused by a full memory
or a network failure. In case of interruption the FSM switches to waiting state.
Then, after a timeout, it sends a restart message and returns to the downloading
state.

The PlaybackFSM controls the playback of downloaded music. It starts in
idlePlayer and takes the transition to playback when there is enough data avail-
able in the app’s local buffer, which is refilled with the data from the memory
module in every simulated second. During the playback this buffer is decre-
mented by the amount of data which equals to 1s of music depending on the
specified music bit rate. When that local buffer is drained the FSM returns to
idlePlayer. During the simulation we measure the total playback time which is
central to the optimization of parameters.

3.2 Hardware Modules

Like in the real scenario, our hardware model is controlled by the software model.
Thus the current state of both app FSMs has influence on several hardware
modules and finally on their power consumption.
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CPU. In our simulation model the CPU is primarily used to forward control
messages between the app and hardware components, since the application logic
is simulated at the software layer. Additionally, the CPU module also provides
the power consumption for the different application steps that are triggered
by messages from other components. As shown in Figure 3 the FSM of the
CPU consists of a four distinct states which represent tuples of two overall
system states: downloading and playback. Each state consumes thereby power
at a different scale. In the section on input modeling we will explain this in more
detail.

Fig. 3. State machine of the CPU module

Network Module. The network module implements the downloading of data
over the available network connections: WiFi or 3G. In this module we measure
the accumulated times spent in WiFi or 3G, and the downloaded data for each
connection type.

The module consists of two state machines (see Figure 4), the DataFSM for
downloading and the EnergyFSM for power consumption. The DataFSM con-
tains only two states: idle and downloading. A download starts when a message
with the file size arrives. Every second downloaded data is saved to the memory
by sending a message to the memory module. The sizes of these data depend
on the current bitrate of the available network, which can vary and needs to
be sampled according to distributions shown in section 4.2. The downloading
state is left either on the event of a finished or an interrupted download. The
download can be interrupted due to full memory or if the current network be-
comes unavailable. In all cases the DataFSM switches back to idle and sends the
corresponding message to the app component.

The EnergyFSM models the power consumption of the WiFi and the 3G net-
work interfaces. Thereby, only one network is active at the same time, e.g., if
WiFi is used, 3G is completely shut down and consumes no power. Our mea-
surements were conducted with this simplification in mind. When the simulation
starts, the EnergyFSM is in the off state. It switches to one of the sub FSM,
either to WiFi or to 3G, depending on which network is available at the time.
The implementation of both sub FSMs is based on the work presented in [6]
and [12].

If the WiFi network is active, the state low is entered first. When the download
is started, the real-world chipset switches into the state high, which consumesmore
power but provides higher bandwidth for downloads. When the number of trans-
ferred packages drops below a certain threshold, the chipset switches to the power
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Fig. 4. Network module’s finite state machines

conserving low state. We simplified this behavior in our model by switching from
high to low only after a download task finishes, because the bit rates we have mea-
sured during the download were nearly always above this threshold.

If the 3G network is available, the low power state cell idle is entered. Upon
the start of a download, the chipset switches to the DCH-mode, in which it
consumes most power. After the download is finished it returns to cell idle,
with a short stopover in the state cell FACH. In the FACH mode the power
consumption is in between that of DCH and idle.

Memory. The file storage memory, represented by a SDCard in Figure 1, is used
to store the downloaded music. It serves as an adapter between the software layer
and the network and does not consume power. We can parameterize the phone’s
local storage by limiting the memory size, which affects the playback time, as
can be seen in section 6.

Audio. Our simulation model features the sound module as a separate hardware
component with its own power consumption. Its FSM consists of the states idle
and playback. Its transitions are triggered by messages from the software layer.

3.3 Battery Module

The battery, as shown in the Figure 5, is modeled according to the KiBaM model
with the use of SD. As mentioned in [2] KiBaM is able to accurately simulate
the non-linear behavior of a battery with regard to the recovery effect. Other
models, e.g., the electrochemical model, were considered but excluded, because
they offer marginal improvements to the precision at very high effort [2]. The
modeling is based on a black-box view at real battery parameters which are
deduced by testing of the battery’s discharge behavior.

The capacity model of KiBaM consists of two charge wells, y1 and y2 rep-
resenting the available energy and the chemically bound energy, as shown in
Figure 5. These two wells are designed for modeling both the recovery and the
rate-capacity effect of a battery in order to define its usable capacity. The dis-
charge is the time-discrete value i(t) depicted as load in Figure 5. It draws on y1
until its capacity is drained. The second well, y2, refills the first one continuously
with the recovery rate k.
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Fig. 5. SD model of battery

Since theKiBaM model requires a discharge current, but only power consump-
tion of a hardware module can be accessed from the smartphone, we created an
adapter to transform the overall power consumption from the discrete eventmodel
of the hardware layer into a discharge current. The adapter function is based on
the voltage model (see Figure 5), which is taken from [5] and is required for the
calculation of the instantaneous open circuit voltage U . In Equation 1 the expres-
sion for U is given, which depends on the variable X(t) and is parametrized by
E0, A, B, andD. Thereby, the variableX stands for the normalized charge at the
time t. The calculation of it according to [5] is given in Equation 2. The estimation
of parameters will be discussed later in the input modeling part.

Fig. 6. Conceptual circuit design of hardware modules

For computing the overall discharge current we designed the circuit given in
Figure 6, which consists of hardware modules with an internal battery resis-
tance. We used the assumption in [6] that the overall power consumption of all
hardware components can be calculated by summing up the individual power
consumptions: P = PWiFi + P 3G + PCPU + PAudio. Thus, we decided to place
the components in parallel order to achieve parallel branches in which each com-
ponent is served by its individual current, whereby the same voltage is applied
to each of them as shown in Equation 3.

For the conversion of the power consumption to current we first observed a
relation between the branch currents depending on the individual power con-
sumptions (see Equation 4) and then we used Kirchhoff’s circuit law for the
computations in Equation 5. We solve the unknown IWiFi of this quadratic
equation and compute the overall current I with Equations 3 and 4.

U(t) = E0 +A ·X(t) +
B ·X(t)

D −X(t)
(1)
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X(T ) =

C −
T∫
0

i(t)dt

C

(2)

I = IWiFi + I3G +ICPU + IAudio

UWiFi = U3G = UCPU = UAudio
(3)

⇒ I3G = IWiFi P 3G

PWiFi
; ICPU = IWiFi P

CPU

PWiFi
; IAudio = IWiFiP

Audio

PWiFi

(4)

U = I · Ri + UWiFi

⇔ U = [IWiFi + I3G + ICPU + IAudio] · Ri +
PWiFi

IWiFi

⇔ 0 = [IWiFi]2 · [1 + P 3G

PWiFi
+

PCPU

PWiFi
+

PAudio

PWiFi
] ·Ri − IWiFi · U + PWiFi

(5)

4 Input Modeling

This section is segmented into the three different abstraction layers of the model:
software, hardware, and battery.

4.1 Software

The only input parameters required for the software module are delays for timed
transitions in DownloadFSM, which take impact on the average download rate
and the recovery of the battery. The first parameter relates to the delay between
downloads. For downloading of music tracks the app creates Java threads that are
successively dispatched. But in between, different other threads of other appli-
cations and of the operating system are scheduled, which cause a delay between
downloads. We measured these time delays with our device while downloading an
amount of music files and modeled them in our model with the fixed mean delay
of 3s. Another point is that downloads can be interrupted because of connection
loss or full cache. Restarting downloading occurs after a fixed duration of 4s that
can be extracted from the source code of the Ubuntu One Music application.

4.2 Hardware

The input modeling for the hardware layer consists of two major areas: the power
consumption of hardware modules and the download data rates of 3G and WiFi
networks.

For measuring the required parameters we logged the information from the
smartphone with the tool PowerTutor [7]. Among others, it measures the data
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rates of network modules and approximates the power consumption of each hard-
ware component of the smartphone within a configurable time step and saves it
to log files. Furthermore, we used the distribution fitting tool ExpertFit [13] to
analyze these logs and to look for suitable distribution functions.

CPU. The instantaneous power consumption of the CPU module depends on
the tasks which are executed. For instance the download and the playback task
have a main impact on the power consumption, next to the background tasks
scheduled by other applications and also by the operating system.

So we decided to define 4 states depicted in Figure 3 whereby transitions bet-
ween these states are triggered if enabling respectively disabling of the download
and playback task occurs. In contrast to the remaining hardware modules we
decided to model the power consumption of the CPU as a stochastic process
because we had to deal with random background tasks.

For each state we conducted an independent experiment in which we logged
every second the power consumption and estimated for that a distribution with
the ExpertFit tool. For each state we obtained different beta distributions with
the parameters listed in Table 1.

Table 1. Parameters of beta distributions for power consumption of the CPU’s states

p (lower shape) q (upper shape) min max

¬download ∧ ¬playback 1.71 5.77 3 430

download ∧ ¬playback 1.53 3.82 20 430

¬download ∧ playback 2.01 6.14 36 414

download ∧ playback 1.72 1.93 20 417

Power Consumption of Network Modules. The PowerTutor application
estimates the power consumptions of the defined states in Figure 4 which is
summarized in the following table:

Table 2. Power consumption of the network states

WiFi 3G

Low High IDLE FACH DCH

20mW 710mW 10 mW 401 mW 570 mW

WiFi Data Rates. We measured the download data rates achieved by WiFi
network module with the help of the tool PowerTutor. The measurements were
conducted with 1m proximity from a WiFi 802.11n router while downloading
the music tracks using the Ubuntu One Music app.

In Figure 7a) we present the histogram and the lag correlation plot of the
download data rates. We can observe that the data rates are correlated, which
is primarily caused by bursts during the downloads. For our use-case it is im-
portant to model these bursts, because the use of fixed data rates leads to high
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Fig. 7. Histogram and lag correlation plot of the a) measured, b) differential, and c)
simulated WiFi download data rates

inaccuracy, which we could state in validating the simulation’s download, play-
back and battery discharge times (see section 4). If the download bit rates are
much higher than the playback rate, then the cache can overflow so that the
energy used for downloading the music file packets is wasted. As a consequence
less energy remains in the battery for playback. The correlation of download
data rates is also important to determine the peak size of stored data when the
cache size is assumed unlimited.

In order to generate the correlated data rates we use statistical methods for
correlating and decorrelating of random variates. These methods are employed
in the field of digital communications to reduce the transmission power for an-
tennas [9]. Based on this, our approach is firstly decorrelating the download data
rates with a pre-filter such that distribution fitting with expertFit can be pro-
cessed. The fitted distribution is needed to generate random variates on runtime
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in AnyLogic. Using an inverse post-filter the correlation properties can be added
to the generated random variates again in order to obtain similar correlated data
rates during the simulation. In Figure 7 the histogram and the lag correlation
plots after pre-filtering (b) and post-filtering (c) are also shown.

For decorrelating random variates, which are identically distributed but also
correlated, a prediction filter has been designed. The output of this filter gives
predictions of subsequent random variates. For further explanations the following
definitions are needed:

– b[k]: download data rates =̂ identically distributed, correlated random vari-
ates

– b̂[k]: predictions of download data rates

Fig. 8. Signal flow graph with relations between b[k], b̂[k] and db[k]

The Figure 8 shows the signal flow graph of the prediction filter P (z) which

depicts the relations between b[k], b̂[k] and db[k]. The mathematical relation

between b[k] and b̂[k] is given in Equation 6, where N is the degree of the finite
prediction filter P (z) and ’*’ stands for a convolution operation. The prediction
filter P (z) uses the statistical properties of the random variates b[k] in order to

generate b̂[k] in such a way that b̂[k− 1] predicts b[k]. For achieving decorrelated
random variates we use the operation in Equation 7.

b̂[k] =

N∑
n=0

p[n] · b[k − n] = p[k] ∗ b[k] (6)

db[k] = b[k]− b̂[k − 1] (7)

In the following db[k] is called differential download data rates. It can be
observed in the Figure 7b) that the random variates db[k] are decorrelated but
are differently distributed than the random variates b[k]. It is possible to generate
these (i.i.d) random variates db[k] with AnyLogic. After db[k] is generated a post-
filter is implemented, which transforms the random variates db[k] to the original
random variates b[k] (see Figure 8). With the knowledge of the lag correlation
coefficients of b[k] the prediction filter P (z) can be constructed by solving the
Yule-Walker-Equations. A matrix Φbb and a vector ϕbb are constructed as shown
in Equation 8, where φbb[k] denotes the k-lag-correlation coefficient and N the
filter degree of the prediction filter, which is calculated by Equation 9.
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Φbb =

⎛
⎜⎜⎜⎝

φbb[0] φbb[1] · · · φbb[N ]
φbb[1] φbb[0] · · · φbb[N − 1]

...
...

. . .
...

φbb[N ] φbb[N − 1] · · · φbb[0]

⎞
⎟⎟⎟⎠

ϕbb =
(
φbb[1] φbb[2] · · · φbb[N + 1]

)
(8)

P = Φ−1
bb · ϕbb,with P =

(
p[0] p[1] · · · p[N ]

)
(9)

In Figure 7a) it can be seen that the first 7 lag correlation coefficients are
almost non-zero and would have the most impact in the solution of the Yule-
Walker-Equations. So we set the filter degree N to 6 and get the filter shown
in Figure 9 for generating db[k]. Overall, we achieve during our simulation data
rates with the statistical properties given in Figure 7c).

Fig. 9. Filter design to generate db[k]

3G Data Rates. For 3G we were not able to get a distribution of the data rates.
There are numerous effects which influence the rate, many cannot be affected
or are not known to the authors. One such impact is for example the number
of users in the same 3G cell. Therefore we chose a triangular distribution with
a minimum zero, a mean 800KBit/s and a maximum 3.6MBit/s. These values
were measured by a research group at chip.de [14].

Audio Interface. The power consumption for the audio interface is logged by
the tool PowerTutor, but the accuracy is limited. The tool approximates it with
the fixed value of 384mW. Since we have no other means to access the value,
we are forced to use this data. The validation of the complete model shows no
disadvantage which we can trace back to this value.

Memory. The internal storage of the phone is not modeled as a consumer of
power, but as a logical entity setting parameters of the device and scenario. The
storage size is crucial for the different finite state machines.

4.3 Battery

We calculated the parameters necessary for our capacity model based on three
independent experiments. Each experiment discharged the battery at a different
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Table 3. Parameters of the capacity model

k0 c

0.0005 1/s 0.91

rate until the battery was empty. With the least-squares-algorithm we approxi-
mated the following parameters:

For estimating the parameters of the voltage model logs were recorded dur-
ing discharging the battery in equidistant timestamps Δt. Among others, the
current i(Δt · k) and the open circuit voltage U(Δt · k) have been recorded,
where k is a scalar. Using these values we could calculate the short circuit volt-
age V (Δt · k) = U(Δt · k) − i(Δt · k) · Ri as well as the normalized charge X
according to Equation 2. To find the required parameters for the voltage model
the constraint 10 has been derived from Equation 1. The resulting estimated
parameters of the measurements are given in Table 4.

min
E0,A,B,D,Ri

∑
k

[
V (Δt · k)− E0 + A ·X(Δt · k) + B ·X(Δt · k)

D −X(Δt · k) + i(Δt · k) · Ri

]2

(10)

Table 4. Parameters of the voltage model

E0 B Ri A D

3.64V 0.09V 0.122 Ω 0.25V 1.29

5 Validation

In this section we present the validation of hardware and battery components
and of the whole system.

5.1 Hardware

We validated the generation of the correlated WiFi bitrates. For this we down-
loaded about 425MB of data with our test device and logged the download
bitrates. We calculated the mean and standard deviation of the measured bi-
trates and compared them with those generated during the simulation runs. As
it is shown in Table 5 the relative error for the mean bitrate is about 1.1%.

Furthermore, we also calculated the squared error of 0.14 for the achieved
correlation coefficients according to the expression given in Equation 11, where
AKF stands for auto correlation function with a coefficient k.∑

k

[
AKFREAL(k)−AKFSIMULATED(k)

]2
= 0.14 (11)
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Table 5. Validation results of the simulated WiFI download rate

Real Simulated Relative error

Mean 2,688,717 bit/s 2,658,050 bit/s 1.1%

Deviation 1,167,606 bit/s 1,238,357 bit/s 6.0%

5.2 Battery

For the validation of the battery we conducted three experiments with different
load levels for the battery. We set the smartphone’s discharge current to a fixed
discharge rate and logged the battery lifetime. Table 6 shows that our battery
model has a relative error of only 2% for high discharge currents. For lower load
levels the error grows. This is due to the difficulty of maintaining a constant
discharge rate in the real system. Since we used no external discharge devices
the Android OS’ background tasks introduced noise into the power consumption.

Table 6. Comparison and relative error of the simulated and the real batteries’ lifetimes

Mean current Lifetime real Lifetime simulated Relative error

148.72 mA 10h 2min 10s 9h 13min 1s 8 %

297.72 mA 3h 59min 18s 4h 19min 53s 9 %

484.54 mA 2h 29min 55s 2h 27min 13s 2 %

Furthermore, we validated the short circuit voltage V (t) = U(t)− i(t) ·Ri by
computing the relative error as follows:

Φ(t) =

∣∣∣V REAL(t)− V SIMULATED(t)
∣∣∣

V REAL(t)
(12)

The resulting relative error Φ(t) given in percent for three different discharge
currents i1(t), i2(t) and i3(t) is presented in Table 7.

Table 7. Validation results of the short circuit voltage

Mean current Min{Φ(t)} in % Max{Φ(t)} in % Mean{Φ(t)} in %

mean{i1(t)}=148.72 mA 0.009 % 1.2 % 0.4 %

mean{i2(t)}=297.72 mA 0.5 % 6.2 % 2.6 %

mean{i3(t)}=484.54 mA 0.6 % 4.5 % 3 %

5.3 System Wide

We use the system wide validation to validate the power consumption of the
different hardware components as well as the software’s correct modeling. We
measure the system’s data rate and power consumption for a test scenario, in
which we download 425MB and compare the results with our simulation model.
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The first experiment uses only the WiFi network interface and does not play
music. The box plots in Figure 10 show how exact the WiFi interface is simulated
based on 100 replications. The comparison shows a deviation of the battery
discharge value of just 2%, while the relative error of download time is 5%.
These relative errors would become much higher if we neglect the correlation of
the WiFi download data rates. For instance, we obtained the relative errors of
54% for the battery discharge value and 53% for the download time, if just using
an uncorrelated distribution of download rates shown in Figure 7a).

Fig. 10. Boxplots for charge loss, downloading time and proportion of state allocation
for WiFi; dashed lines show measurement from real device

Because of the difficulties in simulating the 3G network module as described
in the previous sections, the validation of this module is much more complicated.
Although, our simulation model produces good results for download bitrates that
match the observations made in [14], the values only represent approximations
of the very fluctuating rates in the real world. Due to the simplified modeling
approach the overall power consumption of the simulated network module in
3G state was not more then 10% beyond the values we could measure on our
hardware with a stable connection.

6 Results

The simulation study’s goal is to provide users and developers with possible
default parameters to maximize the user’s playback time. For this we evaluated
several practical scenarios and present the results in Table 8. The scenarios differ
by the time the smartphone spends in WiFi, 3G or offline mode. The same cache
size of 10GB was set for each use case.

For the first scenario we let the user stay in a WiFi network for 2 hours and
in a 3G network for the rest of the simulation. The results in the first line of
Table 8 show that on average 3110MB of music were uselessly downloaded and
could not be played back because of a lack of energy. The battery was drained
on average after already 6.57h.
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Based on these results we limited the time for downloads to 2 hours, since
3110 MB of wasted downloads show space for improvement. In the second sce-
nario the user stood in a WiFi network for 30m and in a 3G network for 90m.
Our simulation shows an extremely extended battery life and playback time on
average, 22.26h and 17.98h respectively.

The difference in the battery lifetime and the actual playback time hinted to
a drained storage due to a slow 3G connection. Therefore we set the time in
the WiFi and 3G network to 60m each in the third scenario. The playback time
increased on average to 20.6h and the wasted data accounted just to 56.4MB on
average. This configuration yields the best results for continuous music playback.

Table 8. Results for different scenarios

n Time in WiFi Time in 3G Network off Wasted Downl. Battery lifetime Playback

1 2h Rest Never 3110MB 6.57h 6.57h
2 30M 90M 2h 0MB 22.26h 17.98h
3 60M 60M 2h 56.4MB 20.60h 20.6h

Table 9 shows the confidence interval half-length for mean values calculated
for the confidence level fixed to 95%. The quite small confidence intervals after
100 replications indicate that the results seem to be accurate.

Table 9. The mean confidence interval half-length for the mean values from table 8

n Wasted Downloads Battery Lifetime Playback

1 3.38MB 0.003h 0.003h
2 0.0MB 0.024h 0.032h
3 1.9MB 0.01h 0.01h

During the simulation the storage never reached values over 3.11GB. The
results furthermore show that users should set the storage space on the device
to that value in order to maximize their battery lifetime. This enables them to
just switch off the data transmission and saves valuable power for an extended
playback time.

Developers of music on demand services are well advised to analyze users’
listening pattern and pre-fetch the most listened music tracks. Our simulations
show that services which operate purely on demand have a high potential of
frustrating customers by draining their smartphone’s battery.

Our results show that a default storage size of 100MB is not fitted for power
users who listen to more than 6 hours of music at a time. This results in a behavior
very similar to ongoing streaming instead of power conserving pre-fetching.
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7 Conclusions

We conducted a simulation study in which we analyze the optimal parameters
for the use-case of on demand music streaming for modern smartphones. For
the simulation we modeled a smartphone consisting of three layers, the software,
hardware and battery layer. The paradigm for the software and hardware layer is
discrete-event simulation using finite state machines and for the kinetic battery
model is system dynamics.

For the input modeling we analyzed log files and used fitted distributions or
analyzed source code of the application in order to deduce input parameters.
We implemented a linear time invariant system to generate correlated random
variates for WiFi download rates.

We conducted several experiments with the implemented model. Our primary
interest was the optimization of the music application’s playback time. The re-
sults show that the user can expect significant differences in playback times with
certain settings and scenarios. On the other hand several improvements of the
music application are conceivable. Pre-fetching of data for music added to the
user’s playlists should be automatically done in WiFi networks and preferably
while the device is recharging in order to extend the devices battery’s lifetime.

Possible improvements are a more exact modeling of the 3G module’s power
consumption and the use of external measurement hardware for the device’s
battery. It may improve the battery model’s parameters for lower discharge cur-
rents. Future work will include the use of a next-generation smartphone with
more detailed logging capability and extended use-cases for better optimization
results.

We created a flexible simulation model which executes in few minutes and
which can be used to investigate other scenarios with different system config-
urations. With modifications to the software component the simulation model
could possibly simulate other applications than music streaming.
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Abstract. The next generation power grid (the “Smart Grid”) aims to minimize 
environmental impact, enhance markets, improve reliability and service, and 
reduce costs and improve efficiency of electricity distribution. One of the main 
protocol frameworks used in Smart Grids is IEC 61850. Together with the 
Manufacturing Message Specification (MMS) protocol, IEC 61850 ensures in-
teroperability within the Smart Grid by standardizing the data models and ser-
vices to support Smart Grid communications, most notably, smart metering and 
remote control. Long Term Evolution (LTE) is a fourth-generation (4G) cellular 
communications standard that provides high-capacity, low-latency, secure and 
reliable data-packet switching. This paper investigates whether LTE can be 
used in combination with IEC 61850 and MMS to support smart metering and 
remote control communications at a desirable quality of service level.  Using 
ns-3 simulation models, it is shown that LTE can indeed satisfy the main IEC 
61850 and MMS performance requirements for these two applications. 

Keywords: Smart grid communications, IEC 61850, LTE, simulation models, 
ns-3, quality-of-service. 

1 Introduction 

The current power grid is evolving towards a so-called “Smart Grid”, which promises 
to efficiently deliver electricity in a sustainable, economic and secure way. The cur-
rent power grid infrastructure has existed for several decades, but cannot cope any-
more with the emerging challenges. For example, the European 20-20-20 targets [1] 
aim to (1) reduce green house gas emission by 20% in 2020 (80% in 2050), (2) in-
crease share of renewables in EU energy consumption to 20%, and (3) achieve an 
energy-efficiency target of 20%. In order to meet these targets, more use of Distri-
buted Energy Resources (DERs) that run on renewable energy, such as solar or wind 
has to be integrated, which does impose new challenges for the grid. These challenges 
together with factors, such as the need for higher resiliency against failures, better 
security and protection, etc., drive the grid towards a modernized infrastructure and 
bring new benefits to both utilities and customers. In order to realize this objective, 
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Smart Grid requires bidirectional communication between the components within the 
grid, such as power plants, substations and control centres.  

In this paper we explore the requirements for smart grid communications, and in-
vestigate the potential of integrating two already standardized communication systems 
to fulfil these requirements. For the lower communication layers we propose to use 
LTE (Long-Term Evolution) [2] for 4G cellular communications. As application-level 
protocol we consider IEC 61850, which has been defined for interoperability among 
intelligent electronic devices (IED’s) in smart grids. We investigate how LTE and 
IEC 61850 [3] can be integrated to support two key applications in smart grids, i.e., 
smart metering and remote control. The main contributions of this paper lie in (1) a 
clear specification of the performance requirements, (2) the establishment of a new 
architecture, that integrates IEC 61850 and LTE, and (3) a simulation-based perform-
ance evaluation. 

This paper is organized as follows. Section 2 addresses background information on 
LTE, IEC 61850 and MMS. Section 3 then discusses the performance requirements,  
whereas Section 4 proposes a new overall integrated architecture. A detailed perform-
ance evaluation is reported in Section 5. Section 6 concludes the paper and provides 
recommendations for future work. 

2 IEC 61850, MMS and LTE 

The International Electrotechnical Commission (IEC) 61850 protocol [3] is an 
open standardized, extensible protocol that can be applied for the support of smart 
metering services. It has originally been defined to solve the interoperability problem 
among different Intelligent Electronic Devices (IEDs) from different manufacturers 
within a substation. In addition to that, IEC 61850 also defines a set of abstract remote 
control communication services for exchanging information among components of a 
Power Utility Automation System. These services are denoted as Abstract Communi-
cation Service Interface (ACSI) services and are described in [4]. Examples of such 
services are, e.g., retrieving the self-description of a device, the fast and reliable peer-
to-peer exchange of status information, the reporting of any set of data (attributes) 
and/or sequences of events,  the  logging and retrieving of any set of data, the trans-
mission of sampled values from sensors, time synchronization, file transfer, and on-
line (re)configuration. 

Within IEC 61850, IED functions are decomposed into core logical functions 
called Logical Nodes (LNs). Several LNs can be grouped into a Logical Device (LD), 
which provides the communication access point for IEDs. The LDs are hosted by a 
single IED. By standardizing the common information model for each LN and for 
their associated services, IEC 61850 is able to provide the interoperability among 
IEDs of different manufacturers in the substation automation systems. 

 By specifying a set of abstract services and objects, IEC 61850 allows the user to 
design different applications without relying on the specific protocols. As a conse-
quence, the data models defined in IEC 61850 can be used for a diverse set of com-
munication solutions. IEC 61850 has been extended outside the scope of substation 
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automation systems to cover Remote Terminal Units (RTUs), Distributed Energy 
Resources (DERs), electric vehicles (EVs), and the communication to the control 
centre. Therefore, it can potentially be applied to support (smart) metering and remote 
control communication services within the distribution network.  

At application level, the Manufacturing Message Specification (MMS) [5] (and 
IEC 61850-8-1) has been chosen, since after some small modifications, it does pro-
vide (1) smart metering and remote control communication services, and (2) the re-
quired complex information models that support the mapping of IEC 61850 abstract 
objects. Another advantage of using MMS is that it provides high flexibility by sup-
porting both TCP/IP and OSI communication profiles. 

Long Term Evolution (LTE) [2] is a fourth generation (4G) communication tech-
nology standardized by the 3rd Generation Partnership Project (3GPP). It is capable 
of providing high data rates as well as support of high-speed mobility. It has a com-
pletely packet-switched core network architecture. Compared to UMTS, the LTE 
system uses new access schemes on the air interface: Orthogonal Frequency Division 
Multiple Access (OFDMA) in the downlink and Single Carrier Frequency Division 
Multiple Access (SC-FDMA) in the uplink, which brings flexibility in scheduling as 
well as power efficiency. LTE features low latency in both the control plane and user 
plane. The success and rapid roll-out of LTE in many countries have led to an in-
creased interest to use this networking technology for, among others, smart metering, 
distribution automation, fault location, etc., within electricity distribution networks. 
Therefore, LTE is a promising choice as the Wide Area Network (WAN) communica-
tion technology to support IEC 61850 MMS-based smart metering and remote control 
services. 

Few research studies focussed on the performance of LTE when applied in Smart 
Grids, cf. [6]. However, to the best of our knowledge, there has been no previous 
work that specifies how IEC 61850 MMS, in combination with LTE, can be used for 
smart metering and remote control communication services. There are a number of 
logical nodes defined in IEC 61850 that represent different functions of an IED within 
the substation domain, however, there is no specification on how the logical nodes 
can be used for smart metering and remote control applications. In addition, there has 
been no previous work that discusses how the IEC 61850 MMS used for smart meter-
ing and remote control communications can be integrated with an LTE system.  

In this paper we propose a solution to integrate the IEC 61850 MMS used for smart 
metering and remote control application with the LTE communication system. The 
performance of the integrated solution is evaluated using extensive simulations, per-
formed with the ns-3 simulation environment [7], [8]. The following questions are 
addressed: 

1. What are the performance requirements of IEC 61850 MMS on the LTE system 
when used to support smart metering and remote control communication services 
for the smart grid? 

2. Can LTE be used and integrated with IEC 61850 MMS to support smart metering 
and remote control communication services in smart grids (functionally and per-
formance-wise)? 
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3 Functional and Performance Requirements 

Smart metering is the first application that utilizes a two-way communication channel 
to provide reliability, robustness and efficiency to the smart grid; it lays a foundation 
for future applications to be built. Utility companies are moving towards advanced 
metering infrastructure (AMI) with the widespread roll-out of smart meters, which 
features two-way communication that does not only allow utilities to perform auto-
mated readout functions (like its predecessor Automatic Meter Reading (AMR)) but 
also allows the control of smart meters, cf. [9].  

IEC 61850 was specified to provide interoperability inside the Substation Automa-
tion System (SAS) by providing abstract definitions of the data items and services that 
are not depending on any underlying protocol. The abstract data and object models of 
IEC 61850 allow all IEDs to present data using identical structures that are directly 
related to their power system functions, cf. IEC 62351-4. However, while the abstract 
models are critical to achieve a high level of interoperability, these models need to be 
operated upon by a set protocols that are practically relevant for the power industry. 
Therefore, one of the main requirements on an underlying communication system, 
like LTE, is the capability of supporting IEC 61850 abstract objects and services 
mapping. The requirements that need to be satisfied by the integrated solution are 
listed below. 

Architecture. The architecture that specifies how the IC 61850 communication 
system can be integrated with LTE is not available and therefore it needs to be  
specified. 

Integration of IEC 61850 MMS and LTE communication protocol stacks. The  
integration of these two communication protocol stacks is not available and therefore 
it needs to be specified. 

IEC 61850 LN information objects for smart metering and remote control 
communication services. The IEC 61850 LNs that can be used for smart metering 
and remote control communications are not available and therefore they need to be 
specified. 

Scalability. This challenge applies more to smart metering services, since it is ex-
pected that over 200 million smart meters will be deployed in Europe between 2011 
and 2020, which will have a massive demand for the network. The large number of 
smart meters also affects the performance of the used communication systems. 

Latency (delay). For a smart metering service it is preferable to collect meter data 
in real-time, because utilities can correctly predict the load profile, perform load fore-
casting, dynamic balancing between generation and consumption, support real-time 
pricing and demand response, etc. In general, with the meter data collected in real-
time, the stability and intelligence of the grid are greatly improved.  

Moreover, latency is the most important requirement for remote control communi-
cation since receiving a late control command may seriously affect the safe operation 
of the electricity grid. According to IEC 61850-5 [10], the most important perfor-
mance requirement that was mentioned is transfer time. Transfer time is specified as 
the complete transmission time of a message including the handling at both ends 
(sender, receiver). For smart metering services the end-to-end delay requirement 
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ranges from 500ms to 1000ms, while for remote control communication services it 
ranges from 100ms to 1000ms, cf. [10]. In this research, we concentrate on the 100ms 
transfer time requirement for remote control communication services and on the 
500ms requirement for the smart metering communication services.  

Quality of Service (QoS). This challenge applies more to remote control commu-
nication services. Since such services  are considered very critical, it might be needed 
to prioritize these services. In a public, shared LTE network, many different back-
ground traffic types are supported. Therefore, the remote control communication 
should be distinguished and assigned higher priority in order to guarantee its perfor-
mance requirements. 

Reliability. The communication system needs to be reliable such that all the IEC 
61850 related information is exchanged successfully.  

Security. The communicated IEC 61850 related information needs to be protected 
from security attacks. Therefore security services, such as authentication, confiden-
tiality and integrity are needed.  

4 Integration of LTE with IEC 61850 Communication System 

We concisely present the integration of LTE and the IEC 61850 communication sys-
tem such that the requirements discussed in Section 3 are fulfilled. For conciseness, 
not all requirements will be used. In particular, we focus on: (1) defining an architec-
ture, (2) integrating the IEC 61850 MMS and LTE communication protocol stacks, 
(3) defining the IEC 61850 LN information objects used for smart metering and re-
mote control communications, (4) the verification of the latency requirements, and (5) 
the verification of the prioritization requirement assuming that the QoS related per-
formance bottleneck is the LTE eNodeB used on the downlink communication path 
(eNodeB towards the mobile devices).  The two performance requirements ((4) and 
(5)) will be addressed in Section 5. 

Although important, scalability, reliability and security requirements are not fur-
ther considered in this paper, for two reasons: (1) the LTE system is designed in such 
a way that it is considered to be scalable and reliable when used to support services 
like smart metering and remote control communications, (2) IEC 61850 can be used 
in combination with IEC 62351 for security support [11]. 

4.1 Overall Architecture 

The architecture that can be used for the integration of the LTE and the IEC 61850 
communication systems applied to support smart metering and remote control com-
munication services is visualized in Fig. 1 (more details can be found in [12] and 
[13]). The key entities in this architecture are as follows: 

The MMS server represents the IED’s located in the smart grid distribution net-
work that need to be controlled. The MMS server can represent an individual Distri-
buted Energy Resource, a micro-grid or a home-grid. A micro-grid is composed of 
home-grids, individual DERs and a Regional Control and Management Centre 
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(RCMC) that is controlling and managing these home-grids and individual DERs. The 
home-grid is composed of in-home private DERs, smart household appliances, and a 
Home Control and Management (HCMC) that is controlling and managing these de-
vices. The MMS server supports in addition to the MMS server functionality also the 
following communication protocol stacks: IEC 61850, IEC 62351 and LTE. 

The MMS client and MDMS (Meter Data Management System) Host 
represents the control centre. Between the MMS client and MMS server there is al-
ways an application association. For one application association, the MMS entity that 
sends an initiation-request to establish the association will be the MMS client and the 
other one is the MMS server. One MMS client can establish multiple application as-
sociations with different MMS servers. After an application association has been es-
tablished, the MMS client can send requests to read, write or delete variables at the 
MMS servers. The MDMS Host functionality is used by the smart meter service and 
represents the meter data management system. The MDMS Host, similar to the MMS 
client, can establish multiple application associations with different Smart Meters or 
DC Smart Meters. In addition to the MMS client and MDMS Host functionalities, the 
control centre supports also the communication protocol stacks for IEC 61850, IEC 
62351, LTE. 

The Smart Meter represents either an individual Smart Meter functionality, i.e., a 
Smart Meter associated with one apartment, or a Data Concentrator Smart Meter that 
aggregates the Smart Meter related information associated with all the apartments 
located in a building.  

4.2 Integrating IEC 61850 MMS and LTE Communication Protocol Stacks 

The IEC 61850-based smart metering and remote control communication services 
have to meet several communication requirements defined in IEC 61850-5, cf. [10].  

Most importantly, the core ACSI services, like smart metering and remote control 
communication services are mapped to the MMS protocol, which supports both the 
TCP/IP and the OSI communication profiles. Therefore, it is required that the under-
lying integrated communication system supports at least one of these two communica-
tion profiles. This means that each of the entities specified in Fig. 1 that support the 
IEC 61850 MMS module, i.e., Smart Meter, DC Smart Meter, MMS Client and 
MMDS Host, needs to support at least the TCP/IP communication protocol stack. In 
addition, these entities will also need to support the adaptation protocol layers re-
quired when MMS is mapped over the TCP/IP communication profiles, cf. Fig. 2.  

4.3 IEC 61850 LN Information Objects  

In smart metering and remote control communication services used in Smart Grid 
distribution networks, there are four types of equipment that need to be modelled: 

─ Distributed energy resources (DER): such as PV panels and energy stores. 
─ Smart household appliances: such as TV sets, electric heaters, or a refrigerator. 
─ Home Control and Management Centre (HCMC): that can reside in a MMS server. 
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Fig. 1. Visualization of the architecture of the LTE and IEC 61850 MMS integrated solution 

 

Fig. 2. Integrated LTE and IEC 61850 MMS communication protocol stacks 

─ Remote Control and Management Centre (RCMC): that can reside in a MMS 
server. 

DERs can be modeled using the existing LNs defined in IEC 61850-7-420 and in IEC 
61850-90-7 and IEC 61850-90-8. Smart household appliances are new devices that 
need to be modeled according to IEC 61850. Therefore, in addition to existing LNs 
also new LNs need to be specified. Two of the existing LNs, i.e., MMXN, MMTN, cf. 
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IEC 61850-7-4 [14], can be used for this purpose. Furthermore, for monitoring the 
devices in terms of product information, IEC 61850 defines the LN LPHD [14] that 
consist of the physical information of the equipment and is mandatory for all IEDs. 
Similarly, for monitoring other operational parameters such as temperature, pressure, 
heat of the devices, IEC 61850 also provisions the corresponding LNs STMP, MPRS 
and MHE [15]. An important feature of smart home appliances that is associated with 
the energy tuning needs cannot be modeled by any existing LN. Energy tuning is 
associated with the operational status and operating mode, i.e., whether the appliance 
is working autonomously or following a schedule or being controlled by the user. In 
the context of this research we defined in [16], [17] a new LN that can be used for 
modeling the energy tuning and is denoted as ZAPL (Z type APpLiances). Home 
control and management centre (HCMC) is an entity that can use existing IEC 
61850 services to manage and control in-home DERs and smart household appli-
ances. Remote Control and Management Centre (RCMC) is an entity used for 
regional areas, like neighborhoods, that can manage and control the HCMC. Current-
ly, there are no LNs specified in IEC 61850 that can be used for this purpose. There-
fore, a new LN, denoted as ZHCM (Z type Home Control and Management centre), 
has been specified in the context of this research, cf. [16], [17]. Notice that the new 
defined LNs, ZAPL and ZHCM, have been submitted by Alliander as standardization 
inputs to the Dutch NEC57 committee, which is a part of the IEC 61850 standardiza-
tion group, where they are currently being discussed.  

5 Performance Evaluation 

This section describes the simulation experiments that have been performed to verify 
whether the latency and prioritization requirements are satisfied by the LTE and IEC 
61850 MMS integrated solution. These experiments have been performed using the 
ns-3 simulation environment, thereby using the LTE LENA models [7], [8]. Two sets 
of simulation experiments have been performed, focusing on remote control commu-
nication services and smart metering services, respectively. More elaborate results can 
be found in [12] and [13]. 

5.1 Remote Control Communications 

The simulation topology used during these experiments is based on the architecture 
shown in Fig. 1. However, of all the entities in Fig. 1, only the MMS client, MMS 
server and the LTE communication system are used in the simulations. Furthermore, 
the LTE communication system uses only one eNodeB (i.e., base station) and EPC 
(Evolved Packet Core) uses only one S-GW/P-GW (Serving Gateway/Packet Data 
Network Gateway) entity. In addition to these entities, the simulation topology in-
cludes typical UE (User Equipment) nodes and servers that are able to generate and 
use traffic that is non IEC 61850-based; we denote this as background traffic. 

The system parameters, as used in the simulations, are summarized in Table 1. All 
the parameters are typical for LTE release 8, which is implemented in the ns-3 LENA 
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M5 simulation environment, cf. [8]. An important functionality that needs to be men-
tioned is the MAC (Medium Access Control) scheduling mechanism, which can be 
used to implement the prioritization of IEC 61850-based traffic over background traf-
fic. In particular, two types of MAC (Medium Access Control) scheduling mechan-
isms are supported: Round Robin (RR) and Priority-aware Round Robin (PrioRR). 
The RR scheduler, cf. [13], divides the network resources among the active flows, 
i.e., the logical channels with non-empty queue. The PrioRR scheduler is specified in 
detail in [13] and is based on the RR scheduling mechanism, however in such a way 
that available resource blocks are assigned to flows with a higher priority first.  

The used model for the MMS protocol stack is based on [5] (and IEC 61850-8-1) 
and its implementation in ns-3 is described in [12]. The LTE background traffic is 
generated using the traffic mix models specified in [18], [19], as given in Table 2.  

Table 1. System parameters as used in all simulation studies 

Parameters Values 
Uplink bandwidth 5MHz (25 RBs) 
Downlink bandwidth 5MHz (25 RBs) 
Uplink EARFCN 21100 band 7 (2535MHz),  
Downlink EARFCN 3100 band 7 (2655MHz),  
CQI generation period 10ms 
Transmission mode MIMO 2x2 
UE transmission power 26dBm 
UE noise figure 5dB 
eNB transmission power 49dBm 
eNB noise figure 5dB 
Cell radius 2000m (typical sub-urban case) 

 
The following performance metrics are evaluated. The average delays specify the 

averages of the MMS traffic delays. There are two types of MMS traffic delays:  

─ Initiation delay: time from the start of the connection setup until the Initiate-
Response is received at the client; 

─ Request (polling) delay: time from the start of the polling request until a response 
is received at the client. 

The Cumulative Distribution Function of the request delay is used in order to ob-
serve the maximum delay value measured during the simulation experiments and to 
compute delay variance (jitter). The throughput (bits/second) shows how much data 
is successfully transmitted over the LTE network. It is calculated as the total data 
received in the downlink over the simulation time. The downlink packet loss ratio 
(PLR) shows the reliability of the communication link and is calculated as: 
 PLR DL  _ _ _   _ _ __ _ _  . 
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Throughput and packet loss ratio are measured at the PDCP (Packet Data Conver-
gence Protocol) layer, while delay is measured at the application layer, see [12], [13]. 
In order to evaluate the impact of integrating IEC 61850 MMS remote control com-
munication traffic in a public LTE network, different traffic mixes will be used with 
the percentage of background traffic over remote control communication traffic, such 
as 80/20, 60/40. In each experiment with a specific traffic mix, the number of MMS 
nodes and background nodes will be increased but the traffic mix (percentages) is 
maintained. For the MMS traffic, we assume that the control centre (MMS client) 
sends a control request to the MMS nodes (MMS servers) and waits for the response. 
If the response is positive then the control centre sends a new control request. For the 
background traffic, the traffic mix follows the mix of 5 different traffic types with the 
percentage of nodes defined in Table 2. The ns-3 implementation of the models used 
to generate background and MMS traffic is described in [12]. 

Table 2. Background traffic mix  

Application Traffic category Percentage 
VoIP Real-time 30% 
FTP Best effort 10% 
HTTP Interactive 20% 
Video streaming Streaming 20% 
Gaming Interactive real-time 20% 

 
For each traffic mix experiment type, two different sets of experiments will be 

conducted, one using the RR and the other using the PrioRR MAC scheduler. In the 
normal (non-overloaded) experiments the total traffic load is increased up to 80% of 
the maximum cell capacity in the downlink direction. The maximum cell capacity in 
the downlink direction is defined as the capacity where the downlink throughput is 
not anymore increasing when the traffic load is constantly increasing. In all the per-
formed simulations, 95% confidence intervals are computed (and shown) using on 
average 20 simulation runs.   

For the 80/20 traffic mix, we start with the number of background nodes of 10. 
Subsequently, we calculated the number of MMS nodes (MMS servers) such that the 
MMS traffic load is equal to approximately 20% of the total traffic load generated by 
both MMS nodes and background (UE) nodes. Then we increase the number of back-
ground nodes in steps of 10. The number of MMS nodes will be increased to meet the 
condition such that the traffic mix is always 80/20. 

Since we only focus on the downlink path from the control centre to the MMS 
server nodes, only the results associated with downlink communication path are col-
lected and analyzed. It is important to notice that in case the total traffic load on the 
downlink direction is lower than 80% of the maximum cell capacity in the downlink 
direction, all active flows can be served within 1 (or very few) TTI (Transmission 
Time Intervals; 1 TTI = 1ms), regardless of what scheduler is used. 

Throughput. Fig. 3 shows the average throughput results that include the overall 
average throughput, background average throughput and MMS (i.e., remote Control 



 Performance of LTE for Smart Grid Communications 235 

 

Communications) throughput, when the RR and the PriorRR MAC schedulers are 
used. Since the total traffic load on the downlink direction is lower than 80% of the 
maximum cell capacity in the downlink direction, it is to be expected that most of the 
packets are delivered successfully. Therefore, approximately equal throughput results 
are obtained for the scenarios that use the RR or PrioRR MAC schedulers. 

 

Fig. 3. Throughput performance in 80/20 traffic mix experiment with both Round Robin and 
Priority-aware Round Robin schedulers 

 

Fig. 4. Remote control communication average delays in 80/20 traffic mix experiment 

Average Delay. Fig. 4 illustrates the average delay when the RR and PrioRR schedu-
lers are used. Due to the fact that the total traffic load on the downlink direction is 
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lower than 80% of the maximum cell capacity in the downlink direction, all active 
flows can be served within 1 (or very few) TTI, regardless of what scheduler is used. 
This also means that approximately equal average delay results are obtained for the 
scenarios that use the RR or PrioRR MAC schedulers. In Fig. 4, two types of average 
delays are shown: the initiation delay and the request delay. The initiation delay is 
seen when setting up the connection and establishing the application association be-
tween the MMS client and server. The request-response delay is the delay perceived 
in normal operation. Fig. 5 shows the CDF of the Control communication request-
response delay, when the RR scheduler is used. From Fig. 5 it can be observed that 
the latency requirement of 100ms, see Section 3, is always satisfied. 

 

 

Fig. 5. CDF of Remote control communication request delay in 80/20 traffic mix experiment 

Packet Loss Ratio. Fig. 6 illustrates the packet loss ratio (PLR) when the total traffic 
load increases. Since the total traffic load on the downlink direction is lower than the 
80% of the maximum cell capacity in the downlink direction, the PLR results are 
approximately equal for the RR and PrioRR. When the traffic load increases, due to 
limited available radio resources, the PLR increases as expected.  

Discussion. In this section only a subset of the remote control communication expe-
riments have been presented. The complete set of experiments can be found in [13]. 
All the experiments show that the integration of IEC 61850 MMS and LTE is not only 
possible, it also provides a good performance in terms of delay, throughput and packet 
loss. When the traffic load generated does not exceed the maximum cell capacity in 
the downlink direction, the request/response delay is only 50% (50 ms) of the delay 
requirement specified by IEC 61850 for the medium-speed automatic control interac-
tions. Furthermore, the traffic overload simulation experiments, which due to paper 
size limitations, are not presented in this paper but can be found in [13], show  
that when the generated traffic load exceeds the cell capacity in the downlink direc-
tion, the PrioRR MAC scheduler does provide a much better delay and throughput 
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performance for the remote control communication traffic. However, the trade-off is 
that the performance of other less-important background traffic is reduced. Moreover, 
in overload situations, independently of which MAC scheduler is used, the re-
quest/response delay is lower than the delay requirement specified by IEC 61850. 

 

 

Fig. 6. Packet loss ratio in 80/20 traffic mix experiment 

5.2 Smart Metering Experiments 

The simulation topology is chosen as before, with the main difference that instead of 
using the MMS server, the Smart Meter entity is used, and instead of using the MMS 
client, the MDMS Host entity is used, cf. Fig. 1. Furthermore, in this set of experi-
ments only the RR MAC scheduler is used. The simulation parameters and perfor-
mance measures, including the background traffic, are similar to those used in Section 
5.1, with the main difference that the cell radius is 800m, instead of the 2000m used 
previously (due to the smaller radio coverage cell area used for this MMS service). 
The traffic mix used in this set of experiments are the same as the ones used in Sec-
tion 5.1. We only show simulation results on the MMS average delays for the 80/20 
traffic mix. The complete set of experiments can be found in [12].  

The delay performances of the smart meter initiation process and smart meter re-
quest (polling) process are illustrated in Fig. 7. From this figure, it can be observed 
that, as expected, both the average delays (initiation and polling) increase when the 
total traffic load increases. Furthermore, it can be observed that the average delay for 
the initiation process is much higher than the average polling delay. This is due to the 
fact that in the initiation process more MMS messages need to be exchanged in order 
to set up the connection and to establish the application association between the MMS 
client and server (initiate-request and initiate-response messages). 
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An important conclusion is that the obtained MMS average delay results, cf. Fig. 7, 
are below the latency (MMS transfer time) requirement of 500ms as specified in  
Section 3.  

 

 

Fig. 7. MMS delay in 80/20 traffic mix experiment 

6 Conclusions and Future Work 

The smart grid is the next generation power grid, which aims to minimize environ-
mental impact, enhance electricity markets, improve reliability and service, and re-
duce costs and improve efficiency. The most deployed communication protocol 
framework that can be used for the communication support in smart grids is the IEC 
61850 MMS protocol framework. This paper proposes how LTE can be used and can 
be integrated with IEC 61850 MMS to support smart metering and remote control 
communications in smart grid distribution networks. In particular, this paper provides  
an overall architecture, the integration of the IEC 61850 MMS and LTE communica-
tion protocol stacks, the definition of IEC 61850 LN information objects used for 
smart metering and remote control communications, as well as a simulation-based 
validation of the performance requirements. Using ns-3 simulation experiments we 
have shown that LTE can satisfy these performance requirements on smart metering 
for remote control communication services. 

Regarding recommendations for future work, additional simulation experiments 
could be done to verify the performance of IEC 61850 MMS over LTE when different 
types of background traffic mix are used, different LTE-based configuration parame-
ters are used, or other IEC 61850 time-critical services are used. 
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Abstract. In order to support the editing, validation and analysis of
LARES dependability model specifications, a textual editor and a graph-
ical user interface for performing experiments have been developed. In
collaboration with the LARES toolset library they serve as an Integrated
Development Environment (IDE) based on the Eclipse framework. The
paper first introduces the features of the LARES language by means of a
hysteresis model taken from the literature. It then describes the textual
Editor Plugin. Beyond standard features such as syntax highlighting and
code completion, it emphasises syntactical and semantic validation ca-
pabilities. Subsequently, the View Plugin component is presented, that
is used to perform the experiments and to gather the analysis results
from the solvers. The current state of development of a graphical Editor
Plugin and other features of the LARES IDE are also addressed.

1 Introduction

LARES (LAnguage for REconfigurable Systems) is a language and toolset for
modelling the dynamic behaviour of systems, with a focus on dependability,
fault-tolerance and reconfigurability. Previous papers about LARES focussed on
the expressiveness of the modelling language [13,14], its semantics [23,14] and
its transformation to evaluation formalisms such as Stochastic Process Algebra
(SPA) or Stochastic Petri Nets (SPN) [12].

The present paper is the first one in which the LARES toolset is described
from the user’s point of view. We present an Integrated Development Environ-
ment (IDE), consisting of a sophisticated textual Editor Plugin as well as a View
Plugin which serve as a comfortable user interface during all phases of model
specification, validation, quantitative analysis and result presentation. Fig. 1
gives an overview of the LARES IDE, comprising the editor and the analysis
view component, both Eclipse-based plugins, and the LARES library. When the
active page inside the Eclipse instance is a LARES specification (indicated by
the filename extension lrs), the textual Editor Plugin becomes active and per-
forms a validation of the model w.r.t. the LARES metamodel. The View Plugin

K. Fischbach and U.R. Krieger (Eds.): MMB & DFT 2014, LNCS 8376, pp. 240–254, 2014.
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Fig. 1. The Eclipse-based LARES IDE

parses the model, extracts the defined measures and constructs and visualises
the instance graph (which depicts the model’s structure in terms of submodel
instances). The View Plugin also allows the user to perform additional checks
(e.g. for the presence of deadlocks or unsafe states), to investigate the state space
and to visualize analysis results. For interacting with the specified model, e.g. to
initiate an analysis, the LARES library is applied. That library implements all
aspects related to the language and its transformation to the target formalisms
where the actual analysis is carried out. Beside the already mentioned SPA and
SPN target formalisms we also support flat Labelled Transition Systems (LTS)
and Markov Decision Processes (MDP). The library also interfaces with the
solvers, thereby abstracting from their specific interfaces. The LARES toolset
is available from [11]. Among related approaches we mention the COMPASS
project with the hierarchic language SLIM [9] that applies the powerful nuSMV
solver [10], MoDeST [17] as a very concise language to describe non-hierarchic
systems applying numerous tools for analysis, and the very mature AltaRica
language [21] that lately also includes some extensions to enable non-functional
analysis. Compared to these approaches, LARES focusses on hierarchic systems
with complex interaction patterns. Beyond triggering reactions based on the
current state, LARES offers flexible types of synchronisation by means of reac-
tive expressions which take the combinatorics of subsequent behaviours of each
component into account.

The paper is structured as follows: Sec. 2 introduces the LARES language by
means of a non-trivial example taken from the recent literature. It presents two ap-
proaches, representing different degrees of modularity of how to model the system
in a more or less modular fashion. Sec. 3 details the textual Editor Plugin which
– beyond syntax highlighting and code-completion – offers advanced syntactical
validation, and also partial semantic validation. Sec. 4 presents the analysis en-
vironment and its capabilities to perform calculations and visualise the analysis
results. Sec. 5 briefly sketches our current efforts in developing a graphical Editor
Plugin and the View Plugin, after which the paper concludes with Sec. 6.

2 Compositional Modelling with LARES by Example

For describing the modelling capabilities of LARES, we consider the “multiple
parallel hysteresis” queueing model from [20]. It is a model for load-dependent
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power-saving operation, where the activation and deactivation of servers occurs
at different levels, leading to a hysteresis-like behaviour. The model is represented
as a CTMC with states (i, j) ∈ N × N, where 0 ≤ i ≤ n denotes the number
of servers running in parallel (n − i servers are idle) and 0 ≤ j ≤ size denotes
the number of jobs in the system. Turning on an idle server can be problematic
(e.g. causes costs or can lead to server breakdowns). For this reason, in order
to bound the number of waiting jobs, a server is activated only if the number
of jobs in the queue exceeds a certain threshold. In particular, the i-th server is
activated if j = w(i) and deactivated only if the queue is empty (j = 0), which
leads to a hysteresis (see Fig. 11(b)).

In order to specify this model in LARES, we first briefly outline the LARES
language. A LARES model consists of Behavior and Module definitions. A Be-
havior represents (one dimension of) the state space of a system component,
in which transitions can be guarded by a guard label and either delayed by
an exponential distribution or triggered immediately by a weighted discrete
distribution. A Module can instantiate Behaviors or other Modules, thus pro-
viding a hierarchy of instantiations (instance tree), in which the Module rep-
resenting the root instance is specified by a System definition. Furthermore, in
a Module definition, the guarded transitions of instantiated Behaviors can be
triggered by a guards statement, dependent on assertions over states. This trig-
gering can be either direct or by interaction with other guard labels in form
of synchronisation or choice. LARES supports three types of synchronous in-
teractions: sync (all addressed guard labels have to be provided to perform
a synchronized transition), maxsync (all transitions which offer the guard la-
bels will take place) and choose (if only a single guard label is offered then the
transition will take place). Moreover, inside a Module definition one can spec-
ify further Behavior and Module definitions, Instance statements for instanti-
ating Modules, and Condition statements representing logical expressions over
states (or other Conditions). forward statements are like guards statements, but
comprise additionally a forward label which may be triggered externally (pro-
ducing an information flow towards all Behavior instances). Initial statements
define an initial state configuration and Probability statements specify desired
transient or steady state measures. Note that due to the instance hierarchy
there are visibility constraints on states/conditions and guard/forward labels.
Thus, Condition statements can be used in order to lift state assertions from
Behavior instances towards a Module, and forward statements to propagate trig-
gering events from a Module towards Behaviors. For increasing the modelling
flexibility, Behaviors and Modules can be parametrised and expand statements
can be defined, which define a shortcut for symmetric statements.

Due to the described expressiveness, there are several ways how to specify the
hysteresis model with LARES. For the purpose of this paper, we present two
LARES specifications given in Fig. 2 and 3. Fig. 2 describes the whole hysteresis
model in a planar way by defining a single Behavior Composed with parameters
for the number n of servers (with default value 1), the width w (s.t. the hysteresis
widths are given by w(i) = i · w), the size of the queue (set by default to n*w),
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1 Behavior Composed ( s i z e=n∗w, n=1,w=1,lambda ,mu) {
expand ( i in {0 . . n − 1} , j in {0 . . i ∗w} ) { State s [ i , j ] }
expand ( j in {0 . . s i z e } ) { State s [ n , j ] }
// case (1 ) : not a l l s e r v e r s are busy

expand ( i in {0 . . n − 1} ) {
6 expand ( j in {0 . . i ∗w − 1} ) {

Transitions from s [ i , j ] → s [ i , j +1] , delay exponential lambda

Transitions from s [ i , j +1] → s [ i , j ] , delay exponential i ∗ mu

}
Transitions from s [ i , i ∗w] → s [ i +1, i ∗w] , delay exponential lambda

11 Transitions from s [ i +1 ,0] → s [ i , 0 ] , delay exponential ( i +1) ∗ mu

}
// case (2 ) : a l l s e r v e r s are busy

expand ( j in {0 . . s i z e − 1} ) {
Transitions from s [ n , j ] → s [ n , j +1] , delay exponential lambda

16 Transitions from s [ n , j +1] → s [ n , j ] , delay exponential n ∗ mu

}
}

System Hys t e r e s i s ( s i z e=n∗w + 5 ,n=3,w=4) :

21 Composed ( s i z e=s i ze , n=n ,w=w, lambda=4.0 ,mu=2.0) {
In i t i a l i n i t = Composed . s [ 0 , 0 ]

expand ( i in {0 . . n − 1} ) {
Condition serverBusy [ i ] = OR( j in {0 . . i ∗w} ) { Composed . s [ i , j ] }

}
26 Condition serverBusy [ n ] = OR( j in {0 . . s i z e } ) { Composed . s [ n , j ] }

Probability queueFul l = Transient(Composed . s [ n , s i z e ] , 1 0 . 0 )

expand ( i in {0 . . n} ) {
Probability serverBusy [ i ] = Transient( serverBusy [ i ] , 1 0 . 0 )

31 }
Probability a l l S e rve r sBusy = SteadyState ( serverBusy [ n ] )

}

Fig. 2. Planar LARES specification of a multiple parallel hysteresis model with queue
length size, n servers and equidistant hysteresis widths w(i) = i · w

and rates lambda and mu for the arrival and service processes (without default
values). The first two expand statements (lines 2 .. 3) define the running indices
i and j in order to declare all the states s[i,j]. The ranges for the indices are
dependent on the values of other parameters. The expand statements (lines 5 ..
17) define all the necessary exponential transitions dependent on the two cases as
specified in the comments. Note that expand statements can also be nested. The
Behavior definition is instantiated in the System definition Hysteresis which
defines its own parameters and sets (resp. overwrites) the parameters of the
Behavior (line 21). Since the whole hysteresis model is specified in a single Be-
havior, there is no need to define any guard labels for the transitions. In the
System we first set the initial state to s[0,0] and define the measure queueFull
which computes the transient probability at t = 10 for the state s[n,size]

of the Behavior instance Composed (line 28). Furthermore, in order to analyze
the number of running servers, we specify the conditions serverBusy[i] which
represent all states in which exactly i servers are active (lines 23 .. 26). For this
reason, we abstract of the number of jobs in the queue by disjunction.
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Behavior Queue ( s i z e =1, lambda ) {
2 expand ( i in {0 . . s i z e } ) { State s [ i ] }

expand ( i in {0 . . s i z e −1} ) {
Transitions from s [ i ] → s [ i +1] , delay exponential lambda

}
expand ( i in {1 . . s i z e } ) {

7 Transitions from s [ i ] i f 〈 deq 〉 → s [ i −1]

}
}

Behavior Ser v i ce (n=1, mu) {
12 expand ( i in {0 . . n} ) { State a c t i v e [ i ] }

expand ( i in {0 . . n−1} ) {
Transitions from a c t i v e [ i ] i f 〈 act i vateNext 〉 → a c t i ve [ i +1]

}
expand ( i in {1 . . n} ) {

17 Transitions from a c t i v e [ i ]

i f 〈 deac t i va t e 〉 → a c t i ve [ i −1] , delay exponential i ∗ mu

i f 〈 proces s 〉 → ac t i ve [ i ] , delay exponential i ∗ mu

}
}

22

System Hys t e r e s i s ( s i z e=n∗w + 5 , n=3, w=4) :

Q ← Queue ( s i z e=s i ze , lambda=4.0) ,

S ← Ser v i c e (n=n , mu=2.0) {
In i t i a l i n i t = Q. s [ 0 ] , S . a c t i v e [ 0 ]

27 expand ( i in {0 . . n−1} ) {
Condition swi tch [ i ] = Q. s [ 1 + i ∗ w]

switch [ i ] & S . a c t i ve [ i ] guards sync { S . 〈 act i vateNext 〉 , Q. 〈deq 〉 }
}
! S . a c t i ve [ 0 ] guards sync { S . 〈 proces s 〉 , Q. 〈deq 〉 }

32 Q. s [ 0 ] guards S . 〈 deact i ve 〉

Probability queueFul l = Transient(Q. s [ s i z e ] , 10 . 0 )

expand ( i in {0 . . n} ) {
Probability serverBusy [ i ] = Transient(S . a c t i v e [ i ] , 1 0 . 0 )

37 }
Probability a l l S e rve r sBusy = SteadyState (S . a c t i v e [ n ] )

}

Fig. 3. Towards greater modularity: Splitting the arrival and service process into dif-
ferent Behaviors

As one can see, the planar representation of the whole hysteresis model can be
difficult to understand and may be prone to errors (e.g. consistency regarding the
index values and ranges). For this reason, Fig. 3 shows an alternative LARES
specification of the same system by splitting the model into several parts: a
Behavior for the Queue and a Behavior for the Service process. The queue is
responsible for the arrival process (line 4) and provides for interaction a guard
label <deq> in order to dequeue a job (line 7). Note that these guarded transitions
do not provide any distribution type. This means that they act passively if
a synchronisation is desired. The service process defines the states active[i]

in order to denote i running servers. An additional server can be immediately
activated if the guard label <activateNext> is triggered (line 14). Furthermore,
a server can be deactivated, which takes some time in order to complete the
job first (line 18). By triggering the <process> guard label, the server remains
active after service completion (line 19).
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The System definition instantiates both behaviours with the names Q resp. S
(lines 24 .. 25). The Condition switch[i] (line 28) provides information about
states when an activation of a further server can take place, i.e. if a job enters the
queue s.t. the hysteresis width w(i) is exceeded. In this case the guards statement
(line 29) synchronously activates a further server and dequeues a job from the
queue, but only if there are not enough servers running (S.active[i] addition-
ally satisfied). Since the transitions for both guard labels do not provide any
distribution type (both are passive), we model an immediate synchronous tran-
sition. If there is at least one server running a guards statement (line 31) allows
to synchronously process a job and dequeue the next job. Here the <process>

transitions in the Service behavior provide the exponential distribution type,
which is also the composed synchronous distribution, since the Q.<deq> tran-
sitions are passive. The third guards statement (line 32) is responsible for the
deactivation of servers, if the queue is empty. Finally, the Probability statements
(lines 34 .. 38) specify the same measures as in Fig. 2.

In order to emphasise the modularity aspects of LARES we propose a third
LARES specification for the same model on the LARES website [11]. There, the
service process (from Fig. 3) is split into distinct server instances (represented by
a Module definition), which yields a non-trivial instance tree with intermediately
instantiated Modules. Surely the reachable state space gets enlarged since sym-
metries in the service process are unfolded. However, these symmetrical states
can be aggregated by lumping.

3 Textual Editor Plugin

In order to support the LARES modeller we implemented an editor environment
for the LARES DSL (domain specific language) which runs in Eclipse. For this
purpose we use the Xtext framework [8] which generates default implementations
for both the DSL and the editor components. Xtext needs two models: a DSL
grammar model and a DSL object model (see Fig. 4). The LARES Grammar
model is textually specified within the Xtext editor and conforms to the Xtext
Grammar meta-model. Here all parser rules for the grammar of the LARES lan-
guage are specified in an EBNF-like style. A textual LARES model (conforming
to the LARES Grammar model) is parsed by the XText framework and trans-
formed into an instance of the DSL object model. In our case the object model
is provided by the LaresDsl model which in turn conforms to the Ecore meta-
model. Concretely, the LaresDsl model corresponds to the textual notation and
provides types which represent the entities of the LARES language.

In order to be able to parse a textual LARES model into the LaresDsl object
model, a connection between both is specified inside the LARES Grammarmodel.
As an example consider Fig. 5. Here a parser rule named TransitionStatement

parses a character string starting with “Transitions from” and transforms to a
TransitionDefinition object in the object model. The TransitionDefinition object
is fed with the following information: a cross-reference to an existing source state
of type State created when an ID is parsed, an optional list of indices for the source
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Fig. 4. Interrelations between the LARES models and their model instantiations

state bydelegating to the IndexListparser rule and a non-empty list of transitions
which delegate to the Transition parser rule.

TransitionStatement returns TransitionDefinition:
"Transitions" "from"

sourceState = [State | ID] (sourceStateIndexList = IndexList)?

(transitions += Transition)+;

Fig. 5. Specification of TransitionStatement parser rule in the LARES Grammar
model. Italic text denotes the connection to the LaresDsl object model.

As mentioned, LaresDsl corresponds to the textual notation of LARES, which
also allows to represent “dynamic” LARES constructs such as parameters, arith-
metic expressions and expand statements. These dynamic parts of LaresDsl can
be made “static” by an in-place transformation to a resolved LaresDsl model
(cf. Sec. 3.2). We further define the LaresBasic model, which abstracts Lares-
Dsl from these dynamic constructs and textual pecularities such that a graphical
editor can be directly supported (cf. Sec. 5). The transformations between Lares-
Dsl and LaresBasic are implemented in a rule-based fashion by applying ETL
(Epsilon Transformation Language [18,2]).

3.1 Editor Features

In addition to the mentioned parsing functionality, Xtext also generates a mini-
mal default implementation for the infrastructure of the LARES editor, which is
briefly outlined in the following. We also show how some of these features were
modified and new features added in order to be able to specify valid LARES
models and assist the modeller while editing. For this reason Fig. 6 shall serve
as an example of a parametrised Behavior definition named B.

Xtext comes with a default scoping functionality, which allows to restrict the
view on objects which can be cross-referenced. Since LARES follows the object-
oriented paradigm, e.g. allows to build models in a modular and hierarchical way,
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Fig. 6. Behavior definition with
cross-references (dashed arrows),
error markers and content assist

information can be encapsulated. For this reason we modified the default scoping
feature by restricting the visibility of objects that can be cross-referenced. As
an example, Behavior B in Fig. 6 defines four states, which are cross-referenced
in the transition statement as source or target states. Note that the t states
are indexed with arithmetic expressions. The parameter i is cross-referenced in
the index expression of state t[i+1]. All defined parameters and states are only
visible inside the Behavior, i.e. they cannot be referenced from the outside.

The cross-references can be visualised to the modeller by the hyperlinking fea-
ture, which allows to jump in the editor from a textual region representing a
cross-reference to the textual element representing the referenced object. In or-
der to establish a cross-reference, Xtext comes with a default linking feature. As
already mentioned, LARES models are parametrizable and allow to model arith-
metic expressions and set expressions. These expressions belong to the LaresDsl
object model and are not evaluated on-the-fly while editing. For this reason, we
made the linking smarter by matching the index list in patterns in order to create
a cross-reference which is either correct or a provisional suggestion to the first
matched appropriate object. As an example, the target state t[3] references to
the suggested state definition t[i+1], since all other state definitions starting
with t do not match the pattern ’3’ of the index list. Note that without eval-
uating the arithmetic expressions, it is not guaranteed to find the semantically
correct cross-reference.

Fig. 7. Linking feature: The cross-reference
t[2,2] cannot be matched to any state

Consider for this Fig. 7: The
source states t[1,1] and t[i,i]

could match all of the state def-
initions, since the parameter i is
not known and the expression 1+1

is not evaluated. Therefore they
are referenced to the first found
match t[1,i]. In the same way
the target state t[2,1] is refer-
enced to t[i,1]. However, for the target state t[2,2] no defined state can be
surely matched, regardless of which value the parameter i takes. Therefore no
cross-reference is created and the LARES model is considered as invalid.
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The semantics of a LARES model is defined by transformation into the
Stochastic Process Algebra CASPA [22] (cf. Fig. 1). In order to be able to per-
form this transformation, the LARES model has to fulfil several validation con-
straints. The default syntax validator automatically checks whether the textual
model conforms to the LARES Grammar model. If it violates the grammar, an
error marker is created and visualised at the corresponding location in the edi-
tor. Furthermore, an Ecore reference validator also checks if all cross-references
in the model have been established. Remember that Xtext restricts the view
on objects that can be cross-referenced by the scoping feature. As an example,
Fig. 6 shows two violations. First, the index unknown is marked as erroneous,
since there is no defined parameter named unknown in the scope of the reference.
Second, the target state in a transition is compulsory (by the grammar) and has
to be specified. In order to be able to check the LARES model for additional se-
mantical validation constraints, Xtext provides a validator feature. We describe
in the following only a few of the implemented constraints checked during vali-
dation. First of all, names of objects of specific types have to be unique in scope.
Second, the ranges for numerical values are restricted, e.g. rates of an exponen-
tially delayed transition have to be positive. Last but not least, definitions which
induce cyclic dependencies cannot be evaluated and have to be checked.

Fig. 8. Validation feature: Elements can be
checked for cyclic dependencies

As an example, in Fig. 8 the
Condition statements b and c

are cyclic and same also holds for
d[1]. In the expand statement
for each value of i in the range
between 2 and 10 a Condition

named d[i] is defined, which also
induces cycles, if this statement
were expanded into nine separate
Condition statements. However,
since arithmetic and set expres-
sions are not evaluated the cyclic
dependency can not be assured
and thus not checked in the validator feature. We will deal with this problem in
more detail in Sec. 3.2.

In order to support the LARES modeller in the user interface, the content
assist feature provides context-dependent textual proposals. By default these
proposals contain all grammar elements and cross-referencable objects which
are allowed in the context of the cursor. As an example, Fig. 6 shows proposals
for states in the scope of the target state reference. Since LARES statements
do not employ separators, many parser rules from different semantical contexts
might be applicable, s.t. the plethora of default proposals might rather confuse
LARES newcomers. For this reason we modified the content assist by a context-
dependent filtering of the default proposals. Moreover, we added some typical
templates and comments to the proposals [16].
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As already mentioned, the parsing process transforms a textual model to the
LaresDsl object model. This transformation can be reverted by the serializer
feature which plays an important role in Sec. 3.2. Note that the LARES lan-
guage is descriptive, which means that the order of the statements does not
matter. For this reason different textual representations might yield the same
LaresDsl object model when parsed. Therefore the serializer transforms into one
of the possible textual representations. In order to make the serialised textual
representation more readable (following some textual modelling conventions),
a formatter feature has been implemented, which is responsible for the pretty
printing functionality [16].

3.2 Deep Validation

LARES models are analyzed by performing several sequential transformation
steps, which all together resolve parameters and references to conditions and
labels (forward resp. guard labels), thereby ending up in an intermediate model.
This resolved model can then be either transformed to a SPA specification [22]
or by performing a reachability analysis into an LTS [15] (cf. Fig. 1) upon which
state-based computations are performed in order to return the desired measure
values. Each of these transformations can only be performed correctly if some
assumptions or necessary restrictions are met in the source model of the corre-
sponding transformation. In order to further assist the modeller, these assump-
tions can be validated before executing the transformation. If a constraint has
proven to be invalid, the modeller can be notified with additional information
about the error type and its origin in the source model.

The first transformation step performed on a LARES model is the parameter
resolution phase. Here arithmetic expressions and set expressions are evaluated
and looping and recursive constructs are expanded (e.g. the expand statements).
As an example Fig. 9 shows a LARES specification with parameters and an
equivalent specification without parameters.

Fig. 9. Parameter resolution: Two equivalent LARES specifications. Left: parametric
dependencies and expand statement. Right: all parameters are resolved.

We implemented this transformation with EPL (Epsilon Pattern Language
[2]) as an in-place transformation, i.e. an arbitrary LaresDsl model is trans-
formed into a resolved LaresDsl model. The EPL transformation is defined in a
descriptive pattern-based way, which allows to split the rather complex recursive
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Fig. 10. Validation process

and iterative transformation into several independent parts, thus improving the
maintenance and correctness of the transformation. In Fig. 9 the Behavior B is
instantiated in the System main and defines the values w and N which can be sub-
stituted in the Behavior definition. Now all arithmetic expressions which refer
to these parameters can be evaluated to numbers. Therefore the set expression
in the expand construct can be resolved s.t. in turn all arithmetic expressions
which refer to i can be resolved and finally evaluated.

If a necessary cross-reference to some object cannot be established in the pa-
rameter resolution phase, it is considered as invalid and the modeller is informed
with an error marker on the appropriate cross-referencing element in the editor.
For instance, if the EPL transformation is performed on the model in Fig. 8 the
resolution of the expand statement produces such a cross-reference error, since
after resolution there is no Condition definition named d[11]. In order to be
able to create these error markers in the editor, we accompany the EPL trans-
formation with a Trace model, which maps a resolved LaresDsl element to the
element from which it originated by transformation. Once all cross-references
are established, the resolved LaresDsl model can be serialised to its textual rep-
resentation which can be viewed or edited with the LARES editor and manually
investigated and validated by the modeller. Finally, the resolved LaresDsl model
is further validated by constraints defined in EVL (Epsilon Validation Language
[19,2]), which roughly speaking perform (among others) once more the fast on-
the-fly validations from the Xtext validator but now for all resolved LaresDsl
elements [16]. The whole validation workflow is summarised in Fig. 10. Note
that the validation process for the analysis presented here is not complete, since
further transformations in the LARES workflow are not pre-validated. The rea-
son is that for some model constraints an expensive reachability analysis on the
composed state space has to be performed.

4 View Plugin

In order to extend the graphical user interface (GUI), the LARES View Plu-
gin has been developed to carry out the analysis in a comfortable way. It aims
to support the experiments by steering the analysis process, the visualisation
of results and their management. It has been developed as an Eclipse View

LaresDsl

EVL validation

Xtext validation

EPL in-place transf.

Xtext parsing

LaresDsl

textual LARES spec.

on-the-fly fast 
partial semantic valid.
parameter resolved 
reference checking

parameter resolved
partial semantic valid.

syntactical valid.
reference checking
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Plugin component, which reacts on specific editor events to synchronise to mod-
ifications applied to the model. Whenever the current model has changed, the
instance tree is internally reconstructed, then converted to a DOT graph [5] and
drawn on an SWT composite [7] using the ZEST library [3]. Fig. 11(a) shows
the GUI of the View Plugin: the instance graph of a LARES model is instan-
taneously visualised on the GUI (cf. 6©). A more elaborated version (including
the provided Condition and forward identifiers of all instances as well as the as-
sociated Behavior definitions) can be serialised in the DOT format if required
(cf. 1©). In order to check whether the intended semantics is met for some spe-
cific construct inside a LARES model, if e.g. a modeller is not certain about
the transformation semantics, the plugin allows to dump the generated SPA
specification (cf. 4©). For smaller models, also a reachability analysis to gener-
ate a DOT graph of the composed state space might help for model validation
(cf. 2© and Fig. 11(b)). Moreover, the ability of the CASPA tool to determine
the k-most probable paths into a set of target states [24], for instance deadlock
states, is accessible using the GUI and can be directly visualised (cf. 3© and 6©).
The Probability measure statements specified in a LARES model are extracted
(cf. 7©): the transient measures are grouped following the associated analysis
timepoint, while the steady-state measures are within a single group since their
timepoint is implicitly considered infinity. For all transient measures, a dialogue
is opened when performing their analysis to ask for additional equidistant inter-
mediate timepoint analysis. Then the transformation workflow as implemented
by the LARES library is performed to construct the SPA specification which
is accepted and analysed by the CASPA process algebra solver. The obtained
results are collected in a list (cf. 9©) for which a copy&paste feature has been
implemented to allow a transfer to external tools such as spreadsheet packages.
Simultaneously, the results are visualised (cf. 10©) in terms of an xy-plot drawn
by the JFree chart library [6]. Since each timepoint requires its own indepen-
dent analysis run, parallel execution following the number of logical CPU cores
is supported. There is also a progress monitor for the analysis (cf. 8©). Finally,
output information and errors occurring while parsing, transformation or anal-
ysis are reported (cf. 11©) to give feedback to the user in the case of issues that
have not already been detected by the semantic validation features included in
the textual Editor Plugin. These outputs can help the user to fix his model or to
obtain further knowledge about the intermediate steps of the transformation or
analysis of a model. It is planned to connect to a database to save and manage
the experiments performed (cf. 5©). There the results obtained from the solvers
are stored together with the version of the specification used for analysis, e.g. to
compare different model parametrisations.

Internally, the View Plugin is a mixed Scala/Java project that uses the AKKA
actor library [1] for decoupling the internal components via message passing and
assuring smooth usability of the GUI, since each component is realised as an
actor which itself is a lightweight process. In consequence, the GUI does not
block the whole IDE, despite performing an analysis burdening the CPU.
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Fig. 11. Analysis of the multiple parallel hysteresis model from Fig. 2

5 Ongoing Development

Currently a graphical LARES editor is also in development, using the Eclipse
Graphiti framework [4] and plain Java. Beyond the application of graphical lay-
out algorithms, Graphiti directly supports EMF models. To facilitate the inter-
change of model information, we specified the LaresBasic model (cf. Sec. 3). Two
diagram types, one for a Module definition and another one for the Behavior defi-
nition have been developed. The class structure generated from the LaresBasic
model is used to deal with a graphical LARES representation. The Graphiti
classes have been extended to realise the graphical notation and tooling. Thus
standard features such as delete, resize or wizards to construct diagrams were
inherited and could be used out-of-the-box. Furthermore, the layout information
of a LARES model had to be separated from the content, and the drill-down
functionality (i.e. construct/open new diagrams inside another via double-click)
needed to be implemented to enable a smooth navigation among the different
diagram entities. As a medium term goal, we aim to complete the graphical edi-
tor to ease the LARES modelling for new users not yet familiar with the textual
syntax. As a long term goal, we aim for a hybrid graphical/textual editor that
integrates both approaches, in order to experience the best from both worlds.
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As already indicated, it is foreseen for the LARES View Plugin to establish a
database binding to save and manage experiments. For that purpose, a simple
database query language will be applied to store current experiments or to gather
results of older ones for further processing or comparison.

6 Conclusion/Outlook

We have presented an informative overview on the LARES IDE with a focus on
the textual Editor Plugin. This plugin was created in a model-driven way by em-
ploying the Xtext and Epsilon frameworks. The editor is enhanced beyond the se-
mantically correct scoping mechanism with several assisting features, like a smart
content assist, cross-reference linking and a fast partial model validation facility.
These extended editor features support the user by a facilitated access to the mod-
elling world of LARES. Furthermore, it allows to perform a deep validation by
transforming parametrised LARES models into parameter-free LARES models.
The LARES View Plugin has also been detailed in this paper. This user interface
enables a modeller to analyse LARES specifications and calculate the measures of
interest. Intermediate representations, such as the reachability graph or the gen-
erated process algebra model, can be used to validate the model beyond the syn-
tactical and semantic aspects captured by the grammar and the transformations
applied, thus ensuring that the model indeed has the desired behaviour. The graph
representations (instance graph or reachability graph) and the xy-plots can easily
be serialised in the SVG file format for further use e.g. in publications.

We have also already extended the LARES language with the capability to
specify Markov reward models and Markov decision processes [14,15], such that
measures regarding the performability of a LARES model can be specified and
an optimal policy w.r.t. to such a measure can be computed. In the future, in
addition to the issues discussed in Sec. 5, we plan to provide the necessary tooling
for these extensions on the LARES website [11].

Acknowledgments. We thank Dominik Schwindling for his work on the graph-
ical Editor Plugin, and Deutsche Forschungsgemeinschaft (DFG) who supported
this work under grants SI 710/7-1 and by DFG/NWO Bilateral Research Pro-
gramme ROCKS.
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Abstract. Recently, algorithms for model checking Stochastic Time
Logic (STL) on Hybrid Petri nets with a single general one-shot transi-
tion (HPNG) have been introduced. This paper presents a tool for model
checking HPNG models against STL formulas. A graphical user interface
(GUI) not only helps to demonstrate and validate existing algorithms, it
also eases use. From the output of the model checker, 2D and 3D plots
can be generated. The extendable object-oriented tool has been devel-
oped using the Model-View-Controller and Facade patterns, Doxygen

for documentation and Qt for GUI development written in C++.

1 Introduction

HPNGs allow to model continuous and discrete variables of a system with a
single stochastic event. Therefore, HPNGs can be used to model fluid critical
infrastructures [2] like water, gas and oil networks. Since critical infrastructures
may fail and their continuous operation is of utmost importance for both industry
and society, survivability is an important property for these systems.

The logic STL [6] has recently been introduced to easily formulate measures
of interest for HPNG models, such as survivability measures. To automate the
evaluation of STL formula for HPNGs, we developed the Fluid Survival Tool

(FST) [9] for model checking HPNG models against an STL specification.
FST has an extendable software design based on the software engineering

principles of the Model-View-Controller and Facade patterns, and uses Doxy-

gen for documentation. The GUI has been implemented with Qt and the tool
has been written in C++. It implements the region-based algorithm for the
transient analysis of HPNGs [5] and for model checking HPNGs against STL [6].

The paper is organised as follows. First, the HPNG modelling formalism and
STL specification are discussed in Section 2. Section 3 describes the tool func-
tionality and design, as well as the Graphical User Interface (GUI) and presents
results for a running example.

K. Fischbach and U.R. Krieger (Eds.): MMB & DFT 2014, LNCS 8376, pp. 255–259, 2014.
c© Springer International Publishing Switzerland 2014
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2 Hybrid Petri Nets and Stochastic Time Logic

Fig. 1. Water tower HPNG model

An HPNG is formally defined
as a tuple 〈P , T ,A,m0,x0,
Φ〉, which consist of a set of
places P , a set of transitions
T , a set of arcs A, the ini-
tial marking vectors m0 and
x0, and a tuple of functions Φ
that define additional param-
eters. The discrete and con-
tinuous dynamics of HPNGs
are formally defined in [7].
Figure 1 presents an HPNG
model of a water tower that
consists of a reservoir, represented by continuous place Cr (a circle with a dou-
ble border), with an input and an output pump, represented by the continuous
transitions Fp and Fd (rectangles with double border), that are connected to
the reservoir using continuous arcs (white arrows). The remaining part of the
HPNG describes how the inflow stops when the input pump breaks after a ran-
dom amount of time, modelled by a general transition (a rectangle with a single
border) and how the outflow stops deterministically after 5 hours, modelled by a
deterministic transition (a grey rectangle). Discrete arcs (black arrows) connect
discrete places (a single circle) to deterministic and to general transitions and
vice versa. When transition Gb fires, a token is removed from the discrete place
Pp. This disables the continuous transition Fp, since it is connected to place Pp

with a test arc (arc with two arrowheads). Similarly, the outflow stops when
transition Fd becomes disabled due to the removal of the token in place Pd.

Measures of interests for HPNGs can be described using the logic STL [6]:

Ψ := tt | xP ≤ c | mP = a | ¬Ψ | Ψ1 ∧ Ψ2 | Ψ1 U [T1,T2] Ψ2,

where T1, T2, c ∈ R
≥0; a ∈ N

≥0. Atomic formulas xP ≤ c and mP = a compare
continuous and discrete markings with a predefined constant. STL formulas can
be negated (¬Ψ) and combined with conjunction (Ψ1 ∧ Ψ2). The until operator
Ψ1 U [T1,T2] Ψ2 describes that during the evolution of the system, property Ψ1

should hold, until in the time interval [T1, T2] property Ψ2 becomes true. In [7]
the formal semantics for STL on HPNGs is given.

Using algorithms from [6] and [9], so-called satisfaction intervals are computed
for all but nested until formula. These represent all intervals from the support of
the random variable that defines the firing time of the general one-shot transition
for which the resulting evolution of the HPNG fulfils the STL property (at a
certain time τ). Then, by integrating the probability density function of the
random variable over the satisfaction intervals the probability that the STL
property holds at a given time τ is computed.
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Table 1. In- and output with corresponding functionalities

Functionality Input Output/Button

Model checking [6] [9] HPNG model
STL formula
Time to check t

Stochastic time diagram [5] HPNG model

s

t

Transient probabilities [5] HPNG model
Time range
Continuous atomic property
A constant/constant range

t

p

t

p c

3 Fluid Survival Tool Overview

Table 1 summarizes the functionality of FST. HPNG models (textually spec-
ified) can be model checked against an STL specification for a specific time
(t), in order to generate a model checking verdict. FST provides insight in the
time-based evolution by generating graphical stochastic time diagrams from the
HPNG models and transient probabilities can be computed. Also 2D and 3D
plots can be automatically generated.

The model checking tool FST has an extendable object-oriented design with a
GUI. This has been achieved through the composition of a Software Development
Kit (SDK) consisting of the C++ compiler GCC, the GUI library Qt and the
Integrated Development Environment (IDE) Qt Creator [3]. Additionally, the
SDK contains Doxygen [8] for documentation, SVN [1] for version control and
a project page for information, releases and bug tracking [4]. Moreover, the
Model-View-Controller and Facade software patterns are added for designing
extendable GUI. So, to run a functionality with these software patterns, the
user interacts with the view class that evokes the controller to pass a request
to the Facade class that evokes the model checking algorithms. Then, feedback
is provided to the controller class such that the view can be updated. Figure 2
shows a screenshot of the tool FST where the HPNG model of the water tower
from Figure 1 is loaded as (textual) input. The tool consists of a menu bar
(1), a button for each functionality (2), a textual HPNG model editor (3) and
a logger to provide textual feedback (4). When the functionality buttons are
clicked a configuration dialog pops up where all the input variables from Table
1 are requested and the output is provided, accordingly.

The 2D plot in Figure 3 shows the probabilities that the amount of fluid in
the reservoir is smaller or equal to 0.4 m3 for the example model over a range
of time, where the input pump breaks according to an exponential distribution
(with mean 10). Time in hours is on the x-axis and the probability is on the
y-axis. This probability is calculated for the time range [0, 100] with a time step
of 1. The 3D plot in Figure 3 additionally parametrises the maximum amount
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Fig. 2. FST main screen

Fig. 3. 3D and 2D output of FST

of fluid in the reservoir, i.e., the amount of fluid that should not be exceeded,
over the range 0.0 to 8.0 m3 with a step size of 0.2 m3.
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Abstract. In this paper, we present the DelayLyzer which is a tool for
the calculation of delay bounds using network calculus. It respects the
specifics of Industrial Ethernet by implementing not only STP and RSTP
but also MRP as forwarding mechanism. The tool allows to specify failure
scenarios and alternate forwarding protocols for which delay bounds can
also be computed.

1 Introduction

Industrial Ethernet is used for factory automation and other mission critical
applications. It excels through the robustness and durability of its devices, as
well as the implementation of special protocols, e.g. for failure protection. While
conventional Ethernet implements the Spanning Tree Protocol (STP) or Rapid
STP (RSTP) as forwarding and rerouting mechanism [6], Industrial Ethernet
frequently relies on ring structures and the Media Redundancy Protocol (MRP)
to protect failures [5]. Since Industrial Ethernet is often deployed for real-time
applications, it is important to show a priori that maximum delay bounds will
not be exceeded when the network is fed with a certain traffic pattern.

This paper describes the DelayLyzer, which is a tool for the calculation of
delay bounds in Industrial Ethernet networks based on network calculus. It sup-
ports forwarding mechanisms that are specific to Industrial Ethernet like MRP.
In addition, the tool allows to specify failure scenarios, calculates backup paths
according to the implemented forwarding and protection protocols, and recom-
putes the delay bounds for these failure cases. Likewise, alternative forwarding
protocols can be easily investigated. Thus, the DelayLyzer supports planning of
Industrial Ethernet networks for challenging conditions.

Section 2 gives a brief overview of network calculus which is the theoretical
base of the tool. Section 3 describes the graphical user interface of the tool, the
internal data and its visualization, how use cases may be analyzed, and how
results are displayed.

2 Network Calculus

We first explain basics about how network calculus computes performance met-
rics for a single link, and then we clarify how this method can be applied to an
entire network.
� This work was funded by Hirschmann Automation and Control GmbH. The authors
alone are responsible for the content of the paper.
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Network Calculus Applied to a Single Link. Network calculus is a mathematical
framework developed by Cruz [3, 4], Chang [2] and Le Boudec [7] to determine
delay bounds in networks. Network calculus models the maximum amount of
data delivered by a flow to a link or a node by a rate-burst curve. This is
essentially a token-bucket limited description of a flow’s traffic. The general case
of such an arrival curve is a piece-wise linear function of time. In a similar
way, the delay added by the processing in links and nodes can be expressed
by a rate-latency curve, the so-called service curve. Network calculus provides
operations on curves that eventually facilitate the computation of maximum
delay and backlog on a link. In addition, an output bound can be calculated to
characterize the timely behavior of the flow after having passed the considered
network element. The approach is scientifically backed by an algebraic theory.

Network Calculus Applied to a Network. To extend network calculus from a
single link to a network, essentially the output bound of a flow from a predecessor
link is taken as arrival curve for the next link. Schmitt and Zdarsky developed
algorithms to calculate the maximum delay for a flow when traversing a series
of nodes and links in a feed-forward network [10,12]. They proposed two simple
variants: Total Flow Analysis (TFA) and Separated Flow Analysis (SFA). In
addition, other authors proposed more complex algorithms leading to tighter
delay bounds [8, 9, 11, 1].

Forwarding and protection mechanisms in Ethernet networks are simple and
lead to feed-forward networks so that network calculus can be used for the com-
putation of delay bounds in that context. We developed variants of TFA and SFA
as well as a combination thereof (mTFA) and implemented them in our tool.

3 Tool Description

The DelayLyzer calculates upper bounds for flow delays in specified use cases.
To that end, a description of the network, of the flows, and of the path layout of
the flows are required. The path layout is determined by the network, the set of
failed network elements, and the applied forwarding protocols. In the following
we explain the graphical user interface of the DelayLyzer, the components of a
use case, how failures may be specified and how the path layout of flows are
computed, how a delay analysis can be performed, and how results are provided.

Graphical User Interface. Figure 1 illustrates a screenshot of the DelayLyzer
for the use case “Substation”. The menu bar of the main window allows to load
existing use cases from file (Load), to create new use cases from scratch (New),
and to exit the application (Exit). Several use cases may be open simultaneously
which can be chosen from the drop-down menu “Use Cases”. Each use case has
its own internal window. The drop-down menu “File” in the menu bar of the use
case window allows storing and closing a use case.

Specification of Use Cases. A use case comprises a network consisting of nodes,
links, subnetworks, and flows. Details about them are available in the tabs in the
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Fig. 1. Screenshot of the DelayLyzer

lower part of a use case window. They indicate, e.g., performance and configura-
tion data of links and nodes, the set of nodes and links belonging to subnetworks
together with the applied forwarding protocols, and the source and destination
node for each flow as well as its maximum burst size and rate.

The tool provides features to specify use cases and to store them in the “use case
format” (ucf). It is also able to read the data from ucf-files and from the format
of Hirschmann’s HiVision tool. Although HiVision data contain only a subset of
the ucf information, they are useful to import basic data of existing use cases.

The upper part of the use case window holds the “Topology Visualizer” tab
which displays the network topology based on the use case information. When
nodes, links, and flows are selected in the respective tabs, they are highlighted
in the “Topology Visualizer”. The path of a flow can be shown only after the
calculation of its layout.

Specification of Failures and Computation of Path Layout of Flows. The tab
“Failures” provides a choice of failure scenarios and allows selection. The choice
contains by default only the failure-free scenario but may be enlarged by the
drop-down menu “Create Failures”. The “Topology Visualizer” tab shows the
topology for the selected failure scenario and also the delay analysis will per-
formed only for the selected failure scenario.

The delay analysis requires the path layout of all flows. The drop-down menu
“Compute Path Layout” allows to compute this path layout, which is done based
on the use case information. Other entries in the drop-down menu “Compute
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Path layout” support changing the forwarding protocols in subnetworks. After a
successful change, the path layout needs to be recomputed.

Delay Analysis and Results. The drop-down menu “Run Analysis” provides a
choice of different algorithms (TFA, SFA, mTFA) for delay analysis which may
be performed upon selection. As soon as an analysis is completed, a “Delay
Visualizer” tab and a “Delay Data” tab appear in the upper and lower part of
the use case window. The “Delay Data” tab indicates the maximum delay for
each flow after each hop as well as its maximum overall delay. A flow in the
“Delay Data” tab may be selected; then the “Delay Visualizer” highlights the
path of that flow within the topology. Each flow is associated with an allowed
delay budget. Appropriate colors from green to red indicate in the “Delay Data”
and the “Delay Visualizer” how much of that budget is already spent from the
source of a flow up to each intermediate hop and its destination. This feature
facilitates the interpretation of the numerical results.

Investigations have shown that the upper bound for the delay of a flow, that is
not affected by a failure, may be longer or shorter in failure scenarios compared
to the failure-free scenario. It is longer if additional flows share the paths of
that flow, but it may be shorter if fewer flows share its path since some network
elements have failed. Likewise, flows redirected to other paths may have shorter
or longer delay bounds.
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