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Preface

This book contains the proceedings of the 17th International Conference on Distrib-
uted Computer and Communication Networks (DCCN 2013). The conference is a
continuation of traditional international conferences of the DCCN series, which took
place in Bulgaria (Sofia, 1995, 2005, 2006, 2008, 2009), Israel (Tel Aviv, 1996, 1997,
1999, 2001), and Russia (Moscow, 1998, 2000, 2003, 2007, 2010, 2011) in the last 16
years. The main idea of the conference is to assemble researchers from various
countries working in the area of theory and applications of distributed computer and
communication networks, to exchange the expertise, and to discuss the perspectives of
development and collaboration in this area. The content of this volume is related to the
following subjects:

1. Computer and communication networks architecture optimization
2. Control in computer and communication networks
3. Performance and QoS evaluation in wireless networks
4. Modeling and simulation of network protocols
5. Queueing theory
6. Wireless IEEE 802.11, IEEE 802.15, IEEE 802.16 and UMTS (LTE) networks
7. FRID technology and its application in intellectual transportation networks
8. Protocols design (MAC, Routing) for centimeter and millimeter wave mesh

networks
9. Internet and Web applications and services

10. Application integration in distributed information systems

All the papers selected for the proceedings are given in the form presented by
authors. These papers are of interest to everyone working in the field of computer and
communication networks.

October 2013 Vladimir Vishnevsky
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Next-Generation Internet Projects

John Geske1 and Peter Stanchev1,2(B)

1 Kettering University, Flint, USA
2 Institute of Mathematics and Informatics, Bulgarian Academy of Sciences,

Sofia, Bulgaria
{geske,pstanche}@kettering.edu

Abstract. The paper gives an introduction to some projects and ini-
tiatives that are connected with the new-generation Internet. US-Ignite
partnerships, the European commission Future Internet Program, the
European Fire projects, the Global Environment for Network Innova-
tion (GENI), and WiMAX, are presented. New technologies and pro-
tocols, such as Software-defined networking (SDN), OpenFlow, a route
configuration mechanism and the constituent protocols to add redundant
packet forwarding capabilities that will provide high reliability commu-
nication for critical applications, are described. The goal of the paper is
to understand intricacies, and nuances of some of these techniques and
show some of the possibilities of next-generation high-speed network-
ing and their possible applications in the field of the Internet and the
applications to education, libraries and museums.

Keywords: US-Ignite initiatives · The European commission Future
Internet Program · The European Fire projects · Internet of things ·
Software-defined networking · OpenFlow · The Global Environment for
Network Innovation (GENI) · WiMAX

1 Introduction

The Digital Agenda for Europa states [1]: “The Internet is called on to perform
increasingly many tasks - from online banking to tsunami monitoring. The Inter-
net of tomorrow needs to be more powerful, connected and intuitive responding
to our needs at home, work or on the go.” In Sect. 2, we give an introduction to
some projects and initiative connected with the new-generation Internet and the
technologies that are linked with them. In Sect. 3, we study new technologies and
protocols. In Sect. 4, we show some of the possibilities of next-generation high-
speed networking and their possible applications in the field of the Internet of
Things and the applications to education, libraries and museums. Our previous
analysis of this issue can be found in [2,3].

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 1–10, 2014.
DOI: 10.1007/978-3-319-05209-0 1, c© Springer International Publishing Switzerland 2014



2 J. Geske and P. Stanchev

2 Next-Generation Internet Projects and Initiatives

2.1 US Ignite Partnership

US Ignite is a public-private nonprofit partnership of nationwide scope initi-
ated by White House Office of Science and Technology Policy to “accelerate
the development of applications that can take advantage of ultra-high-speed
programmable broadband to bring innovative new products and services to the
American people.” The primary goal of the US Ignite Partnership is to catalyze
approximately 60 advanced, next-gen applications over the next five years in six
areas of national priority: education and workforce development, advanced man-
ufacturing, health, transportation, public safety, and clean energy. Responsibili-
ties of the Partnership include connecting, convening, and supporting startups,
local and state government, universities, industry leaders, federal agencies, foun-
dations, and community and carrier initiatives in conceptualizing and building
new applications. The resulting new applications should have a significant impact
on the U.S. economy, including providing a broad range of job and investment
opportunities.

US Ignite is seeking applications with high societal impact using next gener-
ation, high-speed networking. It includes the “programmable broadband”, high-
speed Internet (1 Gbs+), a networking infrastructure to research, develop, test,
prototype, and deploy, next-generation Software Defined Networking applica-
tions; a consortium of potential diverse partners. The four most important tech-
nical parts of the US Ignite technology include [4]:

• High symmetric bandwidth allows for uncompressed high definition video
transmission, which has huge advantages over the IP-based transmission beca-
use it minimizes delays in video conferencing. For truly interactive experi-
ences, uncompressed video with its high bandwidth requirements is best, and
a number of Ignite applications use uncompressed video particularly in mul-
tiple areas, such as healthcare and education.

• The next-generation Internet will take advantage of Software Defined Net-
works (SDN), which takes the “intelligence” of routing data out of the switches
and routers on shelves, and puts more of it into the cloud. SDN tricks servers
into thinking that they have the network gear all to themselves, configured
exactly the way they like it, when they are really sharing that gear with other
servers. More servers can share less network gear, and they can also be moved
around easier a big plus for applications such as cloud computing.

• Distributed Cloud Resources (e.g., US Ignite racks) are a kind of cloud com-
puting in which the cloud is itself distributed throughout the network. This
has distinct advantages, including pre-staging information where it is needed,
processing data traffic more locally, and dramatically improving responsive-
ness while reducing latency.

• Virtual Networks are tailored to match specific advanced applications, as well
as provide unique Access to Advanced Resources, such as advanced computa-
tional, sensor, storage and data resources provided by the owners and opera-
tors of new technology. The collection of network, distributed, and advanced
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resources available in a virtual network to an application is called a “slice.”
Slices are an important concept because they can be thought of as the delivery
mechanism for an application.

2.2 The European Commission Future Internet Program

The European Commission has launched the Future Internet Public-Private
Partnership Program [5].

MAIN GOAL: To advance a shared vision for harmonized European-scale
technology platforms and their implementation, as well as the integration and
harmonization of the relevant policy, legal, political and regulatory frameworks.

PROGRAME AIMS: Increase the effectiveness of business processes and
infrastructures supporting applications in areas such as transport, health, and
energy. Derive innovative business models that strengthen the competitive posi-
tion of European industry in sectors such as telecommunication, mobile devices,
software and services, and content provision and media.

PROGRAM APPROACH: The Future Internet Public-Private Partner-
ship Program follows an industry-driven, holistic approach encompassing R&D
on network and communication infrastructures, devices, software, service, and
media technologies. It promotes their experimentation and validation in real
application contexts, bringing together demand and supply and involving users
early in the research lifecycle. The new platform will thus be used by range
actors, in particular SMEs and Public Administrations, to validate the technolo-
gies in the context of smart applications and their ability to support user-driven
innovation schemes.

2.3 The Global Environment for Network Innovations (GENI)

The Global Environment for Network Innovations [6] is a project sponsored by
the USA National Science Foundation. It is open and broadly inclusive, pro-
viding collaborative and exploratory environments for academia, industry, and
the public to catalyze groundbreaking discoveries and innovation in emerging
global networks. GENI is a virtual laboratory at the frontiers of network sci-
ence and engineering for exploring future internets at scale. GENI creates major
opportunities to understand, innovate, and transform global networks and their
interactions with society.

GENI, a virtual laboratory for exploring future internets at scale, creates
major opportunities to understand, innovate, and transform global networks and
their interactions with society. Dynamic and adaptive, GENI opens up new areas
of research at the frontiers of network science and engineering, and increases the
opportunity for significant socio-economic impact. GENI:

• supports at-scale experimentation on shared, heterogeneous, highly instru-
mented infrastructure;

• enables deep programmability throughout the network, promoting innovations
in network science, security, technologies, services and applications;
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• provides collaborative and exploratory environments for academia, industry
and the public to catalyze groundbreaking discoveries and innovation.

2.4 Future Internet Research and Experimentation Initiative

The Future Internet Research and Experimentation Initiative (FIRE) [7] cre-
ates a multidisciplinary research environment for investigating and experimen-
tally validating highly innovative and revolutionary ideas for new networking
and service paradigms. FIRE is promoting the concept of experimentally-driven
research, combining visionary academic research with the wide-scale testing
and experimentation that is required for industry. FIRE also works to create
a dynamic, sustainable, large scale European Experimental Facility, which is
constructed by gradually connecting and federating existing and upcoming test
beds for Future Internet technologies. Ultimately, FIRE aims to provide a frame-
work in which European research on Future Internet can flourish and establish
Europe as a key player in defining Future Internet concepts globally.

2.5 WiMAX

As the first 4G wireless technology, WiMAX [8] combines the performance of
WiFi with the range and quality of service (QOS) of a carrier-grade cellular tech-
nology. WiMAX can provide broadband wireless access (BWA) up to 30 miles
(50 km) for fixed stations, and 3–10 miles (5–15 km) for mobile stations. In con-
trast, the WiFi/802.11 wireless local area network standard is limited in most
cases to only 100–300 ft (30–100 m).

In emerging markets and rural areas, WiMAX is being deployed as a fixed
wireless technology to provide basic internet connectivity to residential and busi-
ness users, without the cost and difficulty of deploying fiber or DSL. In this fixed
capacity, the technology can provide backhaul connectivity for Wi-Fi hotspots
and other IP enabled devices such as VoIP phones and video surveillance cam-
eras. In more developed markets, WiMAX is being used as a mobile wireless
technology by large carriers and operators. The GENI WiMAX projects are cre-
ating open, programmable, GENI enabled “cellular-like” infrastructure on uni-
versity campuses. The WiMAX base station provides network researchers with
wide-area coverage and the ability to support both mobile and fixed end users.

3 Next-Generation Internet Techniques and Protocols

3.1 Software-Defined Networking

The key architectural principle of the Internet is based on the TCP/IP protocol.
Potential Internet roadblocks are: IP networks are based on Autonomous Sys-
tems (AS). An autonomous system is a contiguous set of networks and routers
under control of one “administrative authority.” The basic IP forwarding para-
digm is that all traffic from a given source to a given destination always follows
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the same path. The forwarding table in a router only contains one entry for a
given destination.

Software-defined networking (SDN) is an approach to building computer net-
working equipment and software that allows network administrators to have pro-
grammable central control of network traffic without requiring physical access to
the network’s hardware devices. Conceptually, a router or switch is divided into
two parts: Control Plane: performs configuration and control and Data Plane:
handles packet processing. Vendors tightly couple these two planes. SDN avoid
using embedded routing protocols and specify how to handle specific critical cases.

In Fig. 1 from [9] shows the old and the new architecture of the networks
devices.

Fig. 1. a. Control and data plane, b. SDN architecture

3.2 OpenFlow Protocol

OpenFlow is a new protocol that is an instantiation of SDN. OpenFlow [10]
enables networks to evolve by giving a remote controller the power to modify
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the behavior of network devices through a well-defined “forwarding instruction
set”. The growing OpenFlow ecosystem now includes routers, switches, virtual
switches, and access points from a range of vendors. OpenFlow is based on an
Ethernet switch, with an internal flow-table, and a standardized interface to add
and remove flow entries. In Fig. 2 an example from [11] is given.

Fig. 2. Idealized OpenFlow switch. The flow table is controlled by a remote controller
via the secure channel

3.3 Software-Defined Network Protocol

The ability to build a fault-tolerant and fixed latency communication path does
not exist with todays TCP/IP Internet, but OpenFlow switches can establish
an alternative proposal [12]. First, consider the GENI test bed with OpenFlow
slice having two nodes (initially) with OnTimeMeasure Node Beacons setting.
Between the nodes we can install switch flows using two different paths to demon-
strate an application for remote control of a manufacturing process. The com-
mand line tools in OnTimeMeasure can be used to query the delay and loss
measurements from Root Beacon and display the health of the two paths on
a web page. Second, a preliminary version of the protocol running in a virtual
environment on computers in a single lab is coded. Protocol experiments were
carried out by team members at: Purdue, Ohio State, Kettering University, Uni-
versity of Missouri, and the Lit San Leandro gigabit metropolitan fiber project.
With redundant paths, communication using the proposed protocol can toler-
ate faults increased transmission delay due to congestion of to hardware and,
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thus, reliable communication is achieved. In the event of congestion or failure
of a path, the remaining path(s) support(s) communication between the access
points while a replacement path is built to reestablish the desired level of fault
tolerance.

4 New Internet Applications

Examples of these applications are: monitoring of medical procedures, control
of Hazmat robots, monitoring and control of manufacturing robots, and remote
unmanned vehicle operation. Remote Process Control - Reliable networks can
provide new ways for controlling processes from afar, allowing engineers, artists,
and experimenters to remotely control surgery robots, or advanced manufactur-
ing processes, such as 3D printing, regardless of how close they are to the means
of production. Such communication is needed for tasks including remote medical
procedures, the control of robots used to clean up after a chemical or nuclear
disaster, and the control of manufacturing processes.

4.1 Internet of Things

In 2010, Hans Vestberg, CEO of Ericsson group, predicted that by 2020, 50 billion
devices would be connected to the internet. The Internet of Things (IoT) [13]
is an emerging network superstructure that will connect physical resources and
actual users. It will support an ecosystem of smart applications and services
bringing hyper-connectivity to our society by using augmented and rich inter-
faces. Whereas in the beginning IoT referred to the advent of barcodes and Radio
Frequency Identification (RFID), which helped to automate inventory, tracking
and basic identification, today IoT is characterized by a dynamic trend toward
connecting smart sensors, objects, devices, data, and applications. The main
domains of IoT applications include the following.

• Transport/Logistics. By creating a connection between the two flows, an
Internet of Things (IoT) for transport logistics may be created in which the
logistics objects or “things” are capable of processing information, communi-
cating with each other, and making their own decisions [14].

• Smart Home: The three main aspect of the smart home includes: (1) resource
usage (water conservation and energy consumption), (2) security and (3) home
comfort. Today, many of these products are still involved in small pilot pro-
grams. The security issues - complex security systems for detecting theft,
fire or unauthorized entry. Do-it-yourself (DIY) kits are creating competition
across previously separated home automation sectors. Most of them are cloud-
based services. According to [15], custom-designed smart home systems will
grow at only a 7-percent rate, compounded annually, to $2.2 billion in 2017.
DIY kits will grow much faster but still only reach $200 million in annual sales
by then. In contrast, connected home systems will explode from a $300-million
base to $1.5 billion in 2017.
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• Smart Cities: The term smart city is still not well defined. This is an urban
area providing better quality of life. Mr. Rudolf Giffinger, professor at the
Department of Spatial Planning, Centre of Regional Science, Vienna Univer-
sity of Technology et al.’s model [16] elucidates the characteristics of a smart
city, encompassing economy, people, governance, mobility, environment and
living. A smart city should not only be understood as an “intelligent” city but
above all as an informed and needs-based city oriented towards the future. It
will include smart metering, infrastructure for charging electric vehicles, and
remote patient monitoring.

• Smart Factory: The industrial value chain, including product design, produc-
tion planning, production engineering, production execution, and services were
implemented separately. Today, new technologies are bringing these worlds
together in exciting ways. Maintenance of machinery will be facilitated by con-
nected sensors, allowing for real-time monitoring. Workers will be replaced by
complex robots [17].

• Retail: Retailers realize both customer needs and business needs. M2M (Mach-
ine to Machine) Technology Building Blocks is described in [18]. Having infor-
mation in real time helps enterprises to improve their business and to satisfy
customer needs [19].

• Smart Energy/Smart Grid: The key issue is to detect ways to save energy
and it is based on smart metering.

4.2 Applications in Education, Libraries and Museums

Holograms, lenticulars, and 3D television systems are the latest additions to high
tech museum displays enabling the viewer to see museum artifacts in a whole new
light. To bring these apps to life, developers leverage the unique capabilities of
next-generation networks, including: High speed, multiple bi-directional streams
of uncompressed video; Software-defined networks (e.g. OpenFlow), promising
dramatically-improved control over network routing and optimization; Networks
with capabilities such as virtual network slices matched to application require-
ments and distributed programmable resources throughout the network; Inte-
grated wireless networks to facilitate, for example, sensor networks and contin-
uous remote monitoring.

Some new-generation internet applications in education, libraries and muse-
ums are [20]:

• Cuyahoga County Public Library is partnering with Case Western Reserve
University and One Community to bring a one-gigabit broadband connec-
tion to the new Warrensville Height branch, serving 20,000 residents from an
economically disadvantaged community;

• Rutgers University Libraries is a lead partner on the Video Mosaic Collabora-
tive (VMC), to create a portal to enable teachers and researchers to analyze
and use over 20 years of classroom videos to transform mathematics research,
teaching, and learning;
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• San Francisco Public Library is developing a Teen Media Learning Lab in
partnership with local education, museum, technology, and media organiza-
tions, to create a free, seven-day-per-week, interactive digital media learning
space for youth;

• Graduate School of Library and Information Science at the University of Illi-
nois Urbana-Champaign hold a series of four continuing education forums to
enhance understanding of how libraries can adopt and use next-generation
internet networks to address social inclusion through the organization US
Ignite;

• High Quality Open Source Web Conferencing: Big Blue Button System will
gives remote students multiple HD camera angles, high-quality audio and
synchronized slides;

• Engage3D Conferencing: This in-browser application can bring the Aquar-
ium’s educational offerings live, interactive, and in 3D into these classrooms
at no additional cost to the school. Unlike a simple video, this application
allows students to interact with the content moving, seeing, exploring;

• Lynx Laboratories, Real-Time 3D Modeling Cameras. 3D Creation A camera
for all your 3D creations that is as easy to use as a point-and-shoot (http://
www.engadget.com/2013/02/02/lynx-a/);

• Hyperaudio Pad It is a transcript for audio and video based media, making
them more accessible, searchable, navigable and index able. Hyperaudio Pad
allows people to assemble and remix media as easily as they would a document
(http://www.youtube.com/watch?v=Y-hZk4GI6a0);

• LITE Virtual Reality Workforce Development - Workforce development is
based on virtual learning and interactive digital media technology. The use of
advanced networking allows interactive training with several sites simultane-
ously;

• Luminosity - Easily creates interactive scientific visualizations in a web appli-
cation focusing on simplicity. This web application enables a wider audience
to participate in scientific research, data exploration and discovery.

5 Conclusions and Future Work

A vision of a new kind of global virtual museum of the future starts with exhibits
anywhere, anytime. Example of such museums is the Vatican Museum. It pro-
vides visitors with the opportunity to take virtual tour of some of the dozen of
museums and galleries from the Vatican collection. The visitors can view a three
dimension video of the Sistine Chapel. We are trying to experiment some of the
new techniques in the museum of Parzardjik. Historical Museum in Pazardjik
is one of the most popular museum in Bulgaria. It is one of the first museums
in the country. It is divided into several sections: Archaeology, History of Bul-
garia XV-XIX century Ethnography, Modern History, Contemporary History,
Foundations and scientific records. Archaeology will meet the moral culture of
the region reflected in the pottery of the Stone Age, Middle and Western coins,
weapons, ornaments, and has one of the most complete collection of the Thracian
artifacts.

http://www.engadget.com/2013/02/02/lynx-a/
http://www.engadget.com/2013/02/02/lynx-a/
http://www.youtube.com/watch?v=Y-hZk4GI6a0
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Abstract. The paper presents the concept of local and metropolitan
wireless mesh networks operating in millimeter-wave band. These self-
organizing networks may be used as the high-throughput backbones for
emerging 5G communication systems, as well as standalone networks
providing extensive QoS, mobility, reliability and ultra-high throughputs
for the connected users. The paper observes the current state and the
prospects of the development of the millimeter-wave mesh networks. The
paper outlines the network logical structure including MAC level design,
routing and resource allocation. The problem of delay-optimal schedul-
ing within Spatial TDMA is formulated, and a simple fast algorithm
for scheduling is proposed. The experimental results provided prove the
algorithm allows to utilize the network resources at very high rates while
building scheduling sufficient for delay-critical applications.

Keywords: Wireless mesh networks · STDMA · Millimeter-wave net-
works · Optimal scheduling · 5G networks

1 Introduction

Centimeter wave broadband wireless networks are currently one of the main
trends in the telecommunication industry. Wireless networks including UMTS,
cdma-200, WiFi (IEEE 802.11), WiMax (IEEE 802.16) are widely spread, have
many advantages including rapid installation, mobility, price, often becoming
the only cost-efficient solution.

However the high occupation of the centimeter band imposes strict restric-
tions on the allowed bandwidths and, consequently, limits the information trans-
fere rate. In particular, WiFi network equipment that operates in the centimetric
band 2.4–6.4 GHz, provides a nominal speed of 54 Mbit/s with a broadband of
20 MHz and 108 Mbit/s turbo at 40 MHz. The equipment that implements a new
standard IEEE 802.11-2012 [2] and using MIMO technology provides the max-
imum data transfer speeds up to 600 Mbit/s. However, even these rates imple-
mented on the basis of traditional technologies are not sufficient to satisfy the
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quickly and continuously growing volume of multimedia information. To this
end, lots of research centers all over the world are working hard to dramaticaly
increase the performance in the wireless networks.

One of the main trends in the development of the ultra-high capacity (over
1 Gbps) wireless networks is the transition from the traditional centimeter-wave
band to the millimeter-wave band (60–100 GHz). This transition is characterized
as a new wave of innovation in the area of wireless communications, comparable
to the advent of the cellular standards and the invention of WiFi [4–6].

Although the millimeter-wave has been attracting the attention of the net-
works developers for a long time, but its practical usage in the telecommunica-
tion systems was limited by the 40 GHz until recently. Following the adoption
of licensing regulations in 2005 by the Federal Communications Commission, a
number of the first millimeter wave radio equipment appeared. In 2006, the Euro-
pean Institute of Telecommunications Standards (ETSI) has published technical
rules on equipment operating in the E -band frequencies (71–76 and 81–86 GHz).
These regulations conform to EU requirements and allow commercial use of the
wireless E-band equipment in Europe. By today, many countries are adopting
the E-band for wireless point-to-point communication systems, working in the
short-wave part of the millimeter range.

The mm-wave electronic components with acceptable characteristics and
price appearance, the increased centimeter-wave band occupancy and the novel
multimedia applications development lead to the practical development of the
E-band communication systems.

The low millimeter-wave band occupancy, the wide bandwidth allocation
possibility (up to 5 GHz), the simplified spectrum regulations make the mm-
wave band a unique choice for the implementation of personal, local, regional
or metropolitan area networks, as well as for the point-to-point communication
systems. Other advantages of the mm-wave band include but not limited to:

– ultra-high data transfere rate up to 10 Gbps;
– the possibility of creating miniature phased array antenna systems. It is even

possible to create chipset-integrated antenna systems, as achieving a narrow
radioation pattern for greater antenna gain require smaller antenna size;

– the heavy signal attenuation in the mm-wave band is an advantage as it limits
the signal propagation distance and simplifies the frequency planning task;

– it is possible to implement different scrambling schemes, error-correction cod-
ing, utilize simple modulation schemes and multiple access methods;

– the narrow-band communications secrecy and integrity, i.e. the resistance to
interference and attempts for unauthorized connections.

The nowadays existing mm-wave band telecommunication solutions may be
broadly divided into two parts: point-to-point communication systems and per-
sonal area networks (PAN). The point-to-point communication systems are used
rather often by LTE or WiMax networks operators to interconnect the base sta-
tions, or to build a wireless connection between buildings. These systems pro-
vide very fast connections with up to 10 Gbps speed, but are very expensive,
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require manual configuration and normally can not be used to build a cost-
efficient network, covering a relatively large area, or to build a local network
comprising many nodes with the up to 100 m distances. The PAN standard
IEEE 802.15.3 amendement IEEE 802.15.3c “Millemeter-Wave-based Alterna-
tive Physical Layer Extension” was published in 2009, October. In November,
2009 the European standard ECMA-387 “High Rate 60 GHz PHY, MAC and
HDMI PAL” was published [3]. These two standards cover the personal area net-
works operating in 60 GHz. One of the main applications of these technologies is
to provide multimedia system components with wireless connections, replacing
HDMI cables with wireless links. One should also mention the Wireless Gigabit
Alliance (WiGig), found on May, 2009 by a number of industry leaders including
Atheros, Broadcom, Dell, Intel, LG Electronics, Marvell, Microsoft, NEC, Nokia,
Panasonic, Samsung Electronics and others. NXP, Realtek, STMicroelectronics,
Tensorcom, Cisco, Texas Instruments and many other companies also entered
the alliance later. By now, the specification produced under the WiGig alliance
is included in the amendment IEEE 802.11ad, which final version was recently
published. The standard enables to use 60 GHz spectrum in line-of-sight com-
munications, at rather close distances to significantly boost the communications
speed. Nevertheless, there are no existing solutions for building local, regional
or metropolitan area networks with mm-wave equipment.

The outlined advantages of the mm-wave band for communications systems
development coupled with the weaknesses of the existing centimeter-wave solu-
tions, the increased throughput requirements introduced by the modern appli-
cations and the lack of scalable cost-effective mm-wave wireless solutions for
implementing LANs and MANs, raise the actuality of the mm-wave multihop
wireless mesh networks design and development.

The mm-wave mesh network will be overviewed in the next station. After-
wards, the base station protocol stack design will be presented. Finally, the paper
will focus on time resources scheduling, which is one of the most significant part
of the TDMA-based channel access method used in the network.

2 Millimeter-Wave Mesh Network Design

The self-organizing wireless millimeter-wave mesh network is formed by a num-
ber of base stations. The base stations functions include networks and neighbor-
hood discovery, associations establishment, links management, user traffic trans-
mission and bridging with existing wired and wireless networks like Ethernet,
WiFi, WiMax, LTE and others. Each base station includes a frequency-duplexing
transceiver, allowing to send and receive data simultaneously using two separate
frequencies, which significantly increases the base station throughput. Figure 1
gives an example of a small mesh network.

The protocols forming the base station stack were designed with scalability
in mind so the network is able to provide sufficient delays and throughputs char-
acteristics when consisting of more then 100 base stations. Taking into account
a typical distance of 500 m between neighbour stations the network may cover
an area of 5 × 5 kilometers or even more.
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Fig. 1. Wireless mm-wave backbone mesh network example.

Each base station automatically selects the frequency pair when joining the
network. The frequency pair choice made by the base station determine its pos-
sible connections. Say, if station A choosed frequency F1 for transmitting and F2

for receiving then it will be able to establish the connections with the stations
using F2 for transmitting and F1 for receiving. The frequency assignment may
be changed afterwards as a result of topology change, station movement or any
other reason.

The network throughput is further increased due to the very low interference.
To achieve high antenna gain the base stations transceivers use antenna arrays
forming narrow beams which also allows avoiding collisions between densely
spaced transmissions. The mm-wave signal heavy attenuation further reduces the
collisions probability. These factors make it possible to ignore the interference in
most cases however one must pay the attention to the transmissions coordination
and synchronization both over the time and over the space.

Each base station comprises the only transceiver. Consequently, the base sta-
tion is able to perform a single upload and a single download simultaneously.
Because of this the maximum number of neighbours limit was forced (four sta-
tions, by default) as otherwise in some scenarios the link throughput may become
arbitrary small.

The channel access method used in the network is Spatial TDMA [7]. Time
scheduling is performed both localy by the stations, and centraly by the root sta-
tion. For instance, the neighbour stations may decide to temporary boost their
connection by allocating an additional time interval for it while the root station
is in charge of more complicated scheduling functions, including time intervals
allocation for multihop transmissions and spanning trees. The multihop trans-
mission that was scheduled by the root station is called a virtual channel. The
root allocates the same time value for all links transmitting a given virtual chan-
nel, so neither channel may have a bottleneck. Virtual channels and spanning
trees are being used for extensive QoS support to allow transmitting the most
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critical or preprovisioned user data being sent with minimal delay and maxi-
mal priority. The STDMA implementation and scheduling will be discovered in
more details in further sections. Time synchronization which is critical for any
TDMA-based access is achieved using GPS/GLONASS adapters.

To bridge with miscellaneous local networks base stations implement IEEE
802.1D [14] bridge standard. This allows connecting the mesh network with
existing networks including Ethernet, WiFi, WiMax and others.

3 MAC Layer Architecture

The base station MAC layer is in charge of links management, channel access and
STDMA scheduling, network discovery, association and disassociation, mobility
managment, frames routing, external networks discovery, root station election,
and other essential functions. The layer structure is presented in the Fig. 2.

The primary MAC layer services include the following:

– Traffic classification and queueing management services for QoS management.
– A proactive routing protocol Mesh Link State Routing (MLSR) which is used

as a default routing facility. The protocol is based on OSPF [15] and OLSR
being adjusted for the mm-wave mesh network characteristics.

– Network discovery, association and disassociation, links management, local
scheduling and other essential management functions are implemented in
Mesh Management (MMAN) service.

– Mesh Resource Allocation Protocol (MRAP) is in charge of transmitting vir-
tual channels creation, modification or deletion requests and schedules prop-
agation.

Fig. 2. MAC layer design.
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– The root base station election, backup root stations selection, configuration
and synchronization along with other root-related management functions are
provided by the Mesh Root Management Protocol.

The base station uses several PHY-layer access modes:

– Data transmission mode (DTM) is used to transmit user, control and man-
agement frames through the link.

– Neighbour stations may adjust their antennas configurations to decrease the
error rate using Antenna Tuning Mode (ATM).

– Each associated base station periodically transmit a special Beacon-frame
simulating broadcast in Beacon Broadcasting Mode (BBM).

– Association Request Mode (ARM) is being used by the station that would like
to associate with the network or to create a link with a new neighbour.

4 Scheduling in Spatial TDMA

The efficiency of any Spatial TDMA implementation depends heavily on the time
scheduling algorithms. The quality of schedules being built affects the end-to-
end delays for multi-hop transmissions, the stations and network throughputs
and even the load balancing. These characteristics depend on the scheduling
algorithm type, the criteria that was utilized and, of course, on the algorithm
design and implementation. Many of the scheduling problems are NP-complete,
so usually there is no straight way to achieve the optimal characteristics.

There are several ways to implement scheduling within Spatial TDMA, and
some of them are used in the mm-wave mesh network MAC layer. These meth-
ods are observed briefly below, then a detailed review of the Spatial TDMA
implementation is presented and finally we give the heuristic algorithm along
with its simulation results.

First of all, the stations or links may be granted the equal time intervals
to communicate with the neighbours, i.e. each station periodically has a time
interval when it can send its data to the neighbours or receive data from them.
These intervals can be selected when the station enters the network, so neither
coordinator nor any complex network knowledge is required. If the station needs
to discover a remote station that is not in its strict neighbourhood, the standard
protocols like AODV [17], OLSR [16] or HWMP [2] may be used. To implement
this type of scheduling one needs to synchronize the stations and find a way to
allocate the slots for the new stations entering the network or to schedule the
new links when the network topology changes. Despite of the fact that the slots
allocation for each link may be reduced to the edge-coloring problem, in many
instances this approach may be implemented relatively simply and it doesn’t
require lots of computational resources but lacks the ability to support multihop
transmissions at the stage of time-resources allocation.

Another local scheduling approach is based on the idea that some stations
act as access points to the others. These access points may broadcast beacons
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to indicate the superframe start, send out timing and resource allocations para-
meters, and perform the scheduling [1]. Whenever a station A that is connected
to the access point B needs a time slot to transmit its data, it sends a request
to the access point. The access point schedules the requested transmission and
informs the client about the slot starting time and its duration. This approach
is widely used in many wireless networks including IEEE 802.11, IEEE 802.16
and IEEE 802.15.4.

On the other hand, the schedule may be built for a large group of stations. For
example, some dedicated server station may accumulate all bandwidth requests
from all stations, build the schedule for the whole network at once and propa-
gate the schedule over the network. The slots in the schedule may be allocated to
provide the optimal access for separate stations depending on their current load,
as well as to provide the time resources for multihop transmissions based on the
information of the running applications QoS requirements, including bandwidth
and timing limitations. The latter approach allows uniform scheduling the mul-
tihop transmissions over all their paths at once thus avoiding the bottlenecks: if
the station A sends some data to the remote station D through their common
neighbour C, the schedule will contain the equal number of slots for both A-C
and C-D transmissions. The same task may be solved faster and in more reli-
able way by some distributed resource allocation protocol without the dedicated
central station, though using the server can lead to better schedules. The server-
based approach for multihop transmissions scheduling is discussed below more
detailing as it is used in the mm-wave mesh network base station MAC level.

Prior to build the scheduling algorithm one needs to determine the criterias
to be optimized in the produced schedules. Lots of prior work, see [8–13], was
focused on building the minimal-length schedules, as well as on maximizing
the absolute and relative throughputs or minimizing the schedules delay. The
widely used approach for building the algorithms maximizing the throughputs
or minimizing the multihop transmissions delays is to decompose the problem
into two parts: routing and time slots allocation. This decomposition allows
simplifying the original task: the first part may be solved by the well-studied
methods including Dijkstra, Bellman-Ford or Floyd-Warshall algorithms [18].
Unfortunately, the optimal time slots allocation problems for minimizing delay
or maximizing the throughput are NP-complete.

4.1 Spatial TDMA Implementation

According to Spatial TDMA scheme the links should be granted time inter-
vals. Considering the wireless networks, TDMA-based channel access methods
usually have to account interference. To avoid the collisions while transmitting
over interfering links these links must be scheduled in different time intervals.
However, since the heavy attenuation in the mm-wave band and the narrow
beams used by the base stations, the interference in the mm-wave mesh net-
work may be neglected. This allows assuming just two possible types of con-
flicts to be different transmissions simultaneous receptions by the same station
and the simultaneous transmissions by the same station to different neighbours.
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Fig. 3. STDMA time intervals and superframe structure.

The drawback of the narrow beams is that any time the station may send its
data to only one neighbour, so it is impossible to use the broadcast nature of
the wireless transmission.

MAC layer uses the three-layered time gradation, see Fig. 3. Time is divided
into steps. The step is the shortest time interval that can be granted to any link.
The step acts like a slot in the described above scheduling methods. A typical
step duration is 100 us. Each ten consequent steps form a slot, which is 1 ms by
default. The slot is a periodic structure used in the basic access: every link has
one associated step to transmit in both directions during each slot. The step is
assigned when the connection is established but can be changed afterwards. By
default, first four steps in each slot are used for such assignment. Consequently,
each station can have four connections at most by default. Other steps (six
by default) are scheduled dynamically either by the negotiation between the
neighbours, or by the root station. Several consequent slots forms a superframe.
Superframes are being used by the root station for scheduling spanning trees and
multihop transmissions. The superframe duration may vary depending on actual
network size and load. A typical superframe duration for the network consisting
of 100 stations operating under the heavy load is 50 ms. It should not be too large
as this will increase the overall delay in the network while too small superframe
duration values may decrease the quality of multihop transmissions serving.

The mm-wave mesh network implements several scheduling methods utilizing
different scheduling approaches. The basic access method states that each station
is being granted one step in each slot for each neighbour it has. Because of the
full-duplex nature of the base stations, the network topology may be represented
with a bipartite graph. The task of assigning each link to one step in each slot
may be reduced to the edge coloring problem which is easily solved for bipartite
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graphs: the number of colors is always equal to the maximal node degree. Since
the maximum number of neighbours is limited by four by default, the number
of different steps needed to schedule all the links in the network is also four (if
there exists a station with four neighbours).

The steps not distributed uniformly according to the first approach may be
used in three different ways. First of all, these steps can be temporary captured
by the neighbours to boost their connection in the case of increased traffic load.
The neighbours may negotiate a step that is available for both stations and use
it in the same slot to temporary increase their connection capacity.

Secondly, the root station provides the network with a schedule for transmit-
ting data over the spanning tree. The trees transmitting schedule comprises two
parts: data aggregation and data propagation. The data aggregation part is used
to forward data from all stations to the root while the data propagation part
following the aggregation is being used to propagate the data from the root to all
other stations in the network. The whole tree schedule fits into the superframe,
so any data fitting into the steps allocated for the tree will be delivered to the
destination during the time interval, limited by the superframe length.

Finally, the central station builds the schedule minimizing the multihop trans-
missions delay and balancing the network load. If station A needs to create a
virtual channel to station B with specific capacity and delay requirements, it
sends the request to the root. The root collects the virtual channels creation,
modification and deletion requests, rebuilds the schedule for all collected requests
and propagates this schedule over the network. Each virtual channel may consist
of several different paths, the only requirement is that each link that belongs to
the path obtains the same number of steps in the schedule. The station that
originated the virtual channel creation request is obliged to primarily use the
created channel for the traffic it requested the channel for.

The root station builds spanning tree and multihop transmissions schedules
for the duration of the superframe. For example, if the superframe consists of
50 consequent slots, and each slot uses its first 4 steps for the basic access
(uniform distribution of the steps between the links), then the schedule will
occupy 300 steps. Unless the schedule being updated by the root, all the stations
use the same schedule. This means that if station A was scheduled to transmit
data of the virtual channel h to station B during the step s then station A
will transmit another portion of channel h in the same step s of the current
superframe, the next superframe and so on. Because the first steps used in the
basic access method are never utilized by the schedules, they will be further
ignored to simplify the algorithms and computations. For the example given
above, it is supposed that the superframe consists of the 300 sequential steps.

To figure out the nature of the delay in the multihop path, consider the
schedule for path A → B → C. Let sAB be the step number assigned to the link
A → B, and sBC be the step number assigned to the link B → C. If sAB < sBC ,
the link A → B is scheduled prior to the link B → C and the delay is sBC −sAB .
Since all the steps are scheduled within a single superframe, the path delay will
be limited by the superframe length d. But if the link B → C is scheduled prior



20 V. Vishnevsky et al.

to the link A → B then the single message can not be transmitted during one
superframe: at the time a message arrives at station B, the station B order
to transmit to station C had passed and station B has to wait for the next
superframe to send the message over the link B → C. This means that in case
when sAB ≥ sBC the path delay will be calculated as sBC + d − sAB where
d is the superframe length. The occasion when some link is scheduled prior to
the previous link will be called inversion. If path π has n inversions its delay
δ ∈ [nd, (n + 1)d].

Let the bipartide digraph G =< V,E > where |V | = N, |E| = M and
e1 = (v, u) ∈ E ⇔ e2 = (u, v) ∈ E ⇔ [stations v, u are connected] represent the
network. Let C = {cij} ∈ {0, 1}N×N be the vertex incidence matrix.

The superframe consists of T steps, E is the step duration and B is the link
capacity. Each step can transmit E × B at most. The virtual channel request
is divided into k = ⊗r/(E × B)⊕ subrequests. If the virtual channel requested
capacity r > E × B it compirses more then one subrequest. Each subrequest
capacity is assumed to be equal to B so there is no need to hold the capacity
in the subrequest description. The subrequest can be represented with a couple
< u, v > where u ∈ V is the channel source and v ∈ V is the channel sink.
Let S = {< u1, v1 >,< u2, v2 > . . . , < uR, vR >} be the set of all sub-
requests and |S| = R. In the following it will be assumed that all vertices,
edges and subrequests are enumerated. Numeric values 1, 2, . . . , N will be used
to address vertices, 1, 2, . . . ,M to address edges and 1, 2, . . . , R to address sub-
requests. If the request r was divided into subrequests s1, s2 . . . , sc, and the sets
of steps T1, T2 . . . Tc were assigned for these subrequests the virtual channel will

be formed by the union
c⋃

i=1

Ti of steps. In the following the same index r may be

used to either address the subrequest, or the virtual channel that was created
for the request the subrequest r was built for.

Finally, let the matrix H = {hfe} ∈ {0, 1, . . . , T}R×M be the schedule: if hfe

is non-zero, the virtual channel f will be transmitted over the link e = (i, j)
in the time step hfe. Otherwise, the link e is not used to transmit the virtual
channel.

Let the virtual channel of the subrequest r being transmitted through the
path φr = v0, v1, . . . , vNr

= Dr and em−1 = (k, i), em = (i, j). Then the delay
on the m-th hop may be found as

lr,m =
{

hr,em − hr,em−1 , hr,em > hr,em−1

T + hr,em − hr,em−1 , hr,em < hr,em−1

The total path delay Lr can be found as a sum Lr =
Nr∑

k=1

lr,k. The problem of

minimal delay scheduling can be formulated as a problem of finding the matrix
H : max

r∈{1,2,...,R}
Lr → min.
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4.2 Problem Formulation

The problem of building the multipath delay-optimal schedule will be formulated
as an integer linear program (ILP). The program is built with the following
variables:

– xr
i,j is a binary variable that is assigned 1 iff the virtual channel r is being

transmitted over the link (i, j) where i, j = 1, N, r = 1, R;
– yr

i is a binary variable that is assigned 1 iff the node i receives the data of the
virtual channel r where i = 1, N, r = 1, R;

– ur,t
i,j is the binary variable that is assigned 1, iff the virtual channel r is being

scheduled to transmit over the link (i, j) in the step t where i, j = 1, N, r =
1, R, t = 1, T ;

– bri,j = 1, T is an integer variable holding the step number in which the link
i, j is scheduled to transmit the virtual channel r where i, j = 1, N, r = 1, R;

– pri is a binary variable that is assigned 1 if the node v is scheduled to transmit
the virtual channel r prior to receive it, i.e. the inversion takes place at the
node v. Here i = 1, N, r = 1, R;

– qri is a binary variable that is assigned 1 iff the node v is scheduled to transmit
the virtual channel r prior to receive it, i.e. the inversion takes place at the
node v. If the node v doesn’t transmit the virtual channel r, this variable will
be assigned 0. Here i = 1, N, r = 1, R;

– w−r is the step that is scheduled for the virtual channel r source to transmit
it where r = 1, R ;

– w+r is the step that is scheduled for the virtual channel r sink to receive it
where r = 1, R;

– ar is an integer variable that is assigned the number of iversions occuring on
the virtual channel path. It is obvious that no inversion may take place at the
source or at the sink. Here r = 1, R;

– lr is an integer variable holding the accumulated delay of the virtual channel
r where r = 1, R;

– L - the delay upper bound.

Paths unique and existence constraints:

P1: ∀r = 1, R ∀i = 1, N, i 	= Sr,Dr :
N∑

j=1

xr
i,j =

N∑

k=1

xr
k,i is the flow conserva-

tion constraint;

P2: ∀r = 1, R ∀i = 1, N :
N∑

j=1

xr
i,j ≤ 1 is the outgoing flow value constraint.

Taking into account M1 the same constraint will appear to the input flow value.

P3: ∀r = 1, R :
N∑

j=1

xr
Sr,j

>
N∑

k=1

xr
k,Sr

is the source node flow value, must be

positive.

P4: ∀r = 1, R :
N∑

k=1

xr
k,Dr

>
N∑

j=1

xr
Dr,j

is the sink node flow value, must be

negative.
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P5: ∀r = 1, R ∀i, j = 1, N : xr
i,j ≤ cij is a pair of nodes may be scheduled iff

the nodes are connected.

P6: ∀r = 1, R,∀i = 1, N : yr
i =

N∑

k=1

xr
k,i is the variable is assigned 1 iff any

incoming edge of the given node in the given slot is scheduled for transmission.

Steps assignment constraints:

A1: ∀r = 1, R,∀i, j = 1, N :
T∑

t=1
ur,t
i,j = xr

i,j is any link and any request is

being scheduled only if the given link was selected to transmit the flow for the
given request.

A2: ∀t = 1, T ,∀i, j = 1, N :
R∑

r=1
ur,t
i,j ≤ 1 is any link at any step may transmit

one flow at most.

A3: ∀t = 1, T ,∀i = 1, N :
R∑

r=1

N∑

j=1

ur,t
i,j ≤ 1 is any node at any step may

transmit via one link at most.

A4: ∀t = 1, T ,∀i = 1, N :
R∑

r=1

N∑

k=1

ur,t
k,i ≤ 1 is any node at any step may

receive the data via one link at most.

Delays computation constraints:

D1: ∀r = 1, R,∀i, j = 1, N :
T∑

t=1
tur,t

i,j = bri,j is the step number in the

schedule. May take values 1, 2 . . . T .

D2: ∀r = 1, R,∀i = 1, N :
N∑

k=1

brk,i ≤ Tpri +
N∑

j=1

bri,j . If an inversion during

transmitting the flow r in the intermediate node i takes place, the variable pri
will be assigned 1.

D3: ∀r = 1, R,∀i = 1, N : qri = yr
i p

r
i . The variable is assigned 1 if an inversion

at the node i takes place and the flow is being transmitted through that node.

D4: ∀r = 1, R : ar =
N∑

i=1

qri is the upper bound on the number of inversions

appearing during transmitting the flow r.

D5: ∀r = 1, R : w−r =
N∑

j=1

brSr,j
is the step number when the flow source

sends it.

D6: ∀r = 1, R : w+r =
N∑

k=1

brk,Dr
+ Tar is the upper bound on the step

number when the flow sink receives it.
D7: ∀r = 1, R : lr = w+r − w−r is the upper bound on the accumulated

delay through the path of the flow r.
D8: ∀r = 1, R : L ≥ lr for computing L as the upper bound of the set

{lr : r = 1, R}.
The constraint D3 uses the binary variables multiplication. To linearize the

constraint it may be equally transformed into the two linear constraints:
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D3.1: ∀r = 1, R,∀i = 1, N : yr
i + pri − qri ≤ 1

D3.2: ∀r = 1, R,∀i = 1, N : −yr
i − pri + 2qri ≤ 0

Finally, the integer linear minimization problem can be formulated:

L0 = min
P1−P6
A1−A4
D1−D8

L

4.3 Heuristic Scheduling Algorithm

To solve the minimum-delay scheduling problem in an efficient way, the heuristic
algorithm was developed. The algorithm works fast enough and is easy to imple-
ment. The algorithm is based on Dijkstra routing [18] utilizing a very specific
way to find the edges weights.

Let IsFree(n : Integer, u : Node, v : Node) : Boolean be the function
returning True if and only if the step n is not scheduled yet for the link (u, v).

The function NearestStep(s : Integer, u : Node, v : Node) returns the step
number n that is the closest one to the step s in the future and IsFree(n, u, v) =
True. If there is no free steps for the given link the function returns NIL. To
simplify the computations, all functions using step numbers are assumed to
operate with (modT ): step numbers s, s+T , s+2T , . . . address the same step.
Using this assumption, the function NearestSteps(s, u, v) is always expected to
return either NIL, or the value greater then its first argument value s.

Finally, let w be the array of weights (this type will be denoted as Weights
below), as expected by Dijkstra algorithm. In the developed metric weight has
the semantic of the step number at which the node receives the flow: if w[v] < ∞
the node v is scheduled to transmit the flow that is currently routed at the step
w[v](mod T ).

The relaxation DelayRelax(linkSrc : Node, linkDst : Node,w : Weights)
function used in the Dijkstra routing algorithm works as follows:

Input: linkSrc, linkDst, w
Result: the nearest empty slot offset or NIL
n ← nearestStep(w[linkSrc], linkSrc, linkDst);
if n 	= NIL then

return n
else

return NIL
end
To describe the algorithm we also need to define several additional functions:

– Let DijkstraDelayRoute(s : Node, d : Node,w : Weights) : Path be the
Dijkstra algorithm implementation using DelayRelax() function instead of
default Relax(), and returning the path with the minimal possible delay.

– The function Schedule(path : Path,w : Weight, subreq : Subrequest) writes
into the current schedule that each link l = (u, v) ∈ path is being set to
transmit the flow for the subrequest subreq in the step w[l.v](mod T ).
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– The function InitializeWeights(netw : NetworkGraph, source : Node,w :
Weights) initializes the weights array by writing w[v] ← ∞ for all v 	= source,
and w[source] ← 0.

To this end, the scheduling algorithm DijkstraDelaySchedule(R : Requests,
G : Network) can be defined:

Input: reqs : Set of Requests, netw : NetworkGraph
Data: subs : Array of Subrequests
Data: path : Path in the network graph
Data: w : Weights array
subs ← BuildSubrequests(r);
Sort(subs);
foreach subreq ∈ subs do

InitializeWieghts(netw, subreq.source, w);
path ← DijkstraDelayRoute(subreq.source, subreq.destination,w);
if path 	= NULL then

Schedule(path,w, subreq);
end

end
The subrequests array created on the first step is being sorted at the step

two via function Sort(s) call. The subrequests may be ordered with different
strategies, but the default one is to put the subrequests built from the requests
with a bigger capacity prior to the subrequests of the requests with a smaller
capacity.

The algorithm is simple and achieves good delay results, which was proved by
the simulation. A useful side effect is the increased load balancing: a large flow
may be scheduled over several distinct paths, so when the network load increases
the paths become longer, covering the nodes those were not used before. The
simulation also proves that the under very heavy load the station service ratio
may even be very close to 1.

4.4 Simulation

To analyze the performance of the DijkstraDelaySchedule() algorithm the sim-
ulation experiment was built. The simulation was performed over the network
sizes ranging from 10 to 1000 nodes with randomly generated virtual channels
requests uniformly distributed over the whole network. During the experiment
the data rate was limited by 1666 Mbps. As the first four steps in each 10-step
slot were used for the uniform neighbours access (as described above), multi-
hop scheduling algorithm was able to use 60 % of the time and consequently
≈1000 Mbps.

The number of virtual channels requests is varied from 1 to 600 for the net-
work consisting of 100 stations, each of them required 100 Mbps capacity (con-
sequently the requested network throughput varied from 100 Mbps to 60 Gbps).
The average path length is 3.5 hops in all the experiments. One may observe
that under these conditions the total required network capacity is varied up to
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Fig. 4. Average and maximum path delay in ms against the number of 100 mbit 3-hops
virtual channels requests.

Fig. 5. Average granted capacity to the requested ratio.
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Fig. 6. Average base station throughput.

2100 = 600 × 3.5 Mbps per station which is more then 1000 Mbps (the capac-
ity the station may provide for virtual channels transmission). It is possible to
schedule most of the virtual channels till the number of requests exceeds 300.
Afterwards the ratio of the granted capacity to the requested one downgrades,
see Fig. 5. The average and maximum delays are illustrated in Fig. 4. It can be
noted that while the maximum delay of a single path may become rather large,
the average path delay is still small enough to provide sufficient QoS for VoIP and
other delay-critical applications. As each virtual channel contains several paths,
the average virtual channel delay may be lower then its maximum path delay.
Meanwhile the average throughput per base station is growing along with the
requests number and reaches 870 Mbps achieving 87 % of the possible network
throughput, see Fig. 6.

5 Conclusion

The paper outlined the key features of the emerging mm-wave mesh networks.
The networks may be used as the backbones in 4G and 5G networks as well
as standalone LAN and MAN networks supporting mobility, QoS, ultra-high
throughput and providing high reliability and scalability. These networks may
overcome traditional wireless networks in sense of throughput, scalability and
reliability providing up to 10 Gbps data transmission rate over large distances.

The network design, primary MAC layer services and Spatial TDMA
implementation were discussed. The delay minimizing multihop virtual channels
scheduling problem was formulated as the integer linear program. The simple
heuristic scheduling method based on Dijkstra algorithm allowing to route each
virtual channel via multiple paths and minimizing the delays was presented.
Finally, the simulation results proving the algorithm allows providing sufficient
delays under very heavy load in large networks were given.
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Abstract. The Transmission Control Protocol (TCP) is used by the
vast majority of Internet applications. Since its introduction in the 1970s,
a lot of variants have been proposed to cope with the different network
conditions we can have (e.g., wired networks, wireless networks, satellite
links) and nowadays Linux OS includes 13 different TCP variants. The
aim of this paper is to provide a complete survey of the different conges-
tion control mechanisms used by the variants of the TCP implemented
in the Linux Kernel 2.6.x.

1 Introduction

The Transmission Control Protocol (TCP) is a connection-oriented transport
protocol that provides a reliable byte-stream data transfer service between pairs
of processes, currently used by the vast majority of Internet applications.

The basic idea of TCP congestion control is that the rate of ACKs returned
by the receiver determines the rate at which the sender can transmit data. The
TCP uses several algorithms for congestion control and each of them controls the
sending rate by manipulating a congestion window (cwnd) that limits the number
of outstanding unacknowledged bytes that are allowed at any time. The cwnd size
is increased or decreased depending on the perceived congestion level. The sender
can transmit up to the transmission window, which is the minimum of the cwnd
(flow control imposed by the sender) and the advertised window (flow control
imposed by the receiver). All the modern implementations of the TCP contain
at least four intertwined algorithms: Slow Start, Congestion Avoidance, Fast
Retransmit, and Fast Recovery [1]. Moreover, the more recent implementations
also include some other mechanisms and algorithms.

Although some experimental works on Linux TCP performance have been
published (see, for instance [2] and references therein), to the best of our knowl-
edge, a detailed survey of the different congestion control mechanisms in Linux
TCP is not reported anywhere in the literature. The rest of the paper presents
a brief description of all the TCP variants implemented in the Linux kernel
2.6.x, highlighting how they react to the perceived congestion, assuming that
the reader is familiar with the standard congestion control in TCP [1].
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DOI: 10.1007/978-3-319-05209-0 3, c© Springer International Publishing Switzerland 2014
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2 TCP Variants

2.1 TCP Reno

Reno version of the TCP [3] is nowadays considered the “standard” TCP and
referred to as “TCP” in the following. Indeed, it basically implements the four
classical congestion control mechanisms of TCP [1].

In a nutshell it implements Slow Start and Congestion Avoidance as two
different phases during transmission. During the Slow Start phase the cwnd is
initialized to one MSS and since there are no packet losses, TCP Reno continues
to increase the window size by one at every incoming ACK, resulting in an
exponential growth of the cwnd per RTT (to be noted that, when not differently
specified, the cwnd increment is measured in MSS). If the cwnd exceeds the
value of ssthresh, TCP Reno enters the Congestion Avoidance phase, which
corresponds to an Additive Increase Multiplicative Decrease (AIMD) procedure.
Roughly speaking, the cwnd is increased by one MSS per RTT resulting in a
linear increasing. When the TCP transfer encounters congestion (packet losses
are detected), the window is decreased. TCP Reno distinguishes between two
levels of congestion: heavy and mild. If a loss is detected because the timeout has
expired, it is assumed that there is an heavy congestion. In this case Reno restarts
from Slow Start. Otherwise, if a loss is detected by receiving three duplicate
ACKs, the congestion is considered mild and the Fast Retransmit/Fast Recovery
algorithm is performed.

An example of the behavior of the cwnd is depicted in Fig. 1(a) (all the
Figures in the section are related to experimental results, obtained by simulating
a TCP connection lasting 300 s over a network described by a one-way delay of
150 ms and a loss probability of 0.0005 %). To be noted that, from the figure it is
not possible to analyze the Slow Start phase. This is simply due to the time-scale
and to the connection parameters.
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Fig. 1. Cwnd behavior
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2.2 TCP Vegas

TCP Vegas was proposed in 1994 by Brakmo, O’Malley, and Peterson in [4]. It
is based on modifications of TCP Reno. Unlike TCP Reno, it is not only able to
detect congestion when it occurs, but also allows the sender to avoid congestion
using a more sophisticated bandwidth estimation scheme. TCP Vegas monitors
changes in the flow rate (and RTT) to predict congestion before losses occur. The
idea is as follows: when the network is not congested, the actual flow rate will be
close to the expected flow rate; otherwise, it will be smaller than the expected
flow rate. Thus, using this difference in flow rates, TCP Vegas can estimate the
congestion level in the network and update the window size accordingly. In more
detail, the algorithm evaluates the expected rate

Expected = cwnd/RTTbase, (1)

where RTTbase is the minimum experimented RTT, and the actual rate

Actual = cwnd/RTT. (2)

Based on the difference of the rates

Diff = Expected − Actual, (3)

the source updates its window size as follows:

cwnd =

⎧
⎪⎨

⎪⎩

cwnd + 1 if Diff < α

cwnd if α < Diff < β

cwnd − 1 if Diff > β

. (4)

Typical values for α and β are 1 or 2 and 3 or 4 respectively. A modified ver-
sion of the previously described congestion detection algorithm is incorporated
into the Slow Start phase. To be able to avoid congestion during Slow Start,
TCP Vegas allows exponential growth only every other RTT. In between, the
congestion window stays fixed so a valid comparison of the expected and actual
rate can be made. When the actual rate falls below the expected rate by a certain
amount, TCP Vegas changes from Slow Start mode to linear increase/decrease
mode. An example of the behavior of the cwnd is shown in Fig. 1(b).

2.3 TCP Veno

TCP Veno (the name is a contraction of Vegas + Reno) was introduced in [5]
as an enhancement of TCP Reno and TCP Vegas. It makes use of a mechanism
similar to the one in TCP Vegas to estimate the state of the connection. If a
packet loss is detected while the connection is in the congestion state, TCP Veno
assumes that the loss is due to congestion; otherwise, it assumes that the loss is
“random”.

TCP Veno only refines the additive increase, multiplicative decrease of TCP
Reno; all other parts remain intact. In more detail, during the additive increase
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phase the sender measures the expected and actual rates and Diff as in TCP
Vegas. When RTT > RTTbase, there is a bottleneck link where the packets of
the connection accumulate. To evaluate the network status, TCP Veno uses the
queue backlog N (measured in packets) and defined by the following equation:

RTT = RTTbase + N/Actual. (5)

If N < β (available bandwidth not fully utilized), where β is a suitable
threshold, at each new received ACK, we set cwnd = cwnd + 1/cwnd; if N ≥ β
(available bandwidth fully utilized), at every other received ACK, we set cwnd =
cwnd+1/cwnd. The first part is the same as the algorithm in TCP Reno. In the
second part, the backlogged packets N in the buffer exceed β and TCP Veno
increases the cwnd by one every two RTT, so that the connection can stay in
this operating region longer.

Regarding the multiplicative decrease mechanism, TCP Veno only modifies
the way the ssthresh is updated when a loss is detected by means of three
duplicate ACKs (Fast Recovery case). In more detail, when a packet is lost,
if N < β TCP Veno assumes that it is a random loss and fixes ssthresh =
cwnd · (45 ). Otherwise, if N ≥ β TCP Veno assumes that there is congestion and
the cwnd is modified using TCP Reno rule (cwnd = cwnd/2). An example of
the behavior of the cwnd is shown in Fig. 2(a).

2.4 TCP Westwood

TCP Westwood [6] is a sender-side modification of the TCP intended to better
handle large bandwidth-delay product paths (large pipes), with potential packet
losses due to transmission or other errors (leaky pipes), and with dynamic load
(dynamic pipes). The innovative idea is to continuously measure, at the TCP
sender side, the bandwidth (BW ) used by the connection via monitoring the
rate of returning ACKs. An “Eligible Rate” is estimated and used by the sender
to update ssthresh and cwnd after a congestion episode, that is after three
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duplicate ACKs or after a timeout. If a loss is detected because the timeout has
expired

ssthresh =
BW · RTTbase

Segment size
cwnd = 1 (6)

where Segment size is the length of the current TCP segment measured in bits.
Otherwise, if a loss is detected by receiving three duplicate ACKs

ssthresh =
BW · RTTbase

Segment size
cwnd = min(cwnd, ssthresh) (7)

The proposed mechanism is particularly effective over wireless links, where
sporadic losses due to radio channel problems are often misinterpreted as a symp-
tom of congestion by “classical” TCP schemes and thus lead to an unnecessary
window reduction. It is worth noticing that all the other mechanisms are the
same as for TCP Reno. The behavior of the cwnd is depicted in Fig. 2(b).

2.5 TCP BIC

Binary Increase Congestion Control (BIC) [7] is an implementation of the TCP
with an optimized congestion control algorithm for high speed networks with
high latency (long fat networks). TCP BIC algorithm consists of three parts:

– Additive increase phase
– Binary search increase phase
– Maximum probing phase

In [7], the following parameters are defined (see Fig. 3):

– Minimum Window Size (mWS): cwnd size, which ensures no losses
– Maximum Window Size (MWS): maximum permitted cwnd size
– Target Window Size (TWS): midpoint between mWS and MWS
– Smax and Smin: two given constants

Fig. 3. TCP BIC parameters
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Fig. 4. Cwnd behavior

Initially TCP BIC increments the cwnd according to the Slow Start algo-
rithm as in TCP Reno. Packet losses are taken as an indication for congestion.
After a loss event, TCP BIC reduces its window by a multiplicative factor, β
(usually β = 0.8). The window size just before and after the reduction are set
to MWS and mWS respectively. While the distance between TWS and mWS
is larger than Smax, TCP BIC increments the cwnd linearly by a quantity Smax

(additive increase). This non-aggressive phase ensures faster convergence and
RTT-fairness. If TCP BIC does not get packet losses at the updated window
size, the latter becomes the new mWS; otherwise, it becomes the new MWS.

Then, the algorithm enters the binary search increase phase. The cwnd set-
ting is viewed as a searching problem, which employs a form of binary search
algorithm: the algorithm repeatedly computes TWS and sets the cwnd to the
midpoint. When a packet loss occurs, the midpoint is taken as the new MWS,
otherwise the midpoint becomes the new mWS. So the growth function after a
window reduction will be most likely a linear one followed by a logarithmic one.

If the window grows over the maximum (cwnd reaches MWS), a new maxi-
mum must be found. TCP BIC enters a new phase called max probing, charac-
terized by a window growth function exactly symmetric to those used in additive
increase and binary search. In more detail, at first it uses the inverse of binary
search (it is logarithmic so its reciprocal will be exponential) and then additive
increase. During max probing, the window grows slowly initially to find the new
maximum nearby, and after some time of slow growth, if it does not find the new
maximum, it switches to a faster increase, which consists of an additive increase
phase. During this phase cwnd is incremented by a large fixed increment. The
good performance of TCP BIC come from the slow increase around MWS and
linear increase during additive increase and max probing. Figure 4(a) presents
the overall behavior of the cwnd.

2.6 TCP CUBIC

In 2005 Rhee and Xu proposed TCP CUBIC [8], an enhanced version of their pre-
vious TCP BIC variant. It simplifies the TCP BIC window control and improves
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TCP-friendliness and RTT-fairness. Although TCP BIC achieves good scalabil-
ity, fairness, and stability in high speed environments, its growth function can
still be too aggressive, especially under short RTT or low speed networks. Fur-
thermore, the several different phases of window control add a lot of complexity
in analyzing the protocol.

TCP CUBIC acts exactly the same as TCP BIC, apart for the new window
growth function that, while retaining most of strengths of TCP BIC (especially,
its stability and scalability), simplifies the window control. The window growth
function of TCP CUBIC is a cubic function, whose shape is very similar to the
growth function of TCP BIC. In more detail, the congestion window of TCP
CUBIC is determined by the following function:

cwnd = C(t − K)3 + MWS, (8)

where C is a scaling factor, t is the elapsed time from the last window reduc-
tion, MWS is the window size just before the last window reduction, and

K = 3

⎥
MWS · β

C
, where β is a multiplication decrease factor applied for win-

dow reduction at the time of loss event (i.e., the window reduces to β · MWS).
Similarly to the TCP BIC case, the window grows very fast upon a window

reduction, but as it gets closer to MWS, its growth slows down. Around MWS,
the window increment becomes almost zero. Above that, TCP CUBIC starts
probing for more bandwidth and the window grows slowly initially, accelerating
its growth as it moves away from MWS. This slow growth around MWS enhances
the stability of the protocol, and increases the utilization of the network while the
fast growth away from MWS ensures the scalability of the protocol. Moreover,
to enhance the fairness and stability, the window increment per second is limited
to Smax. Finally, to assure that the cwnd growth is not less than that offered by
the standard TCP (i.e., TCP Reno), the protocol also computes the simulated
window size of the standard TCP as:

cwndTCP = MWS · β + 3
1 − β

1 + β

t

RTT
, (9)

where t is the elapsed time from the last window reduction. If cwndTCP is larger
than cwnd, TCP CUBIC sets cwnd = cwndTCP . In Fig. 4(b) we show the overall
behavior of the congestion window.

2.7 HSTCP

High-Speed TCP (HSTCP) has been developed by S. Floyd in [9] to overcome
the limitations of the standard TCP congestion control in networks with a large
bandwidth delay product.

HSTCP sets cwnd using the rules reported below. It uses two new increasing
and decreasing functions, a(cwnd) and b(cwnd), respectively. When an ACK is
received (in Congestion Avoidance), the window is increased as follows:

cwnd = cwnd +
a(cwnd)
cwnd

. (10)
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Fig. 5. Cwnd behavior

When a loss is detected through triple duplicate ACKs, the window is decreased
using the following function:

cwnd = cwnd(1 − b(cwnd)). (11)

When the congestion window is small, HSTCP behaves exactly like the standard
TCP so a(cwnd) is 1 and b(cwnd) is 0.5. When the TCP congestion window is
beyond a given threshold, a(cwnd) and b(cwnd) become functions of the current
window size. The idea is to modify the response function of the TCP. In more
detail, for a given large cwndW1 and a given loss probability HP , the following
response function (packets per round) has to be respected:

W1 =

⎦
a(cwnd)(2−b(cwnd))

2b(cwnd)√
HP

. (12)

Thus, the two functions are defined by:

a(cwnd) =
W12 · HP · 2b(cwnd)

2 − b(cwnd)
(13)

b(cwnd) =
(HD − 0.5)(log(cwnd) − log(W ))

log(W1) − log(W )
+ 0.5 (14)

where HD is such that b(W1) = HD. In this region, as the congestion window
increases, the value of a(cwnd) increases and the value of b(cwnd) decreases.
This means that HSTCP window will grow faster than the standard TCP and
also recover from losses more quickly. This behavior allows HSTCP to quickly
utilize available bandwidth in networks with large bandwidth delay products.

Moreover, to better reach this goal, HSTCP also makes use of a modified Slow
Start phase: at first the cwnd increases as in the standard Slow Start, but when it
exceeds a given threshold (max thresh) the cwnd is set equal to cwnd+MSS/K
at each received ACK, where K = 2 · cwnd/max thresh. Figure 5(a) depicts an
example of the resulting behavior of the cwnd.



36 C. Callegari et al.

2.8 TCP Hybla

The aim of TCP Hybla [10] is to obtain, for long RTT connections (e.g., satellite
and wireless), the same instantaneous transmission rate, B(t), of a comparatively
fast reference TCP connection (e.g., wired). This goal can be achieved by making
the cwnd evolution in time independent of RTT.

To achieve this goal, the time (or the time elapsed from the reaching of the
ssthresh) in the equation representing the evolution of the cwnd in the standard
TCP [10] is multiplied by ρ that is a normalized RTT, defined as follows:

ρ =
RTT

RTT0
, (15)

where RTT0 is the RTT of the reference connection to which we aim to equalize
TCP Hybla performance. So the cwnd is evaluated as follows:

cwnd =

⎧
⎨

⎩

ρ2
ρt

RT T 0 ≤ t < tγ,0 Slow Start

ρ

[

ρ
t − tγ,0

RTT
+ γ

]

t ≥ tγ,0 Congestion Avoidance
(16)

where γ is the ssthresh and tγ,0, is the switching time, defined as the time at
which the cwnd reaches the value ργ, and it is the same for every RTT, being
tγ,0 = RTT0 · log2γ. From (16) the segment transmission rate is given by

B =

⎧
⎪⎪⎨

⎪⎪⎩

2
t

RT T0

RTT0
0 ≤ t < tγ,0 Slow Start

1
RTT0

[
t − tγ,0

RTT0
+ γ

]

t ≥ tγ,0 Congestion Avoidance
(17)

which is clearly independent of RTT and equal to the segment transmission rate
of the reference TCP connection. Figure 5(b) reports the behavior of the cwnd
in TCP Hybla.

2.9 Scalable TCP

Scalable TCP [11] is a modified version of the traditional TCP that improves
the TCP performance in high-speed wide area networks. Scalable TCP is based
on simple modifications of the algorithm used to update the cwnd, during the
Congestion Avoidance phase only. In more detail the algorithm works as follows:

– for each ACK received not in loss recovery cwnd = cwnd + 0.01
– when congestion is detected (on each loss event) cwnd = 0.875 · cwnd

To be noted that Scalable TCP algorithm is only used for windows above a cer-
tain threshold, obtained by studying the intersection of the TCP Reno response
curve and the Scalable TCP response curve. The behavior of the cwnd is reported
in Fig. 6(a).
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Fig. 6. Cwnd behavior

2.10 TCP Illinois

TCP Illinois is a variant of the TCP congestion control particularly indicated
for high-speed long-distance networks. It was introduced by S. Liu et al. in [12]
to achieve high throughput and allocate network resources fairly. It is a loss-
delay based algorithm, which uses packet loss as the primary congestion signal
to determine the direction of window size change, and uses queuing delay as the
secondary congestion signal to adjust the pace of window size change. Similarly to
the standard TCP, TCP Illinois increases the cwnd for each received ACK using
a decreasing function α and decreases the cwnd using an increasing function β.

The key idea is the following: when the average queueing delay da is small,
the sender assumes that the congestion is not imminent and sets a large α and
small β; when da is large, the sender assumes that the congestion is imminent
and sets a small α and large β.

A possible choice, suggested in [12], for α and β is:

α = f1(da) =

⎧
⎨

⎩

αmax if da ≤ d1
k1

k2 + da
otherwise

(18)

β = f2(da) =

⎧
⎨

⎩

βmin if da ≤ d2
k3 + k4da if d2 < da < d3
βmax otherwise

(19)

f1(·) and f2(·) are continuous functions and thus αmax = k1
k2+d1

, βmin = k3 +k4,
and βmax = k3 + k4d3. Suppose dm is the maximum average queueing delay and
let αmin = f1(dm), then we also have αmin = k1

k2+dm
. From these conditions we

have

k1 = (dm−d1)αminαmax

αmax−αmin
k2 = (dm−d1)αmin

αmax−αmin
− d1

k3 = βmind3−βmaxd2
d3−d2

k4 = βmax−βmin

d3−d2

(20)
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In more detail, TCP Illinois only modifies the AIMD algorithm. That is, in
the Congestion Avoidance phase, the sender measures the RTT for each ACK,
and averages the RTT measurements over the last W acknowledgements (one
RTT interval) to derive the average RTT, RTTa. The sender records the maxi-
mum and minimum RTT ever seen as RTTmax and RTTbase, respectively, and
computes the maximum (average) queueing delay dm = RTTmax −RTTbase and
the current (average) queueing delay da = RTTa − RTTbase. Then the sender
picks the following parameters:

– 0 < αmin ≤ 1 ≤ αmax

– 0 < βmin ≤ βmax ≤ 1/2
– cwndthresh > 0
– 0 ≤ η1 < 1
– 0 ≤ η2 ≤ η3 ≤ 1

The sender sets di = ηi · dm (i = 1, 2, 3), computes ki (i = 1, 2, 3, 4), α, and β.
Thus, if cwnd < cwndthresh TCP Illinois sets α = 1 and β = 1/2. Otherwise
the ki values are updated if RTTmax or RTTbase is updated, while the α and β
values are updated once per RTT and cwnd = cwnd + α/cwnd for each ACK or
cwnd = cwnd − βcwnd, if in the last RTT there is packet loss detected through
triple duplicate ACK. Once there is a timeout, the sender sets the ssthresh to
cwnd/2, enters the Slow Start phase, and resets α = 1 and β = 1/2; then, α and
β values are unchanged until one RTT after the Slow Start phase ends.

As a results, TCP Illinois increases the throughput much more quickly than
the TCP, when congestion is far, and increases the throughput very slowly, when
congestion is imminent. As a result, the window curve is concave and the average
throughput achieved is much larger than the standard TCP. An example of the
resulting cwnd behavior is shown in Fig. 6(b).

2.11 TCP YeAH

TCP YeAH (the name stands for Yet Another Highspeed TCP) is a new version
of the TCP introduced in [13]. It allows an efficient use of available bandwidth
without inducing “network stress”.

TCP YeAH can operate into two different modes: “fast” and “slow” mode.
During the “fast” mode it increments the cwnd according to an aggressive rule
(typically STPC rule, since it is very simple to implement). Instead, in the
“slow” mode, it acts as TCP Reno. The working state is decided according
to the estimated number of packets in the bottleneck queue. Let RTTbase be
the minimum RTT measured by the sender (i.e., an estimate of the propagation
delay) and RTTmin the minimum RTT estimated in the current data window of
cwnd packets. The current estimated queuing delay is RTTqueue = RTTmin −
RTTbase. From RTTqueue it is possible to infer the number of packets enqueued
by the flow as:

Q = RTTqueue · G = RTTqueue ·
(

cwnd

RTTmin

)

, (21)
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Fig. 7. Cwnd behavior

where G is the goodput. It is also possible to evaluate the ratio between the

queuing and the propagation delays, L =
RTTqueue

RTTbase
that indicates the network

congestion level. If Q < Qmax and L <
1
ϕ

, the algorithm is in the “fast” mode,

otherwise it is in the “slow” mode. Qmax and ϕ are two tunable parameters;
Qmax is the maximum number of packets a single flow is allowed to keep into

the buffers and
1
ϕ

is the maximum level of buffer congestion with respect to the

bandwidth-delay product. During the “slow” mode, a precautionary deconges-
tion algorithm is implemented: whenever Q > Qmax, the cwnd is diminished by
Q and ssthresh set to cwnd/2. Since RTTmin is computed once per RTT, the
decongestion granularity is one RTT. Finally it is important to highlight that
the use of the SACK option is mandatory in TCP YeAH. We report the behavior
of the cwnd in Fig. 7(a).

2.12 H-TCP

H-TCP was presented in [14] as an alternative protocol, suitable for deployment
in high-speed and long distance networks. In [14] H-TCP is shown to be fair
when deployed in homogeneous networks, to be friendly with conventional TCP
sources, to be able to utilize network resources efficiently, and to be rapid to
respond to changes in available bandwidth. Moreover, when deployed in conven-
tional networks, H-TCP behaves as a conventional TCP variant.

The innovative idea of this approach is that the increase rule is designed to
maintain symmetry in the manner in which competing flows acquire available
bandwidth. This is achieved by using an increasing function that is a function
of the time elapsed since the last packet drop experienced.

In more detail, the cwnd is evaluated as follows:

– on each ACK:

a = 2(1 − b)a(Δ) cwnd = cwnd + a/cwnd (22)
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– on each congestion event (namely at the (k + 1)th loss):

b =

⎧
⎨

⎩

0.5
∣
∣
∣
B−(k+1)−B−(k)

B−(k)

∣
∣
∣ > 0.2

RTTmin

RTTmax
otherwise

cwnd = b · cwnd (23)

where b and a are the multiplicative decrease and the additive increase factors
respectively. a(Δ) is evaluated as follows:

a(Δ) =

⎧
⎨

⎩

1 Δ ≤ ΔL low-speed

1 + 10(Δ − ΔL) + (
Δ − ΔL

2
)2 Δ > ΔL high-speed

(24)

where Δ is the time in seconds since the last congestion event, ΔL = 1 s (typical

value),
RTTmin

RTTmax
is the ratio of minimum and maximum RTT experienced by

the flow, and B−(k) is the throughput achieved immediately before the kth
loss. Optionally, by scaling a with RTT, the increase rate can became effectively
invariant with RTT, in which case convergence time is also invariant with RTT.
RTT unfairness between competing flows is also mitigated when RTT scaling is
employed. The behavior of the cwnd is depicted in Fig. 7(b).

2.13 TCP-LP

In [15] a new variant of the TCP, TCP Low-Priority (TCP-LP), is proposed to
provide low priority service in the presence of TCP traffic. To achieve this aim
it is necessary for TCP-LP to infer congestion earlier than the TCP.

TCP-LP evaluates one-way packet delay and employs a simple delay threshold-
based method for early inference of congestion.

Denote di as the one-way delay for a packet with sequence number i, and dmin

and dmax as the minimum and maximum one-way packet delays experienced
through the connection lifetime. The algorithm computes the smoothed one-way
delay sdi as follows:

sdi = (1 − γ)sdi−1 + γdi , (25)

where γ denotes the delay smoothing parameter.
Comparing this value with a threshold, within the range of the minimum and

maximum delay, TCP-LP is able to early detect congestion. More specifically the
congestion indication condition is

sdi > dmin + (dmax − dmin)δ , (26)

where 0 < δ < 1 denotes the threshold parameter.
When the congestion is detected, TCP-LP halves the cwnd and goes into

the “inference detected” state by starting a inference timeout timer. During this
period, TCP-LP only observes responses from the network, without increasing
its cwnd. If before the timer expires another congestion alarm arrives, the cwnd
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is reduced to MSS. Otherwise TCP-LP goes back into the Congestion Avoidance
phase and the cwnd is increased of one MSS for each RTT. In order to prevent
TCP-LP from overreacting to burst of congestion indicating packets, TCP-LP
ignores succeeding congestion indications if the source has reacted to a previ-
ous delay-based congestion indication or to a dropped packet in the last RTT.
Finally, the minimum cwnd for TCP-LP flows in the inference phase is set to 1.
In this way, TCP-LP flows conservatively ensure that an excess bandwidth of at
least one packet per RTT is available before probing for additional bandwidth.

It is worth noticing that the Slow Start phase is the same as in TCP Reno.
In Fig. 8 we show an example of the behavior of the cwnd for TCP-LP.
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Fig. 8. Cwnd behavior (TCP-LP)

3 Conclusions

The TCP is for sure the most used transport layer protocol in the Internet. In the
years several variants have been proposed to overcome the limitations that the
standard TCP has in particular scenarios, such as wireless or satellite networks.
As a results, the current kernel of the Linux OS (version 2.6.x) includes 13
different versions, going from the standard TCP (TCP Reno) and its improved
version (TCP Vegas), to the variants for wireless networks (TCP Veno and TCP
Westwood), high-speed networks (TCP BIC, TCP CUBIC, HSTCP, TCP Hybla,
TCP Illinois, Scalable TCP, TCP YeAH, and HTCP), and also a low-priority
version (TCP-LP).
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Abstract. Nowadays with the introduction of smart phones along with
the development of audio and video applications increase people’s
demands for the ubiquitous high-data rate coverage. One of the cost-
effective solutions adopted in the Long-Term Evolution-Advanced (LTE-
Advanced) standard that extends coverage and enhances throughput is
the placement of heterogeneous nodes: low-power Relay Nodes (RNs) are
deployed to assist transmissions between an evolved Node B (eNB) and
multiple User Equipments (UEs). In this framework resource allocation
becomes an important and crucial problem that directly influences the
potential capacity and coverage improvements. In this paper we overview
the concepts of basic relaying and resource allocation in a relay-enhanced
LTE-Advanced network. We investigate the performance of an analyti-
cal model for a relay-enhanced LTE-Advanced downlink channel, which
is presented in detail. Various resource allocation schemes are analyzed,
among which, according to the experimental analysis, the proportional
one with constraints achieves the best performance.

Keywords: LTE-Advanced · Relay node · Resource allocation · Ana-
lytical model · Performance measures

1 Introduction

The Long Term Evolution (LTE) is a radio platform technology that was
designed by the 3rd Generation Partnership Program (3GPP) to provide high
peak throughputs and low latencies ubiquitously, and to achieve flexible uti-
lization of the available frequency spectrum [1]. The given requirements can be
supported by exploiting efficient transmission schemes that vary in appliance
with the traffic direction:

Downlink. LTE exploits the Orthogonal Frequency Division Multiple Access
(OFDMA) as the multiple access technique for downlink (from evolved Node B
(eNB) to User Equipment (UE)) to improve the spectrum efficiency and facil-
itate flexible user resource allocation [2]. OFDMA is a multi-user version of
a digital modulation Orthogonal Frequency Division Multiplexing (OFDM), in
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which the available bandwidth is divided into a large number of independent
closely-spaced orthogonal to each other subcarriers that are used to carry the
data. With multiple subcarriers transmitting in parallel, longer symbol duration
is used, and therefore, OFDMA is robust to time delays caused by multipath
fading or frequency selectivity of the radio channel. Moreover, the use of a cyclic
prefix minimizes the Inter-Symbol Interference (ISI).

Uplink. Although OFDMA is considered to be the optimum multiple access
technique for downlink transmission, it comes along with the high Peak-to-
Average Power Ratio (PAPR) that makes it less favorable for the uplink trans-
mission (from UE to eNB). Instead, the Single-Carrier Frequency Division
Multiple Access (SC-FDMA) is used, which is quite similar to the OFDMA
but with an extra Discrete Fourier Transform (DFT) processing block before
the subcarrier mapping routine. The extended transformations make each infor-
mation bit spread over all the subcarriers, which results in significantly smaller
variations in the instantaneous power of the transmitted signal. Moreover, the
performance of SC-FDMA system is highly affected by the type of the exploited
mapping scheme: localized or distributed. In a localized scheme each UE consid-
ers a set of adjacent subcarriers to transmit its data, whereas in a distributed
scheme the subcarriers allocated to a UE are spread over the entire bandwidth.

Although LTE substantially outperforms the performance of the 3rd gen-
eration systems, such as High Speed Packet Access (HSPA), etc., it could not
be used for future data traffic requirements that have been addressed within
International Mobile Telecommunications-Advanced (IMT-Advanced) specifica-
tions [3]. So LTE-Advanced, which implies a natural evolution of LTE, has been
introduced by 3GPP for fulfilling the IMT-Advanced requirement. Note that one
of the technological novelties of the LTE-Advanced is a heterogeneous networks
deployment.

In this paper we investigate the problem of resource allocation in relay-
enhanced LTE-Advanced networks. In the next section the basic relaying con-
cept and resource allocation in a relay-enhanced LTE networks are discussed.
Section 3 presents in detail an efficient analytical model for a relay-enhanced
LTE downlink channel. Here, the balance equations and the main performance
measures are demonstrated. Moreover, various resource allocation schemes are
discussed. In Sect. 4 the extensive experimental analysis is conducted, according
to which the extended proportional resource allocation scheme achieves the best
performance. At last, conclusion is presented.

2 Relay-Enhanced LTE Networks

Heterogeneous LTE networks are characterized by the placement of eNBs that
transmit at high power levels (5 W–40 W), overlaid with the Pico/Femto/Relay
Nodes (RNs) that transmit at substantially lower power levels (100 mW–2 W).
The utilization of the heterogeneous base stations is considered to be a promis-
ing solution for LTE communications due to a number of reasons. Firstly, the
deployment of the low-power nodes improves the system capacity and coverage
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by offering alternative paths to users located in shadow areas [4]. Secondly, the
deployment costs of the heterogeneous cellular systems decrease. Thirdly, the
exibility in Pico/Femto/Relay positioning allows a faster enhanced network con-
struction. Lastly, RNs offer additional flexibility as they do not need a wired
backbone access.

2.1 Relay Nodes

Relay Nodes (RNs) are relatively small devices that come in various types accord-
ing to the relay technology adopted:

1. The layer 1 relay node. It is an Amplifier and Forward (AF) type of relay
technology, a.k.a. repeater that simply amplifies and transmits the received
signal in both downlink and uplink directions [5]. It comes with low cost and
short processing delay, however, deteriorates the received Signal to Interfer-
ence plus Noise Ratio (SINR) by amplifying the intercell interference and
noise together with the desired signal.

2. The layer 2 relay node. It is a Decode and Forward (DF) type of relay
technology that includes the demodulation/decoding processing to verify the
correctness of the received data, and then encodes and modulates the data
for further transmission. So the noise is eliminated, however, along with
the processing delay new radio-control functions, such as mobility control,
retransmission control and user-data concatenation/segmentation, are to be
added between the eNB and UE transparently.

3. The layer 3 relay node. It is very similar to layer 2 relay technology but
incorporates several similar functions as eNB that leads to a small impact
on standard specifications [5]. Principally, the layer 3 RN can almost be con-
sidered a wireless eNB, which include functionalities such as radio resource
management, scheduling and Hybrid Automatic Repeat Request (HARQ)
retransmissions [6].

The backhaul link can either use an additional frequency band (out-of-band
RNs) or operate in the same spectrum as communication from/to UEs (in-band
RNs). The in-band RNs are universally deployable since they do not require
additional frequency licenses. Note that the RNs fundamentals can be exploited
in the Self-Organizing Networks (SON) [7].

2.2 Resource Allocation

In relay-enhanced LTE networks communication can be performed directly with
the eNB in a single-hop, or via a RN in multi-hops. Note that two-hop relaying
has been proven to give the highest system throughput, and when the number of
hops is larger than three, the system overhead for exchanging control messages
uses a great amount of resources [8]. In order to gain the potential capacity and
coverage improvements of two-hop relaying, resource allocation on different hops
should be cooperated to avoid data shortage or overflow in RNs.
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There are two types of resource allocation architectures for relay-enhanced
networks named centralized and semi-distributed architectures [9,10]. In cen-
tralized allocation, eNB is responsible for allocating the available resources to
all links. So to perform efficiently, eNB needs to be aware of the Channel State
Information (CSI) of each link and the queue length on every RN. The central-
ized allocation can reduce the complexity of RNs, but it consumes more resources
for control message exchange.

In semi-distributed allocation, eNB assigns each RN a number of resources,
which are allocated to the UEs by using RN’s scheduler. Note that the proper
allocation of the channel resources can cooperatively reduce the wastes of radio
resources, and thus, increase network efficiency.

3 Analytical Modeling

The problem of modeling of the relay-enhanced LTE networks in conjunction
with the resource allocation has recently gained much attention in the literature
(refer to [11–16] and their bibliographies). We further would like to study the
model of the relay-enhanced LTE network, with two types of nodes: eNB and
RNs, that is formulated for downlink channel. Note that the following model rep-
resents an efficient way to analyze various resource allocation algorithms based
on the derived performance measures.

3.1 Description of the Model

We consider a centralized resource allocation scenario of a cellular network with
one eNB and K RNs, K < →. The downlink subframe is divided into S channels
(Chs), which occupy the smallest unity of channel bandwidth both in frequency
and time bands. All the S Chs are distributed between the eNB and K RNs to
transmit the packets in the direction of UEs.

In the model description we frequently refer to the request, which has a
physical meaning of a packet. Let us suppose that there are K + 1 types of
requests in the cell. Here, k-request corresponds to the k-type, which is to be
transmitted to the UE in the coverage area of the eNB in case k = 0, or in the
coverage area of the k-RN (RNk), k = 1,K. The arriving requests at the eNB
and RNs are stored in the buffers, the capacity of which for eNB is r0, r0 < →
and for RNk corresponds to rk, rk < →, k = 1,K. Moreover, we presume that
the arrived requests at the system with fully occupied buffers are lost and do
not influence its functioning. We will consider the system as a queuing system.

The system functions in discrete time measured in time slots with the con-
stant length h = 1, which corresponds to the duration of the downlink data sub-
frame in LTE network. Moreover, the scheduling of the resources are conducted
every Time Transmission Interval (TTI) that is equal to 1 ms. Assume that all
the changes in the system occur at time moments nh, n = 1, 2, .... Therefore,
during the time slot n, or the time interval [nh, (n+1)h), the following sequence
of events can take place:
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1. The requests are serviced by the Chs of RNk and the space they took in the
buffers of RNk is released;

2. The requests are serviced by the Chs of eNB, and the space 0-requests took
in the buffer of eNB is released;

3. The serviced requests arrive to the buffers of the corresponding RNk, while
the space they took in the buffers of eNB is released;

4. New requests arrive to the buffer of eNB;
5. All the S Chs are reallocated between eNB and RNs;
6. The state is fixed.

Let ηn, ηn ≥ {0, 1} is a number of group arrival of requests during the time
slot n, taking into account that all of the ηn, n ∈ 0, - are independent identically
distributed random variables (RVs) with a generation function (GF)

A(z) = Mzηn = 1 − a + az, | z |⇔ 1, a = P{ηn = 1}, 0 < a < 1, n ∈ 0. (1)

The number of requests χn in the arrived group is an independent to n RV
with the GF

G(z) = Mzχn =
∑

i∈1

giz
i, | z |⇔ 1, G(1) = 1, gi = P{χn = i}, n ∈ 0. (2)

Thus, the arrival requests follow a group geometric distribution GeomG as
the time duration between the group arrivals conforms a geometric distribution
with the mean 1/a and is characterized by the GF

A(G(z)) = 1−a+aG(z) =
∑

i∈1

aiz
i, | z |⇔ 1, a0 = a = 1−a, ai = agi, i ∈ 1. (3)

Assume that each request from the arrival group belongs to type k (k-request)
with the probability ck, k = 0,K, c• = 1. Here and further, dot in place of index
means a full sum of the variable. All in all, the arrival rate corresponds to the
(K + 1)− dimensional group geometrical distribution. In order to simplify the
modeling, the service time is considered to follow the deterministic law with
the duration of the request’s service equal to one slot. Hence, every request is
serviced during one slot, and releases the occupied buffer space. The described
system can be denoted in the following way: GeomG

K+1 | D = 1 | dif(s•) =
S | r. The notation dif(s•) = S indicates that the number of servers (Chs)
varies from slot to slot and constitutes to the overall S Chs, which allows to
investigate different resource allocation schemes. The structure of the designed
system is presented in Fig. 1. We can suppose that the requests in the buffer of
the eNB do not differentiate in types, whereas the type selection is conducted
using the polynomial scheme with the probabilities c0, ..., cK . The functioning of
the network system is described by the homogeneous Markov chain ξn at time
moments nh + 0, n ∈ 0, with the state space

X = {x = (x0, x1, ..., xK)T : xk = 0, rk, k = 0,K}, | X |=
K∏

k=0

(rk + 1), (4)
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Fig. 1. The structure of the queuing model with overall S Chs, which are distributed
between eNB ans RNs, and K + 1 types of incoming requests.

where xk− is a number of k-requests in the buffer of the corresponding eNB or
RNk. If 0 < a < 1 the Markov chain ξn, n ∈ 0 is aperiodic, and there exists a
stationary probability distribution [x],x ≥ X, which is found from the balance
equations

a[0] = a
∑

Ω0

cx0
0 [x], (5)

1 −
∑

Ω1

c
smin
0

0

K∏

k=1

c
smin
k +δ(xk,rk)(1+...+nk)

k a√[x] =

∑

Ω2

c
smin
0,q

0

K∏

k=1

c
smin
k −qk+δ(xk,rk)(1+...+nk,q)

k a√
q[x +

K∑

k=0

qkek],

(6)

and normalizing equation
∑

x∗X

[x] = 1, (7)

where δ(a, b) =

{
0, a ⊗= b;
1, a = b.

Let us now define the notations used in (5)-(6):
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1. smin
k = min(xk, sK+k)− a number of the serviced requests.

2. smin
• =

∑K
k=1 smin

k − an overall number of the serviced requests by the Chs
of RNk.

3. smin
0 = min(s0, x0 − smin

• )− a number of the serviced 0-requests at eNB.
4. r√

0 = x0 − smin
• − smin

0 − a number of requests in the buffer of eNB after
0-requests are serviced, taking into account that the requests serviced by Chs of
RNk arrive at the same quantity to their buffers from the corresponding Chs of
eNB.

5. nk = min(sk − smin
k , r√

0 −∑k−1
i=1 δ(xi, ri)ni)− a number of requests serviced

at eNB and headed for the RNk, but which do not have any free space in the
buffers of RNk. This particular case is considered when the number of k-requests
coincide with the buffer’s capacity.

6. smin
0,q = min(s0, x0−∑K

k=1(s
min
k −qk))− a number of the serviced 0-requests

at eNB.
7. r√

0,q = x0 − ∑K
k=1(s

min
k − qk) − smin

0,q − a number of requests in the buffer
of eNB after 0-requests are serviced, taking into account that the requests ser-
viced by the Chs of RNk arrive at the quantity qk to their buffers from the
corresponding Chs of eNB.

8. nk,q = min(sk − smin
k + qk, r√

0,q − ∑k−1
i=1 δ(xi, ri)ni,q), k = 1,K− a number

of requests serviced at eNB and headed for RNk, but which do not have any
free space in the buffers of the RNk. This particular case is considered when the
number of k-requests coincide with the buffer’s capacity.

9. Ω0 = {x : xk ⇔ sK+k, k = 1,K} for ⊕x ≥ X\0− a state space, which
satisfies the condition: the number of requests in the buffer of RNk does not
exceed the number of allocated Chs. Note that the Chs at eNB are not taken
into account.

10. Ω1 = {x : x0 ∈ smin
• , sk ∈ smin

k k = 1,K} for ⊕x ≥ X\0− a state space,
which satisfies the condition: the number of allocated Chs at eNB for the requests
that head to RNk exceeds the number of serviced requests at RNk. The following
condition guarantees that the number of serviced requests at RNk will be able
to occupy the released buffers.

11. Ω2 = {x : x0 ∈ ∑K
k=1(s

min
k − qk) ∈ 0}, qk = −xk, rk − xk, k = 1,K for

⊕x ≥ X\0− a state space, which satisfies the condition: the number of allocated
Chs at eNB for the requests that head to the RNk exceeds the number of serviced
requests at RNk, taking into account the variable qk.

12. a√ =

{∑∞
i=1 asmin

0 +smin• +
∑K

k=1 δ(xk,rk)nk+i, if δ(x0, r0) = 1
asmin

0 +smin• +
∑K

k=1 δ(xk,rk)nk
, otherwise

− the proba-

bility of the arrival of the number of requests to the buffers of eNB during the
slot to preserve exactly the same state of the system.

13. a√
q =

{∑∞
i=1 asmin

0,q +
∑K

k=1(s
min
k −qk)−q0+

∑K
k=1 δ(xk,rk)nk,q+i, if δ(x0, r0) = 1

asmin
0,q +

∑K
k=1(s

min
k −qk)−q0+

∑K
k=1 δ(xk,rk)nk,q

, otherwise
− the probability of arrival of the number of requests to the buffers of eNB to
preserve the state of the system, taking into account the change qk.
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3.2 Resource Allocation Schemes

In order to take into consideration the resource distribution at slot n, we intro-
duce the following vector

sn = (sn
0 , sn

1 , ..., sn
2K)T = (fn

0 (x), fn
1 (x), ..., fn

2K(x)) = fn(x), (8)

where fn(x)− is a function that defines the strategy of the resource alloca-
tion. The function fn(x) may indicate one of the following resource allocation
methods (assume that fn(x) = f(x), n ∈ 0).

1. Method M1 (deterministic, does not depend on x) [15]

sk = ∀ S

2K + 1
	, k = 1, 2K, s0 = S −

2K∑

k=1

sk. (9)

2. Method M2 (deterministic, does not depend on x) [15]

sK+k = ∀S − ∀S
2 	

K + 1
	, k = 1,K, S√ = S −

K∑

k=1

sK+k, sk = ∀ S√

K + 1
	, k = 1,K,

s0 = S√ −
K∑

k=1

sk. (10)

Note that resource allocation schemes M1, M2 are deterministic and do not
adapt to the varying traffic volumes. The difference between M1 and M2 is that
in method M1 less number of the time-frequency channels are allocated to eNB,
and accordingly, more Chs are provided to RNs.

3. Method M3 (proportional) [15]

sK+k = ∀xkS

x•
	, S√ = S −

K∑

k=1

sK+k, sk = ∀∀x0ci	S√

x0
	, k = 1,K,

s0 = S√ −
K∑

k=1

sk. (11)

4. Method M4 (proportional with constraints) [16]. Method M4 is an
enhanced proportional scheme with constraints that is fully based on the net-
work load state. It gives the priority in terms of resources to the RNs, and limits
the number of Chs allocated to eNB when the network load has a tendency to
rise. Let us describe the algorithm, which is divided into two parts: distribution
of the Chs among the RNs and resource allocation at eNB.

Part I. Resource allocation at RNs. If the number of requests in the buffers
of the RNk, k = 1,K exceeds the overall number of S Chs, i.e.

∑K
i=1 xi > S,

then the proportional division of the Chs among RNs is conducted

sK+k = ∀ xkS
∑K

i=1 xi

	. (12)



Analysis of the Resource Distribution Schemes 51

In the opposite case when
∑K

i=1 xi ⇔ S, then the following distribution of
the resources without allocating the Chs to eNB for transmission the k-requests
is considered

sK+k = min(xk, S√
k), S√

k = S −
k−1∑

i=0

sK+i, sk = 0, k = 1,K. (13)

The remaining Chs S√√ = S − ∑K
i=1 sK+i are used for resource allocation at

eNB.
Part II. Resource allocation at eNB. The main advantage of the method M4

is an ability to constrain the allocation of the Chs to the eNB for k-requests
transmission, when there is no free space in the buffers of the RNk, k = 1,K.
Therefore, resource distribution at eNB is based on the following mathematical
recursive algorithm

Step 1. Input: n = 0 : S√√
(n) = S√√, c(n)k = ck, s

(n)
k = 0, k = 1,K.

Step 2. If S√√
(n) > n move to Step 3, otherwise, terminate the algorithm.

Step 3.

n = n + 1, s
(n)
k = min(

n−1∑

m=0

∀
∀x0c

(m)
k 	S√√

(m)

x0
	, rk − (xk − sK+k)), k = 1,K

s
(n)
0 =

n−1∑

m=0

∀
∀x0c

(m)
0 	S√√

(m)

x0
	, S√√

(n) = S√√
(n−1) −

K∑

k=0

(s(n)k − s
(n−1)
k ),

c
(n)
k =

c
(n−1)
k (1 − δ(s(n)k , rk − (xk − sK+k)))

c
(n)
•

, (14)

where c
(n)
• =

∑K
k=1(c

(n−1)
k (1 − δ(s(n)k , rk − (xk − sK+k)))) + c

(n−1)
0 .

Step 4. If S√√
(n) ⊗= S√√

(n−1) move to Step 2, otherwise, the remaining resources
are allocated to transmit 0-requests

s
(n)
0 = s

(n)
0 + S√√

(n), (15)

after which the algorithm is terminated.

3.3 Performance Measures

The blocking probability as well as other performance characteristics can be
obtained from the steady-state probability distribution, and are defined below.

1. The blocking probability Lk of k-requests, k = 0,K:
L0 =

∑∞
g=r0−r∗

0+1 ag

∑
X [x],

Lk =
∑nk

s∗
k=rk−xk+smin

k
c
s∗
k

k

∑
s:sk>rk−xk+smin

k
[x], k = 1,K.

2. The overall blocking probability L of the requests: L = 1 − ∏K
k=0 Lk.
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Fig. 2. The blocking probability of the requests at the eNB, and the mean number of
lost k-requests at RNk from the first to the second row, respectively.
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Fig. 3. The mean number of Chs at eNB, and the mean number of Chs at RNk from
the first to the second row, respectively.
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Fig. 4. The mean number of serviced requests in the system, and the mean number of
serviced k-requests at RNk from the first to the second row, respectively.
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Fig. 5. The mean number of requests at eNB, and the mean number of requests at
RNk from the first to the second row, respectively.
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3. The mean number Nk of k-requests, k = 0,K: Nk =
∑

X xk[x].
4. The mean number N of the requests in the system: N = N•.
5. The mean number Sk, k = 0,K of Chs in the system, e.g. for M3: Sk =∑

X∀xkS
x•

	[x], k = 1,K, S0 =
∑

X((S√ − ∑K
k=1 sk) +

∑K
k=1 ∀xkS∗

x•
	)[x], S√ =

S − ∑K
k=1 sK+k.

6. The mean number Ck, k = 0,K of the serviced k-requests: Ck = min(Nk, Sk),
C0 = min(N0, S0).

4 Experimental Analysis

In order to evaluate the above mentioned resource allocation schemes, the sim-
ulation of the analytical model with one eNB and three RNs was developed in
C++. The downlink OFDMA channel is designed, where each of the subcarrier
is modeled using the 64-QAM (Quadrature Amplitude Modulation), so every
OFDM symbol carries 6 bits of data. We consider 10 MHz channel bandwidth,
and therefore, there are 50 resource blocks in LTE subframe. The number of the
Chs is set to 30, while the capacity of the buffers are taken to be r = (45, 7, 7, 7)
that corresponds to the real structural data proportions of the relay-enhanced
LTE cell. The users download text data, however, the analytical model is invari-
ant to the type of downloaded traffic. Figures 2, 3, 4 and 5 show the comparison
of the four methods in terms of network load (a) versus various performance mea-
sures, including blocking probability (L0) of the requests at eNB, mean number
of lost requests (Pk), Chs (Sk), serviced requests (Ck) at the RNk, k = 1,K, etc.
The given performance measures can clearly clarify the advantages/limitations
of the resource allocation methods. Method M1 shows quite a drastic increase
with the network load rise in terms of blocking probability of the requests at eNB,
but due to its priority of the resources for RNk, the number of lost requests at
the RNk are among the smallest ones. In its turn, method M2 experiences a
completely opposite behavior. Method M3 shows a proper performance for a
network load smaller than 0.7, but then starts allocating most of the Chs to
eNB, which leads to the rise in a number of lost requests at the RNk. Indeed,
method M4 has the smallest blocking probability, and can adequately adapt to
the rise of network load without bringing losses of the requests at the RNk.

5 Conclusion

In this paper we investigate the relaying concept along with the resource alloca-
tion problem in OFDMA relay-enhanced heterogeneous cellular networks. The
analytical model of the relay-enhanced LTE network, with two types of nodes:
eNB and RNs, is formulated for downlink channel. Various resource assignment
schemes are analyzed, including fixed approach and several dynamic ones. Per-
formance measures that enable the evaluation of the proposed resource alloca-
tion algorithms are discussed. According to the numerical analysis, the proposed
improved proportional method with constraints allows adequately adapting to
the demands of the relay-enhanced LTE network with the rise of the network
load.
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Abstract. The article summarises author’s experience in two problems
related to the use of queueing models in performance evaluation of com-
puter networks: modelling transient states of queues and computations
for queueing network models having large number of nodes. Both issues
are not well represented in classical queueing theory, yet important to
applications, because the observed traffic is time dependant and net-
work topologies that should be considered become larger and larger. The
article discusses two approaches: diffusion approximation and fluid-flow
approximation that can cope with much larger models that are attainable
with the use of Markov chains.

1 Introduction

Queueing models are frequently used in modelling and evaluation of computer
networks. Queueing theory, introduced a century ago to model telephone
exchanges was successfully adapted to the needs of computer science but new
problems arise following the constant development of computer networks. The
problems are mainly related to computational aspects of queueing models and
more precisely to the need of taking into account very large topologies, corre-
sponding to real ones encountered in computer networks and the necessity to
analyse transient behaviour of queues, as the intensity of traffic flows gener-
ated by users, e.g. internet applications is permanently changing. The quality
of transmission services depends on current load of links and not on its aver-
age value. Also modelling and understanding the performance of traffic control
mechanisms, control stability and its impact on quality of service needs transient
state analysis, e.g. [27].

The use of analytical models known in classical queueing theory is limited to
single M/M/1 and M/M/1/N stations and even there the transient state solu-
tions are quite complex. Moreover, the results refer to transient states but it
is assumed that the model parameters, the input rate in particular, are con-
stant. Therefore, they do not fit well the problem of modelling IP routers, where
the incoming streams of packets are not Poisson and the size of packets is not
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exponentially distributed. We need models describing constantly changing non-
Poisson flows and considering general distributions of service times. We need
also the possibility to include in these models the description of self-similarity
of flows. The models should also be scalable to meet very large topologies char-
acteristic to the Internet.

In sections that follow we describe our experience and present simple numer-
ical examples referring diffusion approximation, and fluid-flow approximation –
the approaches we think are most suitable to this purposes.

2 Diffusion Approximation of a Single Queue

This approach is merging states of the considered queueing system and thus
needs much less computations than the Markov models. We present here the
principles of the method following [9] where steady-state solution of a single
G/G/1/N model was given and then extended to the network of queues in [10].
We supplemented these results with semi-analytical, semi-numerical transient
state solution [3] given for constant model parameters but it could be applied
also in case of time-dependent parameters if we only make them constant within
small intervals.

Let A(x), B(x) denote the interarrival and service time distributions at a
service station and a(x) and b(x) be their density functions. The distributions
are general but not specified, the method requires only the knowledge of their
two first moments. The means are denoted as E[A] = 1/π, E[B] = 1/μ and
variances are Var[A] = δ2

A, Var[B] = δ2
B. Denote also squared coefficients of

variation C2
A = δ2

Aπ2, C2
B = δ2

Bμ2. N(t) represents the number of customers
present in the system at time t.

Diffusion approximation, replaces the process N(t) by a continuous diffu-
sion process X(t), the incremental changes dX(t) = X(t + dt) − X(t) of which
are normally distributed with the mean φdt and variance γdt, where φ, γ are
coefficients of the diffusion equation

ηf(x, t;x0)
ηt

=
γ

2
η2f(x, t;x0)

ηx2
− φ

ηf(x, t;x0)
ηx

. (1)

This equation defines the conditional pdf of X(t):

f(x, t;x0)dx = P [x ≤ X(t) < x + dx | X(0) = x0].

The both processes X(t) and N(t) have normally distributed changes; the
choice φ = π−μ, γ = δ2

Aπ3+δ2
Bμ3 = C2

Aπ+C2
Bμ ensures that the parameters of

these distributions increase at the same rate with the length of the observation
period. In the case of G/G/1/N station, the process evolves between barriers
placed at x = 0 and x = N where barriers with instantaneous jumps are placed,
[9]. When the diffusion process comes to x = 0, it remains there for a time
exponentially distributed with a parameter π0 and then it returns to x = 1. The
time when the process is at x = 0 corresponds to the idle time of the system.
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When the process comes to the barrier at x = N , it stays there for a time which
is exponentially distributed with a parameter μ0 which corresponds to the time
when the system is full and do not accept new customers (the completion time of
current service from the moment when the queue becomes full). The assumption
on exponential sojourn times in barriers will be dropped below where transient
model is presented. Diffusion equation becomes and is supplemented by balance
equations for probabilities p0(t) and pN (t) of being at the barriers

ηf(x, t;x0)
ηt

=
γ

2
η2f(x, t;x0)

ηx2
− φ

ηf(x, t;x0)
ηx

+

+ π0p0(t)ϕ(x − 1) + πNpN (t)ϕ(x − N + 1) ,

dp0(t)
dt

= lim
x∈0

[
γ

2
ηf(x, t;x0)

ηx
− φf(x, t;x0)] − π0p0(t) ,

dpN (t)
dt

= lim
x∈N

[−γ

2
ηf(x, t;x0)

ηx
+ φf(x, t;x0)] − πNpN (t) , (2)

where ϕ(x) is Dirac delta function.
Our solution of these equations is based on the representation of the density

function f(x, t;x0) of the diffusion process with barriers with jumps by a super-
position of the density functions Δ(x, t;x0) of diffusion processes with absorbing
barriers at x = 0 and x = N , which has the following form

Δ(x, t;x0) =

⎧
⎪⎪⎨

⎪⎪⎩

ϕ(x − x0) for t = 0
1√

2Παt

⎥∗
n=−∗

⎦
exp

[
βx′

n

α − (x−x0−x′
n−βt)2

2αt

]

− exp
[

βx′′
n

α − (x−x0−x′′
n−βt)2

2αt

]}
for t > 0 ,

(3)

where x∞
n = 2nN , x∞∞

n = −2x0 − x∞
n . If the initial condition is defined by a

function ψ(x), x ∈ (0, N), limx∈0 ψ(x) = limx∈N ψ(x) = 0, then the pdf of the
process has the form Δ(x, t;ψ) =

∫ N

0
Δ(x, t; ξ)ψ(ξ)dξ.

The probability density function f(x, t;ψ) of the diffusion process with ele-
mentary returns is composed of the function Δ(x, t;ψ) which represents the
influence of the initial conditions and of a spectrum of functions Δ(x, t − τ ; 1),
Δ(x, t − τ ;N − 1) which are pd functions of diffusion processes with absorbing
barriers at x = 0 and x = N , started at time τ < t at points x = 1 and x = N −1
with densities g1(τ) and gN−1(τ):

f(x, t;ψ) = Δ(x, t;ψ)+
∫ t

0

g1(τ)Δ(x, t−τ ; 1)dτ +
∫ t

0

gN−1(τ)Δ(x, t−τ ;N −1)dτ .

(4)

Densities Ψ0(t), ΨN (t) of probability that at time t the process enters to x = 0
or x = N are
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Ψ0(t) = p0(0)ϕ(t) + [1 − p0(0) − pN (0)]Ψψ,0(t) +
∫ t

0

g1(τ)Ψ1,0(t − τ)dτ

+
∫ t

0

gN−1(τ)ΨN−1,0(t − τ)dτ ,

ΨN (t) = pN (0)ϕ(t) + [1 − p0(0) − pN (0)]Ψψ,N (t) +
∫ t

0

g1(τ)Ψ1,N (t − τ)dτ

+
∫ t

0

gN−1(τ)ΨN−1,N (t − τ)dτ , (5)

where Ψ1,0(t), Ψ1,N (t), ΨN−1,0(t), ΨN−1,N (t) are densities of the first passage time
between corresponding points, e.g.

Ψ1,0(t) = lim
x∈0

[
γ

2
ηΔ(x, t; 1)

ηx
− φΔ(x, t; 1)] . (6)

For absorbing barriers

lim
x∈0

Δ(x, t;x0) = lim
x∈N

Δ(x, t;x0) = 0 ,

hence Ψ1,0(t) = limx∈0
α
2

∂φ(x,t;1)
∂x . The functions Ψψ,0(t), Ψψ,N (t) denote densities

of probabilities that the initial process, started at t = 0 at the point ξ with
density ψ(ξ) will end at time t by entering respectively x = 0 or x = N .

Finally, we may express g1(t) and gN (t) with the use of functions Ψ0(t) and
ΨN (t):

g1(τ) =
∫ τ

0

Ψ0(t)l0(τ − t)dt , gN−1(τ) =
∫ τ

0

ΨN (t)lN (τ − t)dt , (7)

where l0(x), lN (x) are the densities of sojourn times in x = 0 and x = N ; the
distributions of these times are not restricted to exponential ones as it is in Eq. (2).

The above equations are transformed by the Laplace transform, and the
transform of f(x, t, x0) is obtained analytically and then its original is computed
numerically using e.g. Stehfest algorithm [22].

In case of unlimited queue of G/G/1 type we just remove the barrier at
x = N and related to it terms and equations.

3 Open Network of G/G/1, G/G/1/N Queues, One
Class, Steady State and Transient Solution

The steady-state open networks models of G/G/1 queues were studied in [10].
Let M be the number of stations and suppose at the beginning that there is one
class of customers. The throughput of station i is, as usual, obtained from traffic
equations

πi = π0i +
M∑

j=1

πjrji , i = 1, . . . ,M, (8)
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where rji is routing probability between station j and station i; π0i is external
flow of customers coming from outside of network.

Second moment of interarrival time distribution is obtained from two systems
of equations; the first defines C2

Di as a function of C2
Ai and C2

Bi; the second defines
C2

Aj as another function of C2
D1, . . . , C2

DM :
(1) The formula (9) is exact for M/G/1, M/G/1/N stations and is approxi-

mate in the case of non-Poisson input [1]

di(t) = 
ibi(t) + (1 − 
i)ai(t) ∗ bi(t) , i = 1, . . . ,M, (9)

where * denotes the convolution operation. From (9) we get

C2
Di = 
2i C

2
Bi + C2

Ai(1 − 
i) + 
i(1 − 
i) . (10)

(2) Customers leaving station i according to the distribution Di(x) choose
station j with probability rij : intervals between customers passing this way has
pdf dij(x)

dij(x) = di(x)rij +di(x)∗di(x)(1− rij)rij +di(x)∗di(x)∗di(x)(1− rij)2rij + · · ·
(11)

hence
E[Dij ] =

1
πirij

, C2
Dij = rij(C2

Di − 1) + 1 . (12)

E[Dij ], C2
Dij refer to interdeparture times; the number of customers passing

from station i to j in a time interval t has approximately normal distribution
with mean πirijt and variation C2

Dijπirijt. The sum of streams entering station
j has normal distribution with mean

πjt = [
M∑

i=1

πirij + π0j ] t and variance δ2
Ajt = {

M∑

i=1

C2
Dijπirij + C2

0jπ0j}t ,

hence

C2
Aj =

1
πj

M∑

i=1

rijπi[(C2
Di − 1)rij + 1] +

C2
0jπ0j

πj
. (13)

Parameters π0j , C2
0j represent the external stream of customers. For K classes

od customers with routing probabilities r
(k)
ij (let us assume for simplicity that

the customers do not change their classes) we have

π
(k)
i = π

(k)
0i +

M∑

j=1

π
(k)
j r

(k)
ji , i = 1, . . . , M ; k = 1, . . . , K, (14)

and

C2
Di = πi

K∑

k=1

π
(k)
i

μ
(k)
i

2 [C(k)
Bi

2
+ 1] + 2
i(1 − 
i) + (C2

Ai + 1)(1 − 
i) − 1 . (15)
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A customer in the stream leaving station i belongs to class k with probability

π
(k)
i /πi and we can determine C

(k)
Di

2
in the similar way as it has been done in

Eqs. (11–12), replacing rij by π
(k)
i /πi:

C
(k)
Di

2
=

π
(k)
i

πi
(C2

Di − 1) + 1 ; (16)

then

C2
Aj =

1
πj

K∑

l=1

K∑

k=1

r
(k)
ij πi

[(
π
(k)
i

πi
(C2

Di − 1)

⎫

r
(k)
ij + 1

⎬

+
K∑

k=1

C
(k)
0j

2
π
(k)
0j

πj
. (17)

Equations (10), (13) or (15), (17) form a linear system of equations and allow
us to determine C2

Ai and, in consequence, parameters φi, γi for each station.
In our approach to transient analysis, the time axis is divided into small

intervals (equal e.g. to the smallest mean service time) and at the beginning of
each interval the Eqs. (8), (10), (13) are used to determine the input parameters
of each station based on the values of 
i(t) obtained at the end of the precedent
interval. As the values of parameters are changed at each interval, also external
flows π

(k)
0j (t) may be modelled following any, possibly self-similar process.

Numerical example 1. The considered exemplary network topology is pre-
sented in Fig. 1. It was generated by aSHIIP generator [29] allowing generation
of hierarchical networks, typical for Internet - this sample network consists of
6 levels. The same topology was used in an example referring to the fluid flow

2
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9 131287
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41
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Fig. 1. Topology of the network considered in numerical examples.
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Table 1. Generated flows λi, i = 8, 9, 19, as a function of time

time units 0–20 20–25 25–65 65–70 70–75 75–100
node 8 0.8 1.7 1.7 1.7 1.7 1.3
node 9 1.8 1.8 1.5 1.0 1.0 1.0
node 19 1.0 1.0 2.5 2.5 2.5 1. 5

approximation presented in the next section. We do not compare the results, as
diffusion model does not incorporate the TCP congestion window mechanism
(although it is possible) and the loads of networks are different in both exam-
ples. The examples demonstrate rather the possibilities of both approaches. Here,
flows are generated by nodes 8, 9, 19 and their intensity is piecewise, given in
Table 1, the routing of flows is indicated in the figure. All nodes have the same
service intensity μ = 3, the queue capacity is N = 20, and the squared coefficient
of variation for all flaws and stations are: C2

A = C2
B = 1. The propagation time

between nodes is null (it is easy to compute knowing the length o the links and
the speed of light in nodes).

In Figs. 2, 3 the time evolution of mean queues in a few chosen nodes, pre-
dicted by diffusion approximation and simulation (we treat simulation results as
almost exact) are compared, giving the idea of the errors of the approach. The
model naturally gives not only these mean values but also the distributions of
queues. Figure 4 compares the time-dependant flow intensities at certain nodes
obtained via diffusion approximation and simulation. With our software we may
we may generate and solve numerically much larger models, having hundreds
of thousands or millions nodes and flows. It seems that our solver concerning
transient diffusion models is the unique existing one.
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Fig. 2. Mean queue lengths at nodes 9 and 10, diffusion approximation and simulation
results
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Fig. 3. Mean queue lengths at nodes 9 and 10, diffusion approximation and simulation
results
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Fig. 4. Flow intensities at nodes 8, 9, and 19, diffusion approximation and simulation
results

4 Fluid-Flow Approximation

Fluid-flow approximation is a well-known approach of modelling transient behav-
iour where only mean values of traffic intensity and service times are considered.
Compared to the diffusion approximation, mathematical side of the model is
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simple: instead of partial differential equations of second order, the first-order
ordinary linear differential equations are used. Due to its simplicity, it gained
much interest in the analysis of transient states in Internet and in investiga-
tion of TCP-IP connections stability [4,31]. Some solvers already exist [6,7] but
we have developed our own to have a better inside to its functionalities and to
optimise its performance.

Fluid approximation gives larger methodological errors than the diffusion
approximation which is a second-order approximation and considers not only
the mean values but also the variance of flow changes. We have also observed it
our tests [5].

Here we present the method in a form proposed in [11,14], already adapted
to TCP congestion window mechanism and RED algorithm in routers, hence in
an easy way incorporating some essential details of Internet transmissions.

Let the modelled network V be composed of routers. The fluid approximation
computes the average values of the queues at the routers while the implemented
RED mechanism requires the instantaneous values of them to estimate discard
probability. Hence, the instantaneous and average queue lengths in the network
are noted by the vectors q and x. The values of the routers’ discard probabilities
depend on the instantaneous queue length and are recorded in vector p(x) which
depends for the router v ∈ V only on xv. The network structure is represented by
binary matrix A. Its rows correspond to TCP flows and the columns represent
network nodes. If a flow i traverses a node k, the value of the element aik is
determined as “one”, otherwise the element is set to “zero”. The matrix A and
vector p(x) are used to define a new matrix B: the rows of the matrix B are
formed by multiplying the corresponding element of p and a row of A, such
that Bij = Aij · pj(xj). The B matrix is used to calculate the total packet loss
probability on the path of the entire flow. Each row of the matrix stores the
probabilities for routers on the route. To determine the total loss probability, it
is necessary to calculate all possible combinations of packet drop probabilities
on the path from source to destination. The way to do it is to calculate the
success probability (the successful packet arrival traverse through all nodes on
the path). The dynamics of the congestion window Wi(t) at a connection i is:

dW i(t)
dt

=
1

Ri(q(t))
− Wi(t)

2
· Wi(t − τ)

Ri(q(t − τ))
·

·
⎭

⎝1 −
∏

j∈V

(1 − Bij)

⎞

⎠ . (18)

The other equations concern the mean queue length qv of router v at this instant,
the average queue xv and delays Ri.

The router’s AQM packet discard probability p(x(t)), Eq. 20, included in the
above formula is determined with the use of the weighted average queue length:

xv(kϕ) = (1 − Ψv) · xv((k − 1)ϕ) + Ψvqv(kϕ) (19)

where:
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ϕ – queue sampling parameter,
Ψ – weight parameter, specifying the percentage of current queue q taken in

the moving average,
k – iteration step,

pv(xv) =

⎧
⎨

⎩

0, 0 � xv < tminv
xv − tminv

tmaxv−tminv
pmaxv

, tminv
� xv < tmaxv

1, tmaxv
� xv � Bv

(20)

xv(t), qv(t) are respectively the average and instantaneous queue lengths in
router v. With the transmission capacity Cv the time change of qv is

dqv(t)
dt

=
K∑

i=1

Wi(t)
Ri(q(t))

− 1(qv(t) > 0) · Cv , (21)

Cv is transmission capacity of the router v. A router allows reception of traffic
from K TCP flows (K � N). Each flow i(i = 1, ..., N) is determined by time
varying congestion window size Wi, measured in packets and constant propaga-
tion delay Tpi throughout flow route. Total packet delay for flow i (Round Trip
Time) consists of queue delay and propagation delay.

Ri(q(t)) =
M∑

j=1

qj(t)
Cj

+ Tpi . (22)

Numerical example 2. The topology of the considered network is the same as
in Example 1 and generated by aSHIIP. The flows, propagation times, and buffer
sizes at routers were also generated randomly. Table 2 illustrates the network
parameters: B - maximum buffer capacity; C - service intensity; Q0 - initial
queue length; Ψ, tmin, tmax, pmax - weight, thresholds and maximum probability
for RED algorithm. On the whole structure, we ran our algorithm for selecting
the pair of border routers as a flow endpoints and searched for the shortest paths
from the sender to the receiver using the Dijkstra algorithm. Table 3 shows the
flow parameters: W0 - starting window size; Tp - total propagation delay that is
the sum of the link delays on the route.

Table 2. Router parameters
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Table 3. Flow parameters

Few results are displayed, e.g. the RTT as a function of time for flow classes,
Fig. 5. The value of RTT specifies the time needed to propagate an information
through the network after which a sender may react on losses. The first overload
occurs roughly at t = 300 time units (t.u.) and the RTT time of classes 3–5 at
that moment ranges between [260, 325], therefore the expected moment when
the sender reduces the transmitted traffic is after about 300 t.u. It is visible in
Fig. 6 – the window sizes of class 3–5 are reduced at a time close to t = 600 t.u.
For other classes the losses are so small that the continuous increase of window
sizes is observed.

The reduction of window sizes contributed to an immediate decrease of queue
length of congested nodes (Fig. 7). The queue in 17th and 18th node started to
empty after 600th time unit because of exceeding the RED maximum thresh-
old by average queue around 300th t.u. and rejecting new packets since then.
However, the queues did not reach the maximum buffer sizes that were set respec-
tively on 18 and 17 packets.
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Fig. 5. The RTT time Ri in each flow class
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Fig. 6. The congestion window sizes Wi in each flow class
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Fig. 7. The queue lengths Qi in each node

Figure 8 displays the throughputs of flow classes. Each class has different
characteristic, however the classes with a shared overloaded part of the route
had similar behaviour. The flows that traversed through shared non-congested
network fragments have different throughputs – as it is seen for class 1 and 2.
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Fig. 8. The throughputs Ti in each flow class

5 Conclusions

We believe that diffusion and fluid approximations are useful approaches that
are complementary to Markov models. The size and complexity of models which
may be analysed by diffusion and fluid flow approximations are much larger
than in case of traditional Markovian models. We have developed our own tools
for the both methods and we are testing their possibilities. They are able to
treat very large (up to millions of nodes) networks giving a software test bed
to consider modifications of protocols or the choice of network topologies. The
models based on Markov chains are still essential in performance evaluation
and supporting the design of new communication protocols, mechanisms for
regulation of the intensity of Internet transmissions and mechanisms to ensure
the quality of transmission services. Their principal constraint is the number of
states growing very rapidly with the complexity of an object being modelled;
as each state of the Markov chain corresponds to one state of the system, it
is necessary to construct and solve very large systems of equations linking the
states probabilities. The existing solvers as e.g. XMARCA [28], PEPS [20], or
PRISM [21] consider only steady state Markov chains.

We are developing our own Markovian package Olymp [19]. It is a library for
generating transition matrices of continuous time Markov chains, and solve the
resulting model. Olymp uses Java language to define network nodes and their
interactions - that gives a lot of flexibility in defining a network structure and
functions.
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At the moment we are able to generate and solve Markov chains of the
150 million of states. The main method of solution is one of projection methods
based on Krylov subspace with Arnoldi process, e.g. [23,26,28]. We plan to
increase the size of tractable Markov chains by several orders through the use of
a GPU-CPU (graphical processing unit) and a better design of computational
algorithms for parallel computing and optimization of memory usage, [17].

An alternative to analytical models is discrete event simulation – also used
here to evaluate diffusion approximation results. We have developed an exten-
sion of OMNET++ (a popular simulation tool written in C++, [18]) allowing
simulation of transient state models. In this case a simulation run should be
repeated a sufficient number of times (e.g. 500 thousands in our examples) and
the results for a fixed time should be averaged. That makes transient simulation
models time-consuming.

Acknowledgments. This work was supported by Polish project NCN nr
4796/B/T02/2011/40 “Models for transmissions dynamics, congestion control and
quality of service in Internet” and the European Union from the European Social
Fund (grant agreement number: UDA-POKL.04.01.01-00-106/09).
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72 T. Czachórski et al.

12. Kleinrock, L.: Queueing Systems. Volume I: Theory. Wiley, New York (1975)
13. Kleinrock, L.: Queueing Systems. Volume II: Computer Applications. Wiley, New

York (1976)
14. Liu, Y., Lo Presti, F., Misra, V., Gu, Y.: Fluid models and solutions for large-scale

IP networks. In: ACM/SigMetrics (2003)
15. Liu, J.: Packet-level integration of fluid TCP models in real-time network simu-

lation. In: Proceedings of the 38th Conference on Winter Simulation, Monterey,
California, 03–06 December , pp. 2162 - 2169 (2006)

16. Misra, V., Gong, W., Towsley, D.: A fluid-based analysis of a network of AQM
routers supporting TCP flows with an application to RED. In: Proceedings of the
Conference on Applications, Technologies, Architectures and Protocols for Com-
puter Communication (SIGCOMM 2000), pp. 151–160 (2000)

17. Numerical computation for Markov chains on GPU: building chains and bounds,
algorithms and applications. Project POLONIUM 2012–2013, bilateral cooperation
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Abstract. The problem of survivability analysis of new generation com-
puter networks is considered. Survivability index for computer networks
is suggested and method for its estimation is described. The problem
of computer networks structure optimization by survivability indices is
also considered and method for its solution described. The experimental
investigations of the suggested methods for computer networks surviv-
ability analysis and optimization are presented.

1 Introduction

New generation networks (NGN) are the networks which utilize the perspective
networking technologies (e.g. multiprotocol label switching (MPLS) and Gener-
alized MPLS) aimed at extending information services for users and ensuring
the given QoS (Quality of Service) for different information types: audio, video
and data.

The main QoS factors are Packets Transfer Delay (PTD), Packets Delay
Variance (PDV) and Packets Loss Ratio (PLR) [1,2].

The main advantages of this network technology are the following: it provides
unified technique for fast transmission of various information types — data, video
and audio via high speed channels and integrates with upper level protocol —
TCP/IP.

The important problem arising when analyzing existing NGN networks or
their development is the problem of network survivability analysis. In order to
perform such analysis it’s necessary to introduce adequate survivability indices
which would take into account the peculiarities of this technology and to develop
an algorithm for its estimation. The main goals of this paper are the presentation
of the suggested survivability analysis method, its investigations and structural
network optimization by survivability.

2 Problem Statement and Model for Estimation
Survivability

Like the work [3] we consider the system survivability as the ability to preserve
its functioning and to ensure the fulfillment of its main functions (perhaps in

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 73–81, 2014.
DOI: 10.1007/978-3-319-05209-0 6, c© Springer International Publishing Switzerland 2014
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the shortened amount) under given QoS. As the main MPLS network function
is the transmission of different classes of packets flows so we’ll estimate the
survivability level as maximal flow value to be transmitted in a network under
its channels and nodes failures under given values of QoS factors.

Let’s consider the survivability analysis problem statement.
Let it be MPLS network which is defined by an oriented graph G = {X,E}

where X = {xj} is a set of network nodes, E = (r, s) is a set of channels, μrs

are channels capacities.
Assume that in network K classes of service (CoS) are transmitted due to

so-called demand matrices H(k) = ||hij(k)||, i = 1 . . . N , j = 1 . . . N (Mbits per
sec). For each flow the corresponding QoS is introduced as a given value mean
delay time Tcp,k estimated by the following expression [3].

Tcp,k =
1

H
(k)
Σ

∑

(r,s)∈E

f
(k)
rs

∑k
j=1 f

(j)
rs

(μrs − ∑k−1
j=1 f

(j)
rs ) · (μrs − ∑k

j=1 f
(j)
rs )

, (1)

where H
(k)
Σ =

∑n
i=1

∑n
j=1 h

(k)
ij is a total intensity of input flow of the k-th CoS,

μrs is the channel (r, s) capacity, f
(k)
rs is a k-th class of flow value in the channel

(r, s).
It’s necessary to determine the survivability indices for a given network.
In papers [3,4] the following complex factor was suggested for survivability

analysis of MPLS networks

P{HΦ
Σ(1) → r %H0

Σ(1)}, P{HΦ
Σ(2) → r %H0

Σ(2)} . . . P{HΦ
Σ(k) → r %H0

Σ(k)},
(2)

where H0
Σ(k) is k-th class flow value in the faultless state; HΦ

Σ(k) is a real flow
value of class k in case of failures, r = (50 ÷ 100), P{HΦ

Σ(k) → r %H0
Σ(k)},

k = 1 . . . K is the probability that flow value of k-th class transmitted in a
network would be not less than a fraction r of the nominal flow value in the
faultless state H0

Σ(k).
As it is not known a priori the maximal flow value under failures, the hypothe-

ses is introduced that general flow structure under failures is preserved, that is
the ratio of flow values of different classes (CoS) should be preserved, namely

HΦ
Σ(1) : HΦ

Σ(i) : HΦ
Σ(k) = H0

Σ(1) : H0
Σ(i) : H0

Σ(k), (3)

This assumption allows to suggest the following method of MPLS networks
survivability analysis [3].

3 The Algorithm of MPLS Networks Survivability
Analysis

Let MPLS network G = (X,E) be considered consisting of n elements, chan-
nels and nodes exposed to influence of environment due to which they fail. It’s
assumed that reliability characteristics of network elements: readiness coeffi-
cients (probability of faultless state) of channels kΓr,s

and nodes kΓi
, (r, s) ≥ E,

i = 1 . . . n are known. Consider the following network failure states:
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1. Failure of one channel: Z1;
2. Failure of one node: Z2;
3. Failure of two channels: Z3;
4. Simultaneous failure of one channel and one node: Z4;
5. Failure of three channels: Z5.

Assuming failures of network elements to be statistically independent events we
may determine the probability of each state P (Zi). For example, if Zi is the
channel (ri, si) failure, then

P (Zi) = (1 − KΓri,si
)

∏

(r,s) √=(ri,si)

KΓr,s

n∏

i=1

KΓi
, (4)

where KΓri,si
is a probability of faultless state of the channel (r, s) ∈= (ri, si);

1 − KΓri,si
is a probability of the channel (ri, si) failure.

In [3] MPLS networks survivability estimation algorithm was suggested, which
consists of the following steps:

1. Compute the total flow value in the faultless state (so-called nominal flow)
for all classes of service (CoS) H

(0)
Σ (1),H(0)

Σ (2), . . . ,H(0)
Σ (K).

2. Simulate network different failure states: Z1, Z2, Z3, Z4, Z5. For each failure
state calculate the corresponding probability P (Zi) according to (4).

3. Find the maximal flow value for all CoS in the state Zj : HΦ
Σ(k, zj),

k = 1 . . . K. We use for it a specially developed algorithm of finding max-
imal flow [4].

4. Calculate the complex survivability index for each CoS: for class k

P{HΦ
Σ(k) → r %H0

Σ(k)} =
∑

Zi

P (Zi), (5)

where summing in (5) is performed over all states Zi such that HΦ
Σ(k) →

r %H0
Σ(k), H0

Σ is the nominal flow value of the class k in network faultless
state; HΦ

Σ(k) is a real flow value of the class k in case of failures, r = (50 ÷
100), k = 1 . . . K.

The found dependencies P{HΦ
Σ(1) → r %H0

Σ(1)}, P{HΦ
Σ(2) → r %H0

Σ(2)}
. . . P{HΦ

Σ(k) → r %H0
Σ(k)}, are further presented as curves in coordinates -

P{HΦ
Σ(k)} − r %H0

Σ . And by its change we may estimate the survivability of
the corresponding network.

4 Accelerated Algorithm of Survivability Determination
in MPLS Networks

While estimating networks survivability it’s necessary to analyze all the failure
states in a network including the states of multiple failures, namely the state
sets: Z3 – two channels failure; Z4 – failure of one channel and one node and Z5

– a failure of three channels, etc.
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Let it be in a network m channels and n nodes, then the total number of
states of the set Z3 is equal to |Z3| = C2

m = m(m−1)
2! , in the set Z4 is equal to

|Z4| = m · n, and in the set Z5 is equal to |Z5| = C3
m = m(m−1)(m−2)

3! .
As for survivability calculations it’s necessary to solve the problem of maxi-

mal flow search for each state the problem of survivability estimation demands
huge volume of calculations even for a small network. Therefore to obtain sub-
stantial cut in calculations in the problem of network survivability estimation
approximate algorithm based on the method of statistical trials (Monte-Carlo)
was developed. The algorithm runs in the following way.

Set the number of failure states to be accounted in % for each subset Zi, e.g.:
for subset

Z1 : n1 = 100%; Z2 : n2 = 100%; Z3 : n3 = 30%; Z4 : n4 = 20%; Z5 :
n5 = 10%; These subsets are chosen randomly Z3, Z4, Z5 and denote them
correspondingly: Z3,y, Z4,y, Z5,y. Then calculate the contribution in the total
survivability function P{HΣ(k) → r %H

(0)
Σ } by each subset as follows:

P3{HΣ(k) → r %H
(0)
Σ } = ΣP (zj), zj : HΣ(zj) → r %H

(0)
Σ , zj ≥ Z3,y.

P4{HΣ(k) → r %H
(0)
Σ } = ΣP (zj), zj : HΣ(zj) → r %H

(0)
Σ , zj ≥ Z4,y.

P5{HΣ(k) → r %H
(0)
Σ } = ΣP (zj), zj : HΣ(zj) → r %H

(0)
Σ , zj ≥ Z5,y.

Then calculate the integral estimate for network survivability with the account
of all failure states.

The experimental investigations were carried out for estimation of the sug-
gested approximate algorithm depending on the values ni %, i = 3, 4, 5. As the
results of these experiments for a network with parameters n = 25, m = 39,
the mean percentage estimation error of survivability for values n1 = 100%,
n2 = 100%, n3 = 30%, n4 = 20%, n5 = 10% lies in the range 4 ÷ 5%.

5 The Network Survivability Optimization Problem
Statement

In the process of network design after analysis of its survivability the problem
arises to ensure the desired survivability level. Naturally, this problem may be
solved by the way of reserving its channels and nodes and the structural opti-
mization, which demands the additional expenses. Consider the corresponding
problem statement of network structural optimization by survivability indices.

Let it be MPLS network which as earlier is defined by oriented graph G =
{X,E}, where X = {xj} is a set of network nodes, E = {(r, s)} is a set of
channels; μrs are channels capacities.

Assume K classes of flows (CoS) are transmitted in the network accord-
ing to demand matrices H(k) = ||hij(k)||, i = 1 . . . N, j = 1 . . . N (Mbit/s). The
reliability characteristics of channels and nodes are given, namely readiness coef-
ficients for channels KΓrs

and nodes KΓi
and corresponding failure probabilities

Pomki
= KΓi

. For each class k quality of service (QoS) is given as a mean delay
time value Tcp,k. Let the following values of survivability indices be established
for each flow class: P

(k)
0,predef , P

(k)
1,predef , . . . , P

(k)
5,predef .
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It is demanded to determine such network structure for which the following
requirements on survivability level will be ensured:

P{HΦ
Σ(k) → r %H

(0)
Σ (k)} → P

(k)
r,predef , r = (50 ÷ 100), k = 1 . . . K, (6)

and the additional costs would be minimal:
CΣ = ΣCres

rs (μrs) ⇔ min.
The achievement of the desired survivability level we’ll obtain by correspond-

ing reservation of the most responsible channels and nodes.
For reservation efficiency estimation we propose to introduce the following

index for channels:

αrisi
= −ΔP (Zi)

Crisi

, (7)

where Zi is a state of failure of the channel (ri, si);
ΔP (Zi) is a probability change of the state Zi in case of channel reservation,
Crisi

is a cost of this reservation.
The value ΔP (Zi) is estimated by the following formula:

Pres(Zi) − P (Zi) =
P 2

omkrisi
· ∏(r,s) √=(ri,si)

KΓr,s

∏n
i=1 KΓi

− Pomkrisi

∏
(r,s) √=(ri,si)

KΓr,s

∏n
i=1 KΓi

=

= −(1 − Pomkrisi
) · Pomkrisi

∏

(r,s) √=(ri,si)

KΓr,s
·

n∏

i=1

KΓi
= −(1 − Pomkrisi

) · P (Zi),

(8)
where Pomkrisi

is failure probability of the channel (ri, si).
The similar expressions are used for estimation of nodes reservation.
The index αrisi

is used for selection of the proper elements, nodes and chan-
nels to be reserved in the first turn. The following method of MPLS network
optimization by survivability level is suggested.

6 Method of MPLS Network Optimization by
Survivability

The algorithm consists of finite number of iterations. On each iteration the next
element (node or channel) is reserved.

k-th iteration.

1. For each channel and node the index αrisi
is computed by formula (7).

2. Select channel (r∗, s∗) such that αr∗,s∗ = max(ri,si)αri,si
.

3. Reserve channel (r∗, s∗) and recalculate survivability indices for all the flow
classes after reservation using the following formula:

PH{HΦ
Σ(k) → r %H

(0)
Σ } = P{HΦ

Σ(k) → r %H0
Σ} + |ΔP (Z∗

i )|, (9)

where ΔP (Z∗
i ) is a probability change of the state Zi after the channel (r∗, s∗)

reservation.
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4. Check the fulfillment of condition (6):
PH{HΦ

Σ(k) → r %H
(0)
Σ } → P

(k)
r,predef , r = (50 ÷ 100), k = 1 . . . K.

If the conditions (6) are fulfilled for each r and all the classes K, then stop,
otherwise, go to (k + 1) iteration.

The described iterations are repeated until the condition (6) would be true.
As at each iteration the values of survivability indices increase and their upper
bound are limited by 1 the algorithm converges after finite number of iterations
not exceeding m + n, where m is a number of channels, n is a number of nodes.

7 The Experimental Investigations of the Survivability
Analysis Algorithm

The suggested algorithms for NGN networks survivability analyses and opti-
mization were implemented and corresponding software kit was developed. The
experimental investigations of the suggested algorithms were carried out. The
experiments were performed on the basis of global MPLS Ukrainian network, its
structure is presented on Fig. 1.

In the first series of experiments the investigations of survivability algo-
rithm were carried out. In the process of experiments dependence of surviv-
ability indices on variations of the set values of QoS-mean delay time (MDT) for
different classes (CoS) was explored.

All the experiments were performed for readiness coefficients of channels
distributed uniformly in the range (0.9–0.95) and readiness coefficients of nodes
distributed uniformly in the interval (0.95–0.99).

In the first experiment the survivability sensibility to the variations of the
constraint on MDT for the first class of service was explored. The corresponding
results are presented in the Table 1 and on Fig. 2.

Fig. 1. The structure of Global MPLS network
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Table 1. Survivability versus MDT (mean delay time)

Tcp = 0.01 Tcp = 0.05 Tcp = 0.15 Tcp = 0.7

P (100 %) 0.352779 0.389927 0.410044 0.432404
P (90 %) 0.352779 0.389927 0.410044 0.432404
P (80 %) 0.482439 0.520454 0.539737 0.565827
P (70 %) 0.483985 0.521005 0.541752 0.565827
P (60 %) 0.484394 0.521005 0.543298 0.566516
P (50 %) 0.484394 0.521005 0.545879 0.566516

Fig. 2. Survivability sensibility versus MDT variation

As we may easily see from the curves survivability index is more sensitive
to variations of Tcp in the interval 0.01–0.05 than in the interval 0.15–0.7. The
similar results were obtained for other CoS.

In the next experiments the investigations of survivability optimization algo-
rithm by reservation were carried out. In process of experiments the influence of
demands matrices variations on survivability indices were explored for all CoS.

The demands matrix was varied using multiplying coefficient k which may
have the following values 0.5; 0.75; 1; 1.25; 1.5; 1.75. H∗ = kH.

The analysis was performed with the next parameters: channels readiness
coefficient 0.99, nodes coefficient −0.94 and k = 0.5 − 1.4, k = 2.

In the Table 2 the survivability indices values for different classes (CoS) are
presented before optimization and in the Table 3 after optimization by the sug-
gested algorithm for k = 0.5.

The corresponding survivability indices after optimization for 4 classes are
presented also on Fig. 3.

Comparing results in Tables 2 and 3 we may conclude the application of
suggested algorithm has substantially improved network survivability.



80 Y. Zaychenko and H. Zaychenko

Table 2. Survivability indices before optimization

H % Class 1 Class 2 Class 3 Class 4

0.5 0.385 0.385 0.385 0.385
0.6 0.385 0.385 0.385 0.385
0.7 0.385 0.385 0.385 0.385
0.8 0.385 0.385 0.385 0.385
0.9 0.385 0.385 0.385 0.385
1 0.385 0.385 0.385 0.385

Table 3. Survivability indices after optimization

H % Class 1 Class 2 Class 3 Class 4

0.5 0.82 0.685 0.685 0.685
0.6 0.82 0.685 0.685 0.685
0.7 0.82 0.685 0.685 0.66
0.8 0.82 0.685 0.685 0.66
0.9 0.82 0.685 0.685 0.66
1 0.685 0.685 0.685 0.66

Fig. 3. The optimized survivability indices for different CoS

8 Conclusion

1. The problem of survivability analysis for new generation computer networks
is stated. The complex survivability index is introduced and the algorithm of
its estimation is developed.

2. The problem of NGN computer networks optimization by survivability indices
is stated and the algorithm of its solution is suggested.

3. The experimental investigations of the suggested algorithms were carried out
and their efficiency was estimated.
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Abstract. Extended generalised fat tree (XGFT) are interconnection
networks with bidirectional multistage properties, (BMIN) which can be
extended or scaled to accommodate different system sizes and require-
ments. However, these extended topologies do not address power con-
sumption and traffic constraints. In this paper, we extract a sub-set of
the generalised fat tree topologies that are power consumption and per-
formance aware. We called this sub-set optimised OXGFT. The cost
which is proportional to the relative power is the objective function that
is minimised based on the traffic constraints to maintain a lower delay
and a higher throughput. The simulation results show that the extracted
OXGFT topologies perform well under various load conditions.

Keywords: Fat-tree · Extended generalised fat tree · Optimisation ·
Interconnections · High performance architectures

1 Introduction

Fat tree networks [1] were proposed as binary tree based topologies. The only
diffierence is that the processors of the fat tree are located to the leaves of a
binary tree (Fig. 1), and the fact that moving upwards to the root of the tree
the communication links increase and therefore the communication bandwidth
increases as-well. K-ary n tree architectures were later proposed with the diffier-
ence that the upward links are quicker by a factor k than the downward links in
order to achieve a non-changing bisection bandwidth. Fat trees have a constraint
that when implementing them the switch port rates become too high near the
root of the tree, thus the use of switches with the same radix and port speed is
inevitable.

The most suitable candidate for the fat tree topologies is k-ary n-trees as it
allows the switches to be configured at all levels in a similarly way as illustrated
in Fig. 1(c). In fat trees the system size depends on the degree of the switch
such as p = 2n , where n is the height of the level, while in K-ary n-trees the
descendants of the node are at index positions therefore p = kn.

Topologies based on fat tree that do not have full bisectional bandwidth are
call extended fat trees such as m-ary trees [2].

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 82–90, 2014.
DOI: 10.1007/978-3-319-05209-0 7, c© Springer International Publishing Switzerland 2014
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Fig. 1. a 4-level fat tree, b binary 4 tree [2], c K-ary n-tree with k = 3 and n = 3

Fig. 2. a XGFT configuration of (2, 6, 6, 4, 0) with 36 processors and b XGFT (3, 4,
3, 5, 2, 2, 2) with 60 processors [3]

While fat tree class topologies include some interesting characteristics they
also experience some known issues such as the bottleneck caused from the lim-
ited availability of paths as in some cases only a single path exists. Extended
generalised fat tree or XGFT was proposed by [2] as an optimisation of the stan-
dard fat tree topologies. Extended generalised fat tree or XGFT [3] on the other
hand, unlike k-ary n-tree, are interconnections that can be extended, or scaled to
accommodate diffierent system sizes and requirements. Switches in various stages
of the network have diffierent number of bi-directional ports. Like k-ary n-tree,
extended generalised fat trees can be regenerated recursively to accommodate a
larger system, and the connectivity along with the links used, depends on the
configuration requirements. Figure 2 illustrates two examples of XGFT each with
diffierent number of routing switches and number of leaf nodes. Each diffierent
stage of routing switches from top switch to the bottom switch is considered to
have diffierent levels of switches, with each level consisting diffierent sub-trees.
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Fig. 3. a Simulation results of XGFT with TB (Turn back routing) and TBWP (turn
back when possible [3].

Fig. 4. Packet structure [3]

The simulation results reported in [3], illustrated in Fig. 3, showed that better
performance was achieved with higher number of Turn back channels. However,
the extension of the routing algorithm proposed in XFGT [4] does not provide
any performance enhancements, thus the added complexity that is introduced
in the configuration of XGFT is unnecessary. This can be proved by our future
work where we propose a diffierent generalisation.

The addressing used is based on the space encoding for TB (Turn Back)
and TBWP (Turn back when possible) routing algorithms [3]. The addresses
are of integer vectors which specify the routing path, both the source address
and the destination address are attached into the packet header to ensure correct
shortest path calculations (Fig. 4). Two routing options exist, the up routing and
the down routing. In the up routing, a packet is routed in the upwards direction
until it finds the common routing switch ancestor or reaches the root switch of
the destination node. The common ancestor switch can be found, by comparing
the destination address with the source address carried along with the packet
at each switch stage of the network. Once the ancestor switch is reached, then
the down routing checks the destination address to determine the proper port
to route the packet through to reach its destination. This routing is entirely
deterministic, whereas the up routing is adaptive.
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2 Optimal Configuration

To find the optimal configuration among the space of all the endless XGFTs
topologies, a simulator was developed that uses the power consumption as the
objective functions with traffc constraints. That simulator takes the number of
processors and runs a set of constrain in order to find the optimum configuration
of both sub-trees and routing switches to be set to achieve the higher performance
possible with the lower cost.

2.1 Objective Function

The objective function is proportional to the power consumption. By minimising
the cost of the architecture, one can minimise the power associated with it. The
connectivity cost for each level depends on the number of ports, the number of
sub-trees, and the number of routing switches. Overall the cost of the XGFT of
level n can be expressed as

Cost =
n∑

i=1

RT
i × ΩL2

i (1)

where RT
i is the total number of routing switches at level i and Li is the total

number of ports per routing switch at level i. The total number of routing
switches and ports per routing switch at level i, which determines the complexity
of the level and hence the total complexity of the network, can be defined by the
following two equations:

RT
i = Ri

n∏

j=i+1

Sj (2)

Li = Si +
Ri+1

Ri
(3)

where Si is the number of sub-trees, and is the number of routing switches per
sub-tree at level i.

2.2 Constrains

The cost equation 1 is minimised subject to several constraints that ensure a
high performance for the topology. This is achieved by setting the number of
routing switches and ports per switch and per level to an adequate number that
guarantees an overall minimum latency. The total number of processors is set as
a constraint among the sub-trees which is defined in the following equation.

P =
n∏

i=1

Si → P = Si × Si+1 × · · · × Sn (4)
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The connectivity constrains can be illustrated in the two following equations.
The ratio between routing switches of diffierent levels has to be a positive integer
as it defines the number of ports per routing switch. The number of the rout-
ing switches per sub-tree has to increases from leafs to the root to satisfy the
connectivity requirements of a fat tree.

Ri+1

Ri
∈ Z+ (5)

Ri ≤ Ri+1 ≤ Ri+2 ≤ . . . ≤ Rn (6)

The number of sub-trees per level is the most important constrain. The sub-
trees and the routing switches are related to make sure that the numbers of ports
per level are adequate enough to fully connect the number of sub-trees per level
and hence minimise the delay in the network. This equation is based on queuing
theory and can be simplifies into:

Si ≤ Ri+1∏n
j=1 Sj

(7)

One can also include another constraint to relate to the current technology which
requires the maximum number of ports supported by a given switch at any level.

3 Performance Analysis

For the purpose of this research two simulators were implemented. The first one
in C++ called m: Z-node that can simulate multiple fat tree topologies with
multiple groups of levels and sub-trees along with the option of adjusting the
properties of the channel links, routing, and applications patterns, and the sec-
ond one called SimOpt in VB and Excel that takes a set of constraints and
produces an optimal topology based on Eq. 1. Two configurations of XGFT [4]
with diffierent processors and number of levels were compared to their optimal
versions obtained from our optimisation simulator. Figure 2(a) illustrates a two-
level configuration of XGFT, which consists of 36 processing elements, divided
into groups of 6, with each group connecting to an ancestor switch. The total
number of ancestor switches for the first and second levels are 6 and 4 respec-
tively. Figure 2(b) shows a three level configuration with 60 processors.

According to the constraints and the objective function discussed above, both
configurations do not satisfy the requirements for high performance based on
the given number of processors. Their optimised versions for the same number of
processors and levels are shown in Fig. 5. However, for 60 processors the optimum
configuration pays a smaller price for power consumption as illustrated in Fig. 6
compared to the non-optimised shown in Fig. 3, at the achievement of better
performance, as we will demonstrate later.
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Fig. 5. a Optimal configuration for 36 processors. b Optimal configuration for 60
processors.

Fig. 6. Power reduction with 60 processors in XGFT and OXGFT

3.1 Discussion of the Optimal Configuration of XGFT

The optimal configuration for 36 processors with two levels, according to our
assumptions, consists of a total of 12 switches for the first level, with each switch
connected to 3 processors, and 3 switches for the second level (Fig. 5(a)).

XGFT configuration and optimal configuration on 36 processors were tested
under various offiered traffc load. Both the configurations performed similarly
on a load of 5–50 %, with the optimum configuration achieving slightly lower
message delay of −1.00 to −2.00 ns compared to XGFT (Fig. 7(a)). When the
load increases to 60 % the diffierence in throughput between the two configura-
tions becomes noticeable (Fig. 7(b)), and the message delay becomes significantly
higher in XGFT. This is due to the lack of ports interconnections to service all
the backed traffc at each level.
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Fig. 7. a Message delay on various input rates. b Throughput under on various input
rates.

Fig. 8. a Message delay on 36 processors under different applications. b Throughput
on 60 processors under various applications

Figure 8 indicates that the message delay is lower under all traffc patterns
in the optimum configuration with the exception of Round Robin where both
configurations have equal values. The throughput is equal on both cases except
on bit reversal traffc where in the OXGFT configuration is slightly higher.

The XGFT configuration (Fig. 2(b) against optimum XGFT configuration on
60 processors was also tested, the configuration of the optimum XGFT consists
of 20, 30 and 6 switches for levels 1, 2 and 3 respectively (Fig. 5(b)).While the
XGFT configuration consists of the switching elements illustrated in Fig. 2(b).

Under various normalised loads (Fig. 9) , it is identified that even on higher
number of processors the optimum configuration still overcomes the XGFT
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Fig. 9. a Message delay under various normalised input rates on 60 processors. b
Throughput under various normalised input rates on 60 processors

Fig. 10. a Message delay on 60 processors under various applications. b Throughput
on 60 processor configuration under various applications.

configuration in all the diffierent loads. The diffierence in the message delay
between the two configurations is even higher. The message delay obtained in
XGFT shows a significant increase in Complement traffc while the OXGFT
(optimum) follows amore constant pattern against all traffcs with an increase
towards hotspot.

Based on the simulation results illustrated in Fig. 10, it is identified that the
optimum configuration performs significantly better on 60 processors than the
non-optimised XGFT. The throughput is higher in the optimum configuration
under most of the traffc patterns, with the exception of hotspot traffc in which
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both configuration performed similarly (Fig. 10(b)). The message delay obtained
in the optimum configuration follows a straight pattern with an increase towards
transpose. While in XGFT the message delay increases enormously under com-
plement and transpose traffc (Fig. 10(a)).

4 Conclusion

In this paper we have extracted an optimal configuration from a set of endless
extended generalised fat tree topologies. The impact of this paper is the identifi-
cations of an optimised configuration that will give a high performance structure
at the expense of small power consumption. From the results obtained it has
been verified that the optimum configuration has great performance rewards for
various traffc patterns and loads. This paper is presented as an introduction
of the optimisation of extended fat tree topologies, with the aim to exploit the
optimisation of all fat tree class topologies in future work.
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Abstract. Implementation of digital broadcasting systems requires the
solution of a set of problems, including national and international stan-
dardization, advances in video and channel coding, measurement meth-
ods and equipment for broadcasting systems. Different systems could be
effective for highly populated and sparsely inhabited regions. New digi-
tal terrestrial multimedia broadcasting system may solve such problems.
Some key characteristics of the RAVIS system are presented and the
prospects of the system are discussed.

Keywords: Digital broadcasting · Multiplex · Video coding · Metrol-
ogy · FEC coding · QEF

One of the most important tasks of modern digital broadcasting systems’ imple-
mentation is to create favorable conditions for the advanced (breakthrough)
development of world-class systems in leading areas of technology. The telecom-
munications is such direction, in which, inter alia, a significant increase in effi-
ciency of use of limited natural resource – radio frequency spectrum – is realized
on the basis of modern digital multimedia processing algorithms.

The solution of these problems should be systematic, pushing the develop-
ment of highly effective methods for digital processing and transmission of video
and audio information in real time and the implementation of appropriate trans-
ceiver systems.

Attention should be paid for solution of a set of problems, without which the
effective development of digital technologies is impossible. The two major ones
are the elaboration of appropriate standards and the creation of measurement
systems to ensure the effectiveness of development, production and implemen-
tation of innovations.

Development of TV and radio broadcasting and implementation of digital
broadcasting is a very complex problem in many countries. Digital broadcast-
ing technology is advancing rapidly enough. Development of high-performance
content processing systems and second generation broadcasting systems leads to
the need to revise the plans for digital broadcasting employment, for example,
in the part of the design of multiplexes.
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However, these statements are only a part of the existing challenges and
practically do not affect the technical and political aspects of introduction of
modern broadcasting systems.

For example, in the Russian Federation special attention was given to upgrad-
ing of the broadcasting network, including the transition to digital broadcast-
ing, expansion of broadcasting in the country and abroad, better targeting
and greater diversity of information services, development, implementation and
deployment of new information products and technologies in the field of mass
communications.

Elaboration of national specifications for TV broadcasting based on inter-
national standards can solve a lot of problems for developers, manufacturers
and operating personnel. It is actual for modern multivariate broadcasting sys-
tems, in particular second generation DVB family — high-bitrate system for
digital satellite broadcasting DVB-S2 [1], an improved system for digital terres-
trial broadcasting DVB-T2 [2] and high-bitrate digital cable broadcasting system
DVB-C2 [3].

For instance, an analysis of DVB-T2 materials can explain the need for the
national specifications. DVB-T2 standard involves the use of various radio chan-
nel bandwidths 1.7, 5, 6, 7, 8, and 10 MHz. In accordance with this a different
number of OFDM carriers, reference signals and so on are used. National speci-
fication may involve the use of only certain values of TV channels bandwidths,
for example, 8 MHz. Thus, a set of parameters indicated by DVB-T2 standard,
will never be used.

It should be mentioned that the development of China’s national TV broad-
casting standard DTMB have been done, taking into account the advantages and
disadvantages of adopted TV broadcasting standards ATSC, DVB and ISDB.

Currently, discussions take place in the Russian Federation about the para-
meters of three multiplexes for digital television broadcasting — 8–9 programs
in each. Indeed one such multiplex could be implemented with DVB-T broad-
casting standard and video encoding according to MPEG-2 standard. Second
generation broadcasting standard DVB-T2 and H.264/AVC video coding stan-
dard [4] already can provide multiplex with 24 standard TV programs or 8
high-definition television programs (Fig. 1).

Implementation of new video codec H.265/HEVC [5] will increase the number
of high-definition programs in one channel to at least 12. Undoubtedly, this new
encoder and the corresponding receiving devices will be widely used within 2–
4 years.

Another major problem is the lack of metrological methods and equipment
of broadcasting. The availability of metrological base is a pledge of creating of
high-quality equipment and its effective usage. At the present stage of engi-
neering development the evolution of metrology is associated with the creation
of virtual measurement systems based on the use of computer programs that
provide analysis and organization of systems for forming and processing of mea-
surement information. There are serious successes of the Russian Federation



The Problems of Digital TV and Radio Broadcasting Systems 93

Fig. 1. Multiplexing of TV programs in DVB-T/DVB-T2 systems

scientific school in this direction [6,7]. The school was established by eminent
Russian scientist Professor Mark I. Krivosheev.

Figure 2 shows the systems for TV measurements KI-TVM, KI-TVM- E (ref-
erence) and KI-TVC. They provide reference measurement signals generation
and measurement of parameters of video and radio signals for analogue and
digital television systems.

It should be noted particularly the need for the implementation of digital
cable television broadcasting, that uses the frequency resource on a secondary
basis.

There is one more important problem of TV broadcasting digitalization. It is
associated with very irregular population of the Earth, except Europe and North
America. Night shot of the Earth from space (Fig. 3) shows that, for example,
only European part of the Russian Federation is lightened. It is impossible to
cover such a large country with digital television broadcasting in UHF frequency
band and broadband access using LTE, for example.

Moreover, modern television systems, providing transmission of a large num-
ber of programs in a single standard radio channel, couldn’t be implemented
in relatively small localities, for TV broadcasting in universities, for mobile
reception in public and individual transport. In these cases, video data can be
delivered in a narrow radio channel.

For the realization of these opportunities a real-time audiovisual informa-
tion system RAVIS have been developed, providing very efficient use of VHF
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Fig. 2. Systems for TV measurements KI-TVM, KI-TVM- E (reference) and KI-TVC

spectrum band and introduction of new multimedia services, including video
broadcasting and improved sound quality.

The RAVIS system provides:

• essential growth (tenfold and more) of VHF spectrum bands utilization effi-
ciency;

• broadcasting of video programs for mobile users, an opportunity of television
broadcasting in sparsely populated localities with drastic cut in the broad-
casting system cost;

• deployment of single-frequency networks (SFN) for mobile reception along
highways and railways;

• implementation of the local radio public warning systems for civilians and
organizations in emergency situations;

• essential (tenfold) decrease in power consumption of broadcasting facilities.

The main competitive advantages of the system for all categories of con-
sumers are the following.
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Fig. 3. Night shot of the earth from space (http://apod.nasa.gov/apod/ap001127.
html)

For listeners:

• high quality sound broadcasting (stereo and multichannel);
• new multimedia services (video, text, supplement data, EPG, etc.);
• simple tuning using the station name, genre, etc.

For manufacturers:

• mass replacement of old analogue receivers;
• modernization of transmission facilities with preserving of infrastructure;
• overall growth of the market potential for transmitting and receiving equip-

ment.

For broadcasters:

• decrease of power consumption per one program;
• increase of coverage;
• increase of the quality and the quantity of programs, the variety of services

for customers;
• possibility of adaptation to the requirements of both large and small broad-

casters.

For regulation authorities:

• growth of spectrum utilization efficiency;
• possibility of preserving of frequency allocations, simple licensing procedures;
• coordination in the framework of the international-recognized system.

Two VHF frequency bands are used for FM sound broadcasting in former
USSR countries (Fig. 4a, b):

http://apod.nasa.gov/apod/ap001127.html
http://apod.nasa.gov/apod/ap001127.html
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Fig. 4. The effectiveness of VHF frequency bands utilization using the RAVIS system

• 66–74 MHz (OIRT FM band) and
• 87.5–108 MHz (international FM band).

Implementation of the RAVIS system allows the usage of up to 140 radio
channels with 200 kHz bandwidth in these frequency bands (Fig. 4c, d). It is
possible to transmit up to 20 stereo sound programs with CD quality or up

Fig. 5. Spectrum masks for RAVIS transmission
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Fig. 6. The comparison of error-rate performance of the systems RAVIS, DVB-T, DVB-
T2 and DRM+ (BER = 10−4)

to 8 multichannel (5.1) sound programs, or video program accompanied with
multilingual sound in each radio channel. In addition, the necessary broadcasting
coverage requires the use of significantly lower transmission power compared to
analogue FM broadcasting.

Figure 5 shows spectrum masks for RAVIS transmission and spectrum mask
for analogue FM transmission according to ETSI ES 302 018-1 [8]. It illustrates
that the RAVIS system could be used without changing of frequency allocations.

Russian Federation Patent [9] lays in the base of the RAVIS system. Russian
Federation national standard on the system [10] has been adopted. Four addi-
tional nation standards are under adoption procedure. These standards concerns:

• digital modulator,
• test receiver,
• content builder and
• norms and methods of metrology supplement.

The RAVIS system is recognized at international level. A set of international
reports includes the description and parameters of the system [11–15]. Imple-
mented in FEC coding at bitrates up to 900 kbps in the presence of Gaussian
noise error-rate performance close to the Shannon bound, as it is for television
standard DVB-T2 (Fig. 6).
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Fig. 7. RAVIS and DRM+ performance for Gauss, urban and suburban channels (BER
= 10−4)

Fig. 8. Possible implementation of SFN



The Problems of Digital TV and Radio Broadcasting Systems 99

However, in contrast to television and broadband systems, used FEC coding
methods, narrow bandwidth of the system and utilization of VHF frequency bands
provides quasi-error-free information reception under multipath environment for
urban and suburban mobile reception (receiver speed — 60 and 150 km/h, Fig. 7).

RAVIS receivers provide automatic emergency notifications. Along with the
main service channel (MSC) the system has two additional logical channels with
increased error-rate performance: 12 kbps low bitrate channel (LBC, for example,
for sound notifications) and 5 kbps reliable data channel (RDC, for example, for
digital notifications and telemetry).

The RAVIS system practically has no analogs in its capabilities. It must be
emphasized that one of the most important advantages of the system is the
possibility of SFN implementation along highways and railways with transmit-
ters’ synchronization using GLONASS/GPS signals and content transmission
via fiber optic cables or geostationary satellites (Fig. 8).

This year the development of prototypes of equipment for RAVIS system
have been finalized — video encoders, multi-program sound encoders, multi-
plexers, modulators, power amplifiers and receivers. The next planned works
are equipment production and implementation of several fragments of RAVIS
broadcasting network — in large and small cities, SFNs along highways and
railways.
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Abstract. The recent technological growth in the field of video commu-
nications has caused a rise of video applications along with an emergence
of new large screen mobile devices. Note that unlike the second and the
third generation wireless technologies, the Long-Term Evolution (LTE)
is able to support high data rate video applications based on its increased
capacity. A Cross-Layer Adaptation (CLA) approach has become very
popular due to its ability to achieve an acceptable video quality and sat-
isfy delay requirements over the error-prone LTE networks. The CLA
design implies the interaction between the network layers that results in
adaptation of the source compression and channel coding toward an opti-
mized video delivery. This paper presents a survey on the recent CLA
advances which claim to provide considerable improvements for video
communication over LTE. State-of-the-art CLA techniques are studied
based on the type of adaptation, distortion estimation and optimization
problem formulation and solution.

Keywords: H.264 · Cross-layer · Video communications · End-to-end
distortion estimation · LTE · Optimization problem

1 Introduction

The Long Term Evolution (LTE) is a wireless technology devised by the 3rd
Generation Partnership Program (3GPP) to meet the requirements of the emerg-
ing video applications such as video-on-demand, video conferencing and distant
learning. Note that the second and third-generation (2G and 3G) wireless tech-
nologies, such as Global System for Mobile Communications (GSM), Universal
Mobile Telecommunication System (UMTS), High Speed Packet Access (HSPA),
etc., have not been able to support high data rate video applications given
their capacity limitations. LTE achieves a greatly enhanced user experience by
providing high peak throughputs and low latencies ubiquitously along with an
interoperability and service continuity with the existing UMTS networks [1].

LTE adopted an efficient multiple access technique called the Orthogonal
Frequency Division Multiple Access (OFDMA) technology for downlink trans-
mission (from evolved Node B (eNB) to User Equipment (UE)) that improves
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the spectrum efficiency and facilitates flexible user resource allocation [2]. Note
that the video compression research direction does not stand still. The latest
High Efficiency Video Coding (HEVC) standard claims to double data compres-
sion ratio compared to its predecessor H.264/AVC at the same video quality
level, but it is still partly under development [3]. The H.264/AVC is the most
commonly used video compression standard nowadays that has achieved signif-
icant improvements in rate-distortion efficiency compared to the existing ones
[4]. Moreover, Scalable Video Coding (SVC) represents an efficient extension of
the H.264/AVC standard that easily adapts to different preferences of the users,
including network conditions and devices capabilities [5].

The given drastic technological progress has driven the video communications
over LTE to be a popular research topic nowadays [6–13]. Indeed, limited radio
resources, dynamics in network conditions, presence of wireless channel errors
and high user demands along with the strict requirements of video traffic to
variable bit rates and low delay imposes challenges on video transmission over
wireless networks. In the given scenario of video delivery over LTE the layer-
separated design can no longer be optimal, whereas a Cross-Layer Adaptation
(CLA) principle is getting more attention. The first application of the cross-layer
design refers to Adaptive Modulation and Coding (AMC) technology that has
gained a huge increase in throughput under varying network conditions [14].
The successful breakthrough of AMC has resulted in application of a cross-layer
principle into various areas, including joint source-channel coding optimization,
queuing and scheduling, etc.

Our primary focus in this paper is on recent advances of CLA approach in
downlink video transmission over LTE [6–12], which are studied in detail, and
we would like to refer the reader to [13] to get more information on the uplink
CLA-based video transmission. In the next Section the generic cross-layer video
communication system is discussed. Section 3 provides a thorough comparison
between the most commonly used distortion estimation algorithms, whereas the
network channel estimation is declared in Sect. 4. In Sect. 5 optimization prob-
lems and their solutions are covered. Lastly, conclusion and future research goals
are presented.

2 CLA Video Transmission System

Cross-layer adaptation approach aims optimized video delivery by jointly using
information from various network protocol layers. According to the recent research
on cross-layer design of LTE networks there are three types of adaptation
principles:

1. The first one adapts MAC/PHY parameters based on the knowledge of the
source data, e.g. resource management is performed based on the predefined rate-
distortion characteristics of video towards optimizing user Quality of Experience
(QoE) [8,11,12].

2. The second one is an application layer bit rate adaptation that takes
into account the mechanisms provided by the lower levels (MAC/PHY), such
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as resource allocation or error control, to allow the streaming service adapt to
varying network conditions [15].

3. The third principle deals with joint adaptation of both application layer
and MAC/PHY parameters [6,7,9,10].

Obviously, joint adjusting of source and transmission parameters comes along
with the computational complexity increase; however, according to experimental
results declared in [16] the joint CLA approach shows the best gains in terms of
decoded video quality compared to the first two techniques especially when the
channel conditions deteriorate. For the details on simulation address [16].

Figure 1 demonstrates the high-level overview of the generic cross-layer based
real-time video transmission system with joint parameters adaptation. Let us
go through the main conceptual components of the system. In a cross-layer
framework there are two case scenarios of operating on input video data: either
it can be encoded-on-the-fly, and, accordingly, the video coding parameters are
easily controllable (applied in real-time video transmission, e.g. in [6–10]), or it
can be pre-encoded and stored at a media server, so the basic characteristics of
video packets are known in advance for the whole video sequence (applied for
video-on-demand services, in [11,12]).

The cross-layer schemes mentioned above give their preferences to block-
based motion compensated video compression standards either MPEG-4, or
MPEG-4 Part 10 aka H.264/AVC. Scalable video coding is not considered due
to the wider acceptance of a single layer H-264/AVC video encoding and less
overhead, however, an easily adaptable SVC technology is getting popularity in
a cross-layer design of video communications over LTE [17].

The video encoder supplies the controller with the rate and distortion
information of the video encoded sequence. Both the bit rate and quality of
the video stream can be directly affected by the selection of the source coding
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Fig. 1. The generic cross-layer real-time video transmission system.
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parameters Sp, such as the coding mode (intra, inter or skip) and quantization
step-size. The detailed explanation of the video compression routine is presented
in [4].

After getting the selected source coding parameters from the controller, video
is encoded and packetized. Scheduler performs allocation of the Resource Blocks
(RBs) to the user based on the resource allocation parameters RAp specified
by the controller. Transmitter codes the video packets according to the chosen
AMC parameters AMCp, such as modulation (QPSK, 16-QAM and 64-QAM)
and a coding rate (1/2, 3/4, 9/16), received from the controller that allows
enhancing the throughput of the system. Indeed, in a good quality channel larger
constellation sizes and higher channel coding rate are selected to gain in the
transmission rate. Otherwise, in poor network conditions to decrease the losses
of the packets transmission rate is reduced.

Note that in the LTE technology after receiving a downlink signal the UE
obtains the Channel Quality Indicator (CQI) evaluated from its Signal to Noise
Ratio (SNR) measurements and then reports it to eNB via upload control chan-
nel. More information on sub-band, wideband CQI reports, including aperiodic
and periodic modes can be found in [18]. At the receiver, the demodulated bit
stream is processed by the channel decoder, which performs error detection and
correction.

The video decoder is responsible for reconstructing the video sequence for
playback. In case some of the encoded information is lost, the video decoder
conceals any lost information based on one of the selected error concealment
techniques, the broad overview of which is presented in [19].

In the cross-layer system, the controller is the most important component,
which is responsible for adapting the parameters of different layers using the
knowledge of the error concealment strategy, the source content and CQI. The
adaptation is performed by solving the multi-dimensional optimization problem
of maximizing or minimizing the given objective function that varies from one
research paper to another. However, the estimated end-to-end video quality at
the encoder is integrated as the main criterion into the optimization problem
and is applied ubiquitously [6–13].

3 Distortion Estimation

Video quality can be affected by source coding parameters that control the
amount of quality loss during the encoding process, the network variations, such
as delay, jitter and packet loss rate, that are caused by packetization of the
video sequence and an error-prone nature of the wireless channel, and error-
concealment strategy exploited by decoder. One of the common approaches to
address the problem of video quality estimation at the encoder is by measuring
the expected end-to-end distortion, the general representation of which for the
k packet can be written in the following way [16]:

E[Dk] = (1 − pk)E[Dr,k] + pkE[Dl,k], (1)
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where pk is the kth packet loss probability, E[Dr,k] is the expected distortion
if the packet is received correctly, which includes source coding distortion as
well as error propagation, and E[Dl,k] is the expected distortion if the packet is
lost, which accounts for the distortion due to error concealment strategy. Even
the simple temporal error-concealment scheme that replaces the pixel values of
a block contained on lost packet with pixel values from the same location in
previous frame along with the predictive coding create complex dependencies
between packets. Moreover, the varying packet loss probability in time varying
channels causes the distortion process to be a non-stationary random process.
All of these issues jointly make an expected distortion computation a challenging
task. Although, there are a number of algorithms for expected video distortion
estimation in the literature (address the bibliography of [16]), we would like
mostly to specify the ones that are currently used by the state-of-the-art cross-
layer schemes [6–13] when addressing downlink video communications over LTE.

The cross-layer techniques [6,7] employ Recursive Optimal per-Pixel Esti-
mate (ROPE) algorithm at the controller that can trace the error propagation
from previous frames and enables accurate estimation of video distortion [20].
ROPE uses Mean Squared Error (MSE) as a metric to calculate the first and
second moments of the expected pixel’s distortion given a probability of packet
loss. However, nonlinear clipping that contributes to the transmission distortion
is neglected. Moreover, ROPE is said to be very sensitive to the approxima-
tion errors caused by subpixel motion compensation and other pixel averaging
operations.

The video estimation scheme that can overcome this problem is proposed in
[21], and is exploited by the cross-layer scheme [9]. The proposed concise model
categorizes the distortion into source, error-propagated and error-concealment
distortion items, which are further separated into several small items that can be
found either directly or recursively. Besides, the model can be extended to block-
level implementation, which results in reduction of computational complexity
and memory cost.

Table 1 shows the comparison of three end-to-end distortion estimation meth-
ods, including ROPE, method in [21] and Error-Resilient Rate Distortion
Optimization (ER-RDO) technique, that are used for evaluation of the H.264
error-resilient video coding performance. The details of simulation are declared in
[21]. The researchers in [22,23] proposed an ER-RDO distortion estimation algo-
rithm by simulating K independent decoders (here K = 30, 500) at the encoder
during the encoding process and then averaging the given simulated distortion.
The algorithm is based on the Law of Large Numbers (LLN), and the result
asymptotically approaches the expected end-to-end distortion when K goes to
infinity. ER-RDO has been included in H.264 test model for mode decision pur-
pose. Among the main disadvantages of this method is first high computational
complexity and large memory requirements, and second high variation of the
estimated distortion result at various encoders given identical input parameters,
such as packet loss, video sequence, due to the random nature of the produced
error events.
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Table 1. Comparison of the main end-to-end distortion estimation methods applied
to error-resilient video coding [21].

Sequence Method PSNR at different loss rate [dB] Running time [s]
3 % 10 % 20 %

Foreman, 64 kbps ROPE 30.35 27.51 25.54 34.32
[21] 30.31 27.60 25.58 22.44
ER-RDO (30) 30.04 27.28 25.35 88.70
ER-RDO (500) 30.21 27.46 25.50 1317.38

Paris, 144 kbps ROPE 27.47 25.88 24.79 582.63
[21] 27.51 25.93 24.84 387.88
ER-RDO (30) 27.01 25.65 24.35 968.75
ER-RDO (500) 26.71 25.59 24.54 7243.56

As demonstrated in Table 1, the method in [21] outperforms ER-RDO for
various video sequences at different loss rates. ROPE and method in [21] show
quite similar behavior in terms of Peak Signal to Noise Ratio (PSNR), but the
method in [21] benefits in terms of computational complexity that is the smallest
among all the studied methods.

Although the algorithms declared in [24,25] have not been adopted in LTE
CLA-based downlink video communication yet, they comprise the state-of-the-
art expected end-to-end distortion estimation approaches. The idea in [24] is to
quantify the effects of the following individual terms on transmission distortion:
residual concealment error, Motion Vector (MV) concealment error, propagation
error and clipping noise, and correlations between any two of them (RMPC).
The given pixel-level algorithm is based on the integer pixel MV assumption,
and therefore, does not show accurate results in state-of-the-art video codecs,
including H.264 and HEVC, that use fractional pixel motion compensation with
interpolation filtering. Note that the distortion estimation for pixels under filter-
ing operations requires the computation of the second moment of a weighted sum
of random variables. The given problem is solved in [25], where the extension
of RMPC algorithm known as ERMPC to subpixel-level distortion estimation
without significantly increasing complexity is introduced.

In order to visualize the advantages of the latter approach address Table 2,
which demonstrates the average PSNR gain (in dB) of ERMPC over other dis-
tortion estimation algorithms, including RMPC, ERRDO (30) and ROPE for
different video sequences. The above mentioned distortion estimation algorithms
are used for mode decision in H.264 environment (refer to [25] for the details
of simulation). It can be seen from Table 2 that ERMPC outperforms RMPC
in terms of average PSNR gain by 0.25 dB for Mobile video sequence (packet
loss =2 %), it achieves an average PSNR gain of 1.34 dB over ERRDO for Fore-
man video sequence (packet loss = 1%), and shows 3.18 dB increase in average
PSNR gain over ROPE for Mobile sequence (packet loss = 0.5%).

The simplified way of finding the estimate of video distortion D is used in
[11] that implies a complex function of both bit rate R of a resource block and
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Table 2. Average PSNR gain of ERMPC over different video distortion estimation
algorithms in error-resilient video coding [25].

Sequence Foreman Mobile

Packet loss 5 % 2 % 1 % 0.5 % 5 % 2 % 1 % 0.5 %
ERMPC vs RMPC, (dB) 0.08 0.13 0.21 0.17 0.20 0.25 0.21 0.21
ERMPC vs ERRDO(30), (dB) 0.64 1.07 1.34 1.24 0.50 0.82 0.56 0.54
ERMPC vs ROPE, (dB) 1.59 1.37 1.41 1.42 1.11 1.89 2.79 3.18

Bit Error Rate (BER) PBER:

D = 2−2R(1 − PBER)R + (1 − (1 − PBER)R), (2)

where PBER is approximated based on the received SNR parameter and AMC
parameters. Although the given approximation may benefit in simplicity, its
accuracy is under the question due to the fact that the error-concealment and
error-propagation are not taken into account.

The cross-layer schemes [8,10] use Mean Opinion Score (MOS) metric for
user-perceived quality measurements. In [8] the video quality is firstly measured
by the Video Structural SIMilarity (VSSIM) index due to the fact that human
eyes are highly adapted to the structural distortion rather than the pixel-based
distortion, and then the linear mapping between VSSIM and MOS is done. In its
turn in [10] a non-linear mapping model based on a hyperbolic tangent function
between PSNR and MOS is proposed. First of all, the distortion can be found
in terms of MSE as the sum of two expected distortions

D = Ds + Dl. (3)

Here, Ds is the distortion due to compression of video sequence, which can
be approximated as the following exponential function

Ds = a/(eR/b − 1), (4)

where a, b are model parameters and R is a source bit rate. Dl is generated by the
time-varying and error-prone characters of wireless channels Dl = cPBER, where
c is independent of the source bit rate. Therefore, the PSNR of the estimated
video distortion can be expressed:

DPSNR = 10 log10
2552

a
eR/b−1

+ cPBER
, (5)

after which the non-linear mapping is performed based on a hyperbolic tangent
function [10], whereas the traditional relation is shown in Table 3.

To summarize it up, techniques that use simple approximation of the end-to-
end video distortion [8,10,11], e.g. based on coding rate and packet loss are not
accurate, and therefore, lose in solving the task of joint adaptation of various
parameters to the time-varying channel conditions. The more advanced recursive
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Table 3. Traditional relation between PSNR and MOS [10].

PSNR (dB) <19.9 20–24.9 25–30.9 31–36.9 >37

MOS 1 2 3 4 5
Quality Bad Poor Fair Good Excellent
Impairment Very Annoying Slightly Perceptible but Imperceptible

annoying annoying not annoying

techniques exploited in [6,7,9] that account for error concealment and error
propagation are computationally more expensive, but are the candidates for the
accurate and precise video quality estimation. Note that research on end-to-end
video distortion estimation at the encoder is ongoing, and among the recent
advances the contributions in [24,25] have demonstrated accurate results and
significant improvements in terms of PSNR when applying for error-resilient
video coding.

4 Network Channel Estimation

According to theoretical representation of the real-time video transmission sys-
tem demonstrated in Fig. 1, every Time Transmission Interval (TTI) the con-
troller is responsible for adapting the cross-layer parameters based on the CQI
data. CQI reports are sent from the UE and imply quantized and scaled mea-
sures of the experienced by the receivers SNR [26]. Indeed, the wireless LTE
channel is known to suffer from multi-path fading and shadowing effects that
lead to random errors and decrease in SNR. Therefore, in order to optimize the
system’s performance it should be adapted to the varying network conditions.
This adaptation is implemented at the controller by optimizing the estimated
distortion parameter, which in its turn depends on the channel packet loss.

Most of the schemes [7,8,10–12] approximate the channel packet loss PBER

due to wireless channel errors based on the AMC scheme with a and b parameters
and channel SNR γ received via CQI reports as follows

PBER =
a

eγ∈b
. (6)

However, in [6] the packet loss which is assumed to appear due to random wireless
channel errors and network congestion is evaluated based on queuing analysis.
The queue is modeled as M/G/1, where service time is formulated as Geometric
distribution. Packet loss rate is then obtained based on the drop probability
due to exceeding the specified period for playback that is calculated by the tail
distribution of the waiting time. The paper claims that the downlink network
conditions can be derived by the queuing analysis at the sender without the need
of feedback in terms of CQI reports from the user side, which can overcome the
problem of delay in reaction that exists in CLA methods.
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The authors in [9] that proposed a state-of-the-art CLA-based real-time video
transmission system consider a general form of wireless channels using an out-
age probability. In this system that utilize capacity achieving codes, the outage
probability is equal to the packet error probability [27]. The channel mutual
information, which can be described by its Probability Density Function (PDF)
ρ(I), is calculated

I = log2 (1 + γ), (7)

where γ is the channel SNR. After receiving from the UE the parameters that
describe the PDF of the channel mutual information, the outage probability,
when utilizing r bits per channel use, is found

P0(r) = P (I < r) =
∫ r

0

ρ(I)dI. (8)

5 Optimization Problem

Based on the estimated video distortion, the cross-layer optimization problem
is formulated, the general objective of which is to minimize the expected video
distortion D under the given packet delay constraint [7]:

min
{Sp,AMCp}

D(Sp, AMCp), s.t. : C(Sp, AMCp) ≤ C0, T (Sp, AMCp) ≤ T0, (9)

where C,C0 corresponds to the total and maximum allowable resource consump-
tion, and T, T0 are the total delay and end-to-end delay constraint, respectively.

The optimization problem in [7] is solved as a problem of finding the shortest
path in a weighted directed acyclic graph (DAG) [28]. In cross-layer technique [6]
the best video coding parameters Sp and AMCp for each video slice are chosen
so as to maximize the total number of supportable users, given the video quality
requirement, the video transmission delay constraint, and a radio resource bud-
get. The detailed algorithm of the proposed optimization solution is presented in
[6], and allows finding optimal parameters for each slice over all possible combina-
tions with the considerations of distortion constraint and the minimum number
of RBs RAp for transmission. Due to high computational costs of the optimiza-
tion solution algorithm the optimization is performed one frame at a time. In
[11] the resource allocation of resource blocks for multiple users is formulated
as a combinatorial optimization problem that target optimized video quality
within delay bounds. The optimization problem, involving multiple constraints
and an exponential search space, is solved by exploiting the genetic algorithm
(GA) based heuristic approach [29]. The goal of the cross-layer scheme in [8]
is to allow more users to join the system while keeping the target mean MOS
for all users in a cell. The optimization problem is formed so as to maximize
the average utility for all users, but with target mean MOS, and is solved by
the greedy search algorithm [8]. In [10] firstly the scheme determines the AMCp

based on mapping the received SNR to the transmission mode. Then, the opti-
mization problem is formulated that aims at finding the set of Sp and RAp so that
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Table 4. A short summary of the survey on downlink video transmission over LTE
networks.

Paper,
Year

Type of
CLA scheme

Network
channel

Distortion
estimation

Optimization
problem

Weak point

[6],
2012

(3) RAp,
AMCp, Sp

are jointly
adapted

Packet loss
is derived
by means
of queuing
analysis

ROPE System capacity
is max. given
video quality
requirem.,
Solution: full
search algorithm

RB allocation
is channel
unaware

[7],
2010

(3) RAp,
AMCp, Sp,
are jointly
adapted

Packet loss is
obtained
based on CQI

ROPE D is minimized
under the given
packet delay,
Solution: DAG

A lack of
experiment.
analysis

[8],
2011

(1) RAp

are adapted
based on
utility func.
of video

Average data
rate is
estimated based
on CQI

MOS The average
utility is
maximized with
target MOS,
Solution: algorithm
is present

Error
concealment,
delay bounds are
not considered

[9],
2012

(3) AMCp,
Sp are jointly
adapted

Outage prob.
is found based
on channel pdf

[21] The estimated
distortion is
minimized,
Solution: is present

A single user
scenario is
assumed, delay
is neglected

[10],
2013

(3) Sp, RAp

are jointly
adapted

packet loss is
approx. based
on CQI

MOS Max. video quality
under the given
delay, Solution:
PSO

Inaccurate D,
which is an aver.
estimate

[11],
2012

(1) RAp are
adapted based
on video R-D

Packet loss is
approx. based
on CQI

D is
approx.
based on
bit rate and
packet loss

Max. video quality
under the given
delay, Solution: GA

Computationally
complex scheme

[12],
2011

(1) RAp are
adapted

Packet loss is
approx. based
on CQI

No D,
transmission
rate of user
is estimated

Max. transm. rate
given the target
threshold,
Solution: is present

Delay is
neglected

to maximize the user-perceived video quality as well as ensure fairness among
users. The optimization problem is solved by the Particle Swarm Optimization
(PSO) method developed in [30]. In [12] the optimization problem that aims at
maximizing the transmission rate of the users given the power constraint, and
the minimum required transmission rate is formulated. Its suboptimal solution
is presented in the paper.

A short comparative summary of the survey that covers the main down-
link video transmission advances over LTE [6–12] is shown in Table 4. Here the
state-of-the-art CLA-based schemes are comparatively analyzed by various char-
acteristics, including the type of adaptation (Sect. 2), network channel estima-
tion, expected end-to-end distortion estimation, optimization problem formula-
tion and solution, and main weakness of the paper.

6 Conclusion

The cross-layer approach is an efficient way to address the complex problem of
video communication over LTE networks. Indeed, the joint consideration of key
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parameters from different layers leads to a more precise end-to-end video qual-
ity estimation that after optimization results in an overall system performance
improvements. In this paper, we have reviewed recent advances in existing cross-
layer schemes that attempt to improve downlink video transmission over LTE,
however there is a number of important research issues in this area that deserve
more attention, one of which is the feedback mechanism. Note that the CQI feed-
back delay may cause a wrong selection of the parameters that may not match
current channel conditions. A higher feedback frequency leads to a design trade-
off between the performance gain and the signaling cost in cross-layer design.

It is worth mentioning that all the above mentioned CLA-based approaches
adopt the theoretical representation of the video transmission system, the major
and most important part of which is a controller. However, in real life LTE net-
work deployment there are different modules, including the media server, eNB
and UE, but no such processing entity, as controller. Another shortcoming of the
existing CLA approaches is an inability to analyze the downlink video transmis-
sion simultaneously at the eNB and the UE. Therefore, our future research will
comprise development of the two-phase analytical model in discrete time that
presents an efficient mathematical tool to evaluate the behavior of the overall
system (MS, eNB, UE with CQI) and estimate the main performance measures
of the video transmission over LTE networks.
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1 Eötvös Loránd University, Pázmány P. s. 1/C, Budapest 1117, Hungary
2 Johannes Kepler University Linz, Altenbergerstrasse 69, 4040 Linz, Austria

lakatos@inf.elte.hu, dmitry.efrosinin@jku.at

http://www.elte.hu, http://www.jku.at

Abstract. We consider a discrete time queueing system where the ser-
vice of a customer may start at the moment of arrival or at moments
differing from it by the multiples of a given cycle time. One finds the
distribution of waiting time and its mean value. These results give possi-
bility for the numerical optimization of cycle length. The original model
was raised in connection with the landing process of airplanes, but it
appears to be an exact model to describe the functioning of a node at
the transmission of optical signals.

1 Introduction

We propose to consider a single-server queueing system, where an entering cus-
tomer may be accepted for service either at the moment of arrival or at moments
differing from it by the multiples of a given so-called cycle time. In order to illus-
trate the problem we give a practical example.

Optical signals enter a node and they should be transmitted according to the
FCFS rule. This information cannot be stored, if it cannot be serviced at once
is sent to a delay line and returns to the node after having passed it. Clearly,
the signal can be transmitted from the node at the moment of its arrival or
at a moment that differs from it by a multiple of time necessary to pass the
delay line.

The original problem was raised in connection with the landing process of
airplanes [4], later it appeared to be an exact model for the transmission of
optical signals where because of lack of optical RAM the fiber delay lines are
used. At the beginning the system was studied characterizing it by the number
of present customers [4,6], later Koba [1–3] found sufficient condition for the
stability of GI/G/1 system and gave the system of equations determining the
waiting time’s ergodic distribution. Rogiest et al. [7,8] describes the application
of model for the transmission of optical signals.
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First this system was considered from the viewpoint of the number of present
customers [4]. By using Koba’s results [1] in [5] we investigated the distribution
and characteristics of waiting time for the continuous model. In the present paper
we do the same for the discrete time case.

2 The Description of System: Number of Customers

We describe the queueing system and give some results without details concern-
ing the number of customers in it.

We are going to consider the discrete time version of the above described
queueing system. Let us divide the cycle time T into n equal parts and assume
that for a time slice T/n a new customer arrives with probability r (so there
is no entry with probability 1 − r), and the service of actual customer (if for
this time slice it takes place) is continued with probability q and terminated
with probability 1− q. From these assumptions follows both the interarrival and
service times have geometrical distributions. The main result is given in the
following:

Theorem 1. Let us consider a discrete queueing system in which both the inter-
arrival and service time distributions are geometrical, the service of a customer
may be started upon arrival or (in case of busy server or waiting queue) at
moments differing from it by the multiples of a cycle time T equal to n time
units. Let us define an embedded Markov chain whose states correspond to the
number of customers in the system at moments tk − 0, where tk is the moment
of beginning of service of the k-th one. The matrix of transition probabilities has
the form ⎧

⎪
⎪
⎪
⎪
⎪
⎨

a0 a1 a2 a3 . . .
a0 a1 a2 a3 . . .
0 b0 b1 b2 . . .
0 0 b0 b1 . . .
...

...
...

...
. . .

⎩

⎥
⎥
⎥
⎥
⎥
⎦

its elements are determined by the generating functions

A(z) =
∈∑

i=0

aiz
i = (1)

=
(1 − r)(1 − q)
1 − q(1 − r)

+ z
r(1 − q)

1 − q(1 − r)
+ z

rq(1 − r + rz)n(1 − qn)
[1 − q(1 − r)][1 − qn(1 − r + rz)n]

,

B(z) =
∈∑

k=1

biz
i =

1 − (1 − r)n(1 − r + rz)n

1 − (1 − r)(1 − r + rz)
r(1 − r + rz)
1 − (1 − r)n

+ (2)

+
1 − qn(1 − r)n(1 − r + rz)n

1 − q(1 − r)(1 − r + rz)
rq(1 − r + rz)[(1 − r + rz)n − 1]

[1 − (1 − r)n][1 − qn(1 − r + rz)n]
.
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The generating function of ergodic distribution P (z) =
∈∑

i=0

piz
i has the form

P (z) = p0
zA(z) − B(z) + rz

(1−r)(1−q) [A(z) − B(z)]

z − B(z)
,

where

p0 =
1 − B√(1)

1 − B√(1) + A√(1) + r
(1−r)(1−q) [A

√(1) − B√(1)]
. (3)

The condition of existence of ergodic distribution is the fulfilment of inequality

rq

1 − qn
1 − qn(1 − r)n

1 − q(1 − r)
< (1 − r)n.

Proof. The transition probabilities for the embedded chain are determined by
(1) and (2). (1) gives the generating function of transition probabilities if at the
beginning of service there is no further customer in the system, (2) determines
the generating function if at this moment there are at least two customers.

Let us denote the ergodic distribution by pi (i = 0, 1, 2, . . .) and introduce

the generating function P (z) =
∈∑

i=0

piz
i. For pi we have the system of equations

p0 = p0a0 + p1a0,

pj = p0aj + p1aj +
j+1∑

i=2

pibj−i+1,

from which

P (z) =
∈∑

j=0

pjz
j = p0A(z) + p1A(z) +

∈∑

j=0

j+1∑

i=2

pibj−i+1z
j

or

P (z) =
p0[zA(z) − B(z)] + p1z[A(z) − B(z)]

z − B(z)
.

By using the first equation p1 can be expressed via p0

p1 =
1 − a0
a0

p0 =
r

(1 − r)(1 − q)
p0.

We can find p0 from the condition P (1) = 1

p0 =
1 − B√(1)

1 − B√(1) + A√(1) + r
(1−r)(1−q) [A

√(1) − B√(1)]
.

The chain is irreducible, so p0 > 0. By using (1) and (2) we have

A√(1) =
r

1 − q(1 − r)
+

nr2q

[1 − q(1 − r)](1 − qn)
,
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B√(1) = 1 − nr(1 − r)n

1 − (1 − r)n
+

nr2q[1 − qn(1 − r)n]
(1 − qn)[1 − (1 − r)n][1 − q(1 − r)]

,

and we obtain
(

1 +
r

(1 − r)(1 − q)

)

A√(1) − r

(1 − r)(1 − q)
B√(1) =

=
nr2q

(1 − qn)[1 − q(1 − r)]
+

nr2(1 − r)n

(1 − r)[1 − (1 − r)n][1 − q(1 − r)]
> 0.

Since in the denominator of (3) the value of expression apart from 1 − B√(1)
is positive, the condition 1 − B√(1) > 0 must be fulfilled. This leads to the
expression

nr(1 − r)n

1 − (1 − r)n
− nr2q[1 − qn(1 − r)n]

(1 − qn)[1 − (1 − r)n][1 − q(1 − r)]
> 0.

From it we obtain the stability condition

rq

1 − qn
1 − qn(1 − r)n

1 − q(1 − r)
< (1 − r)n.

3 Waiting Time

We consider the above described queueing system and we will use Koba’s results
[1] to find the waiting time distribution. We shortly repeat these results.

Let tn denote the time of arrival of the n-th customer; its service will begin at
the moment tn +T ·Xn, where Xn is a nonnegative integer. Let Zn = tn+1 − tn,
and Sn be the service time of n-th customer. Furthermore, let Xn = i, if

(k − 1)T < iT + Sn − Zn ≤ kT (k ≥ 1),

then Xn+1 = k, and if iT + Sn − Zn ≤ 0, then Xn+1 = 0. Hence, Xn is a
homogeneous Markov chain with transition probabilities pik, where

pik = P{(k − i − 1)T < Sn − Zn ≤ (k − i)T}
if k ≥ 1, and

pi0 = P{Sn − Zn ≤ −iT}.
Introduce the notations

fj = P{(j − 1)T < Sn − Zn ≤ jT}, (4)

pik = fk−i if k ≥ 1, pi0 =
−i∑

j=−∈
fj = f̂i. (5)

The ergodic distribution of this chain satisfies the system of equations

pj =
∈∑

i=0

pipij (j ≥ 0),
∈∑

j=0

pj = 1.
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Theorem 2. Let us consider the above described system and introduce a Markov
chain whose states correspond to the waiting time (in the sense that the wait-
ing time is the number of actual state multiplied by T) at the arrival time of
customers. The matrix of transition probabilities for this chain is

⎧

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

0∑

j=−∈
fj f1 f2 f3 f4 . . .

−1∑

j=−∈
fj f0 f1 f2 f3 . . .

−2∑

j=−∈
fj f−1 f0 f1 f2 . . .

...
...

...
...

...
. . .

⎩

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

its elements are defined by (4) and (5). The generating function of the ergodic
distribution is

P (z) =
[

1 − rq[1 − (1 − r)n]
(1 − q)(1 − qn)(1 − r)n

]

× (6)

×
1 − q

1 − q(1 − r)
− (1 − q)[1 − (1 − r)n]

1 − q(1 − r)
z

z − (1 − r)n

1 − rq(1 − qn)
1 − q(1 − r)

z

1 − qnz
− (1 − q)[1 − (1 − r)n]

1 − q(1 − r)
z

z − (1 − r)n

,

the condition of existence of ergodic distribution is

rq[1 − (1 − r)n]
(1 − q)(1 − qn)(1 − r)n

< 1. (7)

Proof. For the system we have

P{Z = j} = (1 − r)j−1r and P{S = j} = qj−1(1 − q).

S − Z has the distribution

∈∑

i=1

(1 − r)i−1rqi−1+j(1 − q) =
r(1 − q)qj

1 − q(1 − r)
(j = 1, 2, . . .)

if S − Z > 0 and

∈∑

i=1

qi−1(1 − q)(1 − r)i−1+jr =
r(1 − q)(1 − r)j

1 − q(1 − r)
(j = 0, 1, 2, . . .)

if S − Z ≤ 0. By using these values, we obtain

fj =
jn∑

k=(j−1)n+1

r(1 − q)qk

1 − q(1 − r)
=

rq(1 − qn)
1 − q(1 − r)

q(j−1)n
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for the positive jumps and

f−j =
(j+1)n−1∑

k=jn

r(1 − q)(1 − r)k

1 − q(1 − r)
=

(1 − q)[1 − (1 − r)n]
1 − q(1 − r)

(1 − r)jn

for the negative jumps. Furthermore, we have

pj0 =
−j∑

k=−∈
fk =

∈∑

k=j

(1 − q)[1 − (1 − r)n]
1 − q(1 − r)

(1 − r)kn =
(1 − q)(1 − r)jn

1 − q(1 − r)
= f̂j .

By using these transition probabilities for the equilibrium distribution we have
the system of linear equations

p0 = p0f̂0 + p1f̂1 + p2f̂2 + p3f̂3 + . . .

p1 = p0f1 + p1f0 + p2f−1 + p3f−2 + . . .

p2 = p0f2 + p1f1 + p2f0 + p3f−1 + . . .

...

Multiplying the j-th equation by zj , summing up from zero to infinity, for the

generating function P (z) =
∈∑

j=0

pjz
j we have

P (z) = P (z)F+(z) +
∈∑

j=1

pjz
j

j−1∑

i=0

f−iz
−i +

∈∑

j=0

pj f̂j ,

where

F+(z) =
∈∑

i=1

fiz
i.

By using the transition probabilities fj we have

F+(z) =
∈∑

j=1

fjz
j =

∈∑

j=1

rq(1 − qn)
1 − q(1 − r)

q(j−1)nzj =
rq(1 − qn)

1 − q(1 − r)
z

1 − qnz
,

j−1∑

i=0

f−iz
−i =

j−1∑

i=0

(1 − q)[1 − (1 − r)n]
1 − q(1 − r)

(
(1 − r)n

z

)i

=

=
(1 − q)[1 − (1 − r)n]

1 − q(1 − r)
z

z − (1 − r)n

[

1 −
(

(1 − r)n

z

)j
]

,

∈∑

j=1

pjz
j

j−1∑

i=0

f−iz
−i =



120 L. Lakatos and D. Efrosinin

=
(1 − q)[1 − (1 − r)n]

1 − q(1 − r)
z

z − (1 − r)n

∈∑

j=1

pjz
j

[

1 −
(

(1 − r)n

z

)j
]

=

=
(1 − q)[1 − (1 − r)n]

1 − q(1 − r)
z

z − (1 − r)n
[P (z) − P ((1 − r)n)],

∈∑

i=0

pif̂i =
1 − q

1 − q(1 − r)

∈∑

i=0

pi(1 − r)in =
1 − q

1 − q(1 − r)
P ((1 − r)n).

So, the expression for the generating function may be written in the form

P (z)
[

1 − rq(1 − qn)
1 − q(1 − r)

z

1 − qnz
− (1 − q)[1 − (1 − r)n]

1 − q(1 − r)
z

z − (1 − r)n

]

=

= P ((1 − r)n)
[

1 − q

1 − q(1 − r)
− (1 − q)[1 − (1 − r)n]

1 − q(1 − r)
z

z − (1 − r)n

]

.

This expression contains the unknown value P ((1 − r)n), it can be found from
the condition P (1) = 1. It is equal to

P ((1 − r)n) = 1 − rq[1 − (1 − r)n]
(1 − q)(1 − qn)(1 − r)n

,

so, finally, the generating function takes on the form (6).
The chain is irreducible and aperiodic, in order to get the stability condition

we find p0 from the generating function

p0 =
[

1 − rq[1 − (1 − r)n]
(1 − q)(1 − qn)(1 − r)n

]
1 − q

1 − q(1 − r)
.

It is positive if
rq[1 − (1 − r)n]

(1 − q)(1 − qn)(1 − r)n
< 1, (8)

i.e. it is equivalent to the stability condition in the case of the number of
customers.

We obtained the distribution of waiting time measured in cycles. From the
generating function we can get its mean value, it is equal to

C̄ = P √(1) =
rq[1 − qn(1 − r)n]

(1 − qn){(1 − q)(1 − qn)(1 − r)n − rq[1 − (1 − r)n]} . (9)

This expression gives the mean value in cycle numbers, in order to get in time
it must be multiplied by the length of a cycle n.
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4 Optimization of the Retrial Cycle

We consider the problem of minimization of waiting time. The mean number of
cycles is determined by (9) and we look for

C̄ = C̄(n) ⇒ min
n∗N

. (10)

Figure 1(a, b) shows the behaviour of C̄ depending on the length of cycle n
for different values of probabilities r and q. Of course, the values of r and q
are chosen to satisfy the stability condition (7). From the figures it is clear the
concave structure of function C̄ for the different values of r and q.

On Fig. 1(a) the probability to continue the service is fixed q = 0.66, the
parameter to enter a customer for a time interval changes

r = 0.05; 0.06; 0.07; 0.09; 0.15.

The minimum mean number of cycles is reached for n∞ = 5, 5, 5, 4, 3, respec-
tively, i.e. decreases if the working load or the probability of arrivals increases, or
the left side of stability condition is greater. On Fig. 1(b) the parameter r = 0.07
is fixed, and the probability to continue the service takes on the values

q = 0.50; 0.60; 0.66; 0.75; 0.85.

In these cases the optimal values are n∞ = 4, 4, 5, 5, 6, respectively.
For fixed values of r and q the mean number of cycles first decreases and

achieving some optimal value it increases. In case of small n till the beginning of
service of the next customer a large number of cycles is required (the service time
is significantly greater than the length of cycle). Approaching the optimal value
n∞ the number of cycles decreases, leaving it the length of cycle becomes greater
and greater, and the waiting time will mainly be determined by the length of
cycle, not by the service time. It makes the waiting time large, consequently the
number of required cycles will grow.
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Fig. 1. Optimization of C̄
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Besides the mean number of cycles C̄ different alternative performance char-
acteristics of the system can be evaluated, e.g.:
Utilization of the system

Ū = 1 − p0;

Mean waiting and sojourn time

W̄ = nC̄, S̄ = W̄ +
1

1 − q
;

Mean number of customers in orbit and system

Q̄ = rW̄ , N̄ = rS̄.

Figure 2(a–d) illustrates respectively the functions Ū , C̄, W̄ and N̄ for vary-
ing r and q for optimal value n∞ which minimizes expression (10). Note that the
value of system parameters are chosen to suite the stability condition (8). The
curves in pictures exhibit indented structure as r increases. It could be explained
by decreasing of optimal cycle length n∞ as r increases. In presented examples
the increasing of r above some threshold level lead to the sufficient diminishing
of the system utilization, waiting and sojourn times. Therefore it is possible to
formulate and solve some local optimization problems for the mean performance
measures with respect to the system parameters.

Fig. 2. Ū (a), C̄ (b), W̄ (c) and N̄ (d) versus r and q
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Markov Chain
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Abstract. An analytical model of the Reno congestion control proce-
dure for Transmission Control Protocol is presented, and its theoretical
predictions are compared with real TCP traces and some well-known
results [1]. The model is based on Discrete-Time Markov Chain, and it
covers slow start, congestion avoidance, fast recovery, fast retransmit,
cumulative and selective acknowledgments, timeouts with exponential
back-off and appropriate byte counting features of TCP. The model pro-
vides a way to estimate Reno TCP performance as a function of round
trip time and loss rate for bulk transfer TCP flow. The model allows
to compare SACK performance with traditional cumulative acknowledg-
ments. The model can be used to find conditions beneficial for advertised
window adjustment to improve performance.

Keywords: TCP · Reno · Throughput · Analytical model · Discrete-
time Markov chain

1 Introduction

TCP is the most widely used transport layer protocol in the Internet [23]. The
performance of many network services and applications are influenced by TCP
performance. The protocol was introduced in 1970s, and since then a lot of new
standards, proposals, modifications and analytical models were developed and
discussed.

Congestion control (CC) is a feature that each TCP implements in attempt
to avoid network overloading by excessive traffic. As specified in [2] TCP uses
windowing mechanism to implement it. The main idea of congestion control is
to reduce or increase the offered sending rate depending on network conditions.
Congestion control procedures base their decisions on different types of feed-
back received from a network: loss rate, propagation delay, explicit congestion
signaling, etc. A lot of congestion control algorithms were developed to address
different network types and conditions: Tahoe, Reno, NewReno, Vegas, Hybla,
CTCP, Illinois, BIC, CUBIC, Westwood+, H-TCP, High Speed TCP, Scalable
TCP, Veno, YeAH, FAST, etc.

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 124–135, 2014.
DOI: 10.1007/978-3-319-05209-0 11, c© Springer International Publishing Switzerland 2014
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Based on feedback type used in congestion control decisions all TCP imple-
mentations can be divided into three main categories: loss-based, delay-based
and hybrid algorithms. Loss-based algorithms are the most widely used. Tahoe,
Reno, NewReno, BIC, CUBIC, HSTCP are members of loss-based congestion
control class. Vegas and FAST TCP are examples of delay-based congestion
control approach. CTCP, Illinois and Westwood+ can be counted as hybrid
algorithms. They base their decisions on both loss rate and delay of the network
path.

Being an important networking area, TCP congestion control is an integral
part of any operating system. Linux OS supports as many as thirteen conges-
tion control algorithms [17]: Reno/NewReno, Vegas, Veno, Westwood+, BIC,
CUBIC, HSTCP, Hybla, Scalable, Illinois, YeAH, HTCP, LP, with CUBIC as
a default method since kernel version 2.6.18. At the same time FreeBSD imple-
ments six congestion control methods: Reno/NewReno (default in FreeBSD 9.0-
release), CUBIC, HTCP, Vegas, CHD, HD. And Microsoft operating systems
starting from Vista and Windows Server 2008 use just two congestion control
variants: Reno/NewReno and CTCP.

TCP Reno and NewReno are only congestion control algorithms that reached
Standard Track category in RFC series [5,18]. And they are the most widely
implemented in modern operating systems and network equipment.

2 The Reno Protocol

Reno protocol is an enhanced version of TCP Tahoe implementation. It uses
three congestion window (CWND) management algorithms [3,5]: Slow Start
(SS), Congestion Avoidance (CA) and Fast Recovery (FR). For sake of simplicity
we measure window size in segments.

Being in slow start mode, TCP increases congestion window by one for each
positive acknowledgment received. Therefore CWND doubles each round trip
time (RTT) cycle. Slow start threshold variable (SSTHRESH) defines when to
switch from slow start to congestion avoidance mode. Protocol acts in slow start
mode if CWND is less than SSTHRESH.

Protocol switches into congestion avoidance when CWND reaches SSTHRESH
value. Being in congestion avoidance state, TCP increments congestion window
by 1/CWND for each positive acknowledgment received. A window of size CWND
segments will generate at most CWND acknowledgments in one RTT, so therefore
an increment of 1/CWND per acknowledgment will increase CWND by at most
one segment in one RTT [4].

TCP Reno supports two loss detection methods: timeout (TO) and dupli-
cate acknowledgment (DupACK) based analysis. The sender resets the already
running retransmission timer and starts a new one each time a new segment
is transmitted. The timer is set for the retransmission timeout (RTO) value
supplied by the RTT estimation procedure. All unacknowledged segments are
counted as lost if this timer expires. In addition TCP performs several actions
when RTO timer expiration happens: SSTHRESH parameter is set to CWND/2,
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CWND variable is set to 1, protocol performs retransmission, and slow start is
re-initiated.

The other option to detect losses is to analyze incoming acknowledgments.
When the number of consecutive duplicate acknowledgments reaches threshold
value the closest unacknowledged segment is counted as lost. By default the
threshold value is equal to 3. Duplicate acknowledgements are segments with
same values of Acknowledgment Number field in TCP header. When a loss is
detected by DupACKs, Reno protocol performs immediate retransmission, which
is also called Fast Retransmission. In addition it changes values of SSTHRESH
and CWND variables to CWND/2 and CWND/2 + 3 accordingly, and switches
into fast recovery mode.

Being in fast recovery mode, TCP temporary increases CWND by one seg-
ment for each duplicate acknowledgment received. And protocol continues trans-
mission if general rules allow [3,5]. When acknowledgment for the retransmitted
segment is received, CWND is reset back to SSTHRESH, and protocol switches
from fast recovery to congestion avoidance mode.

Modern TCP implementations in addition to modes and features specified
above use Karn algorithm [14,19], selective acknowledgments [12,13,20], appro-
priate byte counting [21] and other advanced techniques.

The idea of Karn algorithm is in RTO exponential back-off when retransmis-
sion timer expiration happens. When the protocol receives acknowledgment for
retransmitted data the back-off is canceled. This measure improves TCP adap-
tation to sudden RTT changes but can affect performance and responsiveness in
case of timeout expiration due to loss events.

Traditional TCP acknowledges the last continuous segment received suc-
cessfully by cumulative acknowledgment. Therefore TCP may experience poor
performance when multiple packets are lost from one window of data [12]. Selec-
tive acknowledgments (SACK) allow the receiver to acknowledge discontinuous
blocks of segments that were received correctly. Thus SACK can help to over-
come this limitation.

Appropriate Byte Counting (ABC) modifies the algorithm for increasing
TCP’s congestion window. Rather than increasing a TCP’s congestion window
based on the number of acknowledgments that arrive at the data sender, the con-
gestion window is increased based on the number of bytes acknowledged by the
arriving acknowledgments [21]. The algorithm mitigates the impact of delayed
acknowledgments feature that TCP should implement according to [22].

3 Analytical Models of TCP Reno

Reno algorithm is frequently referenced as Standard TCP, and it is the most
widely implemented congestion control method [3]. A lot of researches dedicated
to Reno performance were done in past years. Some of the most noticeable TCP
analytical models are shown in Table 1.

Though all presented researches offer Reno/NewReno analytical models, only
[8,10,11] count all its phases. TCP SACK option was implemented only in [10].
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Table 1. TCP analytical models.

Model CC Algorithm SS CA FR TO Karn SACK Fast Retr.

[1] Reno − + − + + − +
[6] Tahoe + + − + − − −

Reno + + − − − − +
[7] OldTahoe + + − + + − −

Tahoe + + − + + − +
Reno + + + + + − +
NewReno + + + + + − +

[8] NewReno + + + + − − +
[9] Reno − + − + + − +
[10] Reno + + + + + + +

Vegas + + + + + + +
[11] Reno + + + + − − +

Retransmission timeout was covered in all specified papers, but not all of them
count exponential back-off behavior. The most complete model is presented in
[10]. Our model covers all congestion control phases and includes Karn algo-
rithm, SACK and fast retransmit mechanisms, and appropriate byte counting
technique. It has several differences from [10]:

– We use separate Markov chain states for congestion avoidance phase for each
value of SSTHRESH variable. From one side this gives an opportunity to get
more statistics, but from the other side it makes the Markov chain bigger.

– We suggest bulk transfer TCP flow model and [10] provides model for bursty
flows.

– We use Discrete-Time Markov Chain (DTMC) as opposed to Continuous-
Time Markov Chain (CTMC) used in [10].

It is not a trivial task to compare our model with models proposed in [6–8,10,11],
but [1] gives a simple formula, so therefore it can be counted as an easy option
to compare with.

4 TCP Reno Analytical Model

We define the throughput (B) of TCP connection as:

B =
E[A] − E[B]

RTT
MSS, (1)

where A — is the number of segments sent during RTT cycle, B — is the number
of retransmissions in RTT cycle, RTT — is the round trip time, MSS — is the
maximum segment size.

Values of E[A] and E[B] are calculated based on sender window size (CWND)
and logic behind slow start, congestion avoidance and fast recovery phases.
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We use two-dimensional Discrete-Time Markov Chain to model TCP sender
behavior. Statistical cycle duration is equal to round trip time. We suggest that
RTT is constant and each segment has a size equal to MSS. It is also suggested
that time required to send the whole receiver’s advertised window (W ) is less
than RTT. The latter statement can be justified by results published in [15,16].
The first dimension of DTMC is for CWND variable, and the second one is for
SSTHRESH.

The model doesn’t count losses in reverse direction: it is assumed that TCP
acknowledgments are never lost. We denote the probability to transfer a segment
successfully from sender to receiver as F , so therefore (1 − F ) is the probability
to lose a segment. The model suggests uncorrelated losses.

In order to model timeout phase we use S as a value of retransmission timeout
expressed in cycles. It is based on RTT and RTO values expressed in seconds:

S =

⌊
RTO

RTT

⌋

, (2)

We use additional parameter MK to limit timeout exponential back-off. The
values of timeout can now be expressed as 2kS, k = 0,MK. Where k can be
treated as a number of consecutive timeout expiration events without successful
acknowledgments between them.

Additional parameter ML is used to model SACK option. It denotes the num-
ber of losses TCP is capable to detect being in slow start or congestion avoidance
phases, and recover in fast recovery phase. To model cumulative acknowledg-
ments ML value equal to 1 must be used.

Transition probabilities (πjm
in ) for the DTMC are listed below:

π
jm
in =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F i, i = 2k, k = 0, ∈log2 n√ − 1; n = 2, ∗W/2∞;
j = min(2i, n); m = n;

1 − F i, i = 1, 3; n = 2, 3; j = i; m = ∗W/2∞ + 1;

1 − F i, i = 1, 2; n = 4, ∗W/2∞; j = i; m = ∗W/2∞ + 1;
2∑

x=0
Cx

i Fx(1 − F )i−x, i = 2k, k = 2, ∈log2 n√ − 1; n = 2, ∗W/2∞; j = i;

m = ∗W/2∞ + 1;

1 −
i∑

x=max(3,i−ML)
Cx

i Fx(1 − F )i−x− i = 2k, k = 2, ∈log2 n√ − 1; n = 2, ∗W/2∞; j = 1;

−
2∑

x=0
Cx

i Fx(1 − F )i−x, m = max(2, ∗i/2∞);
i−1∑

x=max(3,i−ML)
Cx

i Fx(1 − F )i−x, i = 2k, k = 2, ∈log2 n√ − 1; n = 2, ∗W/2∞; j = i;

m = 1;

F i, i = n, W − 1; n = 2, ∗W/2∞; j = i + 1; m = n;

FW , i = W ; n = 2, ∗W/2∞; j = W ; m = n;
2∑

x=0
Cx

i Fx(1 − F )i−x, i = max(4, n), W ; n = 2, ∗W/2∞; j = i;

m = ∗W/2∞ + 1;

1 −
i∑

x=max(3,i−ML)
Cx

i Fx(1 − F )i−x− i = max(4, n), W ; n = 2, ∗W/2∞; j = 1;

−
2∑

x=0
Cx

i Fx(1 − F )i−x, m = max(2, ∗i/2∞);
i−1∑

x=max(3,i−ML)
Cx

i Fx(1 − F )i−x, i = max(4, n), W ; n = 2, ∗W/2∞; j = i; m = 1;
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πjm
in =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, i = 4, W ; n = 1; j = ⊗i/2≥; m = max(2, ⊗i/2≥);
1, i = 1, W ; n = ⊗W/2≥ + 1, ⊗W/2≥ + S − 1; j = i; m = n + 1;

1, i = 1, W ; n = ⊗W/2≥ + S; j = W + 1; m = max(2, ⊗i/2≥);
F, i = W + 1; n = 2, ⊗W/2≥; j = i + 1; m = n;

1 − F, i = W + 1; n = 2, ⊗W/2≥; j = i; m = ⊗W/2≥ + 1;

F 2, i = W + 2; n = 2, 3; j = 3; m = n;

F 2, i = W + 2; n = 4, ⊗W/2≥; j = 4; m = n;

2(1 − F )F, i = W + 2; n = 2, ⊗W/2≥; j = 2; m = ⊗W/2≥ + 1;

(1 − F )2, i = W + 2; n = 2, ⊗W/2≥; j = i; m = ⊗W/2≥ + 1;

F, k = 2, MK; i = W + 2k − 1; n = 2; j = i + 1; m = n;

1 − F, k = 2, MK; i = W + 2k − 1; n = 2; j = i; m = ⊗W/2≥ + 1;

F 2, k = 2, MK; i = W + 2k; n = 2; j = 3; m = n;

2(1 − F )F, k = 2, MK; i = W + 2k; n = 2; j = 2; m = ⊗W/2≥ + 1;

(1 − F )2, k = 2, MK; i = W + 2k; n = 2; j = i; m = ⊗W/2≥ + 1;

1, k = 1, MK; i = W + 2k − 1, W + 2k;

n = ⊗W/2≥ + 1, ⊗W/2≥ + 2kS − 1; j = i; m = n + 1;

1, k = 1, MK − 1; i = W + 2k − 1, W + 2k; n = ⊗W/2≥ + 2kS;

j = W + 2k + 1; m = 2;

1, i = W + 2MK − 1, W + 2MK; n = ⊗W/2≥ + 2MKS;

j = W + 2MK − 1; m = 2.

We were unable to get analytical solution for state probabilities Pij , but using
πjm

in definition we can get state probabilities (Pij) numerically and calculate E[A]
and E[B] based on them using these formulas:

E[A] =
∑

(i,j)∈SS∪CA

iPij +
∑

(i,j)∈FR

Pij

∑i
k=1 (→(i + k − 1)/2≥ + 1)

i
,

E[B] =
∗W/2∞∑

j=2

P1j +
∑

(i,j)∈FR

Pij

ML∑

k=1

k
Ck

i F i−k(1 − F )k

∑ML
n=1 Cn

i F i−n(1 − F )n
.

As the protocol sends data in slow start, congestion avoidance and fast recov-
ery modes and doesn’t send anything awaiting timeout expiration, we use only
CA, SS and FR states probabilities and congestion window sizes corresponding
to them to calculate E[A]. TCP retransmits lost segment when it enters slow-
start mode or fast recovery mode. That is why only FR states and initial states
of SS mode are counted to calculate E[B].

5 Reno Measurements and Traces

In order to verify modeling results, Reno TCP connection throughput
measurements were made in environment with properties similar to modeling
assumptions.
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Fig. 1. The logical diagram of the network topology used for TCP throughput mea-
surements.

Required round trip time and packet loss rate were emulated with LANforge
Manager. Linux hosts were used as data sender and receiver. Linux sender was
configured to use Reno congestion control procedure. The logical diagram of
network topology used for measurements is shown on the Fig. 1.

Measurements were made for each combination of receiver’s advertised win-
dow (W), success rate (F) and round trip time (RTT) parameters. To get average
Reno throughput number we used five separate 5-minute long measurements of
single TCP connection. The following section provides comparison of modeling
results and Reno TCP measurements.

6 Results Comparison and Analysis

Numerical results of proposed model, measurements of real TCP Reno traces and
results of approximation provided in [1] are shown in Table 2. We used advertised
window size of 64 KB which in modeling terms means W = 45, i.e. the maximum
window size is 45 segments.

Comparison of numerical results for cumulative acknowledgments with cap-
tured traces and approximation suggested in [1] is provided on Fig. 21: RTT is
200 ms, advertised window size is 64 KB (W is 45 segments).

According to provided results proposed model produces more accurate
throughput estimation than approximation suggested in [1], and closely matches
average results of real TCP traces measurements. We noticed that the model is
9 % more optimistic than real traces at average.

We compared model predictions for cumulative (ML = 1) and selective
(ML = 4) acknowledgments. Comparison for environment with round trip time
of 200 ms and advertised window size equal to 64 KB is shown on Fig. 3.

Model predicts that SACK provides potential for TCP throughput increase
of up to 6–7.5 % for environments with packet loss rate not greater than 10 %. It
can be concluded that networks with higher loss rate and lower round-trip time
benefit from SACK more (see results in Table 2).

1 Please note that all presented graphs show TCP throughput axis in logarithmic
scale.
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Table 2. Numerical results of proposed model in comparison with Reno TCP traces
and approximation proposed in [1].

Parameters TCP Reno Throughput, Bps

RTT ms F Reno model Reno model, Approximation Reno TCP
SACK result from [1] traces

50 0.9 25783.6 27681.6 10045 23360
0.92 38865.2 41931.2 14928 36709
0.94 63072 68182 23435 55455
0.95 83074 89614.8 30340 75683
0.96 111952.8 120158 40653 90522
0.97 154468 164074.8 57424 153452
0.98 219759.2 229804 88799 201193
0.99 344706 353612 167075 355237
0.995 506182 513774 281329 523507
0.999 995398.8 997851.6 740499 904240
0.9999 1276682.4 1276740.8 1310700 1105182

100 0.9 20075 21403.6 8780 15172
0.92 28353.2 30309.6 12572 24472
0.94 41945.8 44792.8 18759 36065
0.95 52092.8 55436.2 23491 46614
0.96 65743.8 69598.2 30208 58480
0.97 84826 89045.4 40479 87106
0.98 114026 118376.8 58300 116073
0.99 173345.8 177419.2 98921 172485
0.995 253310 256945.4 154899 238719
0.999 497714 498925.8 378397 438822
0.9999 638341.2 638370.4 655350 563017

200 0.9 13913.8 14731.4 7013 13756
0.92 18403.3 19498.3 9556 17696
0.93 21403.6 22659.2 11264 20495
0.94 25126.6 26557.4 13407 23020
0.95 29835.1 31448.4 16185 28472
0.96 36018.2 37792.1 19955 35321
0.97 44603 46515.6 25456 40105
0.98 58115.3 60100.9 34560 53187
0.99 86921.1 88870.2 54477 78248
0.995 126713.4 128487.3 81577 125746
0.999 248857 249462.9 191303 227786
0.9999 319170.6 319185.2 327675 266427

In environments with high loss rate TCP sender has no chance to increase
congestion window to significant values. As a result a transport connection shows
poor performance. It can be concluded that in such conditions TCP can’t gain
benefit from high receiver’s advertised window size. The proposed model confirms
this assumption. Comparison of TCP Reno throughput predicted by the model
for different values of advertised window size in case of 200 ms round-trip time
is shown Table 3.
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Fig. 2. Comparison of numerical results with captured traces and well-known approx-
imation.

Fig. 3. Comparison of model predictions for cumulative and selective acknowledgments
(200 ms RTT, 64 KB advertised window).
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Table 3. Comparison of throughput predictions for different values of advertised win-
dow size in 200 ms network environment.

Parameters TCP Reno Throughput, Bps
RTTms F 32 KB, W = 23 64 KB, W = 45 128 KB, W = 90

200 0.9 13913.8 13913.8 13913.8
0.91 15943.2 15943.2 15943.2
0.92 18403.3 18403.3 18403.3
0.93 21403.6 21403.6 21403.6
0.94 25126.6 25126.6 25126.6
0.95 29835.1 29835.1 29835.1
0.96 36018.2 36018.2 36018.2
0.97 44603 44603 44603
0.98 58064.2 58115.3 58115.3
0.99 85264 86921.1 86921.1
0.995 113996.8 126713.4 126852.1
0.999 154365.8 248857 293659.8
0.9999 166476.5 319170.6 590445.9

When the protocol faces situations in which losses can’t be detected by dupli-
cate acknowledgments it enters timeout phase and simply waits timer expiration.
For example if the number of successfully transmitted segments during RTT cycle
is less than four fast retransmission procedure can’t be used for loss recovery and
timeout happens. Timeout leads to retransmission and slow start re-initiation.
At the same time timeout exponential back-off algorithm adjust current timeout
value. MK parameter is used to limit exponential back-off behavior of Karn
scheme. We analyzed the influence of MK value on time spent by Reno con-
gestion control procedure awaiting timeout. It is obvious that for environments
with high packet loss rate the protocol spends more time in TO phase and the
influence of MK parameter is more noticeable. At the same time, as it was
shown above, for environments with high packet loss connection throughput
can’t be improved by large receiver’s advertised window, because due to losses
data sender has no chance to increase congestion window size significantly. Thus
we compared integral part of time (T ) spent by Reno algorithm in TO phase
for different values of MK parameter for a receiver with advertised window size
of 32 KB (see Table 4). Formula (3) shows how to calculate T . Based on results
presented in Table 4 it can be concluded that for environments with packet loss
rate less than or equal to 0.1 it is sufficient to use MK value of 3 to gather
numerical results for the proposed model. Despite the fact that modern TCP
implementations use back-off limit of 5 or 6, the usage of MK value of 3 will
produce an error less than 0.3 % in numerical results but this will significantly
reduce the Markov chain size.

T =
∑

(i,j)∈TO

Pij , (3)
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Table 4. Integral part of time spent by Reno in TO phase, T .

Parameters Integral part of time spent by Reno in TO phase, T
RTT ms F MK = 0 MK = 1 MK = 2 MK = 3 MK = 4 MK = 5 MK = 6

200 0.9 0.38574 0.41052 0.41567 0.41678 0.41702 0.41707 0.41708
0.91 0.35192 0.37339 0.37741 0.37819 0.37834 0.37837 0.37837
0.92 0.31474 0.33277 0.33578 0.33629 0.33638 0.33639 0.33639
0.93 0.27410 0.28864 0.29076 0.29107 0.29112 0.29113 0.29113
0.94 0.23018 0.24126 0.24264 0.24281 0.24283 0.24284 0.24284
0.95 0.18357 0.19135 0.19216 0.19224 0.19225 0.19225 0.19225
0.96 0.13560 0.14044 0.14084 0.14087 0.14087 0.14087 0.14087
0.97 0.08869 0.09118 0.09133 0.09134 0.09134 0.09134 0.09134
0.98 0.04679 0.04770 0.04774 0.04774 0.04774 0.04774 0.04774
0.99 0.0152 0.01541 0.01541 0.01541 0.01541 0.01541 0.01541
0.995 0.00499 0.00501 0.00501 0.00501 0.00501 0.00501 0.00501
0.999 0.00030 0.00030 0.00030 0.00030 0.00030 0.00030 0.00030

7 Conclusions

In this paper we proposed the TCP Reno analytical model based on Discrete-
Time Markov Chain. The model allows estimating throughput of bulk TCP
transfer as a function of loss rate and round-trip time. The model provides
a way to compare SACK performance against cumulative acknowledgments. It
was shown that SACK option is more beneficial for high-loss low delay networks.
We compared numerical results gather from our model with real TCP traces
measured in conditions close to modeling assumptions. It was shown that our
model closely matches real measurements. Therefore the model can be safely
used to estimate TCP Reno throughput over different network environments
with uncorrelated losses such as router links with Active Queue Management
algorithms (RED, Blue, etc.) or fading wireless channels. In addition the model
allows estimating the influence of receiver’s advertised window size on connection
throughput, and the influence of Karn exponential back-off limit on time spent
awaiting timeout event.
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Abstract. A method of simulation and predicting the behavior of daily
traffic in computer or mobile communication networks based on differ-
ential equations of nonlinear oscillations with one degree of freedom and
with a small parameter was proposed. Small perturbations are modelled
using the sum of delta functions. The asympototic method was used
for solving the differential equations. Some numerical experiments are
presented.

Keywords: Asymptotic method · Traffic simulation · Ateb-functions ·
Small perturbations

1 Introduction

There is a tendency to integrate communication networks and computer net-
works. For providing qualified customers cellular mobile communications service
it is necessary to implement continuous users access to the Internet [1]. Modern
communication networks, as well as computer networks, as their structure do
not optimally use their functionality. One reason is the complexity of behavior
of the network traffic. It is necessary to ensure optimum between used resources
and characteristics of the network traffic in order to fully use network potential
and ensure its successful operation. Thus, the task of predicting the network
traffic behavior arises.

In this paper we aim to describe the daily periodicity of network traffic taking
into account small pertubation. The mathematical model is based on the non-
linear differential equation, which describes oscillation motion. We obtained first
approximation given by small parameter asymptotic method. As a result of com-
puter simulation we discuss some numerical experiments. Obtained results were
compared with real traffic data according to a maximum correlation criterion.

The paper is organized as follows: Sect. 2 contains review of some related
works, Sect. 3 introduces the proposed mathematical model, Sect. 4 shows the
traffic simulation experiment results and conclusion is presented in Sect. 5.

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 136–144, 2014.
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2 Related Work

In this section we make a brief review of the known methods of mathematical
modeling of traffic properties in computer or telecommunication networks, based
on the articles [2–8]. The approximate method for computer system models was
proposed in [2].

In the article [3] classical queuing theory is used to predict behavior of the
traffic network with packet switching. The BMAP/PH/N/R queuing system
operating in a finite state space Markovian random environment is presented.
Disciplines of partial admission, complete rejection and complete admission are
analyzed. The stationary distribution of the system states is calculated. The loss
probability and other main performance measures of the system are derived. The
LaplaceStieltjes transform of the sojourn time distribution of accepted customers
is obtained. There are shown the effect of an admission strategy, a correlation
in an arrival process, a variation of a service process. Poor quality of the loss
probability approximation by means of simpler models is illustrated. The similar
way in simulation tandem queuing system consisting of R multi-server network
without buffers is analyzed in [4].

A method for calculating blocking probabilities for models involving both
unicast and multicast traffic is suggested in the paper [5].

Another way for describing behavior of the network traffic is using the
diffusion equation. The model of TCP/UDP connection with Active Queue
Management in an intermediate IP router is studied using the fluid flow or
diffusion approximation technique to model the interactions between the set of
TCP/UDP flows and AQM. There is a model of three approaches: Markovian
queues solved numerically, the diffusion approximation and fluid-flow approxi-
mation. The obtained results were compared [6]. There are some articles [7,8]
where self-similarity character of traffic network nature were discussed.

3 Simulation Traffic with Periodic Perturbation

On the basis of this analysis we propose our method. The main supposition
is that the traffic network nature has the periodic character. It is known that
network traffic depends from human reason periodicity [9]. Traffic fluctuations
have daily, weekly, and monthly periods. This investigation focuses on simulation
of daily cycle of the periodicity.

In previous articles we considered the problem of traffic modeling based on
the differential equation for nonlinear oscillating system [10,11]. We modelled
main traffic trend. As it is shown on Figs. 1, 2 calculating simulation curve
doesn’t take into account sharp traffic fluctuations. Our article aims to eliminate
this disadvantage.

In this paper it is continued our investigation in this field and suggested to
use equations for modeling and predicting the behavior of traffic in mobile or
computer network, which describe nonlinear oscillatory systems with one degree
of freedom and with small perturbations. It is assumed that the main periodic
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Fig. 1. Simulation traffic with periodic perturbation example 1

Fig. 2. Simulation traffic with periodic perturbation example 2

component simulates the daily fluctuations of traffic in the network, while the
traffic deviation from the main trend is modelled using delta function with a
small parameter. The Krylov - Bogoliubov - Mitropolsky asymptotic method for
solving of the modeling differential equations was used [12].

4 Mathematical Model of Computer Network Traffic

Let us consider the changing traffic in the network over time, as a nonlinear oscil-
lating system with one degree of freedom and with small perturbation. Modeling
behavior of the network traffic x(t) is generated by an ordinary differential equa-
tion with a small parameter ε in the form

ẍ + α2xn = εf(t, x, ẋ), (1)

where x(t) – is the number of packets in the network at time t; α – a constant
that determines size of the period of traffic oscillation; f(t, x, ẋ) – any analytical
function that is used to simulate small deviations from the main component of
the traffic fluctuations, n – a number that determines the degree of nonlinearity of
the equation that affects the period of the main component of fluctuations. In the
performance of such conditions on α and n : α →= 0, n = 2k1+1

2k2+1 , k1, k2 = 0, 1, 2 . . .
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it is proved [13], that the analytical solution of Eq. (1) is represented as Ateb -
functions.

For problems of forecasting behavior of the traffic in computer network or
mobile network it is important to choose the type of function f , as these terms
take into account the specific features of particular network. Previously, the
authors examined a small perturbation in the form of periodic functions [14].
This approach is appropriate for modeling a network with smooth traffic chang-
ing. In the present work the perturbation as a sum of delta functions was pro-
posed. This description corresponds to a network with abrupt changes of traffic.
Consider the function f as

f(t, x, ẋ) =
N∑

i=1

ai(ti)fi(x, ẋ), (2)

where N is the number of disturbances over the period [0, T ], ai - amplitude
of perturbation, −A ≥ ai ≥ A, A - the maximum amplitude of perturbation
(randomly generated in simulation), fi - perturbation function, ti - time in which
comes off the i-th perturbation, which is generated randomly. Here T - simulation
time. Perturbation function fi - in general case depends from x- number of
packets and ẋ - speed of packets changing.

To build the solution first consider the Eq. (1) without perturbation function

ẍ + α2xn = 0. (3)

Taking into account the change of variables y = ẋ, a second order differential
Eq. (1) transforms to a following system of first order differential equations

{
dx
dt − y = 0,
dy
dt + α2xn = 0.

(4)

The solution (4) is represented through periodic Ateb-functions [13] as follows
{

x = aCa(n, 1, φ),
y = a

1+n
2 hSa(1, n, φ),

(5)

where a is the amplitude of oscillation, a = max(x) or a = min(x), Ca(n, 1, φ),
Sa(1, n, φ) are Ateb-cosine and Ateb-sine respectively, h2 = 2α2

1+n . Variable φ is
associated with time t as follows

φ =
a

n−1
2

L
t + φ0, (6)

where L - is some constant, φ0 - the initial phase of the oscillations, which are
determined from the initial and periodical conditions for Eq. (3).

Periodical conditions are presented by expressions
{

Ca(n, 1, φ + 2Π) = Ca(n, 1, φ),
Sa(1, n, φ + 2Π) = Sa(1, n, φ),

(7)
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where Π is a half period of Ateb-function. When expressions (5) and (6) substi-
tute in the Eq. (4) and taking into account periodical conditions (7), we obtain
such expression for calculating constant L in formula (6)

L =
2B(0.5, 1

1+n )
π(1 + n)h

. (8)

In formula (8) denomination B(x, y) means complete Beta-function with
arguments x = 0.5, y = 1

1+n . Taking into account formula (7) and identity
Ca(n, 1, φ)m+1 + Sa(1, n, φ)2 = 1 we result following formula for a half period
of Ateb-function

Π(n, 1) = B(0.5,
1

1 + n
). (9)

Let us consider initial conditions for system of differential Eq. (4). In paper [15]
such initial conditions for differential Eq. (1) are considered

x(0) = 0, ẋ(0) = const, (10)

assuming that n = 1
2k+1 and k ∈ ⇔. Such initial condition is not useful for

simulation traffic. We suppose that traffic value and changing traffic value are
constantly defined in time t = 0. According to these assumptions we define initial
conditions as

x(0) = c1, ẋ(0) = c2, (11)

where c1 defines initial traffic and c1 →= 0, c2 defines changing initial traffic and it
can equal to zero in initial time t = 0. Taking into account that Ca(n, 1, 0) = 1
and Sa(1, n, 0) = 0 and Eq. (5) we obtain from initial conditions (11) that c1 = a
and c2 = 0.

We use the asymptotic method to create a solution of Eq. (1) based on (5).
Asymptotic method creates the solution as series in the small parameter ε like
following

x(t) =
∈∑

i=1

εixi(t). (12)

For numerical simulation we have to discard terms, which have ε in order
greater than M. We obtain solution with accuracy of the order εM+1. We will
find the solution as series in the small parameter ε like the following

x(t) =
M∑

i=1

εixi(t). (13)

We substitute series (13) into left part of (1) and after that the terms with the
same order of small parameter ε were equated each other. Now consider (1)
which is transformed to a system of differential equations by changing variables
(the same way as (3) into (4)) in the form

{
dx
dt − y = 0
dy
dt + α2xn = εf(t, x, y).

(14)
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Solution approach is represented by degrees of the small parameter ε. For
creation the first approximation in (13) according the first order of ε ( M = 1
in formula (13)) we make the change of variables of the type

x = ξ + εf(t, ξ, ζ), y = ζ = ẋ, (15)

and equate the coefficients of equal degrees of ε, and also cast members of higher
order with respect to ε. As shown in [12], variables ξ, ζ calculated according to
solution without perturbation (5) can be taken as the first approximation of the
solution (14), and (15) as the improved first approximation.

5 Traffic Simulation

For numerical traffic simulation let us consider the functions f(t, ξ, ζ) in more
simpler form than (2). We suppose that traffic and changing traffic value do not
affect the small perturbation. Thus, we construct the perturbation function in
following form

f(t, ξ, ζ) =
N∑

i=1

aiδi(ti), (16)

where δi - Dirac function. By substituting expressions (16) and (5) to (15),
we obtain formulas for modeling traffic in the network based on the improved
approximation of asymptotic method for differential equations of oscillatory
movements with small perturbation in the form

{
x = aCa(n, 1, φ) + εf(t, ξ, ζ),
y = a

1+n
2 hSa(1, n, φ).

(17)

In order to simulate the daily fluctuations, n = 7 was selected. This choice
stems from the fact, that Ateb-function of this parameter has large gaps of
values, which are close to the maximum and minimum, which corresponds to the
behavior of network traffic. Figure 3 shows a graph of the function Sa(7, 1, t).
The simulation was conducted using the appropriate zoom. Diurnal variations of
network traffic were modeled. In this case, we consider that the period Π(7, 1) =
9, 21, function Sa(7, 1, t) correspond to 24 hours. Table 1 shows the data, which
were used for modeling:

Table 1. Data for simulation

Experiment N T, s N A n s Π

E1 86400 50000 500 7 70 9,21
E2 86400 50000 600 7 70 9,21
E3 86400 50000 500 7 70 9,21



142 I. Dronjuk et al.

Fig. 3. Graph of the function Sa(7, 1, ω)

Fig. 4. The simulation results E1 based on Eq. (17)

Figures 4–6 show the results of modeling of network traffic based on formulas
(17). The environment Simulink of MatLab package was used for simulation.

Traffic data of computer network Department of Automated Control System
National University Lviv Polytechnic was used for testing simulation model. The
simulation experiments E1, E2, E3 data were presented in Table 1 and numerical
results - on Figs. 4–6. The comparison results was conducted by the criteria max-
imum correlation ρ, and calculated the ratio of the coefficient k standard devia-
tion to the maximum. The calculated results of the comparison were presented
in Table 2. Maximum amplitude perturbation value was change in experiment
E2 and the number of perturbation - in experiment E3. The main difficulties in
modeling are choosing the correct zoom of Ateb- function period with respect
to the real time of day, and scaling large amplitude oscillation, because the
amplitude of Ateb-function equals to 1 (see Fig. 3). We used the value c1 from

Table 2. Comparison simulation results with real traffic data

Kriteria E1 E2 E3

k 10,81 % 12,56 % 12,75 %
ρ 0,79 0,75 0,74
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Fig. 5. The simulation results E2 based on Eq. (17)

Fig. 6. The simulation results E3 based on Eq. (17)

initial condition (11), which was calculated from real traffic data based on aver-
aging daily traffic amplitude during 1 month. The value c1 determs the traffic
amplitude in numerical simulation and scaling of Ateb-function amplitude.

6 Conclusion

Thus, the method of modeling and predicting the behavior of traffic in com-
munication networks and computer networks was proposed. As a mathematical
model, the differential equations of oscillatory movements with small perturba-
tion were used. The solution of equations was based on the asymptotic method
of Krylov - Bogoliubov - Mitropolsky. Improved first approximation was used in
order to build the traffic model. It is shown, that the unperturbed solution is
represented as an Ateb - functions. Small perturbations were modeled by using
delta functions of random occurrence in time and with randomly selected ampli-
tude perturbation. The environment Simulink of MatLab package was used for
simulation. The data deviation is about 11–13 %. The received results can be
used for simulation and prediction the behavior of traffic in computer networks
and in mobile networks.
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Abstract. Broadband wireless data transmission network for provid-
ing of automobile transport system safety is considered. The network
operates under IEEE802.11n-2012 protocol that guarantees high-speed
transmission of multimedia information between automatic stationary
and mobile systems of traffic control. The model of stochastic network
with dependent service time for the problem solution is used. Based on
product form representation of the steady state probabilities of such sys-
tem the formulas and algorithms for calculating the main system charac-
teristics such as: mean marginal queue length and mean sojourn times in
the nodes, as well as mean packages delivery time in the whole network
are proposed. Results of some numerical experiments are presented.

Keywords: Wireless broadband network · RFID · Stochastic model ·
Tandem type network

1 Introduction and Motivation

Road traffic crashes are one of the world’s largest problems. According to the
World Health Organization (WHO), about 1.2 million people are killed on the
world?s roads each year (including 27000 in Russia). It looks like a war in piece-
time. As a fighting tool against accidents on the roads the Automobile System
Safety (ASS) is usually used. It is a system for automatic fixing of violations
of traffic rules (TR) and for information transmission to the appropriate Police
Center as it is shown in Fig. 1.

It consists of a fixing system located on Stationary or/and Mobile Modules
as it is shown in Figs. 2, 3 and an appropriate transmission system.

The latter is a broadband wireless data transmission network deployed along
the road.
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Fig. 1. A system for automatic fixing of TR violations and data transmission

Fig. 2. Scheme of a stationary identification module
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Fig. 3. Scheme of a mobile identification module

The system usually uses a radar too to measure the velocity and an optic
camera for the vehicle number plate fixing.

However, this system has two defects:

• impossibility to recognize too dirty signs, and
• too long transmission of the information to the Central Police Office (CPO)

that decrease the system efficiency up to 40 %.
Another approach consists in using of the RFID-technology that makes use

of a special Radio Fixing Identification Mark installed in the vehicle plate as it
is shown in Fig. 4.

The Stochastic Networks have a wide spectrum of applications, including
computer, data transmission and telecommunication networks. Nowadays
telecommunication technologies give extremely wide possibilities for information
interchange. In the paper a stochastic network with dependent service times is
used for the problem description and solution.

It is necessary to take into account that in data transmission and telecom-
munication networks channels are usually considered as nodes (service stations),
while stations (terminals) are usually considered as buffers.

Most of really applicable network characteristics are macro-state character-
istics such as queue length in buffers, mean time message transmission etc. They
are usually represented in terms of their steady-state probabilities (SSP). There-
fore their calculation is one of the most important problems in this topic. Net-
work decomposition and the product form representation of the SSP is a real
way for the problem solution. There is a vast bibliography devoted to both pre-
cision and approximate methods of decomposition. For the bibliography and the
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Fig. 4. RFID - marks

latest situation in the topic see an excellent book by R.Serfozo [1]. For appli-
cations of stochastic networks to data transmission systems see, for example,
V.Vishnevsky, S.Portnoy and I.Shakhnovich [2].

However in most of all these publications it is assumed that the service times
in different nodes are independent random variables. But this assumption is
not adequate for real data transmission systems such as tele- and computer
communication networks. Indeed, the same message (call) during its transmission
through the network has the same (constant) size (work requirement, workload),
but may be transmitted at different rates in different channels. That is, the
service times in different nodes of the message route must be dependent.

Product form for networks with regenerative service mechanism and Kelly’s
networks, which service disciplines are determined by some collection of service
rates in nodes, was obtained in [3]. Product form for equilibrium probabilities
of the open hierarchial networks with dependent service times was obtained in
[4]. In [5] another approach to decomposition of complex hierarchial stochastic
networks was proposed. In [6] it was shown that the macro-state stationary prob-
abilities for the network with Poisson input, infinite-servers nodes and processor
sharing discipline have a product form. These results have been generalized for
open and closed queueing networks with dependent service times in [7,8] that
involve and generalize almost all previously considered models and where a vast
bibliography has also been presented.

At the 9th International ISAAC Congress (ISAAC-2013) the model of the
broadband wireless data transmission network deployed along the road and
aimed at promotion of automobile transport system safety has been presented
[9], and its theoretical study based on this approach was held. In this paper we
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continue and extend these investigations with some numerical examples. The
paper is organized as follows. In the next section the mathematical model of the
considered situation will be presented. In the third section the model will be
investigated and the final section contains a numerical example.

2 The Model

It is necessary to take into account that in data transmission and telecommu-
nication networks the role of nodes (service stations) is usually played by the
links, while the stations (terminals) are usually considered as buffers.

The Data Transmission System (DTS) for Automobile Safety System (ASS)
is modelled as a tandem type network with r nodes of infinite capacity servers,
infinite buffers and a processor sharing discipline as it is presented at Fig. 5. This
means that all calls are served simultaneously and transferred from k-th node to
the (k +1)-th one, and after leaving the last node they go out of the system and
arrive to the Road Police Command Center for elaboration and decision making.

Fig. 5. The model of automobile safety systems

Throughout the paper the following assumptions and notations are used.

• n = (n1, . . . , nk, . . . nr) is the system states vector, where nk is the number of
calls at the k-th node;

• The capacity of the k-th node (channel) is denoted by ck, and the λk is the
intensity of the input Poisson flow arriving to the k-th node from the outside
and therefore the summary flow intensity to the k-th node is

Λk = λ1 + · · · + λk;

• The service discipline is supposed to be processor sharing discipline, which
allows all calls (requests) to be served simultaneously at the rate ck

nk
for the

k-th node.
• The sizes of all calls are independent random variables Y with the same cumu-

lative distribution function (c.d.f.) G(y) = P{Y ≤ y} and therefore the con-
ditional c.d.f. of service times at each stage of service given the total requests
volume y are

Bk(x|y) = P{Xk ≤ x |Y = y} = Θ

(

x − ynk

ck

)

(k = 1, r).



150 V. Vishnevsky et al.

• This means that the unconditional c.d.f. of the service time is

Bk(x) = P{Xk ≤ x} =
∫ ∈

0

Θ

(

x − ynk

ck

)

dG(y) =

=
∫ ∈

0

Θ

(
ckx

nk
− y

)

dG(y) = G

(
ckx

nk

)

(k = 1, r), (1)

• and therefore the joint service times c.d.f. for the calls is

B(x) = P{Xk ≤ xk, k = 1, r} =
∏

1√k√r

G

(
ckx

nk

)

.

In the next section the main steps for the model investigation will be repre-
sented.

3 The Model Investigation

For the model investigation consider a stochastic process

Z(t) = {N(t), Xk(t), Yk(t); k = 1, r}

where

• N(t) = (N1, . . . Nk(t), . . . Nr(t)) is the random vector of requests at each node;
• Xk(t) = (Xk,1, . . . , . . . , Xk,nk

) is the vector of residual service times of requests
at the k-th node (k = 1, r);

• Yk(t) = (Yk,1, . . . , . . . , Yk,nk
) is the vector of initial service times of requests

at the k-th node (k = 1, r − 1) arranged in the same order as vector Xk(t),

and its set of states for t ≥ 0 is

E = {0 ≤ xk,ik ≤ yk1 < ∞, (ik = 1, nk, k = 1, r)}.

Denote by π(t; z) = π(t;n, x, y) the probability density function (p.d.f.) of the
process Z(t). In order to write out the Kolmogorov equations for these p.d.f.s
denote also by

• ek = (0, . . . 0, 1, 0, . . . 0) the vector, which k-th component equals to 1, while
others equal to 0,

• x−
k, i = (xk, 1, . . . xk, i−1, xk, i+1, . . . xk, n) the vector, which i-th component is

eliminated,
• xi(k, y) = (xk, 1, . . . xk, i−1, y, xk,,i+1, . . . xk, n) the vector, where additional

value y is inserted in the i-th place, while others move to the next positions,

and introduce operators Ak, i, Tk, i, j , Di in the system state space:

• Ak, i — corresponds to the arrival of a request to the i-th position of the k-th
node;
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• Tk, i, j — corresponds to the being of a request at the i-th position of the k-th
node and transmitting it to the j-th position of the next node;

• Di — corresponds to the service termination of a request at the i-th position
of the last node and its leaving the system.

Formally these operators can be represented by the following relations:

•
Ak, i[z](y) = (n + ek, xk, i(y), yk, i(y));

•
Tk, i,j [z] = (n − ek + ek+1, x−

k, i, xk+1, j(yk, i), y−
k+1, i(yk, i));

•
Di[z] = (n − er, x−

r, ).

The p.d.f. π(t; z) = π(t;n, x, y) for all z ∈ E satisfies to the Kolmogorov
system of equations,

∂π(t, z)
∂t

−
∑

1√k√r,
1√ik√nk

1
nk

∂π(t, z)
∂xk, ik

+ Λπ(t, z) =

=
∑

1√k√r,
1√ik√nk

Λk

nk
π(t; A−1

k, ik
z) +

∑

1√k√r−1,
1√ik√nk,

1√ik+1√nk+1+1

1
nk (nk+1 + 1)

π(t, T−1
k, ik,ik+1

z) +

+
1

nr + 1

∑

1√ir√nr

π(t, D−1
r, iz) (2)

while the initial conditions in terms of Dirac δ-function are

πj(0;0) = δ(j, 0)(t) (j ∈ E). (3)

Appropriate equations for steady state p.d.f. can be represented as

Λπ(z) − 1
nr + 1

∑

1√ir√nr

π(D−1
r, iz)+

+
∑

1√k√r

Λk

nk

∑

1√ik√nk

π(A−1
k, ik

z) +
∑

1√k√r−1,
1√ik√nk,

1√ik+1√nk+1+1

1
nk (nk+1 + 1)

π(T−1
k, ik, ik+1

z)

(4)

By a simple substitution it is possible to check that the last equations have
the following solution

π(z) = C
∏

1√k√r−1

Λnk

k

∏

1√i√nk

Θ(yk, i − xk, i)bk(yk, i) × λnr
r

∏

1√i√nr

(1 − Br(xr, i))

(5)
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At least integration with respect to all admissible continuous variables and cal-
culation of the constant C gives in terms of calls size the final distribution of
macro-states probabilities

π(n) =
∏

1√k√r

(1 − ρk)ρnk

k (6)

with

ρk =
Λkm

ck
and m = E[V ] =

∈∫

0

(1 − G(x))dx.

The load of the channel parameter ρk shows its real throughput and for the
normal channel performance it should be about 70–75 %.

4 Numerical Study

The results show that the mean number n̄k of units at the k-th node and its
mean sojourn time w̄k according to Little’s formula equal

n̄k =
ρk

1 − ρk
and w̄k =

1
Λk

n̄k.

Suppose that the number of retransmittings r = 10, the automobile traffic
is homogeneous and heavy enough λk = λ = 1 [auto

/
min] = 1

/
60 [auto

/
s], the

mean volume of transferred data m = 100 [Mb], and the channels are homoge-
neous with the same capacity ck = 1 [Gb

/
s].

In this case simple calculations show that

Λk = kλ =
k

100
[s−1], ρk =

Λkm

ck
=

k

100
,

and therefore

n̄k =
ρk

1 − ρk
=

k

100 − k
[units], w̄k =

n̄k

Λk
=

1
100(100 − k)

[s].

This means that the overall delivery time equals

w̄ =
∑

1√k√r

w̄k =
1

100

∑

1√k√r

1
100 − k

≈ 1
950

[s] ≈ 1 × 10−3[s],

that shows a good enough performance of the system. Moreover, the calcula-
tions according to the formula ρr = 100−1r < 0.7 show that for the admissible
throughput the number of retransmittings could be increased up to r∗ = 70
units.
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5 Conclusion

The safety system for automobile traffic control is considered. The tandem type
queueing model with dependent service times and processor sharing service dis-
cipline is used to study the system. The product form for the steady state prob-
abilities distribution of the considered model has been established. Some simple
numerical calculations show the admissible results for the practical use of the
system.
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Abstract. A probabilistic model for time characteristic of a traffic flow
moving on a motorway is proposed and investigated in this paper. The
time intervals between consecutive cars are supposed to be dependent
and have different distribution. Cars with the slow and fast movement
are distinguished in the traffic flow. The mathematical model of such
traffic flow is represented as a control cybernetic system of a certain
class. The methods to derive estimate for the parameters of the control
cybernetic system are proposed in order to select the adequate traffic
flow model in the form of batches flow. These methods are approved
processing the statistical data of the Bartlett traffic flow. Effectiveness
of suggested methods for the parameters estimation and algorithms for
splitting a real traffic flow into the batches is demonstrated.

Keywords: Control cybernetic system · Kolmogorov equations · Batches
traffic flow · Bartlett flow · Ergodic distribution · Non-ordinary Pois-
son flow · Algorithm splitting flow · Parameters estimator · Wallis-Moore
statistics

1 Introduction

Model construction for the control of the conflict flows with the heterogeneous
cars on motorways intersection starts with describing mathematically the time
characteristic of investigated flows. Probabilistic properties of the mentioned time
characteristics are classically described in the form of random sequence {τ ′

j ; j =
1, 2, . . .}. In this sequence τ ′

j denotes a moment when the car with number j crosses
a transverse stop-line on the motorway. As a rule, independence and identical dis-
tribution of random variables τ ′

j+1−τ ′
j , j = 1, 2, . . . are postulated in this descrip-

tion method. However, weather conditions, bad road conditions and other factors
often make overtaking difficult and their movement becomes dependent. In this
case hypothesis about independence and identical distribution of the mentioned
time intervals between the successive cars does not take place. This is why the
classical method to describe the traffic flow is not effective since finding finite-
dimensional distributions of sequence {τ ′

j ; j = 1, 2, . . .} becomes very unlikely.

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 154–168, 2014.
DOI: 10.1007/978-3-319-05209-0 14, c∈ Springer International Publishing Switzerland 2014
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In this paper traffic flow description is implemented in the form of vectorial
random sequence {(τi+1 − τi, ηi); i = 0, 1, . . .}. Here {τi; i = 0, 1, . . .} is an ever-
increasing sequence and ηi defines a number of cars at interval [τi, τi+1) on time
axis Ot. Variable ηi will be also called i-th batch size. Flow {τ ′

j ; j = 1, 2, . . .}
should be split with the help of sequence {τi; i = 0, 1, . . .} so as independence
and identical distribution of variables τi+1 − τi, i = 0, 1, . . . and also indepen-
dence and identical distribution of ηi, i = 0, 1, . . . would take place. The main
problem here is to find the distribution of sequences {τi+1 − τi; i = 0, 1, . . .} and
{ηi; i = 0, 1, . . .} based on observed finite realization of sequence {τ ′

j ; j = 1, 2, . . .}
and specified traffic flow split. In case of point model for the traffic flow, when
the size of each car is adopted to equal zero, such well-known test distributions
may be used to determine the distribution of sequence {τi+1 − τi; i = 0, 1, . . .}
as exponential, hyperexponential, lognormal, uniform, gamma distribution, chi-
square distribution, etc. If each car is not supposed to be a point on time axis
Ot, it crosses the stop-line during time T . In this case the corresponding dis-
placed distributions may be used to find the distribution for each interval in
sequence {τi+1 − τi; i = 0, 1, . . .}, e.g. displaced exponential or displaced gamma
distribution, etc. It is clear that displacement value h depends on value of T and
on the distribution of {ηi; i = 0, 1, . . .} or (in the simplest case) on mean value
of variable ηi. Unfortunately, determining and choosing the test distributions
for sequence {ηi; i = 0, 1, . . .} cause bigger difficulties. Ideology of the method
proposed in this paper for describing the traffic flow with complicated proba-
bilistic structure is that one traces not every car separately, but only every batch
(group) in the flow.

The process of formation of each group in traffic flow is considered in this
paper as functioning of simple control service system [1–7]. A big variety of
well-learned control service systems allows us to propose one system class or
another to choose an adequate mechanism for i-th group formation for even the
most complicated real traffic flow. The flow of cars on infinite or circular single-
lane motorway is investigated. Such idealization makes it possible to examine
a stationary process of each group movement. In this investigation the flows
consisting of nonhomogeneous cars are studied: the slow cars are distinguished in
the flow from the fast cars. Only fast cars can overtake cars with slow movement.
The unusual representation of batch with number i as a certain control cybernetic
service system allows us to understand mechanism of such traffic flows formation
and, in final analysis, to determine the probabilistic distribution laws for the flow
description in the form of sequence {(τi+1 − τi, ηi); i = 0, 1, . . .}.

2 Problem Statement

In this paper probability space (Ω,F,P(·)) is considered. Here Ω is a sam-
ple space. The description of a certain elementary outcome which defines both
process of cars movement on the motorway and process of their crossing the
stop-line is designated as ω → Ω. The set of all observed outcomes A ≥ Ω in
this experiment composes σ-algebra F on which probability measure function
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P(A) : F ∈ [0, 1] is specified. In some cases we will not fix symbol ω as an argu-
ment of functions or variables still keeping in mind that all the random events
and the random elements are considered on mentioned probability space.

Let η(t) = η(ω; t) by t ⇔ 0 count a number of the cars of all types that
crossed the stop-line during time interval [0, t). By fixed ω → Ω function η(t)
is left continuous and equals zero at zero. Then random process {η(t) : t ⇔
0} gives us the description of the time characteristic for the flow. In order to
describe mathematically the time characteristic of the traffic flow it is desirable
to determine finite-dimensional distributions of random process {η(t) : t ⇔ 0}.
This task was solved [8] in the simplest idealization for the free movement [9] of
the null-length homogenous cars. In such case process {η(t) : t ⇔ 0} is Poisson
process. However, in other cases this problem is so difficult that no papers are
known in which it is considered.

The model for the mechanism of each traffic batch formation is represented
as evolution of control cybernetic service system [1] of certain specified class.
To that end the following blocks should be assigned for such system: input
pole, external memory, internal memory, apparatus handling external memory
information and apparatus handling internal memory information. The detailed
mathematical description for each mentioned block should be provided.

The input pole is the flow of the fast cars. Every fast car is a point on time
axis Ot. The intensity of the fast cars flow equals λ0 > 0. The speed of each
fast car has the same distribution density. The fast cars move freely [8,9] on the
motorway sections without the slow cars. Intensity λ > 0 of the flow of the slow
cars is such that distance between any neighboring slow cars ensures restoration
of the stationary movement of the fast cars after overtaking process. In this case
the fast cars movement satisfies all the requirements from monographs [8,9] and
thereby it is a Poisson process. Let η0(ω; t,Δt) denote a random number of the
fast cars that arrive to a queue for overtaking certain slow car during time interval
[t, t + Δt). A set of random variables in the form {η0(t,Δt) : t,Δt ⇔ 0} defines
a mathematical model for the input pole. Let symbol o(Δt) denote nonnegative
infinitesimal function with a higher order of smallness with respect to Δt > 0
as Δt ∈ 0. The following formulas are well-known for the Poisson flow with
parameter λ0:

P({ω : η0(ω; t,Δt) = 0}) = 1 − λ0Δt + o(Δt) ,
P({ω : η0(ω; t,Δt) = 1}) = λ0Δt − o(Δt) ,

P({ω : η0(ω; t,Δt) ⇔ 2}) = o(Δt) .
(1)

The observation of the real traffic flow shows that each fast car arrives to
certain batch (queue) catching up with the slow one. Such queue consists of one
mandatory slow car and possibly some fast cars. If random variable κ(ω; t) ⇔ 1
counts number of cars of all types in the batch at moment t ⇔ 0, random process
{κ(t) : t ⇔ 0} is a mathematical description for the external memory block. A
situation often takes place when overtaking intensity exceeds considerably small
enough intensity of fast cars arrival to the batch. In this case an idealization
when number of cars in every group does not exceed predetermined variable N
is admissible. Thus, in our problem it is supposed that 1 ⊗ κ(ω; t) ⊗ N.
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The internal memory block is responsible for the process of overtaking the
slow car by fast ones. Each slow car is interpreted as a server for the fast cars.
Then random overtaking time is considered as service time. Since the times for
overtaking slow car by the fast ones are dependent and have the different distri-
bution laws, a cumulative distribution function is not specified for the systems
of this class. Moreover, the distribution laws for the stated variables are still not
found. Therefore, it is easier in such systems to specify so called saturation flow
[1,2] in the form of set {ξ(t,Δt) : t,Δt ⇔ 0} of random variables instead of set
of many-dimensional cumulative distribution functions for service times. Here
ξ(ω; t,Δt) denotes a maximal number of fast cars which can overtake the slow
one during time interval [t, t+Δt). Then the set of random variables in the form
{ξ(t,Δt) : t,Δt ⇔ 0} defines a mathematical model for internal memory block.

Since the cars in the flow cannot be lost, a fast car catching up with the
batch consisting of N cars, joins the batch all the same. However, at the same
time the fast car following right after the slow one, overtakes it mandatory. On
the practice the distribution of service (overtaking) time considerably depends
on the size of the fast cars queue. It is quite natural to suppose that by the small
values of Δt > 0 the conditional probabilities of events generated by discrete
random variable ξ(ω; t,Δt) are characterized by the following relations:

P({ω : ξ(ω; t,Δt) = 0}|{ω : κ(ω; t) = 1, η0(ω; t,Δt) = 1}) = 1 − o(Δt) ,
P({ω : ξ(ω; t,Δt) = 0}|{ω : κ(ω; t) = 2, η0(ω; t,Δt) = 0}) = 1 − μ1Δt + o(Δt) ,
P({ω : ξ(ω; t,Δt) = 1}|{ω : κ(ω; t) = 2, η0(ω; t,Δt) = 0}) = μ1Δt − o(Δt) ,

P({ω : ξ(ω; t,Δt) = 0}|{ω : κ(ω; t) = 3, η0(ω; t,Δt) = 0}) = 1 − μ2Δt + o(Δt) ,
P({ω : ξ(ω; t,Δt) = 1}|{ω : κ(ω; t) = 3, η0(ω; t,Δt) = 0}) = μ2Δt − o(Δt) ,

P({ω : ξ(ω; t,Δt) = 0}|{ω : κ(ω; t) = k, η0(ω; t,Δt) = 0}) = 1 − μ3Δt + o(Δt) ,
P({ω : ξ(ω; t,Δt) = 1}|{ω : κ(ω; t) = k, η0(ω; t,Δt) = 0}) = μ3Δt − o(Δt) ,

4 ⊗ k ⊗ N ,
P({ω : ξ(ω; t,Δt) = 1}|{ω : κ(ω; t) = N, η0(ω; t,Δt) = 1}) = 1 .

(2)
Parameters μ−1

1 and μ−1
2 from (2) specify the conditional mean overtaking times

in cases when the number of cars of all types in the queue equals 2 and 3
correspondingly. Assume also that mean overtaking time μ−1

3 does not change
when the queue consists of more than three cars. Parameters μ1, μ2 and μ3 will
be called conditional overtaking intensities. This is how the fact that overtaking
time distribution depends on the number of cars of all types in the batch is
modeled. Note also that the last relation in (2) models immediate overtaking
process for the sake of preserving the limitation requirement mentioned above
for the number of the cars in the batch when another fast car arrives to the
batch with N cars. A simple statement results from (2): when the size of the
cars queue is fixed, the conditional probability that at least two cars overtake the
slow one during interval with length Δt (located anywhere on the time axis) is
an infinitesimal function with a higher order of smallness with respect to Δt. The
conditional probabilities in (2) set a mathematical description for the apparatus
handling internal memory information. In other words, (2) defines the changes
of the probabilistic overtaking mechanism for the fast cars.
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Denote ξ(ω; t,Δt) as a number of the fast cars which actually overtake the
slow one during time interval [t, t+Δt). The apparatus handling external memory
information can be described mathematically with the help of simple functional
relation

κ(ω; t + Δt) = κ(ω; t) + η0(ω; t,Δt) − ξ(ω; t,Δt) . (3)
It is evident the ξ(ω; t,Δt) ⊗ min{κ(ω; t) + η0(ω; t,Δt) − 1, ξ(ω; t,Δt)}. Since
the fast cars strive to leave the batch as soon as possible, it is natural to suppose
that the following relation takes place:

ξ(ω; t,Δt) = min{κ(ω; t) + η0(ω; t,Δt) − 1, ξ(ω; t,Δt)} . (4)

In other words, the extremal policy of the traffic batch formation [1] is used here.
The apparatus handling external memory information implements the functional
law (3) for selecting the fast cars from the batch to overtake the slow car. The
service (overtaking) process in the traffic batch should be according to FIFO
discipline.

It is required to determine time characteristic description for the traffic flow
in the form {(τi+1 − τi, ηi); i = 0, 1, . . .} taking into account the mentioned
assumptions concerning all the blocks in the control cybernetic service system
modeling the process of the traffic batches formation. The traffic flow of nonho-
mogeneous cars should be considered as the flow of moving batches. Relations of
types (1), (2), (3), (4) and control parameters λ0, N , μ1, μ2, μ3 is a convenient
way to specify the class of mathematical models for the control waiting service
systems with the limited queue, one server with variable structure, immediate
service possibility and FIFO service discipline.

3 Properties of Time Characteristic of the Traffic Flow
with Nonhomogeneous Cars

Let Q(t,m) denote probability P({ω : κ(ω; t) = m}) for fixed t ⇔ 0 and for
m = 1, 2, . . . , N. Then set {Q(t,m);m = 1, 2, . . . , N} of the probabilities defines
the distribution for the number of the cars of all types in the batch at moment
t ⇔ 0. For random event {ω : κ(ω; t + Δt) = m} by each fixed m = 1, 2, . . . , N
the following equation in events is derived using (3):

{ω : κ(t + Δt) = m}
=

⋃N
k=1

⋃√
n=0

{
ω : κ(t) = k, η0(Δt) = n, ξ(Δt) = k + n − m

}
.

(5)

Now the finite Kolmogorov linear differential equations system with Jacobi
matrix for probabilities Q(t,m), t ⇔ 0, m = 1, 2, . . . , N, is derived with the help
of (1), (2), (4), (5) and methodology from monograph [9]:

dQ(t,1)
dt = −λ0Q(t, 1) + μ1,0Q(t, 2) ,

dQ(t,2)
dt = λ0Q(t, 1) − (λ0 + μ1,0)Q(t, 2) + μ2,0Q(t, 3) ,

dQ(t,3)
dt = λ0Q(t, 2) − (λ0 + μ2,0)Q(t, 3) + μ3,0Q(t, 4) ,

dQ(t,m)
dt = λ0Q(t,m − 1) − (λ0 + μ3,0)Q(t,m) + μ3,0Q(t,m + 1) ,

m = 4, 5, . . . , N − 1 ,
dQ(t,N)

dt = λ0Q(t,N − 1) − μ3,0Q(t,N) .

(6)
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It is additionally supposed that at moment t = 0 the number of the cars of
all types in the batch equals i. Then the dynamics of the distribution for the
number of the cars in the batch is defined by the solution of differential equation
system (6) with entry conditions Q(0, i) = 1, Q(0,m) = 0 by 1 ⊗ m ⊗ N
and m ⊕= i.

Solving process for the differential equation system of type (6) is bulky
enough [10]. Actually only properties of the distribution for the number of
the cars in the batch (i.e. properties of the system (6) solution) by t ∈ ∀
is needed in our investigation. Limiting probabilities Q(m) = limt∗√ Q(t,m),
m = 1, 2, . . . , N, can be derived solving the following finite linear algebraic equa-
tion system:

0 = −λ0Q(1) + μ1,0Q(2) ,
0 = λ0Q(1) − (λ0 + μ1,0)Q(2) + μ2,0Q(3) ,
0 = λ0Q(2) − (λ0 + μ2,0)Q(3) + μ3,0Q(4) ,

0 = λ0Q(m − 1) − (λ0 + μ3,0)Q(m) + μ3,0Q(m + 1) ,
4 ⊗ m ⊗ N − 1 ,

0 = λ0Q(N − 1) − (λ0 + μ3,0)Q(N) + λ0Q(N) .

(7)

Limiting (ergodic) distribution {Q(m);m = 1, 2, . . . , N} characterizes so called
stationary mode for number κ(ω) of the cars of all types in each batch in the
traffic flow of nonhomogeneous moving cars. In paper [11] the solution of system
(7) was derived in the form

Q(1) = (1 + ν1 + ν1ν2
νN−2
3 −1
ν3−1 )−1, Q(2) = ν1Q(1) ,

Q(k) = ν1ν2ν
k−3
3 Q(1), k = 3, 4, . . . , N .

(8)

Here ν1, ν2, ν3 denote the essential system parameters:

ν1 = λ0μ
−1
1 , ν2 = λ0μ

−1
2 , ν3 = λ0μ

−1
3 . (9)

In the real traffic flow it is often observed that the slow cars move along the
motorway independently and without any obstacles from the rest of the cars.
Suppose that the speed of each slow car has absolutely continuous distribution
and does not depend on the car number. Hence it appears [8] that by the zero size
of each car time characteristic {τi; i = 0, 1, . . .} of the slow cars flow is Poisson
with parameter λ. The following idealization should be additionally assumed.
First, let the time intervals between the neighboring cars be big enough. Second,
let the density of the fast cars be small enough and their mean speed value be
large enough. The limitations on the mentioned variables are specified based
on the road conditions and the standards established by the transport workers.
Under these two suppositions for the stationary mode it can be considered that
all the cars in each group arrive to the stop-line at the same time. In this case
the real traffic flow of more sophisticated probabilistic structure is approximated
by the non-ordinary Poisson flow [12] of the random points on time axis Ot. In
our approximation at the moment when every slow car arrives to the stop-line
m cars actually arrive with probability Q(m). Recall that random variable η(t)
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introduced earlier by t ⇔ 0 counts the number of the cars of all types that crossed
the stop-line during interval [0, t). This designation remains for the non-ordinary
Poisson flow.

For simplicity we will research a traffic flow with N = 3. Then derive from
(8) that at every calling instance the batch with one car arrives to the stop-line
with probability p, with two cars – with probability q, with three cars – with
probability s, where

p =
1

1 + ν1 + ν1ν2
, q =

ν1
1 + ν1 + ν1ν2

, s =
ν1ν2

1 + ν1 + ν1ν2
. (10)

Prove a theorem for probabilities P (t, k) = P({ω : η(ω; t) = k}), k = 0, 1, . . . for
non-ordinary Poisson flow {η(t) : t ⇔ 0}.

Theorem 1. If [m] denotes integer part of number m, then probability

P (t, k) = e−λt
∑[ k2 ]

i=0

∑[ k−2i
3 ]

j=0
(k−i−2j)!

i!j!(k−2i−3j)!p
k−2i−3jqisj (λt)k−i−2j

(k−i−2j)! . (11)

Proof. The generating function for variable η(ω; t) distribution is derived using
well-known method from [12]:

Ψ(t, z) =
∑√

k=0 P (t, k)zk = exp{λt(sz3 + qz2 + pz − 1)}
= e−λt exp{λtsz3} exp{λtqz2} exp{λtpz} .

(12)

Based on (12) decompose function Ψ(t, z) into power series

Ψ(t, z) = e−λt
√∑

l=0

(λtsz3)l

l!

√∑

i=0

(λtqz2)i

i!

√∑

n=0

(λtpz)n

n!
. (13)

Now derive the following equation based on (13) using the diagonal method for
collecting terms in series multiplication in Cauchy form:

Ψ(t, z) =

= e−λt
∑√

k=0 zk

{
∑[ k2 ]

i=0

∑[ k−2i
3 ]

j=0
(k−i−2j)!

i!j!(k−2i−3j)!p
k−2i−3jqisj (λt)k−i−2j

(k−i−2j)!

}

.
(14)

Ascertain formula (11) comparing the generating function definition given in
(12) and relation (14). The theorem is proved.

Now derive the numerical characteristics (mathematical expectation, vari-
ance, skewness, kurtosis) for variable η(t) using formula (10.1) from [9] and
relation (12):

E(η(t)) = λt(1 + q + 2s), Var(η(t)) = λt(1 + 3q + 8s) ,

Skew(η(t)) = E(η(t)−Eη(t))3

(E(η(t)−Eη(t))2)1/2
= 1+7q+26s∞

λt(1+3q+8s)3/2
,

Kurt(η(t)) = E(η(t)−Eη(t))4

(E(η(t)−Eη(t))4 − 3 = 1+15q+80s
λt(1+3q+8s)2 .

(15)
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4 Analyzing Traffic Batches Based on Observations

On the practice, the results of the traffic flow observation are written, as a rule,
in the form of the realization of random sequence {τ ′

j ; j = 1, 2, . . .} consisting
of moments when the cars of all types arrive to the stop-line. Random intervals
τ ′
j+1 − τ ′

j , j ⇔ 1, between neighboring cars often occur to be dependent and
to have different distribution functions. In such case it is impossible to detect
the adequate finite-dimensional distributions for process {η(t) : t ⇔ 0} based
on the only one realization. Another difficulty consists in fact that there is no
opportunity to detect the consecutive moments of the slow cars arrivals. The
different algorithms to determine sequence {τi+1 − τi; i = 0, 1, . . .} consisting of
independent and identically distributed random variables based on information
on sequence {τ ′

j ; j = 1, 2, . . .} realization are presented in [1,13], where they
are also successfully approved using different experimental data from [14,15]. A
simple algorithm for determining consecutive moments τi, i = 0, 1, . . . of the
slow cars arrivals based on consecutive moments τ ′

j , j = 1, 2, . . . of all cars
arrivals is presented in this paper.

According to the algorithm source traffic flow {τ ′
j ; j = 1, 2, . . .} is split

into groups in successive steps. On the step number m = 0, 1, . . . sequence
{(τm

i , ηm
i ); i ⇔ 0} is derived. For fixed m ⇔ 0 moments τm

i , i ⇔ 0, coincide with
certain moments τ ′

j , j = 1, 2, . . . In other words, we have τm
i = τ ′

km,i
, km,i ⇔ 1.

Sequence {(τm
i , ηm

i ); i ⇔ 0} is called sequence (virtual flow) of m-th level. The
number of cars in i-th group in virtual flow of m-th level is defined as follows:
ηm

i = km,i+1 − km,i. Variable δm
i = τ ′

km,i+1
− τ ′

km,i+1−1 specifies the interval
between i-th and (i + 1)-th groups when the source flow is described with the
help of sequence {(τm

i , ηm
i ); i ⇔ 0} of m-th level. The recurrent formulas for

moments τm
i , m ⇔ 0, i ⇔ 0, splitting the source flow are of the form

k0,0 = 1, k0,i+1 = inf{k : k > k0,i, τ ′
k − τ ′

k−1 ⇔ h0} ,
sm = min{ inf{k : k ⇔ 0, ηm

k ⊗ d, ηm
k+1 = d + 1, δm

k < h1} ,
inf{k : k ⇔ 0, ηm

k ⊗ d, ηm
k+1 ⊗ d, δm

k < h2} } ,
τm+1
i = τm

i , if i ⊗ sm; τm+1
i = τm

i+1, if i > sm .

(16)

Here we assume ηm
−1 = 0 for m ⇔ 0. The algorithm parameters are real number

d and constant variables h0, h1, h2, where 0 < h0 < h1 < h2. Let us explain
this heuristic algorithm. Initially the quantity of h0 is set as follows. If the big
enough groups can be formed in the flow, then h0 	 min{x1, x2, . . . , xn}. Here
{x1, x2, . . . , xn} is a realization of random sequence {τ ′

j+1−τ ′
j ; j = 1, 2, . . . , n} of

size n. In case the big groups are not observed in the flow, then value is chosen
according to relation h0 ⇔ min{x1, x2, . . . , xn}. Finally, if the number of the cars
in the batch does not exceed two, then h0 ≤ min{x1, x2, . . . , xn}. It is clear that
conception of big sizes for batches is specified by the physical characteristics
of the real traffic flow. As a result of applying the first line in (16) sequence
{(τ0

i , η0
i ); i ⇔ 0} of zero level is derived. The intervals between any neighboring

cars in each i-th batch of virtual flow {(τ0
i , η0

i ); i ⇔ 0} of zero level is smaller
then h0. It means the cars in source flow τ ′

i , i ⇔ 0, are associated into groups
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according to principle of time closeness of their arrivals to the stop-line. After
that, the following procedure is applied to sequence {(τ0

i , η0
i ); i ⇔ 0} of zero level.

Successively, starting with zero batch η0
0 we associate a couple of neighboring

batches in two cases: (1) the first batch in this couple contains at the most d cars
while the second one contains d + 1 cars, the distance between batches is less
then h1; (2) each batch in the couple contains at the most d cars and the interval
between batches is less than h2. It allows us to specify sequence {(τ1

i , η1
i ); i ⇔ 0}

of first level. Then the same procedure is applied to sequence {(τ1
i , η1

i ); i ⇔ 0}
of first level to derive sequence {(τ2

i , η2
i ); i ⇔ 0} of second level, etc. Note that

{ω : limm∗√ τm
i ∞} = Ω. Therefore, specifying moment τi = τ ′

ki
= limm∗√ τm

i

and random variable ηi = ki+1 − ki by every i ⇔ 0 we derive the description of
source flow {η(t) : t ⇔ 0} of the form {(τi, ηi); i ⇔ 0}. This algorithm analyses
the traffic batches based on the observations, i.e. determines moments τi of slow
cars arrivals to the stop-line.

Demonstrate the efficiency of this algorithm by example of describing time
characteristic {τ ′

j+1 − τ ′
j ; j = 1, 2, . . .} of the certain traffic flow of the moving

cars. The experimental data of such flow was received by Bartlett [14] who
observed the process of crossing the certain motorway stop-line by the cars next
to London during T0 = 2024 s. Realization {x1, x2, . . . , xn} of size n = 128 for
the flow of the form {τ ′

j+1 −τ ′
j ; j = 1, 2, . . . , n} is presented in Table 1, where the

values (in seconds) for the intervals between the consecutive crossings should be
read along the rows.

Physical road characteristics, types of cars, traffic regulations and weather
influence the probabilistic structure of the traffic flow. Note that weather changes
stochastically. Under the good weather conditions the movement of the cars along
the motorway is Poisson, whereas under the bad conditions the overtaking times
increases considerably that leads to the batches formation. Based on Table 1
data, note that in general the intervals values are relatively small. However,
there are some cars that follow in the flow with the considerable delays. Such
data illustrate the cars accumulation in small batches. Up to current moment no
appropriate theoretical distribution for the intervals in Table 1 is known. More-
over, applying Wallis-Moore phase-frequency criteria [16] about independency
and identical distribution for the intervals between neighboring cars to the sta-
tistical data in Table 1 we derive that statistics ẑ value by n = 128 equals 3.167.

Table 1. Values xj of interval τ ′
j+1 − τ ′

j by j = 1, 2, . . . , 128; τ ′
1 = 0

2.8 3.4 1.4 14.5 1.9 2.8 2.3 15.3 1.8 9.5 2.5 9.4 1.1 88.6 1.6 1.9
1.5 33.7 2.6 12.9 16.2 1.9 20.3 36.8 40.1 70.5 2.0 8.0 2.1 3.2 1.7 56.5
23.7 2.4 21.4 5.1 7.9 20.1 14.9 5.6 51.7 87.1 1.2 2.7 1.0 1.5 1.3 24.7
2.6 119.8 1.2 6.9 3.9 1.6 3.0 1.8 44.8 5.0 3.9 125.3 22.8 1.9 15.9 6.0
20.6 12.9 3.9 13.0 6.9 2.5 12.3 5.7 11.3 2.5 1.6 7.6 2.3 6.1 2.1 34.7
15.4 4.6 55.7 2.2 6.0 1.8 1.9 1.8 42.0 9.3 91.7 2.4 30.6 1.2 8.8 6.6
49.8 58.1 1.9 2.9 0.5 1.2 31.0 11.9 0.8 1.2 0.8 4.7 8.3 7.3 8.8 1.8
3.1 0.8 34.1 3.0 2.6 3.7 41.3 29.7 17.6 1.9 13.8 40.2 10.1 11.9 11.0 0.2
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A threshold value on a significance level of 0.05 equals 1.96. Since the statistics
value meets condition 3.167 > 1.96, according to the phase-frequency criteria
the proposed hypothesis about independency and identical distribution for the
intervals between neighboring cars should be rejected.

Now, split the given traffic flow into the batches according to proposed algo-
rithm (16). Setting different values for parameters h0, h1, h2, d the initial Bartlett
flow can be split into the groups of the cars. For example, when values d = 2,
h0 = 0.5 > min{x1, x2, . . . , x128}, h1 = 7 and h2 = 9.6 are used, we derive 66
values y0, y1, . . . , y65 for intervals τ1–τ0, τ2–τ1, . . . , τ66–τ65 between the slow cars
and the sequence consisting of 67 values r0, r1, . . . , r66 for sizes η0, η1, . . . , η66
of the traffic batches. The processed data is presented in Table 2 which should
be read along the rows. The last element in this table contains symbol “#”. This
means that the moment of 67-th batch arrival is not known. It should be noted
that each traffic batch in Table 2 contains at the most three cars. Therefore, the
class of the control service systems with control parameter N = 3 should be
chosen for explaining the process of the batches formation in the Bartlett flow.

Table 2. Value (yi, ri) of vector (τi+1 − τi, ηi) by i = 0, 1, . . . , 65; τ0 = 0

(7, 6; 3) (14, 5; 1) (7; 3) (15, 3; 1) (13, 8; 3) (99, 1; 3) (5; 3) (33, 7; 1)
(15, 5; 2) (16, 2; 1) (22, 2; 2) (36, 8; 1) (40,1; 1) (70, 5; 1) (12, 1; 3) (61, 4; 3)
(23, 7; 1) (23, 8; 2) (33, 1; 3) (14, 9; 1) (57, 3; 2) (87, 1; 1) (4, 9; 3) (27, 5; 3)
(72, 6; 1) (119, 8; 1) (12; 3) (6, 4; 3) (44, 8; 1) (134, 2; 3) (22, 8; 1) (17, 8; 2)
(26, 6; 2) (12, 9; 1) (16, 9; 2) (21, 7; 3) (17; 2) (11, 7; 3) (10, 5; 3) (34, 7; 1)
(15, 4; 1) (60, 3; 2) (10; 3) (45, 7; 3) (101; 2) (33; 2) (16, 6; 3) (49, 8; 1)
(58, 1; 1) (5, 3; 3) (32, 2; 2) (11, 9; 1) (2, 8; 3) (20, 3; 3) (13, 7; 3) (34, 9; 2)
(9, 3; 3) (41, 3; 1) (29, 7; 1) (17, 6; 1) (15, 7; 2) (40, 2; 1) (10, 1; 1) (11, 9; 1)
(11; 1) (#; 2)

The statistical analysis of Table 2 data ascertains the following. Both the
hypothesis about independence and identical distribution for the intervals
between neighboring cars and the same hypothesis for the number of cars in
the traffic batches are not rejected on a significance level of 0.05. For exam-
ple, the value of Wallis-Moore statistics ẑ for realization {yi; i = 0, 1, . . . , 65}
of sequence {τi+1 − τi; i = 0, 1, . . . , 65} equals 0.298 < 1.96. At the same time,
the statistics ẑ value calculated for realization {ri; i = 0, 1, . . . , 66} of sequence
{ηi; i = 0, 1, . . . , 66} equals 0.888 < 1.96.

5 Estimator for the Distribution Parameters

In Sect. 4 the source traffic flow is transformed into the batches flow where each
batch contains at the most N = 3 cars. Recall that for this case distribution (10)
for number ηi of the cars in i-th batch depends on two essential parameters ν1
and ν2. Consider now a method estimating the values of these parameters based
on the real traffic flow observation.
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Let the traffic flow be observed during time T0. As a result of splitting the
flow into the batches with the help of algorithm (16) we have l traffic batches. Let
variables n1, n2, n3 count a number of the batches containing one, two and three
cars correspondingly. Here n1 + n2 + n3 = l. Note that l specifies the number of
all slow cars as well and n2+2n3 specifies the number of fast cars. Therefore, the
fast cars intensity can be estimated by relation λ∗

0 = n2+2n3
T0

while the slow cars
intensity – by relation λ∗ = l

T0
. Let β1 be the intensity of the batches containing

one car. Then β∗
1 = n1

T0
is an estimator for this variable. It was noticed on the

practice that overtaking intensity μ1 increases when the intensity of the flow
of the batches containing one car increases. As a rule, such dependency can be
described with the help of linear function μ1 = Kβ1, where coefficient K value
is defined by the road conditions. Subject to this dependency the estimator for
μ1 takes the form μ∗

1 = Kβ∗
1 = K n1

T0
, so the coefficient ν1 value can be estimated

as follows:
ν∗
1 = λ∗

0(μ
∗
1)

−1 = (n2 + 2n3)(Kn1)−1 . (17)

Parameter ν2 value may be estimated with the help of the modified minimum
chi-square method stated in [17]. Since variable ηi may be equal to 1, 2 or 3
with the corresponding probabilities (10), estimated value ν∗

2 is derived from the
solution of the equation formed according to formula (30.3.3a) in [17]:

n1

p(ν1, ν2)
∂p(ν1, ν2)

∂ν2
+

n2

q(ν1, ν2)
∂q(ν1, ν2)

∂ν2
+

n3

s(ν1, ν2)
∂s(ν1, ν2)

∂ν2
= 0 . (18)

Taking into account (10), this equation is transformed into

−n1ν1
(1 + ν1 + ν1ν2)

+
−n2ν1

(1 + ν1 + ν1ν2)
+

n3(1 + ν1)
ν2(1 + ν1 + ν1ν2)

= 0 , (19)

and solving it we derive the estimated value for the parameter:

ν∗
2 =

(1 + ν∗
1 )n3

ν∗
1 (n1 + n2)

=
(Kn1 + n2 + 2n3)n3

(n2 + 2n3)(n1 + n2)
. (20)

Substitute the derived estimates (17) and (20) in (10). Now the estimate for
the distribution parameters of the number of cars in the arbitrary batch in case
N = 3 is obtained:

p∗ =
(
1 + n2+2n3

Kn1
+ (Kn1+n2+2n3)n3

Kn1(n1+n2)

)−1

,

q∗ = p∗ n2+2n3
Kn1

, s∗ = p∗ (Kn1+n2+2n3)n3
Kn1(n1+n2)

.
(21)

As has been mentioned in the introduction, the displaced exponential distri-
bution with parameters h ⇔ 0 and σ > 0 can be used as the distribution for
intervals τi+1 − τi, i ⇔ 0, between the neighboring cars:

P({ω : τi+1 − τi < t}) = F (t, σ, h) = 1 − exp{− t−h
σ } if t > h and 0 if t ⊗ h .

(22)
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It was proposed in [13] to estimate mentioned parameters with the help of mod-
ified minimum chi-square method. Let range G = [0,∀) of values for the inter-
vals between the slow cars be split into v disjoint parts of the following form:
G1 = [0, a), G2 = [a, a + b), G3 = [a + b, a + 2b), . . . , Gv = [a + (v − 2)b,∀).
Let mc, c → {1, 2, . . . , v}, denote a number of the elements in the sample for the
intervals between slow cars that happen to be in Gc. The size of the sample
equals w =

∑v
c=1 mc. Then, according to the results of [13], the parameters

estimators are of the following form:

σ∗ = b (ln(
∑v

c=2(c − 1)mc − mv) − ln(
∑v

c=2(c − 2)mc))
−1

,

h∗ = a − b ln( w
w−m1

) (ln(
∑v

c=2(c − 1)mc − mv) − ln(
∑v

c=2(c − 2)mc))
−1

.

(23)

6 Numerical Results

Now, estimate the distribution parameters for the number of the cars in the
arbitrary batch for the Bartlett flow investigated above according to derived
formulas (21). Based on Table 2 data values n1 = 27, n2 = 15, n3 = 24 are
calculated. Assume K = 4.5. The estimated values are obtained:

p∗ = 0.419, q∗ = 0.217, s∗ = 0.364 . (24)

In order to determine whether the processed data of the observed flow fits
the distribution (10) by values (24) or not, calculate statistics χ2 value according
to formula (30.3.1) from [17]:

χ2 =
(n1 − lp∗)2

lp∗ +
(n2 − lq∗)2

lq∗ +
(n3 − ls∗)2

ls∗ = 0.046 . (25)

The obtained value is less than threshold value 3.841 for the chi-square vari-
able χ2

1 with one degree of freedom on a significance level of 0.05. Therefore,
according to criterion stated in [17], it may be considered that table data fits
well distribution (10) with probabilities values (24).

Note that parameter K is a practical parameter. The values of the similar
parameters are usually specified before the model construction. In our case para-
meter K value was not given. Therefore, we chose it so that distribution (10) with
the probabilities values calculated with the specific value of K would describe
experimental data well (in terms of χ2 statistics). For example, by value K = 4.3
statistics value equals χ2 = 0.005. This result moves us away from the critical
area limitations. Assume K = 4.2 and derive value χ2 = 6.778 × 10−6 < 0.005,
while by K = 4.1 value χ2 = 0.006 > 6.778 × 10−6 is calculated. Based on
these reasonings we conclude that the described model fits in the best way the
flow with the data from Table 1 if its physical parameter K value is equal to
4.2. Indeed, we would consider the Table 2 data have the distribution (10) with
probabilities values

p∗ = 0.409, q∗ = 0.227, s∗ = 0.364 . (26)
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Now we count the frequency of arrivals of the batches containing one,
two or three cars according to Table 2 data and derive 27

66 , 15
66 and 24

66 corre-
spondingly. Note that these frequencies coincide with the probabilities (26) with
accuracy of 0.001. It’s known that an event frequency is a good estimator for
the event probability. We propose the other estimator for the probability and
have the close result that points the good fitness the developed model to the
real data.

Calculate now the estimates for the distribution parameters of the intervals
between neighboring slow cars. According to (23) with values v = 6, a = 3 and
b = 26.24 the following estimates are derived:

σ∗ = 29.392, h∗ = 0.449 . (27)

Hypothesize the fact that values y0, y1, . . . , y65 for the intervals from Table 2 is
a sample collected from distribution (22) with parameters values (27). Statistics
χ2 is calculated:

χ2 =
6∑

c=1

(mc − wpc)2

wpc
= 4.17 . (28)

Here pc = P({ω : τi+1 − τi → Gc|Fτi+1−τi(t) = F (t, σ∗, h∗)}). The
derived value (28) does not exceed the threshold value 7.815 for distribution
of χ2 with (v − 3) = 3 degrees of freedom on a significance level of 0.05. Accord-
ing to this result the hypothesis about the distribution of the form (22) with
parameters values (23) for the intervals between slow cars from Table 2 is not
rejected.

It should be noted that for the model parameters relation σ = 1/λ
takes place. According to estimator for the intensity of the slow cars
mentioned above we have λ∗ = l

T0
= 0.033. This value coincides with value

0.034 = 1/29.392 derived as a result of chi-square estimator with accuracy of
0.001. This illustrates again the successful choice in estimator method for the
system parameters.

7 Conclusion

The papers [11,18–20] deal with the research of the traffic batches flow moving
along the motorway. Development and the investigation of this model is urgent
since the problem of the optimal regulation of the traffic flows moving on the
intersections is increased. Researching the traffic flow we derive the formalization
of the important constituent element of more extensive model that is a model
of the traffic intersection as the queueing system. In this paper the investigation
of the properties of the probabilistic model for the bathes flow movement under
the conditions of small flow density has been completed. The easy computational
estimators for the examined model parameters have been derived for the first
time.
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Abstract. The article describes the authors’ simulation system and the
results of heterogeneous network traffic modeling in the physical channel
of the wireless network for different values of the signal/noise ratio in a
range of different broadband noise and intensity.

Designing infrastructure coverage of wireless networks LTE, WiMax, WI-Fi, Zig-
bee requires including the planning, noise and electromagnetic interference on
data traffic is transmitted over the network radio channels [1]. Known indicators
CINR and RSSI measured quality of the radio equipment in the client. CINR
(Carrier to Interference + Noise Ratio) - The ratio of the carrier signal to noise,
is used in telecommunications for determining signal quality and connectivity, if
the quality of the signal above a certain standard for standards. RSSI (Received
Signal Strength Indication) - the power level of the received signal can be used
to approximate the signal quality. The message shown in Table 1 with these
parameters for network WiMax (LTE).

Table 1. Information message when you connect to the network Wimax

Signal (CINR/RSSI) 7/−68
Signal level (RSSI) −68 dBm
Signal level (RSSI) −68 dBm
Transmit power (TX Power) 32.7 dBm

Indicator CINR measured periodically in the channel and a radio receiver
transfers the source for further analysis and decision-making about the connec-
tion. Thus, CINR is an integral indicator radio wave quality, taking into account:

• Clients distance from sources of radio (base station, router, router, bridge,
adapter);

• Natural and artificial obstacles;
• External and internal noise, electromagnetic interference;
• Dynamics of all factors in space and time.

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 169–177, 2014.
DOI: 10.1007/978-3-319-05209-0 15, c© Springer International Publishing Switzerland 2014



170 V.S. Zhdanov and V.M. Churkov

Obviously, the use of an indicator CINR fundamentally required when work-
ing as a broadband network, and the qualitative design and development of its
infrastructure, taking into account the relative position coordinates effective and
minimizes the number of elements.

In [2], the authors have developed and examined the processes of modeling
and optimization of the spatial model of the wireless signal in the form of a
matrix based on the quality of the radio as a function of the above factors
influence.

Formation of the matrix occurs on the basis of the pilot study parameters
CINR radio network coverage. For making design decisions necessary to simulate
and examine network traffic. External factors - the useful signal level, noise,
electromagnetic disturbance to a large extent determine the bandwidth of the
radio channel, which can significantly reduce the data transmission rate and,
consequently, the quality of the traffic.

In the simulation bandwidth using developed in [2] unit is assumed that the
channel is transmitted broadband traffic as a binary sequence with the current
capacity of ps in the presence of broadband additive noise with the current power
pn [3].

In accordance with the theorem of Shannon - Hartley [3], the capacity of the
physical channel wireless network should not be less than the capacity of the
source of information C = fs log(1 + ps

pn
), bits/s.

Bandwidth can be changed by changing the width of the signal spectrum fs,
and the ratio “signal/noise” 10 log ps

pn
.

The input data for modeling a wireless network are given or known parame-
ters radio, telecommunications equipment, network infrastructure, electromag-
netic interference traffic.

Mathematical model of the spatial organization of wireless coverage includes
a plurality of functions, variables and constants where: U - universal set of ele-
ments of the system wireless network (coverage):

S – A lot of system coverage subsets (regions);
C – The set of centers of areas;
R – Radius of the area;
(x, y, z) – Spatial coordinates;
u(x, y, z) , c(x, y, z) , s(x, y, z) – Elements of the set;
m,n – Cardinality of the set;
ρ(x, y, z) – An indicator of the effectiveness of the radio signal coverage.

Let U,C, S,R, (x, y, z), ρ(x, y, z) — variable mathematical model:

U,R, (x, y, z), ρ(x, y, z) – Asked variables;
C,S – Expanded variables.

Let the sets U,C, S associated functional dependency.
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We introduce additional features f, φ, ψ, |νu| specifying constraints and per-
formance indicators for coverage, operating:

f – Computation C ⊂ U and subject to the limitations of the selected perfor-
mance criteria (for example |Sj | → max → |U |);
φ – Calculation of the elements subsets Ui;
ψ – Calculation of the subset Uj \ Uj+1;
|−→νu| – Calculation of magnitude of the vector in the coordinates U ;

Express f, φ, ψ, |νu| through the original variables:
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

f
⎥
φ
⎦
u, |−−−−−−→

νu(x, y, z)|, R, ρ(x, y, z), ψ(U)
)]

;

φ
(
u, |−−−−−−→

νu(x, y, z)|, R, ρ(x, y, z), ψ(U)
)
;

|−−−−−−→
νu(x, y, z)|;
ψ(U);

Then the desired sets C,S can be written as a function of variables U,R, (x, y,
z), ρ(x, y, z), f, φ, νu, ψ; following system of equations.

⎧
⎪⎨

⎪⎩

C =
{

u : f
[
φ(u, |−−−−−−→

νu(x, y, z)|, R, ρ(x, y, z), ψ(U))
]}

;

S =
{

u : φ(c, |−−−−−−→
νu(x, y, z)|, R, ρ(x, y, z), ψ(U))

}
.

(1)

We introduce the function ξ convolution common to the mathematical
description of the sets C,S. Function ξ = (|−−−−−−→

νu(x, y, z)|, R, ρ(x, y, z), ψ(U)) cal-
culates the occurrence of an element ui in the set ψ(U) with parameters R for
ρ(x, y, z) all elements ψ(U). Then the system (1) can be minimized.

⎧
⎪⎨

⎪⎩

C =
{

u : f
[
φ(u, ξ)

]}
;

S =
{

u : φ(c, ξ)
}

.
(2)

Thus, the system (3) is a generalized mathematical model of the spatial
organization of wireless coverage. The model provides the calculation of cov-
erage areas and centers for wireless network infrastructure based on defined
performance criteria and constraints. Figures 1 and 2 are given examples of the
mathematical model for the design of different coverage areas of a wireless com-
puter network.
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

variables of the model
U,R, (x, y, z), ρ(x, y, z); input
C,S; outputs

⎫
⎪⎬

⎪⎭

initial conditions
S1 ⊂ U, S2 ⊂ U, . . . , Sj ⊂ U, . . . , Sn ⊂ U ;

U =
n⎝

j=1

Sj ; j = k = 1, n;

Sj ∩ Sj = ∅;
n⎝

k=1

n⎝

j=1

Sj ∩ Sk = ∅;

C ⊂ U,Cj ⊂ Sj ;
u ∈ U, c ∈ C, s ∈ S, c ∈ U, s ∈ U, cj ∈ Sj ;

ui, cj , sj ; i = 1,m;

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

efficiency criteria
|U | = const, |S| → max → |U |, |C| → min → 1

transformation function f, φ, ν, ψ;
[
φ(u, |−−−−−−→

νu(x, y, z)|, R, ρ(x, y, z), ψ(U))
]
;

φ(u, |−−−−−−→
νu(x, y, z)|, R, ρ(x, y, z), ψ(U));

|−−−−−−→
νu(x, y, z)|;
ψ(U);
folding function ξ

ξ = (|−−−−−−→
νu(x, y, z)|, R, ρ(x, y, z), ψ(U));

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

area coverage
⎧
⎪⎨

⎪⎩

C =
{

u : f
[
φ(u, |−−−−−−→

νu(x, y, z)|, R, ρ(x, y, z), ψ(U))
]}

;

S =
{

u : φ(c, |−−−−−−→
νu(x, y, z)|, R, ρ(x, y, z), ψ(U))

}
;

minimized
⎧
⎪⎨

⎪⎩

C =
{

u : f
[
φ(u, ξ)

]}
;

S =
{

u : φ(c, ξ)
}

;

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3)

System simulation of heterogeneous network created under the supervision
of the authors. In the database of topology, speed and volume of information
processing in the network node, formed of modeling input data:

• The type of physical connection between the subnet and subnets;
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Fig. 1. Clustering of the two-dimensional zone wireless coverage

Fig. 2. Clustering of the three-dimensional zone wireless coverage
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• Parameters of the final equipment for each subnet (servers, workstations, con-
trollers, I/O);

• Parameters of communication equipment.

Simulation allows us to investigate the quantitative and qualitative characteris-
tics of the distribution of information flows at the nodes of networks in a given
time interval:

• monitor the network and each of its objects;
• assess the impact of the topology, the dynamic characteristics of the network

on the speed of information exchange;
• assess the dynamics of the load lines and virtual channels: direct - from hosts

to servers; reverse - from servers;
• simulate the network taking into account the dynamic change of input vari-

ables and their distribution laws;
• design the network and customer traffic;

Figure 3 shows the input screen of the network model.

Fig. 3. Screen when entering data modeling wireless network

Graph of the network and the input data is entered as a structural matrix
and parametric description of the modeling process. Row and column numbers
correspond to the numbers of network objects. Nonzero value at the intersection
of ith row and jth column indicates a virtual link between the ith and jth of the
network. Each node is defined by two elements of the structure matrix. Model
node contains virtual data inputs and outputs.

For each object set:
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• Speed of information processing,
• The law of transformation and distribution of information,
• Parameters of the original boot.

The network model is given matrix |P |, the graph showing network con-
nectivity. The network has the following parameters: the speed of information
processing in the nodes (matrix |V |), the coefficient of transmission node (K),
and the volume boot nodes (W), and the discrete data (A).

Figure 4 shows the results of traffic modeling in the physical channel of the
wireless network, with different signal/noise ratio.

Fig. 4. Diagrams modeling wireless traffic when the signal/noise ratio

Analysis of simulation results clearly and with precision shows the character
changes the transmission of information packets, depending on the signal/noise
ratio in the channel wireless network.

In this case clearly shows that an increase in the actual power level of noise or
interference in the broadband bandwidth traffic significantly increases the time
a packet is broken due to the reduction of their synchronization bandwidth.

Modeling Methodology transmitting information in the computer network
based on the simulation of a traffic channel, servers and clients.

Figure 5 shows the parameters of the noise and interference, the simulation
results.

The results of using a computer network system simulation confirms its effi-
ciency, accuracy of the mathematical model, sufficient functionality for designing
networks of varying complexity.
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Fig. 5. Screen when modeling wireless traffic
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The developed system is a heterogeneous network simulation to enhance the
quality of design solutions through research in the operating parameters of the
projected or existing broadband network infrastructure, information, and signal
levels.
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Abstract. Thanks to their flexibility and compact characterization,
Gaussian processes have emerged as popular models to describe the
traffic dynamics in a wide class of the modern telecommunication net-
works. A relatively new characterization of traffic flows is based on
the effective envelopes, which represent a probabilistic generalization of
the arrival curve of Network Calculus. In this paper, we analyse the
effective envelopes for a general Gaussian process and use these results
to derive non-asymptotic performance bounds for a fluid queuing sys-
tem. To highlight the effectiveness of the proposed approach, numerical
results are shown taking into account heterogeneous traffic flows as well
as different correlation structures.

1 Introduction

Towards the end of the last century, the evolution of communication networks,
in which new services such as Multimedia over IP, audio/video streaming and
virtual private networks (VPNs) with Quality of Service (QoS) are being offered
to end users, has led to the introduction of network architectures (e.g. Intserv [3]
and DiffServ [2]) supporting QoS, usually defined in terms of loss rate, end-to-
end delay and delay jitter.

As a consequence, realistic traffic modelling became a key issue in queueing
performance evaluation and, at the same time, a great interest arose for novel
traffic engineering frameworks, able to deal with the issues raised by the new net-
work architectures. For instance, apart from traditional Best Effort, IntServ can
offer two different types of service, one with deterministic guarantees (Guaran-
teed Service) and one (Controlled-Load Service), which emulates the behaviour
of a unloaded network. In order to provide any kind of guarantee, the network
should be able to limit the amount of traffic through Call Admission Control
functionalities.

The most natural way to address this problem for the Controlled-Load traffic
is through the concept of effective bandwidth (see, for instance [8]), which corre-
sponds to the minimum bandwidth necessary to provide an expected service for a

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 178–189, 2014.
DOI: 10.1007/978-3-319-05209-0 16, c© Springer International Publishing Switzerland 2014
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specific flow. On the other side, Guaranteed service asks for bounded end-to-end
delays and an elegant framework for worst-case analysis of network performance
is provided by the so-called Network Calculus [10]. Roughly speaking, the lat-
ter is based on the concepts of arrival curve α(t), a deterministic bound on the
amount of traffic entering into the network in any interval of duration t (for
instance, due to the presence of a token-bucket filter), and service curve β(t),
describing the minimum amount of work that can be guaranteed to the flow.

As far as traffic modelling is concerned, Gaussian processes are rather popular
to describe the traffic dynamics in a wide class of the modern telecommunica-
tion networks. Indeed, these models naturally arise by virtue of central-limit-
type arguments (superposition of a large number of independent sources) and
are able to capture in a parsimonious and flexible way such specific properties
as self-similarity and long-range dependence (LRD), which are inherent to net-
work traffic flows [11,19] and have a deep impact on queueing performance [6].
In a nutshell, self-similarity means invariance in the distribution under suitable
scaling of time and space, while LRD implies a slow decay of the autocorrela-
tion function; in particular, Fractional Brownian Motion (FBM) has become the
canonical model with a LRD correlation structure [14].

These properties make difficult the probabilistic analysis of the related queue-
ing systems and, as a consequence, obtaining the key characteristics in an explicit
form. As already mentioned, one of the main performance parameters is the over-
flow probability, i.e. the probability that the workload process exceeds a given
(finite) threshold. In Gaussian queueing systems with infinite buffer, the cal-
culation of the overflow probability is reduced to the analysis of the extremes
of Gaussian processes. Although this problem has been thoroughly studied in
the past [15], in case of general Gaussian input there are no explicit expressions
(some results have been derived for specific simple cases like standard Brown-
ian motion thanks to its Markovian structure) and only asymptotics for the tail
probability are available [4,5,7].

Unlike traditional results, typically developed in the framework of Large
Deviation Theory (LDT), a relatively new approach, based on stochastic net-
work calculus and sample path envelope [12,16], can provide non-asymptotic
performance bounds for Gaussian queues. Thanks to the special autocorrelation
structure, analytical expressions of such bounds have been derived by Rizk and
Fidler [16,17] in case of FBM traffic.

The goal of this work is to enlarge their results to general Gaussian inputs,
in order to take into account heterogeneous traffic flows (for instance the sum
of independent FBMs with different values of the Hurst parameter) and differ-
ent correlation structures. Unlike the FBM case, no closed-form results can be
achieved and the performance bounds are calculated through point-wise numer-
ical optimization.

The rest of the paper is organized as follows. Section 2 defines the refer-
ence queueing system (including the analysed traffic models and the underlying
assumptions), while Sect. 3 introduces the notion of effective envelopes, high-
lighting how they can be calculated for a generic Gaussian process. Section 4
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deals with queueing performance analysis starting from the previous definitions,
and the corresponding numerical results are presented in Sect. 5. Finally, Sect 6
concludes the paper with some final remarks.

2 Problem Setting

We consider a fluid queue with a constant service rate C driven by the input
process A(t), which is defined as follows:

A(t) = mt + X(t) , (1)

where m > 0 is the mean input rate and the process X is a centred Gaussian
process with stationary increments, i.e.

A(t) − A(s)
(d)
= A(t − s) s ≤ t ,

where
(d)
= denotes equality in distribution. Physically, A(t) describes the amount

of data (input traffic) arrived into a communication node within the time interval
[0, t], t ≥ 0 and X(t) takes into accounts its random fluctuations.

Let us denote the variance of X(t) as v(t); it is worth mentioning that the
variance function v(t) fully determines the correlation structure of the Gaussian
source:

Γ (t, s) Δ= E [X(t) X(s)] =
1
2

[v(t) + v(s) − v(|t − s|)] .

In the following we only assume that v(t) is regularly varying at infinity with
index V ∈ (0, 2), i.e.

lim
t∈√

v(αt)
v(t)

= αV for all α > 0 . (2)

We consider the following important cases of Gaussian inputs, which obey to
the previous condition:

1. FBM: in this case v(t) = t2H , with Hurst parameter H ∈ (0, 1). In the tele-
traffic framework usually H ∈ (0.5, 1) is considered, corresponding to traffic
processes with LRD, while H = 0.5 identifies the traditional Brownian motion
with independent increments. It has been shown in [18] that FBM arises as
the scaled limit process when the cumulative workload is a superposition of
on-off sources with mutually independent heavy-tailed on and/or off periods.

2. Sum of independent FBMs with v(t) =
∑n

i=1 t2Hi . The use of this model
is also motivated by the fundamental result in [18] in case of heterogeneous
on-off sources, corresponding to traffic flows with different degree of LRD.

3. Integrated Ornstein-Uhlenbeck process (IOU) with v(t) = t + e−t − 1. As
can be seen from the structure of the variance function, IOU is a short-
range dependent (SRD) process and it is known in teletraffic as the Gaussian
counterpart of Anick-Mitra-Sondi fluid model [1,13] (its relevance is further
motivated in [9]).
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For a queueing system with infinite buffer size and deterministic service rate
C (with C < m to assure the stability of the queue), it is well-known that the
stationary workload Q satisfies the Lindley recursion

Q
(d)
= sup

t∗0
(A(t) − Ct) . (3)

As already mentioned in the Introduction, there are no explicit expressions
for (3) in case of general Gaussian input, but only asymptotic results (namely,
large-buffer and many sources asymptotics) for the tail probability have been
derived [4,5,7].

3 Effective Bandwidth and Effective Envelopes

The effective envelope of an arrival process can be easily derived from the expres-
sion of its effective bandwidth [12]. Hence, in the following paragraphs we recall
the main definitions and some specific results for Gaussian input flows, making
use of the notation introduced in Sect. 2.

3.1 Effective Bandwidth

The Effective Bandwidth (EB) α(θ, t) describes the minimum bandwidth required
to provide an expected service for a given amount of traffic [8]. As can be expected,
α(θ, t) lies between the mean and peak of the arrival rate (measured over an
interval of length t), more formally

EA(t)
t

≤ α(θ, t) ≤ Ā(t)
t

,

where
Ā(t) Δ= sup

{
x : P

(
A(t) > x

)
> 0

}
.

In more detail, the EB of an arrival process A(t) is defined as

α(θ, t) =
1
θt

log E
[
eθA(t)

]
for all θ, t ∈ (

0,∞)
, (4)

where t is a time parameter, indicating the length of a time interval, and θ is a
space parameter, containing information about the distribution of the arrivals:
indeed, near θ = 0, the EB is dominated by the mean rate, while for θ → ∞, it
is primarily influenced by the peak rate.

EB expressions have been derived for many traffic models including those
with LRD; in particular, for the Gaussian process defined by (1), the function
α(θ, t) is determined, for all θ and t, by the first two moments, expectation m > 0
and variance v(t),

α(θ, t) = m +
θ

2t
v(t) . (5)
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3.2 Effective Envelopes

Effective envelopes E(t) are statistical upper bounds for an arrival process and
represent the stochastic generalization of the Arrival Curve α(τ) of Network
Calculus, which satisfies the following inequality:

A(τ, t) ≤ α(t − τ) for all τ ≤ t ,

where
A(τ, t) Δ= A(t) − A(τ)

denotes the cumulative arrivals over the interval [τ, t] and, for sake of simplic-
ity, we use A(t) to mean A(0, t) since A(0) = 0. Hence, during any interval
of length t the number of arrivals is bounded by α(t). The arrival curve con-
cept leads to worst-case bounds for the delay and the backlog, which may be
quite conservative. However, in many cases the users can tolerate some level of
losses (depending on the specific application) and so it could be more suitable to
provide probabilistic bounds on the arrival process, by defining a traffic profile
that can be overtaken with a probability εp > 0. This leads in a natural way
to the definition of the so-called local (point-wise) effective envelope of A(t), a
deterministic function E(t) that satisfies

P

[
A(τ, t) − E(t − τ) > 0

]
≤ εp for all τ ≤ t and all t. (6)

Making use of the Markov inequality, the duality between effective envelopes
and EB [12] can be easily proved:

E(t) = inf
θ>0

{

tα(θ, t) − log εp

θ

}

and, taking into account (5), for any Gaussian process with variance v(t), the
local effective envelope is given by

E(t) = mt +
√

−2 log εp · v(t) . (7)

As highlighted by (3), the overflow probability is related to the supremum
of A(t) − Ct, so the point-wise information on the arrival process is not enough.
A natural way to overcome this problem consists in introducing the so-called
global (sample path) effective envelope:

P

[
sup

0∞τ∞t

{
A(τ, t) − E(t − τ)

}
> 0

]
≤ εs for all τ ≥ 0 and all t . (8)

In the next section, an adequate sample path effective envelope will be derived
for a general Gaussian process, and it will be used to find a bound on the overflow
probability.
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4 Sample Path Envelopes and Overflow Probability

In order to define a sample path effective envelope for the arrival process A(t),
starting from (7), we consider a family of local envelopes

E(τ) = mτ +
√

−2 log η · f(τ) v(τ) (9)

where the parameter η ∈ (0, 1) and the function f should be chosen so that the
following condition holds:

lim sup
t∈√

E(t)
t

< C , (10)

being C the constant service rate of the considered queueing system.
Taking into account that A(0) = E(0) = 0, the left hand side of (8) can be

upper bounded as follows

P

[
sup
τ∗0

{
A(τ) − E(τ)

}
> 0

]
≤

√∑

τ=1

P

[
A(τ) > E(τ)

]
,

and, due to Markov’s inequality, we have from (5) that

P

[
A(τ) > E(τ)

]
≤ e−θE(τ)

Eeθ A(t) = e−θE(τ) eθmτ+ θ2
2 v(τ) . (11)

Minimizing the right hand side of this inequality over θ > 0 yields

θ∗ =
E(τ) − mτ

v(τ)
,

and, by the substitution of this value into inequality (11), we obtain after some
algebra (and taking into account expression (9)) that

P

[
A(τ) > E(τ)

]
≤ ηf(τ) .

Finally, we have the following bound:

P

[
sup
τ∗0

{
A(τ) − E(τ)

}
> 0

]
≤

√∑

τ=1

P

[
A(τ) > E(τ)

]
=

√∑

τ=1

ηf(τ)

≤
∫ √

0

ηf(τ) dτ
Δ= εs , (12)

and hence,

E(τ) = mτ +
√

−2 log η · f(τ) v(τ) (13)

is a sample path envelope for A(t) with the overflow probability εs.
In order to get a meaningful bound, it is reasonable to require that

∫ √

0

ηf(τ)dτ < 1 .
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In case of regularly varying variance with some index V ∈ (0, 2), we can choose
(as in [16,17]) a function f(τ) = τβ with β ∈ (0, 2 − V ) (the latter condition
guarantees that the limit (10) is verified), and hence the envelope (13) becomes

E(τ) = mτ +
√

−2 log η · τβv(τ) . (14)

If
E(t) ≤ Ct + b for all t ≥ 0 ,

then the following inequality for the overflow probability holds:

P

[
Q > b

]
= P

[
sup
t∗0

{
A(t)− (Ct + b)

}
> 0

]
≤ P

[
sup
t∗0

{
A(t)−E(t)

}
> 0

]
≤ εs .

In other words, the overflow probability of the analysed queueing system will be
bounded by the overflow probability of the sample path envelope of the input
traffic, i.e.

P

[
Q > b

]
≤ εs

Δ=
∫ √

0

ητβ

dτ = εs(η, β) ,

where, as shown in [16,17],

εs(η, β) =
Γ

(
1
β

)

β(− log η)
1
β

,

and Γ denotes the gamma function. Hence, given the buffer size b and the service
rate C, it is possible to find the largest envelope that satisfies the condition
E(t) ≤ b + Ct by solving the following system of non-linear equations

{
E∪(t) = C,

E(t) = b + Ct.
(15)

Closed-form expressions can be found only in case of a single FBM flow (in [16,17]
the corresponding bounds are determined), while in the general case the system
of Eq. (15) can be solved by numerical methods and, as a result, the values of η
can be found, using β as a free parameter, in order to optimize the bound.

5 Numerical Results

The goal of this section is to highlight the goodness of our bounds for different
correlation structures and check how the optimal value of β depends on the
queue parameters.

At first we verified the accuracy of the upper bound for different values of
the service rate in comparison with simulation results. In more detail, Fig. 1
refers to the sum of two independent FBMs (here and in the following, unless
otherwise stated, the following values of parameters have been used: H1 = 0.75,
H2 = 0.6, m = 1 and b = 0.3), while IOU is considered in Fig. 2 (here the value
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Fig. 1. Simulation vs. Upper Bound: sum of FBMs
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Fig. 2. Simulation vs. Upper Bound: IOU

of buffer size was b = 10). In both scenarios (corresponding to LRD and SRD
traffic processes, respectively) simulation results are quite close to our bound
(the difference is always less than one order of the magnitude) over a wide
range of values. Unlike classical LDT–based asymptotics, which capture only
the decay-rate, our estimations are always conservative and so can be safely
used in dimensioning network elements under QoS constraints.
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Table 1. Upper Bound vs. β for different values of C

β C = 3.5 C = 4.8 C = 6

0.10 — 0.1138 0.0023
0.12 — 0.0352 0.0013
0.14 — 0.0185 0.0011
0.16 0.6300 0.0130 0.0010
0.18 0.3565 0.0108 0.0011
0.20 0.2407 0.0099 0.0012
0.22 0.1829 0.0096 0.0014
0.24 0.1508 0.0098 0.0016
0.26 0.1319 0.0102 0.0019
0.28 0.1203 0.0108 0.0022
0.30 0.1133 0.0116 0.0026
0.32 0.1093 0.0125 0.0030
0.34 0.1075 0.0136 0.0035
0.36 0.1072 0.0149 0.0041
0.38 0.1081 0.0162 0.0047
0.40 0.1102 0.0178 0.0054
0.42 0.1131 0.0195 0.0062
0.44 0.1169 0.0213 0.0070
0.46 0.1216 0.0234 0.0080
0.48 0.1272 0.0257 0.0090

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.1  0.15  0.2  0.25  0.3  0.35  0.4  0.45  0.5

U
pp

er
 B

ou
nd

β

Fig. 3. Upper Bound vs. β for C=4.8

Since LRD is an essential feature of multimedia traffic, we investigated in
more detail the first scenario, focusing on the value β∗ of the parameter β for
which the tightest bound is achieved. For sake of brevity, the results for three
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different values of the server capacity C are reported in Table 1, and only the
case C = 4.8 is presented in Fig. 3: the upper bound is a convex function of
β, and typically there is a relatively big neighbourhood of β∗ in which similar
estimates are obtained, highlighting the stability of the numerical procedure.

Finally, Figs. 4 and 5 show the dependence of β∗ on the server capacity C
and the buffer size b (with the fixed server capacity C = 3.5) respectively: the
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decay is monotone and quite regular, so we can conclude that the optimal value
of β decreases with the overflow probability.

6 Conclusions

In this paper, we analysed the applicability of effective envelopes to estimate the
overflow probability of a queueing system fed by a general Gaussian input. The
main advantage of this new methodology over classical LDT–based approaches is
the availability of upper bounds, which are non asymptotic and can be extended
to more complex service disciplines and queuing networks taking advantage of
the service curve concept of Network Calculus.

In more detail, we extended the work of Fidler and Rizk [16,17] to Gaussian
processes with regularly varying variance function, including relevant traffic
models such as the combination of FBMs with different values of the Hurst para-
meter as well as the Integrated Ornstein-Uhlenbeck process. Basically, bounds
for the overflow probability are obtained through an optimization process over a
suitable family of functions f(t) and, as highlighted in [16,17], closed-form results
can be obtain only in case of FBM. However, for general Gaussian processes
optimization can be performed numerically by solving a system of non–linear
equations. In this paper, we considered both SRD and LRD processes, compar-
ing the bounds with estimates through discrete-event simulation. Moreover, for
a special family of optimization functions f(t), namely f(t) = tβ , we numer-
ically investigated the tightness of the achieved bound as a function of β and
the dependence of the optimal parameter β∗ on the queueing parameters. In
particular, the convex relation between the upper bound and β (with a unique
minimum and stable estimates in its neighbourhood) and the monotone decay
of β∗ with the overflow probability highlight the stability of the approach and
its applicability to more complex traffic mixtures.

Acknowledgements. This work is partially supported by the Program of Strategy
development of Petrozavodsk State University in the framework of the research activity.
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Abstract. A dual tandem queueing system with a Batch Markovian
Arrival Process (BMAP ) is considered. The first station is represented
by a retrial multi-server queueing system with infinite orbit. General
form of dependence of the total retrial intensity on the current number
of customers in orbit is suggested. The second station is a multi-server
queue with a finite buffer and impatient customers. The stationary dis-
tribution of the system states and the main performance measures of the
tandem queue under consideration are calculated.

Keywords: Tandem queueing system · Retrials · Multi-server stations ·
Stationary state distribution

1 Introduction

Queueing networks and tandem queues as their important particular case are
widely used in capacity planning, performance evaluation and optimization of
computer and communication systems, contact centers, distributed data bases,
manufacturing and logistic systems, etc. The theory of tandem queues is well
developed, for more references see, e.g. [1,3,7,19].

Usually in literature, the first station of a tandem is represented by a queue
with a finite or an infinite buffer. Because the retrial phenomenon is typical for
many real life systems, wireless communication systems in particular, it is impor-
tant to extend the theory of retrial queues to the case of retrial tandem queues.
Current state of the art in algorithmic analysis of retrial queues is presented in
the paper [5].

To the best of our knowledge, papers [4,10,11,14,17], were the only ones
devoted to investigation of tandem retrial queues which do not have waiting
space for arriving customers and a customer who does not find available servers
upon arrival makes repeated attempts to get service in random times. The paper
[17] considers the model with the stationary Poisson arrival process, general
service time distribution at both stations and the constant retrial rate. The
paper [4] considers the MAP/PH/1 → ·/PH/1/K + 1 tandem retrial queue.

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 190–203, 2014.
DOI: 10.1007/978-3-319-05209-0 17, c© Springer International Publishing Switzerland 2014
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Recently, more general compared to [4] tandem retrial queues where considered
in literature. The model considered in [11] differs from the one analyzed in [4]
by the following features.

• the BMAP (Batch Markovian Arrival Process is considered as the descriptor
of the input to the system. It allows to investigate the real life systems where
the customers are allowed to arrive in batches of arbitrary size while only the
single arrivals are suggested in [4];

• the service time distribution at the first station is assumed be general;
• different types of service for primary customers, which enter the service with-

out visiting the orbit, and repeated customers are allowed;
• more general form of the total retrial intensity dependence on the number of

customers in the orbit is allowed.

In the paper [10], a similar retrial tandem queue is dealt with, but, in contrast
to all mentioned papers, the second station of a tandem is represented by the
multi-server queue, there are two types of customers and there is a special mech-
anism for reservation of the servers at the second station for priority customers.
In [14], the retrial tandem queueing system with two multi-server stations was
investigated. That queueing model is the most closer to the one under considera-
tion. The essential difference is that in [14] the input is described as a stationary
Poisson flow while in this paper we consider correlated and bursty input using
the model of BMAP .

The importance of taking into account bursty and correlated behavior of the
input in queueing models is mentioned, e.g., in [8,15]. The BMAP can be used to
model such a behavior which appears in real flows in modern telecommunication
networks and distributed data bases.

The BMAP was introduced as versatile Markovian point process (V MPP )
by M. Neuts in [18]. Further, his notations were simplified greatly by [16] and ever
since these processes bear the name Batch Markovian Arrival Process (BMAP ).
The class of BMAP s includes many input flows considered previously, such as
stationary Poisson (M), Erlangian (Ek), Hyper-Markovian (HM), Phase-Type
(PH), Interrupted Poisson Process (IPP ), Switched Poisson Process (SPP ),
Markov Modulated Poisson Process (MMPP ). In opposite to recurrent (GI)
flows and the PH renewal flow in particular, the BMAP flow can be correlated.

The rest of the paper is organized as follows. In Sect. 2, the model under
consideration is described. In Sect. 3, the process of the system states is defined
as the level dependent multi-dimensional continuous time Markov chain. Its gen-
erator is specified and it is established that the chain pertains to the class of
asymptotically quasi-Toeplitz Markov chains. Short Sect. 4 contains the results
concerning the existence of the stationary distribution of the Markov chain and
computation of this distribution. Section 5 contains formulae for computing the
main performance measures of the tandem queue under study. In particular,
formulae for probability of immediate access of an arbitrary customer at the
first station upon arrival and probability of a customer loss due to the second
station overflow. In Sect. 6, distribution of waiting time and probability that an
arbitrary customer will not be lost at the second station due to obsolescence are
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derived. Finally, Sect. 7 concludes the paper, some possible generalizations of the
model are discussed.

2 Model Description

We consider a tandem queueing system consisting of two stations in series.
The first station is represented by the retrial N -server queue without a buffer.
The primary customers arrive to this station according to a BMAP. Arrivals
in the BMAP is directed by an irreducible continuous time Markov chain νt,
t ≥ 0, with the finite state space {0, ...,W}. Sojourn time of the Markov chain νt,
t ≥ 0, in the state ν has exponential distribution with parameter λν , ν = 0,W .
After this sojourn time expires, with probability pk(ν, ν∈), the process νt, t ≥ 0,
transits to the state ν∈, and a batch consisting of k customers, k ≥ 0, arrives
into the system. The intensities of jumps from one state into another, which are
accompanied by an arrival of a batch consisting of k customers, are combined
into the matrices Dk, k ≥ 0, of size (W + 1) × (W + 1).

As follows from [16], the behavior of the BMAP is completely characterized

by the matrix generating function D(z) =
√⎧

k=0

Dkzk, |z| < 1. The matrix D(1)

represents the generator of the process νt, t ≥ 0. The average arrival rate λ is
defined as

λ = θD∈(1)e

where θ is the invariant vector of the stationary distribution of the process
νt, t ≥ 0. The row vector θ is the unique solution to the system

θD(1) = 0, θe = 1.

Here e is the column-vector of appropriate size consisting of units and 0 is the
row-vector of appropriate size consisting of zeroes. Intensity λg of group arrivals
is defined as

λg = θ(−D0)e.

The variance v of intervals between group arrivals is calculated as

v = 2λg
−1θ(−D0)−1e − λg

−2,

while the coefficient of correlation ccor of intervals between successive group
arrivals is given by

ccor = (λg
−1

θ(−D0)−1(D(1) − D0)(−D0)−1e − λg
−2)/v.

For more information about the history, properties, special cases of the BMAP
input and related research of queues see [16].

All N servers of the first station are identical and independent of each other.
The service time of a customer by a server is exponentially distributed with
parameter μ1.



Algorithmic Analysis of Dual Tandem Queue 193

If the arriving batch of the primary customers meets several servers being
idle, the primary customers occupy the corresponding number of the servers. If
the number of the idle servers is insufficient (or all servers are busy) the rest
of the batch (or all the batch) goes to some virtual place called the orbit. Each
customer from the orbit repeats its attempts to reach a server in a random time
intervals which have exponentially distributed duration. If the repeated attempt
fails because all servers are busy, the customer comes back to the orbit and tries
its attempts later.

The total flow of retrials from the orbit is assumed to be such that the
probability of generating the retrial attempt in the small interval (t, t + Δt) is
equal to αiΔt+o(Δt) when the orbit size (the number of customers in the orbit)
is equal to i, α0 = 0.

We assume that αi is a nondecreasing function for i ≥ i∗ where i∗ is some
fixed finite integer and lim

i∞√
αi = ∞. This assumption holds good for, e.g., the

classic retrial strategy (αi = iα where α is intensity of individual retrials) and
the linear retrial strategy (αi = iα + c) as special cases.

After completion of the service at the first station, a customer has to proceed
to the second station. This station is represented by R -server queue with a buffer
of a finite capacity M. Service time of a customer at any server of the second
station is exponentially distributed with parameter μ2. If a customer proceeding
from the first station does not find a free space at the second station it leaves
the system permanently. Otherwise, it occupies an idle server, if any, or takes
a place in the buffer. Customers from the buffer are served according the FIFO
(First In - First Out) discipline.

For each customer placed into the buffer, the waiting time is bounded. It is
assumed that available waiting time of a customer in the buffer (obsolescence or
impatience time) is defined as a random variable with exponential distribution
with parameter γ. If the obsolescence time expires before a customer is picked-
up from the buffer to the server, it is assumed that this customer leaves the
buffer immediately and is lost. The obsolescence times of different customers are
independent of each other. The customers, which succeed to reach the server,
become patient and leave the system only after the service completion.

Our aim is to compute the steady state distribution of the system states and
the main performance measures of the system.

3 Process of the System States

The process of the system states can be described in terms of the irreducible
multi-dimensional continuous-time Markov chain

ξt = {it, nt, νt, rt}, t ≥ 0,

where it is the number of customers in the orbit, nt is the number of busy servers
at the first station, rt is the number of customers at the second station, νt is
the state of the BMAP underlying process at time t, it ≥ 0, nt ∈ {0, . . . , N},
rt ∈ {0, . . . , R + M}, νt ∈ {0, . . . , W}.
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For further use in the sequel, we introduce the following notation:

• I is an identity matrix of appropriate dimension. When needed the dimension
of the matrix is identified with a suffix;

• diag {al, l = 1, L } is a diagonal matrix with diagonal entries or blocks al, l =
1, L;

• N = diag{n, n = 0, N}, Ī = diag {1, 1, . . . , 1, 0};
• ⊗ and ⊕ are symbols of the Kronecker product and sum of matrices, respec-

tively, see, e.g., [6];
• W̄ = W + 1; a = W̄ (R + M + 1);

• I− =

⎪

⎨
⎨
⎨
⎩

0 0 0 . . . 0 0
1 0 0 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1 0

⎥

⎦
⎦
⎦


I+ =

⎪

⎨
⎨
⎨
⎨
⎨
⎩

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 0 1
0 0 0 . . . 0 0

⎥

⎦
⎦
⎦
⎦
⎦


.

Let us enumerate the states of the Markov chain ξt, t ≥ 0, in lexicographic
order. The matrices Qi,l, i, l ≥ 0, contain the transition rates from the states
having the value i of the component it (level i) to the states having the value l
of this component (level l).

Lemma 1. Infinitesimal generator Q of the Markov chain ξt, t ≥ 0, has the
following block structure:

Q =

⎪

⎨
⎨
⎨
⎨
⎨
⎩

Q0,0 Q0,1 Q0,2 Q0,3 . . .
Q1,0 Q1,1 Q1,2 Q1,3 . . .
O Q2,1 Q2,2 Q2,3 . . .
O O Q3,2 Q3,3 . . .
...

...
...

...
. . .

⎥

⎦
⎦
⎦
⎦
⎦


where the blocks of dimension (N + 1)a are defined by

Qi,i−1 = αiI
+
N+1 ⊗ Ia, i ≥ 1,

Qi,i+k =

⎛

⎜
⎜
⎜
⎝

O . . . O Dk+N

O . . . O Dk+N−1

...
. . .

...
O . . . O Dk

⎞

⎟
⎟
⎟
⎠

⊗ IR+M+1, i ≥ 0, k ≥ 1,

Qi,i =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

D0 − αiIW̄ D1 . . . DN−1 DN

(μ1 + αi)IW̄ D0 − (μ1 + αi)IW̄ . . . DN−2 DN−1

O (2μ1 + αi)IW̄ . . . DN−3 DN−2

...
...

. . .
...

...
O O . . . D0 − ((N − 1)μ1 + αi)IW̄ D1

O O . . . Nμ1IW̄ D0 − Nμ1IW̄

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⊗IR+M+1 − I(N+1)W̄ ⊗ K + I(N+1)W̄ ⊗ K I−
R+M+1, i ≥ 0.
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Here

K = μ2 diag {r, r = 0, R; R, . . . , R } + γ diag {0, . . . , 0; r, r = 1,M}.

Proof of the Lemma follows from analysis of transitions of the Markov chain
ξt, t ≥ 0, during an infinitesimal interval.

Corollary 1. The Markov chain ξt, t ≥ 0, belongs to the class of continuous
time asymptotically quasi-Toeplitz Markov chains (AQTMC).

Proof. According to the definition given in [12], the chain ξt, t ≥ 0, belongs to
the class of continuous time AQTMC if there exist the limits

Yk = lim
i∞√

R−1
i Qi,i+k−1, k = 0, 2, 3, . . . ; Y1 = lim

i∞√
R−1

i Qi,i + I,

and the matrix
√⎧

k=0

Yk is a stochastic one.

Here Ri is a diagonal matrix defined by modules of diagonal entries of the
matrix Qi,i.

It is easy to see that the diagonal entries of the matrix Ri, i ≥ 1, correspond-
ing to the value nt = n, n = 0, N − 1, of the second component of the chain
ξt, t ≥ 0, include the term αi while the rest of diagonal does not depend on i.

Taking into account dependence (or not dependence) of the blocks of the
matrices Qi,i+k, k ≥ −1, on αi we calculate the limits defining the matrices Yk

as follows:

Y0 = I+N+1 ⊗ IW̄ (R+M+1), Yk =

⎪

⎨
⎨
⎨
⎩

O · · · O O
...

. . .
...

...
O · · · O O
O · · · O R−1Dk

⎥

⎦
⎦
⎦


⊗ IR+M+1, k > 1,

Y1 =
⎛

⎜
⎜
⎜
⎝

O · · · O O
...

. . .
...

...
O · · · O O
O · · · R−1Nμ1Ia R−1(D0 ⊗ IR+M+1 − Nμ1Ia − IW̄ ⊗ K + IW̄ ⊗ K I−

R+M+1) + I

⎞

⎟
⎟
⎟
⎠

,

where R is a diagonal matrix defined by modules of diagonal entries of the
matrix

D0 ⊗ IR+M+1 − Nμ1Ia − IW̄ ⊗ K + IW̄ ⊗ K I−
R+M+1.

It is easy to see that the sum of these matrices is a stochastic matrix. Thus,
the chain ξt, t ≥ 0, is asymptotically quasi-Toeplitz Markov chain.

The matrices like Yk, k ≥ 0, play an important role in steady state analysis
of AQTMC. The use of such matrices in mathematical analysis of asymptot-
ically quasi-Toeplits Markov chains allowed (see [12]) to handle formally with
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asymptotic properties of these chains and to derive the ergodicity condition
and elaborate the stable algorism for calculation the stationary distribution of
general form AQTMC.

In the following we will use the results of [12] to investigate the stationary
distribution of the chain under consideration.

Let Y (z) be the generating function of the matrices Yk, k ≥ 0.

Corollary 2. The matrix generating function Y (z) =
√⎧

k=0

Ykzk, |z| ≤ 1, has the

following form:
Y (z) =

⎪

⎨
⎨
⎨
⎨
⎩

Oa Ia · · · O O
O O · · · O O
...

...
. . .

...
...

O O · · · O Ia
O O · · · R−1Nμ1Iaz R−1[D(z) ⊗ I − Nμ1I − I ⊗ K + I ⊗ K I−

R+M+1]z + zI

⎥

⎦
⎦
⎦
⎦


.

4 Stationary Distribution

It is easy to see that the sufficient condition for existence or non-existence of
the ergodic (stationary) distribution of the queue under consideration coincides
with the corresponding condition for the first station. This station is represented
by the retrial BMAP/M/N queueing system. The sufficient ergodicity (non-
ergodicity) condition for such a queue has been proven in [2].

Using that results, we immediately obtain the following statement.

Theorem 1. The Markov chain ξt, t ≥ 0, is ergodic if the following inequality
holds

λ/Nμ1 < 1. (1)

and non-ergodic if inequality (1) has an opposite sign.

In the following we will assume that inequality (1) holds good. Introduce
notation for the steady state probabilities of the chain under consideration:

p(i, n, ν, r) = lim
t∞√ P{it = i, nt = n, νt = t, rt = r},

i ≥ 0, n ∈ {0, . . . , N}, ν ∈ {0, . . . , W}, r ∈ {0, . . . , R}.

Let us enumerate the probabilities corresponding the value i of the first
component in lexicographic order and form from these probabilities the row
vectors pi, i ≥ 0.

To find the steady state vectors pi, i ≥ 0, of a level-dependent Markov chain
under consideration we use the algorithm for computing the stationary distrib-
ution of AQTMC developed in [12] based on the notion of so called censored
Markov chains [9]. Taking into account the specific features of the chain ξt, t ≥ 0,
we obtain the algorithm consisting of the following steps.
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– Calculate the matrix G as the minimal nonnegative solution of the matrix
equation

G = Y (G).

– For preassigned sufficiently large integer i0 calculate the matrices Gi0−1,
Gi0−2, . . . , G0 using the equation of the backward recursion

Qi+1,i +
√∑

n=i+1

Qi+1,nGn−1Gn−2 . . . Gi = O,

i = i0 − 1, i0 − 2, . . . , 0, with the boundary condition Gi = G, i ≥ i0.
– Calculate the matrices

Q̄i,l = Qi,l +
√∑

n=l+1

Qi,nGn−1Gn−2 . . . Gl, l ≥ i, i ≥ 0,

where Gi = G, i ≥ i0.
– Calculate the matrices Φl using the recurrent formulae

Φl = (Q̄0,l +
l−1∑

i=1

ΦiQ̄i,l)(−Q̄l,l)−1, l ≥ 1.

– Calculate the vector p0 as the unique solution of the system

p0Q̄0,0 = 0, p0(e +
√∑

l=1

Φle) = 1.

– Calculate the vectors pl by formula: pl = p0Φl, l ≥ 1. Note that all inverse
matrices appearing in the above formulas exist and are non-negative because
the inverted matrices are all sub-generators. This makes the proposed algo-
rithm numerically stable.

5 Performance Measures

As soon as the probability vectors pi, i ≥ 0, have been computed, we are able to
calculate different performance measures of the system. Below we present some of
them. Some nontrivial performance measures are given with brief explanations.

• Stationary distribution of the number of customers in the orbit

pi = pie, i ≥ 0.

• Mean number of customers in the orbit

Norb =
√∑

i=1

ipie.



198 V. Klimenok and A. Dudin

• Joint distribution of the number of customers at the first station (not including
the customers in the orbit) and at the second station is given by the vector

p(1,2)
busy =

√∑

i=0

pi(IN+1 ⊗ eW̄ ⊗ IR+M+1).

• Stationary distribution of the number of busy servers at the first station is
given by the vector

p(1)
busy = p(1,2)

busy(IN+1 ⊗ eR+M+1).

• Mean number of busy servers at the first station

N
(1)
busy = p(1)

busyNe.

• Stationary distribution of the number of customers at the second station is
given by the vector

p(2)
busy = p(1,2)

busy(eN+1 ⊗ IR+M+1).

• Mean number of customers at the second station

L
(2)
busy = p(2)

busydiag{0, 1, . . . , R + M}e.
• Mean number of busy servers at the second station

N
(2)
busy = p(2)

busydiag{0, 1, . . . , R, . . . , R}e.
• Assertion 1. Probability that an arbitrary primary customer reaches a server
of the first station immediately upon arrival

Pimm = λ−1
√∑

i=0

pi(I(N+1)W̄ ⊗ eR+M+1)
N∑

k=0

(kNk − NI + N ) ⊗ Dke (2)

where Nk = diag{min{1, N−n
k }, n = 0, N}.

Proof. The brief derivation of formula (2) can be done as follows. Under the
natural assumption that position of an arbitrary customer in an arriving batch
is uniformly distributed, the rate of primary customers, which had a luck to
occupy a server immediately upon arrival, is calculated as

√∑

i=0

pi(I(N+1)W̄ ⊗ eR+M+1)
√∑

k=1

k(Nk ⊗ Dk).

Dividing this rate by the fundamental rate λ of the BMAP, we get the fol-
lowing expression for probability Pimm:

Pimm = λ−1
√∑

i=0

pi(I(N+1)W̄ ⊗ eR+M+1)
√∑

k=1

k(Nk ⊗ Dk)e. (3)
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The sum
√⎧

k=1

k(Nk ⊗ Dk)e can be represented in the form
√⎧

k=1

k(Nk ⊗ Dk)e =

N⎧

k=0

k(Nk ⊗ Dk)e + diag{N − n, n = 0, N} ⊗
√⎧

k=N+1

Dke.

Taking into account the relation

√∑

k=N+1

Dke = −
N∑

k=0

Dke

we easily get (2) from (3).
• Assertion 2. Probability that an arbitrary customer arriving at the second
station will be lost

Ploss =
p(1,2)

busy(N ⊗ (I − ĪR+M+1))e
κ

(4)

where
κ = p(1,2)

busy(IN+1 ⊗ eR+M+1)Ne. (5)

Proof. Formula (4) becomes clear if we note that the numerator multiplied
by μ1 is the rate of lost customers and the denominator multiplied by μ1 is the
rate of all customers proceeding from the first station to the second station.
It is worth to note that, because there is no customers loss at the first station,
the following equality holds:

λ = μ1κ.

This equality is useful for control of accuracy of computer implementation of
the presented algorithm.

6 Distribution of Waiting Time and Probability That an
Arbitrary Customer Will Not Be Lost at the Second
Station Due to Obsolescence

Let W (2)(t) be the probability that an arbitrary customer arriving at the second
station will not be lost due to the obsolescence (impatience) and its waiting time
is less than t.

Let also W
(2)
r (t) be the probability that an arbitrary customer arriving at

the second station will not be lost due to the obsolescence and its waiting time is
less than t conditional that r customers are at the station at the arriving epoch,
r = 0, R + M.

Denote

w(2)
r (s) =

√∫

0

e−stdW (2)
r (t), w(2)(s) =

√∫

0

e−stdW (2)(t), Re s ≥ 0,

the Laplace-Stieltjes transforms (LST s) of the functions W
(2)
r (t) and W (2)(t)

respectively.
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Assertion 3. LSTs w
(2)
r (s) are calculated as follows:

w(2)
r (s) = 1, r = 0, R − 1, (6)

w
(2)
R+k(s) =

k∏

l=0

Rμ2 + (k − l)γ
s + Rμ2 + (k − l + 1)γ

, k = 0,M − 1, (7)

w
(2)
R+M (s) = 0. (8)

Proof. Formulas (6) and (8) are obvious. Expression (7) for w
(2)
R+k(s), k =

1,M − 1, becomes clear if we take into account the following recurrent relations:

w
(2)
R (s) =

√∫

0

e−ste−γtd(1 − e−Rμ2t),

w
(2)
R+1(s) =

√∫

0

e−ste−γtd(1 − e−(Rμ2+γ)t)w(2)
R (s),

w
(2)
R+k(s) =

√∫

0

e−ste−γtd(1 − e−(Rμ2+kγ)t)w(2)
R+k−1(s), k = 2,M − 1.

Calculating integrals, we easy get formula (7).
Assertion 4. LST w(2)(s)is calculated as follows:

w(2)(s) =
p(1,2)

busy(N ⊗ W(s))e
κ

(9)

where W(s) = diag{w
(2)
m (s), m = 0, R + M}, and κ is defined by (5).

Proof. Let I(r) be a matrix of size R +M +1 whose rth diagonal entry is equal
to 1 and the rest entries are zeroes.

It is easy to see that the expression

p(1,2)
busyμ1(N ⊗ I(r))e

p(1,2)
busy(IN+1 ⊗ eR+M+1)μ1Ne

(10)

defines the probability that an arbitrary customer served at the first station
sees r customers at the second station (for more detail explanation see proof of
formula (4)).

Multiplying (10) by w
(2)
r (s) we obtain LST w(r)(s) of the distribution of the

waiting time at the second station of a customer which sees r busy servers at
the second station after service at the first station and will not be lost. Then
expression (9), that is calculated as the sum of LST s w(r)(s) over r = 0, R + M ,
defines the LST of the distribution of the waiting time at the second station of
a customer that will not be lost due to the obsolescence.
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Corollary 3. Probability that an arbitrary customer will not be lost at the sec-
ond station due to obsolescence is computed by

P (2)
success =

p(1,2)
busy(N ⊗ W(0))e

κ

where the matrix W(0) is given by

W(0) = diag{1, 1, . . . , 1,
Nμ + γ

Nμ + (k + 1)γ
, k = 1,M − 1, 0}.

Proof follows from relation P
(2)
success = w(2)(0) evident due to the probabilistic

meaning of the LST.

7 Conclusion

Tandem queueing model considered in this paper extends possibility of adequate
mathematical modeling of many real life systems where an arriving customer
should get two sequential steps of the service into the following three direc-
tions. Firstly, multi-server stations are considered while single server queues are
considered in the overwhelming majority of the existing papers. Secondly, pos-
sibility of customers retrials (not queueing) at the first station and customers
impatience at the second station is taken into account. Thirdly, the more general
Batch Markov Arrival Process of primary customers is assumed instead of the
stationary Poisson arrival process.

The results can be used, e.g., for performance evaluation and capacity plan-
ning of wireless contact centers or distributed data bases. The the first station
models a remote wireless access of customers to resources of a contact center or
distributed data base while the second station describes the process of utiliza-
tion of these resources (servers, agents, operators, tables, indices, etc.) by the
customers requests. Using the presented results, different optimization problems
can be solved, e.g., planning the number of servers at both stations sufficient
for providing desired value of probability of immediate access to the system and
required level of probability of successful service at both stations of the system or
the optimal matching the number of servers at both stations to minimize main-
tenance cost of servers and, at the same time, to avoid overflow or starvation of
some stations.

Presented results have algorithmic nature. So, they can be more or less easily
extended in different aspects. E.g., service time distribution at one or at both
stations can be assumed having phase type distribution, which is much more
general than exponential distribution supposed for simplicity of presentation in
this paper. Tool of Kronecker products and sums of matrices can be successfully
applied to this end, as it was done, e.g., in [2,13]. The structure of the generator
does not change. Only the blocks of generator become more complicated due to
the necessity to keep track of phases of a service at all servers of stations. The
case of the constant retrial rate also can be easily considered based on the results
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presented above and the related results in [2]. Ergodicity condition coincides with
condition for the corresponding retrial model in [2]. Algorithm for computation
of the stationary distribution follows from the presented above just by the formal
replacement of the total retrial rate αi by a constant. Models with a finite orbit
and finite or infinite buffer also can be handled by analogy with the presented
results. Non-persistence of the orbiting customers can be taken into account by
analogy with [13]. Cross traffic (additional flow of customers arriving directly
to the second station) or partial departure of customers after the service at the
first station can be taken into account easily as well.
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Abstract. Priority Discretionary Discipline (DD) with an arbitrary
number of priority classes and with switching losses at switching process
of service from one class of priority to another one is considered. Such
characteristics as distribution of busy periods, queue lengths, probability
of states, as well as various supplementary distributions are presented.
Symmetric priority discipline named Relative DD discipline also was ana-
lyzed. Even through, the main characteristics are obtained in the terms of
Laplace, Laplace-Stieltjes transforms and recurrent functional equations,
the obtained relations are convenient for algorithmization.

Keywords: Priority · Busy period ·Queue length · Probability of state ·
Laplace-Stieltjes transform · Generating function

1 Introduction: The Model Description: Formalization
of the Interruption Scheme

Priority Discretionary Discipline, it seems, has its origin in the Jaiswal’s mono-
graph [1], where it is studied regarding problem of service with one server and
two flows of requests. This discipline is more flexible than classical disciplines of
preemptive (absolute) and head-of-the-line (relative) priority disciplines, which
are characterized by a high level of conservatives. For example, in case of the
preemptive priority discipline, the arrival of a request with a higher priority
interrupts inevitably the serving of the request with a lower priority although
the service of this request it is almost finished. And vice versa, for the relative
priority discipline, a request with a higher priority has to wait the service com-
pletion of the request with a lower priority, although the serving of this request
has just begun. For two flows of requests, the DD discipline, following [1], it is
described as follows: if the service time of a request is less than set value θ, then
it achieved the absolute priority, otherwise - relative.

Among the works devoted to this topic we mention the works [2] and [3],
as well [4–6], where the discipline DD is analyzed more generally. Namely, it
is supposed that the number of priority classes is arbitrary, and secondly, it is
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assumed that service process of switching from one class of requests to another
requires to spend some time for switching. The duration of switching is a random
variable with an arbitrary distribution function. The last assumption is impor-
tant for applications as it allows to model and analyze different waiting times
that objectively takes place in real systems. Using the analyzed models’ results,
for example, in the practice of engineering design, it has an important value as
it allows the possibility to obtain more accurate evaluation about functioning of
the real systems.

Let’s consider a queueing system Mr|Gr|1|→ with priority DD : if the ser-
vice time of ak–request is less than set value θk, (k = 2, . . . , r), then the arrived
request with priority higher k (σk−1–request) achieves absolute priority, other-
wise - relative. The durations of service ak–requests are independent random
variables Bk with distribution function Bk(x), (k = 1, . . . , r).

The switching takes place only at service’s interruption and at returning
to the interrupted service. If the service of aj-request is interrupted by arriv-
ing ai-request, i < j, then, at once switching to Li (≥ i) flow begins. When
the system will be free from requests of priority higher j, the switching (≥ j)
begins, and only then the server is ready to serve the interrupted request. The
durations of switching (≥ i) are random variables Ci with distribution func-
tion Ci(x), (i = 1, . . . , r). The random variables Bk and Ci are independent. An
arbitrary switching (≥ k) also may be interrupted by arriving σk−1-request.

Let’s introduce the following scheme’s classification. We’ll denote every
scheme by two indexes IJ . The first index will show the future state of inter-
rupted switching, the second - the future state of interrupted service. We’ll
consider that at I = 1 the interrupted switching begins anew (preemptive
repeat-different discipline), I = 2 the interrupted switching continues from
the interrupted point (preemptive resume discipline) and at I = 3 identically
begins anew (preemptive repeat identically discipline). At J = 1 the interrupted
request is served again (preemptive repeat-different discipline) and at J = 2
the interrupted request is served from the interrupted point (preemptive resume
discipline).

In some practical situations, the interruption accepted on service ai–request
is supposed only through “quantum” of a service time. That’s why we’ll analyze
and “symmetric” discipline for the mentioned above discipline. Namely: to realize
a relative priority if the service time is less θk and absolute - otherwise.

For this “symmetric” discipline we will use the term Relative DD discipline.

2 Busy Period Distribution and Auxiliary Characteristics

We’ll introduce the following notations. We’ll denote by Π(x), Πk(x), Πkk(x),
Hk(x), Π

(n)

kk (x), Nk(x), Πk(x), Πkk(x) the distribution function of busy period,
k–period, kk–period, k–service cycle, kkn–period, k–cycle of switching, Πk–
period, Πkk–period and by π(s) . . . πkk(s) - their Laplace-Stieltjes transforms
(the definition of these see [6]). Let’s consider also σk = a1 + · · · + ak, where
ak–the parameter of Poisson flow of k–th priority.
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2.1 Absolute DD Discipline

Lemma 1. For schemes I.1

hk(s) =

θk⎧

0

e−(s+σk−1[1−πk−1(s)νk(s)])xdBk(x)

+ e−(σk−1[πk−1(s)−πk−1(s)νk(s)])θk

∈⎧

θk

e−(s+σk−1[1−πk−1(s)])xdBk(x). (1)

Lemma 2. For schemes I.2

hk(s) =

⎧
⎪

⎨

θk⎩

0

e−(s+σk−1)xdBk(x) + e−σk−1πk−1(s)θk

∞⎩

0

e−(s+σk−1[1−πk−1(s)])xdBk(x)

⎟
⎠

⎭

×
⎧
⎪

⎨
1− σk−1πk−1(s)νk(s)

θk⎩

0

e−(s+σk−1)x[1− Bk(x)]dx

⎟
⎠

⎭

−1

, (2)

where νk(s) is expressed:
for schemes 1.J

νk(s) = ck(s + σk−1)
⎪

1 − σk−1

s + σk−1
[1 − ck(s + σk−1)]πk−1(s)

⎨−1

, (3)

for schemes 2.J
νk(s) = ck(s + σk−1[1 − πk−1(s)]), (4)

for schemes 3.J

νk(s) = (s + σk−1)

∈⎧

0

e−(s+σk−1)τ{s + σk−1[1 − πk−1(s)

× 1 − e−(s+σk−1)τ ]}−1dCk(τ), (5)

the mentioned above πk(s) and πk−1(s) are uniquely determined from recurrent
relations of Theorem 1.

Theorem 1. For all schemes

σkπk(s) = σk−1πk−1(s + ak − akπkk(s)) + akπkk(s), (6)

πkk(s) = hk(s + ak − akπkk(s)), (7)
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σkπk(s) = σk−1πk−1(s + ak) + σk−1{πk−1(s + ak[1 − πkk(s)])

− πk−1(s + ak)}νk(s + ak[1 − πkk(s)]) + akπkk(s), (8)

πkk(s) = νk(s + ak[1 − πkk(s)])πkk(s), (9)

where hk(s + ak − akπkk(s)) and νk(s + ak − akπkk(s)), for each of the schemes
I.J, are determined from (1)–(5) respectively, for s = s + ak − akπkk(s).

Remark 1. Lemma 1, lemma 2 and theorem 1 are demonstrated applying method
of “catastrophes” [6]. Bellow we’ll present only the sketch of proof for relations
(1) and (2). According to the structure of k cycle of service we have:
for schemes I.1

hk(s) =

θk⎩

0

e−(s+σk−1[1−πk−1(s)νk(s)])xdBk(x)+ e−(σk−1[1−πk−1(s)νk(s)])θk [1−Bk(θk)]

×
⎩

n√0

∈⎧

0

e−sx (σk−1x)n

n!
e−σk−1x dBk(θk + x)

1 − Bk(θk)
[πk−1(s)]n.

for schemes I.2.

hk(s) =

θk⎧

0

e−(s+σk−1)xdBk(x) +

θk⎧

0

e−sx[1 − Bk(x)]e−σk−1xσk−1dx

×πk−1(s)νk(s)hk(s) + e−(s+σk−1)e
−(s+σk−1)x

[1 − Bk(θk)]

×
⎩

n√0

∈⎧

0

e−sx (σk−1x)n

n!
e−σk−1x dBk(θk + x)

1 − Bk(θk)
[πk−1(s)]n.

After summation and integration, we receive (1) and (2). From mentioned
relations can be obtained numerical characteristics of service. Let’s consider

ρk =
k⎩

i=1

aibi, b1 =
β11 + c11
1 + a1c11

,

bi = βi1 + [θi −
θi⎧

0

Bi(x)dx][Φi−1 . . . Φ2(1 + a1c11)qi − 1],

Φ1 = 1, Φi = 1 +
σi−1πi−1(ai)

σi−1
[qi − 1], i = 2, . . . , r.

where:
for scheme 1.1: qi = 1

ci(σi−1)
,

for scheme 1.2: qi = 1 + σici1,
for scheme 1.3: qi = 1

ci(−σi−1)
.
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If ρk < 1, then the first moments of k - cycle of switching, k - cycle of service,
Πkk - period, Πk - period, Πkk - period and Πk - period are equal, respectively:

νk1 =
1

σk−1
[qk − 1]

Φk−1 · · · Φ2(1 + a1c11)
1 − ρk−1

,

hk1 =
bk

1 − ρk−1
, πkk1 =

bk

1 − ρk
, σkπk1 =

ρk

1 − ρk
,

πkk1 = [bk + Φk−1 · · · Φ2
ρk−1

σk−1
]

1
1 − ρk

,

σkπk1 =
Φk · · · Φ2(1 + a1c11) + ρk − 1

1 − ρk
.

Remark 2. At formalization of the schemes for Absolute DD discipline the scheme
with “loss” of the interrupted request has not been considered. We will denote
this scheme by identifier I.3 and we’ll consider its following modification: scheme
I.30 - the interrupted request is lost at once as soon as there was an interruption
in its service; scheme I.31 - the interrupted request “is lost” as soon as service
of all requests of priority higher interrupted is finished; scheme I.32 - the “loss”
of request occurs when the server is ready to start service of the next request of
the same priority.

Below-mentioned lemmas give the relations for k–cycles of service distribu-
tion (10)–(12) for schemes I.30–I.32.

Lemma 3. For schemes I.30

hk(s) =

θk⎧

0

e−(s+σk−1)xdBk(x)

+e−σk−1πk−1(s)θk

∈⎧

θk

e−(s+σk−1−σk−1πk−1(s))udBk(u). (10)

Lemma 4. For schemes I.31

hk(s) =

θk⎧

0

e−(s+σk−1)xdBk(x)+

θk⎧

0

e−(s+σk−1)x[1 − Bk(x)]σk−1dxπk−1(s)

+e−σk−1πk−1(s)θk

∈⎧

θk

e−(s+σk−1−σk−1πk−1(s))udBk(u). (11)
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Lemma 5. For schemes I.32

hk(s) =

θk⎧

0

e−(s+σk−1)xdBk(x)+

θk⎧

0

e−(s+σk−1)x[1 − Bk(x)]σk−1dxπk−1(s)νk(s)

+e−σk−1πk−1(s)θk

∈⎧

θk

e−(s+σk−1−σk−1πk−1(s))udBk(u). (12)

2.2 Particular Cases

From mentioned above results follow the results for classical systems of relative
and absolute priority. Really, if we’ll consider cj = 0, j = 1, . . . , r, θk = 0 then
we will receive Mr|Gr|1 queueing system with relative priority. It is known [7],
that distribution of busy period is defined (for k = r) from relations:

hk(s) = βk(s + σk−1 − σk−1πk−1(s)), (13)

πkk(s) = hk(s + ak − akπkk(s)), (14)

σkπk(s) = σk−1πk−1(s + ak − akπkk(s)) + akπkk(s)), (15)

Here our notation for πk−1(s) corresponds to πk−1(s) from [7]. We’ll consider
for definiteness the scheme I.2. From lemma 2, for θk = 0, cj = 0 follows hk(s) =
βk(s+σk−1 −σk−1πk−1(s)) that coincides with (13). Relations (6) and (7) from
theorem 1 coincide with (14) and (15) as at demonstration of the theorem, the
structure k - cycles of service has remained former. Let’s consider now cj ∈= 0,
θk = →. We are in conditions of Mr|Gr|1 system with orientation and absolute
priority [6]. On the other hand, from lemma 2 follows, that

hk(s) = βk(s + σk−1) +
σk−1[1 − βk(s + σk−1)]

s + σk−1
πk−1(s)νk(s)hk(s),

or

hk(s) = βk(s + σk−1)
⎪

1 − σk−1

s + σk−1
[1 − βk(s + σk−1)]πk−1(s)νk(s)

⎨−1

.

In this way, for θk = → and cj ∈= 0 it is obtained the results for systems with
absolute priority and orientation [6].

2.3 Relative DD Discipline

If the service time ak - request is less than set value θk, (k = 2, . . . , r), then the
arrived request of a priority higher k (σk−1 - request) receives relative priority,
otherwise - absolute.
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All notations and definitions mentioned above are also kept. We’ll consider
additional:

γk(s) = s + σk − σkπk(s), γk(s) = s + σk − σkπk(s)νk+1(s),

Rk(s, θk) = 1 − σk−1πk−1(s)νk(s)eσk−1πk−1(s)θk

∈⎧

θk

e−(s+σk−1)x[1 − Bk(x)]dx.

Lemma 6. For schemes I.1

hk(s) ={
θk⎧

0

e−γk−1(s)xdBk(x)

+e−σk−1πk−1(s)θk

∈⎧

θk

e−(s+σk−1)xdBk(x)}/Rk(s, θk). (16)

Lemma 7. For schemes I.2

hk(s) =

θk⎧

0

e−γk−1(s)xdBk(x) + e−(γk−1(s)−γk−1(s))θk

∈⎧

θk

e−γk−1(s)xdBk(x), (17)

where νk(s) for each of schemes correspondingly look like:
for schemes 1.J

νk(s) = ck(s + σk−1)
⎪

1 − σk−1

s + σk−1
[1 − ck(s + σk−1)]πk−1(s)

⎨−1

, (18)

for schemes 2.J
νk(s) = ck(γk−1(s)), (19)

for schemes 3.J

νk(s) = (s + σk−1)

∈⎧

0

e−(s+σk−1)xdCk(x)

× (s + σk−1 − σk−1[1 − e−(s+σk−1)x]πk−1(s)), (20)

the mentioned above πk−1(s) and πk−1(s) are unequivocally defined from recur-
rent relations of the theorem 2.
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Theorem 2. For all schemes, Laplace-Stieltjes transform of the distribution
function of busy period σπ(s) = σrπr(s) is defined from following recurrent
relations:

σkπk(s) = σk−1πk−1(s + ak − akπkk(s)) + akπkk(s),

πkk(s) = hk(s + ak − akπkk(s)),

σkπk(s) = σk−1πk−1(s + ak − akπkk(s)) + akπkk(s),

πkk(s) = νk(s + ak − akπkk(s))πkk(s),

where hk(s + ak − akπkk(s)) and νk(s + ak − akπkk(s)), for each of schemes, are
expressed from (16)–(20) respectively for s = s + ak − akπkk(s).

Let’s consider ρk =
k⎥

i=1

aibi, where b1 = β11 and bi, i = 2, . . . , r are expressed:

for schemes I.1

bi = {θi[1 − Bi(θi)] +

θi⎧

0

xdBi(x) + (a1c11 + qi +
i−1⎩

j=2

aj

σj−1
(qj − 1)

×(
1 − Bi(θi)

σi−1
− eσi−1θi

σi−1

∈⎧

θi

e−σi−1xdBi(x)}{Bi(θi) + eσi−1θi

∈⎧

θi

e−σi−1xdBi(x)}−1,

for schemes I.2

bi = θi[1 − Bi(θi)] +

θi⎧

0

xdBi(x)

+(a1c11 + qi +
i−1⎩

j=2

aj

σj−1
(qj − 1)(

∈⎧

θi

xdBi(x) − θi[1 − Bi(θi)]).

In these formulas qi are equal:
for schemes 1.J: qi = 1

ci(σi−1)
,

for schemes 2.J: qi = 1 + σi−1ci1,
for schemes 3.J: qi = 1

ci(−σi−1)
.

If ρk < 1, then the first moments of k–cycle of orientation, k–cycle of service,
Πk–period, Πkk–period, Πkk–period, Πk–period are equal, respectively:

νk1 =
ρk − 1

σk−1(1 − ρk−1)
, hk1 =

bk

1 − ρk−1
, πkk1 =

bk

1 − ρk
,

σkπk1 =
ρk

1 − ρk
, πkk1 = (bk +

ρk − 1
σk−1

)/ρk−1,

σkπk1 = (a1c11 +
k⎩

i=2

ai

σi−1
(qi − 1) + ρk)/(1 − ρk).
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3 Queue Length Distribution

We’ll denote by Pm(t) the probability that at time t in the queue there are
m = (m1, . . . ,mr) requests, where mi is the number of requests of i priority
class. Let’s consider P (z, t) =

⎥
Pm(t)zm, zm = zm1

1 , . . . , zmr
r , 0 ⇔ zi ⇔ 1 and

p(z, s) =
∈⎦

0

e−stP (z, t)dt.

3.1 Absolute DD Discipline

The distribution of queue length on separate k - cycle of service in terms of
Laplace transform is given by following lemma.

Lemma 8. For schemes I.1

hk(z, s) = zk[1 + σk−1(πk−1(z, s) + πk−1(s + ωk)νk(z, s))]

×
θk⎧

0

[1 − Bk(x)]e−ηk(s,z)xdx + zk(1 + σk−1πk−1(z, s))

×e−[ηk(s,z)−ξk(s,z)]θk

∈⎧

θk

[1 − Bk(x)]e−ξk(s,z)dx.

For schemes I.2

hk(z, s) = {zk[1 + σk−1(πk−1(z, s) + πk−1(s + ωk)νk(z, s))]

×
θk⎧

0

[1 − Bk(x)]e−(s+ωk+σk−1)xdx + zk(1 + σk−1πk−1(z, s))

×e−[ηk(s,z)−ξk(s,z)]θk

∈⎧

θk

[1 − Bk(x)]e−ξk(s,z)dx}

×{1 − σk−1πk−1(s + ωk)

θk⎧

0

[1 − Bk(x)]e−(s+ωk+σk−1)xdx}−1.

where
ξ(s, z) = s + ωk + σk−1[1 − πk−1(s + ωk)],

ηk(s, z) = s + ωk + σk−1[1 − πk−1(s + ωk)];
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νk(z, s) for each of schemes are equal respectively:
for schemes 1.J

νk(z, s) =
1 − ck(s + ωk) + σk−1[1 + σk−1πk−1(z, s)]

s + ωk + σk−1[1 − ck(s + ωk + σk−1)]πk−1(s + ωk)
, (21)

for schemes 2.J

νk(z, s) = (1 + σk−1πk−1(z, s))
1 − ck(s + ωk + σk−1[1 − πk−1(s + ωk)])

s + ωk + σk−1[1 − πk−1(s + ωk)]
, (22)

for schemes 3.J

νk(z, s) = (1 + σk−1πk−1(z, s))

×
∈⎦

0

{1−e−(s+ωk+σk−1)x}dCk(x)

s+ωk+σk−1−σk−1πk−1(s+ωk)νk(s+ωk)[1−e−(s+ωk+σk−1)x]
.

(23)

where νk(s+ωk), πk−1(s+ωk) and πk−1(s+ωk) are defined from (3)–(5) and (6)–
(9) for s = s + ωk; πk−1(z, s), πk−1(z, s) - from formulas (24)–(26), recurrently.

Theorem 3.

p(z, s) =
1 + σπ(z, s)

s + σ − σπ(s)
, (24)

σkπk(z, s) = σk−1πk−1(z, s) + γk−1(s, z)νk(z, s) +
hk(z, s)

zk − hk(s + ωk)
× [γk−1(s, z)νk(s + ωk)σk−1πk−1(s + ak) − σkπk(s)], (25)

σkπk(z, s) = σk−1πk−1(z, s) + hk(z, s)
ξk(s, z) − ξk−1(s, z)

zk − hk(s + ωk)
, (26)

where γk−1(s, z) = σk−1[πk−1(s+ωk)−πk−1(s+ak)]+akzk, and σπ(s) = σrπr(s)
are defined from theorem 1.

Let denote through P (z) the generating function of joint distribution of queue
length in stationary state. If ρr < 1

P (z) =
1 + σπ̂(z)
1 + σπ1

,where σπ̂(z) = σrπr(z, 0), σπ1 = σrπr1.

3.2 Relative DD Discipline

Let’s consider

ωk = vk = ak(1 − zk) + · · · + ar(1 − zr), uk = (a1z1 + · · · + akzk)/σk.
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Lemma 9. For schemes I.1.

hk(z, s) = {zk

θk⎧

0

e−(s+v1)x[1 − Bk(x)]dx

+[1 + σk−1πk−1(z, s)]zkeσk−1uk−1θk

∈⎧

θk

e−(s+vk+σk)x[1 − Bk(x)]dx

+νk(z, s)σk−1πk−1(s + vk)zkeσk−1πk−1(s+vk)θk

∈⎧

θk

e−(s+vk+σk)x[1 − Bk(x)]dx

+
πk−1(z, s)

uk−1 − πk−1(s + vk)
[

θk⎧

0

(e−(s+vk)x − e−γk−1(s)x)dBk(x) + (eσk−1uk−1θk

−eσk−1πk−1(s+vk)θk)

∈⎧

θk

e−(s+vk+σk−1)xdBk(x) + σk−1πk−1(s + vk)zk(eσk−1ukθk

−eσk−1πk−1(s+vk)θk)

∈⎧

θk

e−(s+vk+σk−1)x[1 − Bk(x)]dx]}/Rk(s + vk, θk).

For schemes I.2.

hk(z, s) = {zk

θk⎧

0

e−(s+v1)x[1 − Bk(x)]dx + [1 + σk−1πk−1(z, s)]zk(eσk−1uk−1θk

−eσk−1πk−1(s+vk)θk)

∈⎧

θk

e−(s+vk+σk−1)x[1 − Bk(x)]dx + [1 + σk−1πk−1(z, s)

+σk−1πk−1(s + vk)− νk(z, s)]zk(e
−(γk−1(s,z)−γk−1(s,z))θk

∞⎩

θk

e−γk−1(s,z)x[1− Bk(x)]dx

+
πk−1(z, s)

uk−1 − πk−1(s + vk)
[

θk⎧

0

(e−(s+vk)x − e−γk−1(s,z)x)dBk(x)

+(eσk−1uk−1θk − eσk−1πk−1(s+vk)θk)

∈⎧

θk

e−(s+vk+σk−1)xdBk(x)

+σk−1πk−1(s+vk)zk(e
σk−1uk−1θk−eσk−1πk−1(s+vk)θk)

∞⎩

θk

e−(s+vk+σk−1)x[1−Bk(x)]dx],
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where γk−1(s, z) = γk−1(s + vk), γk−1(s, z) = γk−1(s + vk); νk(z, s) are defined
from relations (21)–(23), πk−1(z, s) and πk−1(z, s) are recurrently defined from
below-mentioned formulas.

Theorem 4.

p(z, s) =
1 + σπ(z, s)

s + σ − σπ(s)
,

σkπk(z, s) = σk−1πk−1(z, s) + hk(z, s)
γk(s, z) − γk−1(s, z)

zk − hk(s + vk)
,

σkπk(z, s) = σk−1πk−1(z, s) + hk(z, s)[σk−1πk−1(s + vk) + σkπk(s + vk+1)

+akzkνk(s + vk)]{zk − hk(s + vk)}−1 + akzkνk(z, s).

Remark 3. Similar to lemmas 8 and 9, the relations for schemes with “loss” of a
request are obtained.

4 Probability of States

We’ll consider that the system is in ∗j - state at the t moment, if at that moment
takes place the switching to j class of priority; the system is in ∞j - state, if at
that moment takes place the service of the request of j class (j = 1, . . . , r). We’ll
denote by ∗Pj(t) and ∞Pj(t), respectively, the probabilities of those states, and
by ∗pj(s) and ∞pj(s) - their Laplace transforms.

4.1 Absolute DD Discipline

The following Lemmas 11–14 allow to calculate the Laplace transform of ∗
j hk(s)

and ∞
jhk(s) probabilities ∗j - and ∞j - states on a separate k–cycle of service.

Lemma 11. For schemes I.1 for j < k

∗
j hk(s) = σk−1[πk−1(s)∗

j νk(s) +j πk−1(s)]

θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdx

+σk−1
∗
j πk−1(s)e−σk−1[πk−1(s)−πk−1(s)νk(s)]θk

∈⎧

θk

[1−Bk(x)]e−(s+σk−1[1−πk−1])xdx,

and for j = k

∗
k hk(s) =

θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdxσk−1πk−1(s)∗
k νk(s),

where, for each of schemes, νk(s) is determined from relations (3)–(5); πk−1(s)
and πk−1(s) - from (6)–(9); ∗

j νk(s) - from [6]; ∗
j πk−1(s) and ∗

j πk−1(s) - from
lemma 15.
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Lemma 12. For schemes I.2 for j < k

∗
j hk(s) =





1 − σk−1πk−1(s)νk(s)

θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdx






−1

×{σk−1[πk−1(s)∗
j νk(s) + ∗

j πk−1(s)]

θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdx

+σk−1
∗
j πk−1(s)e−σk−1[πk−1(s)−πk−1(s)νk(s)]θk

×
∈⎧

θk

[1 − Bk(x)]e−(s+σk−1[1−πk−1(s)])x},

and for j = k

∗
k hk(s) =

σk−1πk−1(s)∗
k νk(s)

θk⎦

0

[1 − Bk(x)]e−(s+σk−1)xdx

1 − σk−1πk−1(s)νk(s)
θk⎦

0

[1 − Bk(x)]e−(s+σk−1)xdx

,

where, ∗
j πk−1(s) and ∗

j πk−1(s) are determined from lemma 15.

Lemma 13. For schemes I.1 for j < k

∞
jhk(s) = σk−1[πk−1(s)∞

jνk(s) +∞
j πk−1(s)]

θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdx

+σk−1
∞
jπk−1(s)e−σk−1[πk−1(s)−πk−1(s)νk(s)]θk

∈⎧

θk

[1 − Bk(x)]e−(s+σk−1[1−πk−1])xdx,

and for j = k

∞
khk(s) =

θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdx

+e−σk−1[πk−1(s)−πk−1(s)νk(s)]θk

∈⎧

θk

[1 − Bk(x)]e−(s+σk−1[1−πk−1])xdx,

where, ∞
jπk−1(s) and ∞

jπk−1(s) are determined from lemma 16.
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Lemma 14. For schemes I.2, for j < k

∞
jhk(s) =





1 − σk−1πk−1(s)νk(s)

θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdx






−1

×{σk−1[πk−1(s)∞
jνk(s) + ∞

jπk−1(s)]

θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdx

+σk−1
∗
j πk−1(s)e

−σk−1[πk−1(s)−πk−1(s)νk(s)]θk

∞⎩

θk

[1− Bk(x)]e
−(s+σk−1[1−πk−1(s)])xdx},

and for j = k

∞
khk(s) =





1 − σk−1πk−1(s)νk(s)

θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdx






−1

×{
θk⎧

0

[1 − Bk(x)]e−(s+σk−1)xdx + e−σk−1[πk−1(s)−πk−1(s)νk(s)]θk

×
∈⎧

θk

[1 − Bk(x)]e−(s+σk−1[1−πk−1(s)])xdx}.

4.2 Probabilities of the →j– and ∗j–States of the System

In this section, there are obtained ∗pj(s) and ∞pj(s) - Laplace transform proba-
bilities ∗j– and ∞j–states of the system for Absolute DD discipline. First of all,
we’ll formulate (according to lemmas 15 and 16) probability ∗j– and ∞j–state
on separate Πk–period and separate Πk–period.

Lemma 15.

σk
∗
j πk(s) =

k⎩

i=j

∗
j hi(s)

1 − hi(s)
[σi−1πi−1(s) − σiπi(s) + ai] ;

σk
∗
j πk(s) =

k⎩

i=j

⎪
∗
j νk(s)γi−1(s) +

∗
j hi(s)

1 − hi(s)
Qi(s)

⎨

; (27)

where
Qi(s) = γi−1(s) + σi−1πi−1(s + ai) − σiπi(s);

γi−1(s) = σi−1[πi−1(s) − πi−1(s + ai)] + ai.
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Lemma 16.

σk
∞
jπk(s) =

k⎩

i=j

∞
jhi(s)

1 − hi(s)
[σi−1πi−1(s) − σiπi(s) + ai] ; (28)

σk
∞
jπk(s) =

∞
jhj(s)

1 − hj(s)
Qj(s) +

k⎩

i=j+1

⎪
∞
jνi(s)γi−1(s) +

∞
i hi(s)

1 − hi(s)
Qi(s)

⎨

.

Theorem 5. Laplace transform of the probability ∗j - state of the system is
determined from the expression

∗pj(s) =

r⎥

i=j

{
∗
j νi(s)γi−1(s) +

→
i hi(s)
1−hi(s)

Qi(s)
⎫

s + σ − σπ(s)
,

where σπ(s) = σrπr(s) is determined from relations (6)–(9).

Theorem 6. Laplace transform of the probability ∞j - state of the system is
determined from the expression

∞pj(s) =

∗
j hj(s)

1−hj(s)
Qj(s) +

r⎥

i=j+1

{
∞
jνi(s)γi−1(s) +

∗
i hi(s)
1−hi(s)

Qi(s)
⎫

s + σ − σπ(s)
.

The proof of theorems 5 and 6 result from the formula pj(s) = σjπ(s)
s+σ−σπ(s) ,

which is fair for ∗j and ∞j - state and for (27) and (28), lemmas 15 and 16.
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Abstract. Nowadays, extensive research on passive optical network
(PON) technology is being conducted. PON technology facilitates the
use of inexpensive passive components and helps reduce the total length
of optical fiber required. PON is a future optical technology that enables
high-speed data transfer of multiservice traffic using optical fibers. This
paper is concerned with multi-rate loss model for optical network units
in PON like a queue system with a limited capacity buffer. The results
obtained in the paper are applied to the calculation of the quality of
service parameters of the network.

Keywords: Passive optical network (PON) · Optical line terminal
(OLT) · Optical network unit (ONU) · Passive optical splitter/combiner
(PO-SC) · Upstream · Wavelength division multiplexing (WDM) · Time
division multiple access (TDMA) · Blocking probability

1 Introduction

Workaut on passive optical network (PON) technology began in 1995 and was
undertaken by the Full Service Access Network (FSAN) working group, which
was formed by major telecommunication service providers and system vendors
such as British Telecom, France Telecom, Deutsche Telecom, NTT, KPN, Tele-
fonica, and Telecom Italia. The organization’s purpose was to determine the
fundamental concepts for PON technology standardization and introduce it into
the market. The initial architecture of PON was formulated by the FSAN work-
ing group. The International Telecommunication Union (ITU) did further work,
and standardized two generations of PON.

PON is an optical access architecture [1–4], which supports transmitting
various classes of the network traffic (voice, data, and video) between optical
line terminal (OLT) and optical network units (ONUs) through a passive optical
splitter/combiner (PO-SC).

In the present paper, we propose an upstream traffic multiservice model con-
sidering the functioning process of ONUs. The functioning of an ONU is modeled
by the step Markov process with the transition rate of each ONU from ON to
OFF-state and vice versa. These results are used in the blocking probability
analysis of the model.

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 219–228, 2014.
DOI: 10.1007/978-3-319-05209-0 19, c© Springer International Publishing Switzerland 2014
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2 PON Architecture and Principles of Operation

PON is a point-to-multipoint (PtMP) optical network that transfers different
traffic classes between OLT and ONUs with no active elements in the signal path
from source to destination (Fig. 1). A PON employs PO-SC to split an optical
signal (power) from one fiber into several fibers and reciprocally, to combine
optical signals from multiple fibers into one. The OLT resides in the central
office (CO) and connects the optical access network to the metropolitan area
network (MAN) or wide-area network (WAN), which is also known as backbone
or long-haul network. The ONU is located either at the end-user location (fiber
to the home (FTTH), fiber to the building (FTTB)), or at the curb (fiber to
the curb (FTTC) architecture). PONs allow for long reach between the CO and
customer premises, operating at distances of up to 20 km [4,5].

Fig. 1. PON architecture
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A PO-SC broadcasts traffic from the OLT to ONUs (downstream direction)
and transmits traffic from the ONUs to the OLT (upstream direction) through
one fiber. PON employs different wavelengths for each direction to transmit
downstream and upstream traffic through one fiber.

It can use wavelength division multiplexing (WDM) technology to trans-
mit traffic in one direction. WDM PON employs a set of wavelengths for each
direction

Wup := {ωup,i| 1 ≤ i < ∞} ,Wdown := {ωdown,j |1 ≤ j < ∞} . (1)

Moreover, in WDM PON, the PO-SC is replaced by an array waveguide
grating (AWG). This passive optical device (de)multiplexes a number of wave-
lengths in order for multiple wavelengths to be used either in the upstream or
downstream direction.

It is economical to use one wavelength to transmit upstream traffic and
another wavelength to transmit downstream traffic [4,5]

Wup := {1310 nm} ,Wdown := {1550 nm} . (2)

According to this approach PON employs the time division multiple access
(TDMA) scheme [4–6] to transmit upstream traffic in one direction. Although
downstream traffic can be accepted by all ONUs, it is accepted only by the
appropriate ONU owing to the packet header.

In TDMA PON technology (Fig. 2) each ONU uses its own frame, which
involves several time-slots. ONU has to buffer user data until its frame becomes
available. When its frame becomes available, ONU starts to transmit accumu-
lated data at the full channel rate. Similarly, the OLT has to buffer user data
until ONU‘s frame becomes available. When the frame becomes available, OLT
starts to transmit accumulated data at the full channel rate.

Hence ONU may be in the ON-state, in other words, it is active and transmits
data to and/or from the OLT through its earlier assigned frame, or the ONU
may be in the OFF-state, in other words, it is in sleep period, when no data
transmission to and/or from OLT occurs.

OLT

ONU1

ONUL

PON

PO
-S
C2 1L 2

2 1 2 L 2 1

1

L
2 1 2 L 2 1

2 1 2 L 2 1

downstream

upstream

e o

e o

downstream

upstream

o e

o e

...

Fig. 2. TDMA PON
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Looking ahead, the paper is concerned with upstream traffic transmission.
The downstream direction can be analyzed similarly.

3 Functional Model of ONU in PON

Examine a WDM-TDMA passive optical sub-network [7] involving L ONUs. The
upstream traffic transmission goes through several wavelengths

Wup :=
{
ωup,i| i = 1, F

}
, F ≤ L. (3)

The ONUs’ function is described as a one-dimensional stationary Markov
process X (t) = (Xl (t))l=1,L, where Xl (t) is the state of the ONUl at the moment
t > 0. Then,

1. Xl (t) = 1 specifies the ON-state for ONUl, l = 1, L;
2. Xl (t) = 0 specifies the OFF-state for ONUl, l = 1, L.

The state vector of the system

n := (nl)l=1,L , nl ∈ {0, 1} . (4)

The state space of the system

Ω := {n| n• ∈ {0, 1, . . . , F}}, n• := 1T n =
L∑

i=1

ni. (5)

Then,

|Ω| = 1 +
F∑

f=1

(
L
f

)

=
F∑

f=0

(
L
f

)

. (6)

For the same TDMA passive optical sub-network (the special case, when
F = 1), when only one ONU can transmit upstream and downstream traffic in
a time-slot or no single ONU can, then

|Ω| = L + 1. (7)

The transition rate diagram for ONUl, l = 1, L, is represented in the figure
below (Fig. 3).

Let us denote Pl,off and Pl,on as the steady-state probabilities when ONUl,
l = 1, L, is in the OFF-state or ON-state. Then the local balance system

l

OFF ON
l

λ′

μ′

Fig. 3. State transition diagram for ONUl, l = 1, L
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of equations for the process, which describes the state of an ONUl can be
written as

Pl,off · λ∈
l = Pl,on · μ∈

l, l = 1, L. (8)

Then steady-state probabilities can be calculated as

Pl,off = 1
1+ρ∗

l
:= 1 − αl ,

Pl,on = ρ∗
l

1+ρ∗
l

:= αl ,
(9)

where ρ∈
l := λ∗

l

μ∗
l
, l = 1, L.

The examples of the process transitions X (t) are represented in the figure
below (Fig. 4).

Fig. 4. The examples of the process transitions X (t)

The condition performs for the system

α• :=
L∑

l=1

αl ≤ F. (10)

Then, for F = 1,
α• ≤ 1. (11)

4 Upstream Traffic Model

Let us consider the upstream traffic transmitting process in a TDMA passive
optical sub-network involving L ONUs. Every ONUl has a finite memory buffer
of size Rl time-slots, 0 < Rl < ∞, l = 1, L. The analyzed queue system supports
K types of service classes. Service class k calls arrive at an ONUl according to
a Poisson process with mean arrival rate λl,k, 0 < λl,k < ∞, l = 1, L, k = 1,K.
Arrival streams are independent in total for each ONUl. The service of a service
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class k call is realized by allocating a specific number of time slots, bk, k = 1,K,
in a frame for the entire duration of the service. In addition, the k call holds bk

time slots in the buffer until it is serviced, then it unbuffers immediately after
the completion of service, thus idling the wavelength.

A new service class k call, k = 1,K, will be rejected by the ONUl, l = 1, L,
if there are no more than Rl − bk free time slots in the buffer. This k call leaves
the system and has no effect on the stream arrival rate.

μk, k = 1,K is the mean service time of service class k call in ONUl, which
is exponentially distributed. However, we have to take into consideration the
functional process of ONUl, l = 1, L, which transmits traffic through the assigned
frames. It defines that ONUl can be in a state, when there is no transmission.
Then the k call service rate, taking into consideration the ONUl functioning,
will be

αl · μk, l = 1, L, k = 1,K. (12)

Here and elsewhere, αl is a probability of ONUl, l = 1, L, being in an ON-
state at some instant t > 0 (Fig. 5).

Fig. 5. Upstream traffic model for ONUl, l = 1, L, and k call, k = 1, K

Then it is necessary to define the next functioning characteristic for the
formal definition of the model

1. R := (Rl)l=1,L is the vector of the buffers size,
2. Λ := (λl,k)l=1,L,k=1,K is the matrix of arrival rates,
3. b := (bk)k=1,K is the vector of time slots amount necessary for k calls service,
4. μ := (μk)k=1,K is the vector of service rates,
5. α := (αl)l=1,L is the vector of probabilities that ONUs are in an ON-state.

5 Stationary Markov Process and State Space
Description

The queue system functioning is described by a two-dimensional stationary
Markov process Y := (Yl,k (t))l=1,L,k=1,K , t > 0, where Yl,k (t) is the number of
k calls in an ONUl, at some instant t > 0.
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The state matrix of the system

M := (ml,k)l=1,L,k=1,K ,ml,k ∈
{

0, 1, . . . ,

⌊
Rl

bk

⌋}

. (13)

The state space of the system

S := {M|0 ≤
K∑

k=1

bkml,k ≤ Rl , l = 1, L}. (14)

The state subspace of k calls received by ONUl

Sl,k := {M ∈ S|
K∑

k=1

bkml,k ≤ Rl − bk}, k = 1,K, l = 1, L. (15)

The state subspace of k calls blocked by ONUl

S̄l,k := {M ∈ S|
K∑

k=1

bkml,k > Rl − bk}, k = 1,K, l = 1, L. (16)

The transition rate diagram for any ONUl, l = 1, L, is shown in the figure
below (Fig. 6).

Fig. 6. The state transition scheme for ONUl, l = 1, L, and k call, k = 1, K

The local balance system of equations for each k call, and any ONUl is

p (M) · αl · μk = p (M − El,k) · u (ml,k) · λl,k,M ∈ S, l = 1, L, k = 1,K. (17)

Then,

p (M) = p (0) ·
L∏

l=1

1
α

ml,•
l

K∏

k=1

ρ
ml,k

l,k ,
1

p (0)
=

∑

M√S

L∏

l=1

1
α

ml,•
l

K∏

k=1

ρ
ml,k

l,k , (18)

where M ∈ S, ρl,k := λl,k

μk
, k = 1,K,ml,• :=

∑K
k=1 ml,k, l = 1, L.

Then, the blocking probability of k calls for ONUl

πl,k =
∑

M√S̄l,k

p (M) , k = 1,K, l = 1, L. (19)
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Table 1. The model parameters

Parameters Value

K 2
bT (1, 2)
L 2
RT (10, 10)
αT α1 + α2 = 1, 0.3 ≤ α1 ≤ 0.6

Λ

(
0.8 0.16
1 0.3

)

μT (4, 2)
Blocking probability πl,k, l, k = 1, 2

6 Numerical Analysis Example

Let us examine the numerical analysis example of the upstream traffic
mathematical model in TDMA PON. Parameter values are represented in the
Table 1.

We analyze the chart πl,k, l, k = 1, 2, from αl. According to the diagram
shown in figures below (Fig. 7, 8) we can improve the functioning of the ONU
and reduce the blocking probability for each type of service class in every ONU
configuring the parameter, which considers the ONU functioning process.

0.00000

0.00500

0.01000

0.01500

0.02000

0.02500

0.30 0.35 0.40 0.45 0.50 0.55 0.60

Fig. 7. The chart of blocking probabilities πl,k, l, k = 1, 2, from α1
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0.00000

0.00500

0.01000

0.01500

0.02000

0.02500

0.40 0.45 0.50 0.55 0.60 0.65 0.70

Fig. 8. The chart of blocking probabilities πl,k, l, k = 1, 2, from α2

7 Conclusion

In this paper, novel formulas are presented to calculate blocking probabilities for
the mathematical model of upstream traffic transfer in TDMA PON. In addition,
there is the numerical analysis example in which the role of αl, l = 1, L, is shown
to select the optimal functioning behavior of the network.

The authors recommend the use of the concepts described in this
paper for analysis of the upstream traffic blocking probability in OCDMA
PON [8,9].
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Investigation of the Queueing Network
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Equation and Asymptotic Analysis
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Abstract. Analysis of the open non-Markovian queueing network with
renewal arrival process, Markovian routing, infinite servers count and
general service time distribution is presented in the paper. Equation for
characteristic function of the joint distribution of the number of cus-
tomers in the nodes of the network is derived. Approximations for this
characteristic function are presented under asymptotic condition of an
infinite growth of the arrival rate. Both stationary and non-stationary
cases are considered. It is shown that the multi-dimensional distributions
under study can be approximated by the multi-dimensional Gaussian dis-
tributions. Expressions for parameters of these distributions are
obtained.

Keywords: Queueing network · High-intensive arrival process · Renewal
process

1 Introduction

Queueing network models [1–3] are widely applicable in analysis and design of
different technical, economical, transport and other systems. One of the most
important directions of application of these models is a solution of the problems
related to telecommunication networks and distributed data processing systems.
At present, nodes of such systems contain a large number of servers and data
transmission channels between nodes a have high capacity. This allows to transfer
and to process a large number of data packages per time unit. In terms of the
Queueing Theory, such systems can be represented as open queueing networks
with infinite-servers at each node and high-intensive [4] arrival process.

In the paper, asymptotic analysis of such queueing network is presented in
a condition of infinite growth of the arrival rate. In [5], similar results were
obtained for the same model by means of an original method called as the multi-
dimensional dynamic screening method. In this paper we propose another app-
roach for the queueing networks analysis based on constructing the so-called first
jump equations and their asymptotic solution.
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2 Mathematical Model

Let the queueing network have K nodes, renewal arrival process, an infinite
number of servers at each node and i.i.d. service times. Let A(x) be a distribution
function of independent time periods between consequent arrivals of customers,
Bk(x) (k = 1,K) be a distribution function of a service time at the node k,
vk be a probability that just coming customer occupies a server at the node
k, rkν (k, ν = 1,K) be a probability that, after customer service is complete
at the node k, this customer occupies for further service a server at the node
ν, rk0 (k = 1,K) be a probability that after customer service completion at

the node k this customer leaves the network. It’s obvious that
K⎧

k=1

vk = 1 and

rk0 +
K⎧

ν=1
rkν = 1 for k = 1,K. We denote a vector vT = {v1, . . . , vK} and a

matrix r = {rkν}k,ν=1,K .
Let ik(t) be a number of customers that occupy servers of the network node

k at the moment t. Denote a vector iT(t) = {i1(t), . . . , iK(t)}. The goal of our
investigations is to obtain of the characteristics of the K-dimensional stochastic
process i(t) at arbitrary moment t.

3 The First Jump Equation

Let us denote a probability P (i, t) = P{i(t) = i}. To obtain equations for prob-
abilities P (i, t), we use a first jump separation technique which was presented
in [6,7].

This method is described as follows. Let a customer come to an empty net-
work at the moment t0 = 0. This customer will be special for us and we call it as
a first customer. Denote by Sk(t) a probability that the first customer occupies

a server at the network node k at the moment t > 0. So, S0(t) = 1 −
K⎧

k=1

Sk(t)

is a probability that a first customer has left the network before the moment t.
We will calculate probabilities Sk(t) later, and lets suggest here that they are
known.

Applying a technique by [6,7], we obtain the following system of equations
for probabilities P (i, t):

P (0, t) = S0(t)

t⎪

0

P (0, t − x) dA(x) + S0(t) [1 − A(t)] , (1)

P (ek, t) = S0(t)

t⎪

0

P (ek, t − x) dA(x)+

+Sk(t) [1 − A(t)] + Sk(t)

t⎪

0

P (0, t − x) dA(x), k = 1,K, (2)
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where 0 is a zero vector, ek is a vector with all zero components except a com-
ponent number k which is equal to 1.

For each vector i, which is not equal to 0 or to ek (k = 1,K), we get a last
equation of the system:

P (i, t) = S0(t)

t⎪

0

P (i, t − x) dA(x) +
K⎨

k=1

Sk(t)

t⎪

0

P (i − ek, t − x) dA(x). (3)

We call the system of Eqs. (1)–(3) as the first jump equations for probability
distribution P (i, t) of the process i(t).

Consider a characteristic function H(u, t) of the distribution of the
K-dimensional stochastic process i(t) at the moment t

H(u, t) =
∈⎨

i1=0

· · ·
∈⎨

iK=0

eju1i1+···+juKiK P (i1, . . . , iK , t) =
∈⎨

i=0

ejuT·iP (i, t).

Here vector uT = {u1, . . . , uK}, j =
→−1 is an imaginary unit.

Theorem 1. The characteristic function H(u, t) satisfies the first jump equa-
tion as follows:

H(u, t) =

⎩

S0(t) +
K⎨

k=1

Sk(t)ejuk

⎥⎦

1 − A(t) +

t⎪

0

H(u, t − x) dA(x)



 . (4)

Let’s prove this statement. From (1)–(3), we obtain expression

H(u, t) = S0(t)

t⎪

0

ejuT·0P (0, t − x) dA(x) + S0(t)ejuT·0 [1 − A(t)] +

+
K⎨

k=1

S0(t)

t⎪

0

ejuT·ekP (ek, t − x) dA(x) +
K⎨

k=1

Sk(t)ejuT·ek [1 − A(t)]+

+
K⎨

k=1

Sk(t)

t⎪

0

ejuT·ekP (0, t − x) dA(x) +
⎨

i>ek

S0(t)

t⎪

0

ejuT·iP (i, t − x) dA(x)+

+
⎨

i>ek

K⎨

k=1

Sk(t)

t⎪

0

ejuT·iP (i − ek, t − x) dA(x).

Suggesting that P (i, t) = 0 for vectors i with negative components, we can
reduce this formula to the form (4). �
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4 Calculation of the Probabilities Sk(t)

Each customer entering into the network moves from one node to another until it
leaves the system. So its transitions between network nodes form a realization of
some semi-Markovian stochastic process k(t) with transient states 1, . . . ,K and
an absorbing state 0 (a customer leaves the network). Suppose that the process
k(t) starts at the moment t0 = 0. So we have the following initial conditions:

S0(0) = 0, Sk(0) = vk, k = 1,K.

Consider the following conditional probabilities:

Gνk(t) = P{k(t) = k|k(0) = ν}, ν, k = 1,K.

Denote by G(t) a matrix with entries Gνk(t) (ν, k = 1,K), by B(t) a diagonal
matrix with diagonal entries Bν(t) (ν = 1,K) and let I is an identity matrix.

Lemma 1. The conditional probabilities Gνk(t) (ν, k = 1,K) satisfy the follow-
ing matrix integral equation:

G(t) = I − B(t) + r

t⎪

0

G(t − x) dB(x). (5)

The proof of the statement we derive by applying the same technique of a first
jump separation [6]. Denote by ξν a first moment when the process k(t) changes
its state. We obtain the following equations:

Gνν(t) = P{k(t) = ν, ξν > t|k(0) = ν} + P{k(t) = ν, ξν ≥ t|k(0) = ν} =

= P{ξν >t}+
K⎨

l=1

t⎪

0

P{k(x) = l, ξν ∈ [x, x + dx)|k(0)= ν} · P{k(t)= ν|k(x)= l} =

= 1 − Bν(t) +
K⎨

l=1

rνl

t⎪

0

Glν(t − x) dBν(x), (6)

Gνk(t) = P{k(t) = k, ξν ≥ t|k(0) = ν} =
K⎨

l=1

rνl

t⎪

0

Glk(t − x) dBν(x), k ⇔= ν

(7)
And we can rewrite the Eqs. (6)–(7) in the matrix form (5). �

We solve the matrix integral Eq. (5) by using the matrix Fourier and Fourier-

Stieltjes transforms in the form G√(α) =
∈∫

0

ejαtG(t) dt, B√(α) =
∈∫

0

ejαt dB(t).

Applying a Fourier transform to (GMatr), we get the equation

G√(α) =

∈⎪

0

ejαt [I − B(t)] dt +

∈⎪

0

ejαtr

t⎪

0

G(t − x) dB(x) dt =
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=
1
jα

[B√(α) − I] + B√(α)rG√(α).

Solution of this equation is given by

G√(α) = [I − B√(α)r]−1 [B√(α) − I]
1
jα

. (8)

Let ST(t) = {S1(t), . . . , SK(t)}.

Lemma 2. The probabilities S(t) can be calculated by the following way:

ST(t) =
1
2π

vT

∈⎪

−∈
e−jαt [I − B√(α)r]−1 [B√(α) − I]

1
jα

dα. (9)

The proof. According to the total probability formula, we have the following
expression:

ST(t) = vTG(t).

Applying a Fourier transform to this expression, we obtain a formula

S√T(α) = vTG√(α),

where S√(α) is a Fourier transform for vector S(t). Using expression (8), we get
a formula

S√T(α) = vT [I − B√(α)r]−1 [B√(α) − I]
1
jα

.

After inversion of the Fourier transform, we obtain the final expression for the
probability vector S(t) in the form (9). �

5 Investigation of the Network Behavior under a
Condition of the High Arrival Rate

Equation (4) and formula (9) provide a tool for analysis of the non-Markovian
networks of type GI − (GI|⊗)K . Here we consider asymptotic [8] investigation
for such network under a condition of the high arrival rate.

Lets obtain asymptotic expressions for function H(u, t) under a condition of
an infinite growth of arrival rate [4]. Rate of the arrival process is represented in
a form Nλ, where N > 0 is a parameter which gets large values (asymptotically
N ⊕ ⊗), and value of λ is defined as

λ =
1

∈∫

0

[1 − A(x)] dx

=
1
a
,

where a is an expected value of the random variable defined by distribution
function A(x).
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It was shown [4] that time periods between customers arrival in the input
process with rate Nλ are random variables defined by the distribution function
A(Nx). So, for the network with high arrival rate the Eq. (4) gets a form

H(u, t) =

⎩

S0(t) +
K⎨

k=1

Sk(t)ejuk

⎥⎦

1 − A(Nt) +

t⎪

0

H(u, t − x) dA(Nx)



 .

(10)

5.1 The First-Order Asymptotic Form

We make the following substitutions in the (10):

1
N

= ε, u = εw, H(u, t) = F (w, t, ε) (11)

and get the equation

F (w, t, ε) =

⎧

S0(t) +

K⎪

k=1

Sk(t)ejwkε

⎨⎩

⎟1 − A

⎠
t

ε

⎭

+

t∫

0

F (w, t − x, ε) dA
(x

ε

)
⎤

⎦ .

(12)

Lets prove the following statement for an asymptotic approximation
F (w, t) = lim

ε∗0
F (w, t, ε).

Theorem 2. The expression for the function F (w, t) has the following form:

F (w, t) = exp





λjwT

t⎪

0

S(τ) dτ


⎫

⎬
. (13)

The proof. Making a substitution z = x/ε in the integral at the formula (12)
we get

F (w, t, ε) =

⎩

S0(t) +
K⎨

k=1

Sk(t)ejwkε

⎥
⎦

⎭
1 − A

⎝
t

ε

)

+

t
ε⎪

0

F (w, t − zε, ε) dA(z)



⎞
 .

Lets use the following expansions:

ejwkε = 1 + jwkε + O
⎠
ε2
)
,

F (w, t − zε, ε) = F (w, t, ε) − zε
∂F (w, t, ε)

∂t
+ O

⎠
ε2
)
,

where O
⎠
ε2
)

is infinitesimal which has order of ε2. So we obtain

F (w, t, ε) =

⎩

S0(t) +
K⎨

k=1

Sk(t) (1 + jwkε)

⎥

×



Investigation of the Queueing Network GI − (GI|∞)K 235

×

⎦

⎭
1 − A

⎝
t

ε

)

+

t
ε⎪

0

{

F (w, t, ε) − zε
∂F (w, t, ε)

∂t

}

dA(z)



⎞
+ O

⎠
ε2
)
.

Lets perform here an asymptotic transition ε ⊕ 0:

F (w, t) = lim
ε∗0

F (w, t, ε) =

= lim
ε∗0






⎩

1 +
K⎨

k=1

Sk(t)jwkε

⎥⎦



∈⎪

0

F (w, t, ε) dA(z)

−
∈⎪

0

zε
∂F (w, t, ε)

∂t
dA(z)



+ O
⎠
ε2
)

⎫

⎬
=

= lim
ε∗0

{⎩

1 +
K⎨

k=1

Sk(t)jwkε

⎥ [

F (w, t, ε) − ε
∂F (w, t, ε)

∂t
a

]

+ O
⎠
ε2
)
}

.

As a result, we obtain the following differential equation:

∂F (w, t, ε)
∂t

= λF (w, t)
K⎨

k=1

Sk(t)jwk.

Solving it with an initial condition F (w, 0) = 1, we get the following expression
for the function F (w, t):

F (w, t) = exp





λ

K⎨

k=1

jwk

t⎪

0

Sk(τ) dτ


⎫

⎬
= exp





λjwT

t⎪

0

S(τ) dτ


⎫

⎬
.

The theorem is proved. �
Lets implement the inverse substitutions for (11) in the formula (13). We

obtain an approximation

H(u, t) ∀ exp





λjNuT

t⎪

0

S(τ) dτ


⎫

⎬
.

when N has large value. So, for the network GI − (GI|⊗)K under a condition of
high arrival rate, the average number of busy servers at the node k at the moment

t can be approximated by value λN
t∫

0

Sk(τ) dτ , where Sk(t) is described in (9).

5.2 Second-Order Asymptotic Form

Lets make the following substitution in the Eq. (10)

H(u, t) = H2(u, t) exp





λN

K⎨

k=1

juk

t⎪

0

Sk(τ) dτ


⎫

⎬
. (14)
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We obtain

H2(u, t) exp





λN

K⎨

k=1

juk

t⎪

0

Sk(τ) dτ


⎫

⎬
=

⎩

S0(t) +
K⎨

k=1

Sk(t)ejuk

⎥

×

×
⎦

1 − A(Nt) +

t⎪

0

H2(u, t − x) exp





λN

K⎨

k=1

juk

t−x⎪

0

Sk(τ) dτ


⎫

⎬
dA(Nx)



 .

(15)
Making here the substitutions

1
N

= ε2, u = εw, H2(u, t) = F2(w, t, ε) (16)

we get the following equation

F2(w, t, ε) exp






λ

ε2

K⎨

k=1

jεwk

t⎪

0

Sk(τ) dτ


⎫

⎬
=

⎩

S0(t) +
K⎨

k=1

Sk(t)ejεwk

⎥

×

×
⎩

⎟1 − A

⎠
t

ε2

⎭

+

t∫

0

F2(w, t − x, ε) exp






λ

ε2

K⎪

k=1

jεwk

t−x∫

0

Sk(τ) dτ





dA
( x

ε2

)
⎤

⎦ .

(17)

Let’s prove the following statement for an asymptotic approximation
F2(w, t) = lim

ε∗0
F2(w, t, ε).

Theorem 3. The expression for the function F2(w, t) has the following form:

F2(w, t) = exp





λ

K⎪

k=1

(jwk)2

2

t∫

0

Sk(τ) dτ +
κ

2

K⎪

k=1

K⎪

ν=1

jwkjwν

t∫

0

Sk(τ)Sν(τ) dτ





,

(18)
where κ = λ3

⎠
σ2 − a2

)
and σ2 is a variance of random variable with distribution

function A(x).

The proof. Lets make a substitution z = x/ε2 in the integral on dA(·). The
formula (17) gets a form:

F2(w, t, ε) =

⎩

S0(t) +
K⎨

k=1

Sk(t)ejεwk

⎥

×

×
⎦


{

1 − A

⎝
t

ε2

)}

exp





−λ

ε

K⎨

k=1

jwk

t⎪

0

Sk(τ) dτ


⎫

⎬
+
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+

t
ε2⎪

0

F2(w, t − zε2, ε) exp





−λ

ε

K⎨

k=1

jwk

t⎪

t−zε2

Sk(τ) dτ


⎫

⎬
dA(z)



⎞
 . (19)

Using an expansion
t∫

t−zε2

Sk(τ) dτ = zε2Sk(t) + O
⎠
ε4
)
, we get the relation

exp





−λ

ε

K⎨

k=1

jwk

t⎪

t−zε2

Sk(τ) dτ


⎫

⎬
= exp

{

−λ

ε

K⎨

k=1

jwk

[
zε2Sk(t) + O

⎠
ε4
)]
}

=

= exp

{

−zλ
K⎨

k=1

jεwkSk(t) + O
⎠
ε3
)
}

=

= 1 − zλ

K⎨

k=1

jεwkSk(t) +
z2λ2

2

⎩
K⎨

k=1

jεwkSk(t)

⎥2

+ O
⎠
ε3
)
. (20)

Further we consider a case when the functions F2(w, t, ε) and A(x) have the
following features:

∈⎪

t
ε2

F2(w, t − zε2, ε) dA(z) = o
⎠
ε2
)
,

{

1 − A

⎝
t

ε2

)}

exp





−λ

ε

K⎨

k=1

jwk

t⎪

0

Sk(τ) dτ


⎫

⎬
= o
⎠
ε2
)
, (21)

where o
⎠
ε2
)

is an infinitesimal of the order greater than ε2. Substituting (21)
and (20) into (19) and using the expansions

ejεwk = 1 + jεwk +
(jεwk)2

2
+ O

⎠
ε3
)
,

F2(w, t − zε2, ε) = F2(w, t, ε) − zε2
∂F2(w, t, ε)

∂t
+ o
⎠
ε2
)
,

we get

F2(w, t, ε) =

⎩

S0(t) +
K⎨

k=1

Sk(t) +
K⎨

k=1

Sk(t)jεwk +
K⎨

k=1

Sk(t)
(jεwk)2

2

⎥

×

×
∈⎪

0

{[

F2(w, t, ε) − zε2
∂F2(w, t, ε)

∂t

]

×
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×
⎦

1 − zλ

K⎨

k=1

jεwkSk(t) +
z2λ2

2

{
K⎨

k=1

jεwkSk(t)

}2


 dA(z)


⎫

⎬
+ o
⎠
ε2
)

=

=

⎩

1 +
K⎨

k=1

Sk(t)jεwk +
K⎨

k=1

Sk(t)
(jεwk)2

2

⎥

⎩

F2(w, t, ε) − F2(w, t, ε)λa
K⎨

k=1

jεwkSk(t)+

+F2(w, t, ε)
λ2a2

2





{
K⎨

k=1

jεwkSk(t)

}2

− ε2
∂F2(w, t, ε)

∂t
a







+ o
⎠
ε2
)
,

where a2 is a second initial moment of random variable with distribution function
A(x). As a result, we obtain the equation

ε2
∂F2(w, t, ε)

∂t
a

= F2(w, t, ε)

⎩

⎟
K⎪

k=1

Sk(t)
(jεwk)2

2
+

{
λ2a2

2
− 1

}{ K⎪

k=1

jεwkSk(t)

}2
⎤

⎦+ o
(
ε2
)
.

Dividing each part of this equation by ε2 and making asymptotic transition
ε ⊕ 0, we get the following differential equation about function F2(w, t) =
lim
ε∗0

F2(w, t, ε):

∂F2(w, t)
∂t

= F2(w, t)

⎩

λ

K⎨

k=1

(jwk)2

2
Sk(t) +

κ

2

K⎨

k=1

K⎨

ν=1

jwkjwνSk(t)Sν(t)

⎥

,

where κ = λ3
⎠
a2 − 2a2

)
= λ3

⎠
σ2 − a2

)
. Solving this equation under the initial

condition F2(w, 0) = 1 we obtain

F2(w, t)= exp





λ

K⎨

k=1

(jwk)2

2

t⎪

0

Sk(τ) dτ +
κ

2

K⎨

k=1

K⎨

ν=1

jwkjwν

t⎪

0

Sk(τ)Sν(τ) dτ


⎫

⎬
.

The theorem is proved. �
Lets make in (18) the inverse substitutions of (16) and (14). Supposing that

N is large enough, we obtain an expression

H(u, t) ∀ exp

{

λN

K⎨

k=1

juksk(t) + λN

K⎨

k=1

(juk)2

2
sk(t)

+κN

K⎨

k=1

K⎨

ν=1

jukjuν

2
Vkν(t)

}

,
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where sk(t) =
t∫

0

Sk(τ) dτ and Vkν(t) =
t∫

0

Sk(τ)Sν(τ) dτ .

Using matrix notations sT(t) = {s1(t), . . . , sK(t)}, s̃ = diag{s1(t), . . . , sK(t)}
and V (t) = {Vkν}k,ν=1,K , an expression for an approximation h(u, t) of the
characteristic function H(u, t) of the multi-dimensional distribution of the net-
work states at the moment t is written in the form

h(u, t) = exp
{

λNjuTs(t) +
1
2
NjuT [λs̃(t) + κV (t)] ju

}

. (22)

So, the distribution of the states of the network GI − (GI|⊗)K under a con-
dition of high arrival rate at the moment t can be approximated by the multi-
dimensional normal distribution with a vector of means λNs(t) and a covariance
matrix N [λs̃(t) + κV (t)].

To obtain an approximation h(u) = lim
t∗∈ h(u, t) for a characteristic function

of the stationary distribution, lets make in (22) an asymptotic transition t ⊕ ⊗.
The result is as follows

h(u) = exp
{

λNjuTs +
1
2
NjuT [λs̃ + κV ] ju

}

, (23)

where s =
∈∫

0

s(τ) dτ , s̃ =
∈∫

0

s̃(τ) dτ , V =
∈∫

0

s(τ)sT(τ) dτ . So, under condition

of N is large enough, the stationary joint distribution of the network states can
be approximated by the multi-dimensional Gaussian distribution with a vector
of means λNs and a covariance matrix N [λs̃ + κV ].

6 Conclusion

In the paper, we obtain the Eq. (4) and formula (9) which can be used for analysis
of the behavior of non-Markovian queueing networks of the type GI −(GI|⊗)K .
Expressions (22) and (23) for the approximations of the characteristic function
of the distribution of the network states under a condition of an infinite growth
of the arrival process rate is derived. Both stationary and non-stationary cases
are presented. It is shown that under such condition the distribution can be
approximated by the multi-dimensional Gaussian distribution. Parameters of
the approximations are obtained.
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Abstract. A controllable tandem queueing system consists of two nodes
in tandem of the type M/M/ni and a controller. Customers arrive to the
controller, who allocates them between the nodes. After service comple-
tion at node 2 the controller can allocate the customer waiting at node
1 to node 2. With probability p after a service completion at node 1
a failure occurs. In this case the customer from node 1 joins node 2.
With complement probability 1 − p the service completion at node 1 is
successful. For the given cost structure we formulate an optimal allo-
cation problem to minimize the long-run average cost per unit of time.
Using dynamic-programming approach we show the existence of thresh-
olds which divides the state-space into two contiguous regions where the
optimal decision is to allocate the customers to node 1 or to node 2. Some
monotonicity properties of the dynamic-programming value function are
established.

Keywords: Tandem queue · Performance analysis · Long-run average
cost ·Dynamic-programming ·Optimal allocation · Structural properties

1 Introduction

There is a huge number of models developed to study dynamics of different call-
centers. The literature overview with references can be found in our papers [4]
and [5]. The present paper deals with a two-node tandem queueing system intro-
duced for the first time in [5]. This system is used to model a modern call-center
with installed self-service facility operating on the basis of speech recognition
technology. We remind that the node i, i = 1, 2, specifies a multichannel queue-
ing system of the type M/M/ni with ni identical servers in each node. The
customers from outside the system arrive according to a Poisson process with a
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parameter λ. The servers at node i have exponential service times with parame-
ter μi. In [5] the system is supplied by a controller who allocates the customers
based on a simple threshold control policy: when the number of customers in
node 2 equal to or exceeds some threshold level, the customer goes to node 1,
otherwise - to node 2. For the fixed threshold level and specified cost structure
we have obtained explicitly the corresponding average cost which was minimized.

The model studied in this paper differs considerable form the previous case.
Now we are looking for an optimal policy not only in a class of threshold policies
defined above but on the set of all admissible stationary policies. We show that
the optimal policy in this case has more complicated structure and is not of a
simple threshold type and this policy provides the better values of performance
characteristics. To calculate the policy we use a dynamic-programming approach.
Several structural properties of a control policy are established as well.

The rest of the paper is organized as follows. Section 2 describes the math-
ematical model based on a controllable Markov process. In Sect. 3 optimization
problem is formulated. Section 4 deals with optimality equations for the dynamic-
programming value function and specifies the relationship to the control policy.
Finally, some numerical examples are presented in Sect. 5.

2 Mathematical Model

Consider the system symbolically represented in Fig. 1 and described in intro-
duction. Arriving customers can be sent by controller to one of two possible
nodes, 1 or 2, according to a specified allocation control policy. The servers at
node 1 and 2 have exponential service times with parameters μ1 and μ2. The
servers at node 1 are assumed to be non-reliable, i.e. with probability p occurs a
failure after service completion and the customer goes from the server of node 1
to node 2. With complement probability 1−p the service completion is assumed
to be successful. The interarrival and service times are assumed to be mutually
independent.

Let Qi(t) denote the number of customers at node i, i = 1, 2. The system
states at time t are described by a continuous-time Markov process

{X(t)}t∈0 = {Q1(t), Q2(t)}t∈0.

The controllable model associated with a Markov process {X(t)}t∈0 is a five-
tuple

{E,A, {A(x), x → E}, λxy(a), c(x)}.

– E is a state space,

E = {x = (q1, q2); qi ≥ 0, i = 1, 2}.

Further in the paper the notations qi(x) will be used to specify the certain
components of the vector state x → E.
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Fig. 1. Tandem queueing system as model of a call-center with self-services.

– A = {1, 2} is an action space with elements a → A, where a = i means “to
send a customer to node i”, i = 1, 2. The subsets A(x) of control actions in
state x coincide with action space A for any x → E.

– λxy(a) is a transition intensity to go from state x to state y under a control
action a. It is assumed that the model is stable and conservative, i.e.

λxy(a) ≥ 0, y ∈= x, λxx(a) = −λx(a) = −
⎧

y √=x

λxy(a), λx(a) < ⇔,

λxy(a) =

⎪
⎨⎨⎨⎨⎨⎨⎩

⎨⎨⎨⎨⎨⎨⎥

λ y = x + ea,

min{q1(x), n1}pμ1 y = x − e1 + e2, q1(x) > 0,

min{q1(x), n1}(1 − p)μ1 y = x − e1, q1(x) > 0,

min{q2(x), n2}μ2 y = x − e2, q1(x) = 0, q2(x) > 0,

min{q2(x), n2}μ2 y = x− e2 − e1 + ea, q1(x)>n1, q2(x)>0.

– c(x) is an immediate cost in state x,

c(x) =
2⎧

i=1

⎦
min{qi(x), ni}cu,i + (qi(x) − ni)c0,i1{qi(x)>ni}

]
,

where c0,i – waiting cost per unit of time in node i, cu,i – usage cost of a server
in node i per unit of time. If cu,i = c0,i = 1, i = 1, 2, then c(x) represents the
number of customers in state x.

We will next explain how the controller chooses its actions. According to the
stationary Markov policy f : E ⊗ A whenever at a decision epoch the system
state is x → E, the controller chooses an action f(x) = a → A(x) ⊕ A regardless
of the past history of the system. We have two types of decision epochs:

– just after an arrival of a new customer the controller allocates it to one of the
nodes;

– just after a service completion in node 2 the controller takes a customer from
the queue of node 1, if it is not empty, and allocates it to node 2 or puts it
back to node 1.
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3 Optimization Problem for Performance Characteristics

For every fixed stationary policy f we wish to guarantee that the process
{X(t)}t∈0 with a state-space E is an irreducible, positive recurrent Markov
process defined through its infinitesimal matrix Λ = [λxy(f(x))]. As it is known
[15], for ergodic Markov process with costs the long-run average cost per unit
of time (also referred to as gain) for the policy f coincides with corresponding
assemble average,

gf = lim
t∗∞

1
t
V f (x, t) =

⎧

y∈E

c(y)πf
y , (1)

where

V f (x, t) =
∫ t

0

⎧

y∈E

P
f [X(u) = y|X(0) = x]c(y)du (2)

denotes the total average cost up to time t when the process starts in state x
and πf

y = P
f [X(t) = y] denotes a stationary probability of the process given

policy f . Due to results in [5] the sum at the right hand side of (1) is finite if
the following stability condition holds,

λ

n1μ1
< 1,

pλ

n2μ2
< 1

The policy f∪ is said to be optimal when for any admissible policy f

gf
∗

= min
f

gf . (3)

We assume that the gain gf
∗

will be smaller or equal to the gain under optimal
threshold policy studied in [5].

In many applications it is often needed to find a policy f∪ which minimizes
the long-run average cost per unit of time under the constraint on the sojourn
time or the number of customers in the system (due to the Little’s Law), namely

gf
∗

= min
f

gf subject to N̄1 ∀ α1 N̄2 ∀ α2, (4)

where N̄i is a mean number of customers at node i. The constrained Markov
decision problem can be rewritten as an unconstrained one using Lagrange multi-
pliers, see e.g. Altman [1], Beutler and Ross [8], Piunovskiy [11]. The application
of Markov decision process with constraints to the problem of optimal allocation
in queueing systems was illustrated e.g. by Yang et al. in [17,18]. For the system
under study the Lagrange function Lf to be minimized is defined as

Lf (η1, η2) = gf +
2⎧

i=1

ηi(N̄
f
i − αi) =

⎧

y∈E

⎦
c(y) +

2⎧

i=1

ηi(li(y) − αi)
]
πf
y , (5)
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where ηi is the Lagrange multiplier, li(y) stands for the number of customers in
state y at node i and c(y) +

∑2
i=1 ηi(li(y) − αi) is a modified immediate cost in

state y → E. When ηi increases, then the value N̄i decreases. Therefore, for each
i there exist values η′

i and η′′
i , such that N̄i(η′

i) > αi and N̄i(η′′
i ) ∀ αi, where

η′′
i = η′

i + εi for a small εi ≥ 0.
The optimal policy f∪ can be evaluated by means of a Howard iteration

algorithm [7], which constructs a sequence of improved policies until the average
cost optimal is reached. The key role in this algorithm is played by the dynamic
programming value function v : E ⊗ R+ which indicates a transition effect of
an initial state x to the total average cost and satisfies a well-known asymptotic
relation,

V f (x, t) = gf t + vf (x) + o(1), x → E, t ⊗ ⇔. (6)

The functions V f , vf and gf further in the paper will be denoted by V , v and
g without upper index f .

4 Optimality Equation and Monotone Control

The system will be uniformized as in Puterman [12] with the uniformization
constant

λ + n1μ1 + n2μ2 = 1,

which can be obtained by time scaling. As it is well known, the optimal policy
f and the optimal average cost g are solutions of the optimality equation

Bv(x) = v(x) + g, (7)

where B is the dynamic programming operator acting on value function v. Note
that multiplication of (7) by πf

x and subsequent summation over all states x → E
leads to the relation (5).

Theorem 1. The dynamic programming operator B is defined as follows

Bv(x) = c(x) +
2⎧

i=1

ηi(li(x) − αi) + λT0v(x) (8)

+ min{q1(x), n1}μ1pT1,1v(x) + min{q1(x), n1}μ1(1 − p)T1,2v(x)

+ min{q2(x), n2}μ2T2v(x) +
2⎧

i=1

(ni − qi(x))μiv(x)1{qi(x)<ni},

where T0,T1,1,T1,2, T2 – event operators, respectively, for a new arrival, service
completion with and without failure on a server at node 1, service completion on
a server at node 2 and last term stands for dummy transition,

T0v(x) = min
a∈A

v(x + ea),
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T1,1v(x) =

{
v(x − e1 + e2) q1(x) > 0,

0 q1(x) = 0.

T1,2v(x) =

{
v(x − e1) q1(x) > 0,

0 q1(x) = 0.

T2v(x) =

⎪
⎨⎩

⎨⎥

T0v(x − e1 − e2) q1(x) > n1, q2(x) > 0,

v(x − e2) 0 ∀ q1(x) ∀ n1, q2(x) > 0,

0 q2(x) = 0.

The notation ej is used for the vector with 1 in the jth position (beginning from
0th) and 0 elsewhere.

Proof. The optimality equation is obtained by analyzing the function V (x, t) in
some infinitesimal interval [t, t+dt]. It leads to the differential equation. Applying
further the limit expression

lim
dt∗0

V (x, t + dt) − V (x, t)
dt

= 0

and taking into account Markov property of {X(t)}t∈0 with asymptotic relation
(6) ones get (8).

Corollary 1. It follows from (8) that just after a new arrival in state x or just
after a service completion at node 2 in state x + e1 + e2 holds a relation,

f(x) = arg min
a∈A

{v(x + ea)}. (9)

Remark 1. Using (8) and (9) we can solve optimization problem for some other
criteria:

If cu,i = c0,i = 1, i = 1, 2, then (3) is equivalent to minimization of the mean
number of customers in the system N̄ or mean sojourn time T̄ ,

f∪ = arg min
f

N̄f = arg min
f

T̄ f .

If cu,i = 0, c0,i = 1, i = 1, 2, then (3) is equivalent to minimization of the mean
number of customers in the queue Q̄ or mean waiting time W̄ ,

f∪ = arg min
f

Q̄f = arg min
f

W̄ f .

If c(x) = 1, c(y) = 0, y ∈= x, then (3) is equivalent to minimization of the steady-
state probability πf

x of the given state x → E,

f∪ = arg min
f

πf
x .

The optimal equation (8) can be modified in such way to minimize the mean
busy period L̄ or system utilization Ū ,

f∪ = arg min
f

L̄f = arg min
f

Ūf .
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As is show in Efrosinin [3], the mean busy period can be evaluated by solving
the system of equations for the mean first passage time to the empty state L̄(x)
given initial state x → E,

L̄(x) = 1 + λT0L̄(x) + min{q1(x), n1}μ1pT1,1L̄(x) (10)
+ min{q1(x), n1}μ1(1 − p)T1,2L̄(x)

+ min{q2(x), n2}μ2T2L̄(x) +
2⎧

i=1

(ni − qi(x))μiL̄(x)1{ni>qi(x)}.

Note that using (8) the above performance measures can be calculated for any
arbitrary policy f as well.

The relation (9) shows that the structural and monotone properties of the opti-
mal control policy f can derived by analyzing the monotonicity properties of the
value function v. Such properties for other types of controlled queues in a tan-
dem were studied also by Koole [9], Liang and Kulkarni [10], Veatch and Wein
[16]. It was shown that the value function has some monotonicity properties like
nondecreasing and superconvexity. To prove such inequalities it is necessary to
solve (7). Since the solution of the optimality equation in analytic form is hardly
available, normally it can be solved recursively defining vn+1 = Bvn for some
arbitrary initial v0. Due to the limit relation

lim
n∗∞ Bnv0(x) = v(x) (11)

we get an optimal solution for the value function. For existence and convergence
solutions and optimal policies we refer to Aviv and Federgruen [2], Puterman
[12], Sennott [14].

Now some monotonicity properties of the value function for the system under
study will be presented and proved, but before we have to make a remark.

Remark 2. We have succeed in proving the structural results only for the simpli-
fied model. First, we assume a pure admission control problem, if the allocation
can be performed only at moments of new arrivals. Second, we assume single
server nodes, ni = 1, i = 1, 2, and absolutely reliable server at node 1, i.e. p = 0.
The third assumption needed for the proof concerns the relation for the costs,

cu,i − c0,i ∀ 0. (12)

Nevertheless, we strongly believe that the presented properties are true for the
original model as well, which was confirmed by numerical results.

Theorem 2. The value function v satisfies the conditions for any x → E:
C1. Non-decreasing condition

v(x) − v(x + ej) ∀ 0, j = 1, 2.



248 D. Efrosinin et al.

C2. Superconvexity condition

v(x + e1) − v(x + e2) − v(x + 2e1) + v(x + e1 + e2) ∀ 0,

v(x + e2) − v(x + e1) − v(x + 2e2) + v(x + e1 + e2) ∀ 0

C3. Supermodularity condition

v(x + e1) − v(x) − v(x + e1 + e2) + v(x + e2) ∀ 0,

v(x + e2) − v(x) − v(x + e1 + e2) + v(x + e1) ∀ 0.

C4. Convexity condition

2v(x + ej) − v(x) − v(x + 2ej) ∀ 0, j = 1, 2.

Note, that condition (C4) directly follows from conditions (C2) and (C3). The
name of condition (C3) is borrowed from the terminology, given in [6].

Proof (Condition C1). The proof is by induction on n in vn. Define v0(x) = 0
for all states x → E. This function obviously satisfies the condition (C1). Now,
we assume (C1) for function vn(x), x → E, and some n → N. One have to prove
that vn+1(x) satisfies the non-decreasing property as well. Then for j = 1

vn+1(x) − vn+1(x + e1) = c(x) − c(x + e1) +
2⎧

i=1

ηi(li(x) − li(x + e1)) (I)

+ λ[T0vn(x) − T0vn(x + e1)] (II)
+ μ1[T1,2vn(x) − T1,2vn(x + e1)] (III)
+ μ2[T2vn(x) − T2vn(x + e1)] (IV )

+
2⎧

i=1

μi[vn(x)1{qi(x)=0} − vn(x + e1)1{qi(x+e1)=0}] ∀ 0. (V )

The expression (I) in the right-hand side is obviously positive,

c(x)− c(x+ e1)+
2∑

i=1

ηi(li(x)− li(x+ e1))=− cu,11{q1(x)=0} − c0,11{q1(x)>0}−
2∑

i=1

ηi≤0.

The term (II) is positive,

T0vn(x) − T0vn(x + e1) = min
a∈A

vn(x + ea) − min
a∈A

vn(x + e1 + ea) ∀ 0,

since vn(x + 2e1) ≥ vn(x + e1) and vn(x + e1 + e2) ≥ vn(x + e2) based on the
induction hypothesis which is used further throughout the proof. If q1(x) > 0
and q2(x) > 0, the (III) and (IV) are non-positive due to (C1) at states x − e1
and x − e2. If q1(x) = 0, then we sum up (III) and (V),

μ1vn(x) − T1,2vn(x + e1) = μ1vn(x) − μ1vn(x) = 0.
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If q2(x) = 0, then we sum up (IV) and (V),

μ2[T2vn(x) − T2v(x + e1)] = vn(x) − vn(x + e1) ∀ 0,

due to (C1). Therefore, the condition (C1) holds by induction for any n and due
to (11) v(x) is a nondecreasing function. (C1) for j = 2 is proved in a similar
manner.

Proof (Condition C2). The proof is done by induction on n in vn. Define v0(x) =
0 for all states x → E. It is clear that this function satisfies condition (C2). Now
suppose that properties (C1)–(C4) hold for vn, n → N. Now we prove that it
holds for n + 1 as well. Consider the first inequality (C2),

vn+1(x + e1) − vn+1(x + e2) − vn+1(x + 2e1) + vn+1(x + e1 + e2)

= c(x + e1) − c(x + e2) − c(x + 2e1) + c(x + e1 + e2) (I)

+
2∑

i=1

ηi(li(x + e1) − li(x + e2) − li(x + 2e1) + li(x + e1 + e2))

+ λ[T0vn(x + e1) − T0vn(x + e2) − T0vn(x + 2e1) + T0vn(x + e1 + e2)] (II)

+ μ1[T1,2vn(x + e1) − T1,2vn(x + e2) − T1,2vn(x + 2e1) + T1,2vn(x + e1 + e2)] (III)

+ μ2[T2vn(x + e1) − T2vn(x + e2) − T2vn(x + 2e1) + T2vn(x + e1 + e2)] (IV )

+

2∑

i=1

μi[vn(x + e1)1{qi(x+e1)=0} − vn(x + e2)1{qi(x+e2)=0} (V )

− vn(x + 2e1)1{qi(x+2e1)=0} + vn(x + e1 + e2)1{qi(x+e1+e2)=0}] ≤ 0.

For (I) we have four subcases, namely (q1(x) > 0, q2(x) > 0), (q1(x) > 0, q2(x) =
0), (q1(x) = 0, q2(x) > 0) and (q1(x) = q2(x) = 0). In first two subcases this
expression is equal to 0. In third and fourth subcases

c(x + e1) − c(x + e2) − c(x + 2e1) + c(x + e1 + e2) = cu,1 − c0,1 ∀ 0

due to the assumption (12) and

2⎧

i=1

ηi(li(x + e1) − li(x + e2) − li(x + 2e1) + li(x + e1 + e2))

=
2⎧

i=1

ηi(1 + li(x) − 1 − li(x) − 2 − li(x) + 2 + li(x)) = 0.

For (II) we have

T0vn(x + e1) − T0vn(x + e2) − T0vn(x + 2e1) + T0vn(x + e1 + e2)
= min

a∈A
vn(x + e1 + ea) − min

a∈A
vn(x + e2 + ea)

− min
a∈A

vn(x + 2e1 + ea) + min
a∈A

vn(x + e1 + e2 + ea).
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Consider the following subcases. If fn(x + e1) = fn(x + e2) = fn(x + 2e1) =
fn(x+ e1 + e2) = a, then the last expression is non positive due to the induction
assumption (C2) at state x + ea. If fn(x + e2) = 2 and fn(x + 2e1) = 1,

min
a∈A

vn(x + e1 + ea) − vn(x + 2e2) − vn(x + 3e1) + min
a∈A

vn(x + e1 + e2 + ea)

∀ vn(x + 2e1) − vn(x + 2e2) − vn(x + 3e1) + vn(x + e1 + 2e2) ∀ 0,

which follows by summing up two inequalities (C2) at states x + e1 and x + e2,

vn(x + e1 + e2) − vn(x + 2e2) − vn(x + 2e1 + e2) + vn(x + e1 + 2e2)
+ vn(x + 2e1) − vn(x + e1 + e2) − vn(x + 3e1) + vn(x + 2e1 + e2)
= vn(x + 2e1) − vn(x + 2e2) − vn(x + 3e1) + vn(x + e1 + 2e2) ∀ 0.

If fn(x + e2) = 1 and fn(x + 2e1) = 2,

min
a∈A

vn(x + e1 + ea) − vn(x + e2 + e1) − vn(x + 2e1 + e2) + min
a∈A

vn(x + 2e1 + ea)

∀ vn(x + e1 + e2) − vn(x + e2 + e1) − vn(x + 2e1 + e2) + vn(x + 2e1 + e2) = 0.

If q1(x) > 0 and q2(x) > 0, (III) and (IV) are non-positive due to (C2), respec-
tively, at states x − e1 and x − e2. If q1(x) = 0, then the sum (III) and (V),

μ1[vn(x) − vn(x + e2) − vn(x + e1) + vn(x + e2)] = μ1[vn(x) − vn(x + e1)] ∀ 0

due to (C1). If q2(x) = 0, we get for the sum (IV) and (V),

μ2[vn(x + e1) − vn(x) − vn(x + 2e1) + vn(x + e1)]
= μ2[2vn(x + e1) − vn(x) − vn(x + 2e1)] ∀ 0,

which follows from (C4). The second part of (C2) can be proved in a similar
manner. Hence, we conclude, by taking the limit n ⊗ ⇔, that the value function
v(x) preserves condition (C2).

Proof (Condition C3). The proof is done again by induction on n in vn. Define
v0(x) = 0 for all states x → E. Suppose that properties (C1)–(C4) hold for
vn, n → N. Consider the first inequality (C3),

vn+1(x + e1) − vn+1(x) − vn+1(x + e1 + e2) + vn+1(x + e2)
= c(x + e1) − c(x) − c(x + e1 + e2) + c(x + e2) (I)

+
2⎧

i=1

ηi(li(x + e1) − li(x) − li(x + e1 + e2) + li(x + e2))

+ λ[T0vn(x + e1) − T0vn(x) − T0vn(x + e1 + e2) + T0vn(x + e2)] (II)
+ μ1[T1,2vn(x + e1) − T1,2vn(x) − T1,2vn(x + e1 + e2) + T1,2vn(x + e2)] (III)
+ μ2[T2vn(x + e1) − T2vn(x) − T2vn(x + e1 + e2) + T2vn(x + e2)] (IV )

+
2⎧

i=1

μi[vn(x + e1)1{qi(x+e1)=0} − vn(x)1{qi(x)=0} (V )

− vn(x + e1 + e2)1{qi(x+e1+e2)=0} + vn(x + e2)1{qi(x+e2)=0}] ∀ 0.
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The expression (I) is equal to 0. For (II) we have

T0vn(x + e1) − T0vn(x) − T0vn(x + e1 + e2) + T0vn(x + e2)
= min

a∈A
vn(x + e1 + ea) − min

a∈A
vn(x + ea)

− min
a∈A

vn(x + e1 + e2 + ea) + min
a∈A

vn(x + e2 + ea).

Consider the following subcases. If fn(x + 1) = fn(x) = fn(x + e1 + e2) =
fn(x + e2) = a, then the last expression is non positive due to the induction
assumption (C3) at state x + ea. If fn(x) = 2 and fn(x + e1 + e2) = 1, then

min
a∈A

vn(x + e1 + ea) − vn(x + e2) − vn(x + 2e1 + e2) + min
a∈A

vn(x + e2 + ea)

∀ 2vn(x + e1 + e2) − vn(x + e2) − vn(x + 2e1 + e2) ∀ 0,

which follows form the first inequality of (C4) at state x + e2. If fn(x) = 1 and
fn(x + e1 + e2) = 2,

min
a∈A

vn(x + e1 + ea) − vn(x + e1) − vn(x + e1 + 2e2) + min
a∈A

vn(x + e2 + ea)

∀ 2vn(x + e1 + e2) − vn(x + e1) − vn(x + e1 + 2e2) ∀ 0,

due to the second inequality of (C4) at state x + e1. If q1(x) > 0 and q2(x) > 0,
(III) and (IV) are non-positive due to (C2). If q1(x) = 0, we sum up (III) and
(V),

μ1[vn(x) − vn(x) − vn(x + e2) + vn(x + e2)] = 0.

If q2(x) = 0, we get for the sum (IV) and (V),

μ2[vn(x + e1) − vn(x) − vn(x + e1) + vn(x)] = 0.

The second part of (C3) can be proved in a similar manner. Hence, we conclude,
by taking the limit n ⊗ ⇔, that the value function v(x) preserves condition
(C3).

This method was used for the first time in [13] for the queueing systems
with heterogeneous servers. Condition (C2) shows that advantage to allocate a
customer to node i decreases as the number of customers in this node increases.

Corollary 2. Theorem 2 implies the existence of thresholds q∪
1(q2) for each fixed

number q2 of customers in node 2 to allocate them to node 1, when q1 < q∪
1(q2),

and to node 2, when q1 ≥ q∪
1(q2). The same is true for thresholds q∪

2(q1).

Conjecture: We have strong reasons to believe that the optimal policy has
additional property: In state x with qi(x) ∀ ni, i = 1, 2, the controller allocates
the customers to node 1 when

c1
n1μ1

<
c2

n2μ2

and to node 2 otherwise. This result was confirmed by numerical examples.
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Table 1. Comparison of optimal allocation and simple threshold policies

cu,1, cu,2,μ1,μ2 q∗
2 V̄ V̄opt N̄ N̄opt

0.5,1.0,0.5,0.6 (6,8) 1.5970 1.1354 1.5419 1.5063
0.5,1.0,1.5,0.6 (4,4) 1.4694 0.4235 1.4891 0.6694
0.5,1.0,0.5,1.6 (6,8) 0.5636 0.5625 0.5630 0.5627
0.5,1.0,1.5,1.6 (5,6) 0.5632 0.3316 0.5629 0.5625
2.5,1.0,0.5,0.6 (8,8) 1.6060 1.5470 1.5419 1.5063
2.5,1.0,1.5,0.6 (5,4) 1.5275 1.5017 1.4891 0.6694
2.5,1.0,0.5,1.6 (7,8) 0.5636 0.5633 0.5630 0.5627
2.5,1.0,1.5,1.6 (6,6) 0.5636 0.5630 0.5629 0.5625
0.5,3.0,0.5,0.6 (6,8) 4.5867 2.2512 1.5419 1.5063
0.5,3.0,1.5,0.6 (4,4) 4.3634 0.4919 1.4891 0.6694
0.5,3.0,0.5,1.6 (6,8) 1.6886 1.1994 0.5630 0.5627
0.5,3.0,1.5,1.6 (5,6) 1.6880 0.4308 0.5629 0.5625
2.5,3.0,0.5,0.6 (7,8) 4.6002 4.5055 1.5419 1.5063
2.5,3.0,1.5,0.6 (4,4) 4.4462 1.6876 1.4891 0.6694
2.5,3.0,0.5,1.6 (8,8) 1.6886 1.6881 0.5630 0.5627
2.5,3.0,1.5,1.6 (5,5) 1.6885 1.5341 0.5629 0.5625

5 Numerical Examples

Consider a queueing system with n1 = 2 and n2 = 4. The system parameters
take the following values:

λ = 0.9, p = 0.01, c0,1 = c0,2 = 2.5. (13)

To evaluate optimal policies we apply Howard iteration algorithm [7]. For
numerical calculation we have to restrict the number of places in the buffers of
the nodes. These numbers are taken enough large to make the system suit for
infinite buffer case and to avoid the influence of the boundary states. The next
example provides with comparison analysis of the optimal allocation and simple
threshold policies. The results of calculation are summarized in Table 1. It can
be seen that the optimal allocation policy is always superior in performance
comparing to the simple threshold policy, calculated in Farhadov et al. [5].

Simple threshold policy with optimal level q∪
2 = 8 is illustrated in Table 2.

The structure of optimal allocation policy for the values

μ1 = 0.5, μ2 = 0.6, cu,1 = 0.5, cu,2 = 3.0. (14)

is presented in Table 3. Other parameters take the same values as before.
Table 3 shows optimal threshold levels q∪

1(q2) for each value q2. Moreover,

cu,1
n1μ1

= 0.50 < 1.25 =
cu,2
n2μ2

,

hence controller performs the allocation to node 1 in states x with qi(x) ∀ ni, see
the conjecture above. Table 4 illustrates the structure of an optimal allocation
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Table 2. Simple threshold policy

Q1\Q2 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 . . .

0 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
1 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
2 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
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10 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
11 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
12 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
13 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
14 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
15 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
16 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
17 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
18 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
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Table 3. Optimal allocation policy for values (14)

Q1\Q2 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 . . .

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 . . .
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 . . .
2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 . . .
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10 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 . . .
11 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 . . .
12 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 . . .
13 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 . . .
14 2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 . . .
15 2 2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 1 . . .
16 2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 . . .
17 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 . . .
18 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 . . .
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policy for the following values of system parameters,

μ1 = 0.5, μ2 = 1.6, cu,1 = 0.5, cu,2 = 1.0. (15)

Since the following inequality holds,
cu,1
n1μ1

= 0.50 > 0.15 =
cu,2
n2μ2

,

the controller performs the allocation to node 2 in states x with qi(x) ∀ ni.
In the next example λ = 1.1, other parameters take the values (13) and (14).

For the optimal policy f∪
1 , which minimizes the gain g, we obtain g = 3.04 and

N̄ = 2.06 and for the optimal policy f∪
2 , which minimizes the mean number of

customers in the system N̄ , g = 5.20 and N̄ = 1.86. Consider the constrained
problem (4), where N̄ = N̄1 + N̄2 ∀ 1.93. Solving this optimization problem, we
get a new optimal policy f∪

3 with g = 4.62, N̄ = 1.92. These optimal results were
achieved for the Lagrange multiplier η = η1+η2 = 11.18. To compare the results
the optimal allocation policies f∪

1 , f∪
2 and f∪

3 are shown together in Table 5.
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Table 4. Optimal allocation policy for values (15)

Q1\Q2 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 . . .

0 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 . . .
1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 . . .
2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 . . .
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15 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 . . .
16 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 . . .
17 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 . . .
18 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 . . .
19 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
20 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 . . .
21 2 2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 1 . . .
22 2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 . . .
23 2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 . . .
24 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1 1 . . .
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Table 5. Optimal allocation policies f∪
1 , f∪

2 and f∪
3

Q1\Q2 0 1 2 3 4 5 6 7 8 9 10 11 12 0 1 2 3 4 5 6 7 8 9 10 11 12 0 1 2 3 4 5 6 7 8 9 10 11 12

0 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1
2 2 2 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1
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23 2 2 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1
24 2 2 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1
25 2 2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1
26 2 2 2 2 2 2 1 1 1 1 1 1 1 2 2 2 2 2 2 1 1 1 1 1 1 1 2 2 2 2 2 2 1 1 1 1 1 1 1
27 2 2 2 2 2 2 1 1 1 1 1 1 1 2 2 2 2 2 2 2 1 1 1 1 1 1 2 2 2 2 2 2 2 1 1 1 1 1 1
28 2 2 2 2 2 2 2 1 1 1 1 1 1 2 2 2 2 2 2 2 2 1 1 1 1 1 2 2 2 2 2 2 2 2 1 1 1 1 1
29 2 2 2 2 2 2 2 2 1 1 1 1 1 2 2 2 2 2 2 2 2 2 1 1 1 1 2 2 2 2 2 2 2 2 2 1 1 1 1
30 2 2 2 2 2 2 2 2 2 1 1 1 1 2 2 2 2 2 2 2 2 2 2 1 1 1 2 2 2 2 2 2 2 2 2 1 1 1 1
31 2 2 2 2 2 2 2 2 2 2 2 1 1 2 2 2 2 2 2 2 2 2 2 2 1 1 2 2 2 2 2 2 2 2 2 1 1 1 1
32 2 2 2 2 2 2 2 2 2 2 2 2 1 2 2 2 2 2 2 2 2 2 2 2 1 1 2 2 2 2 2 2 2 2 2 2 2 2 1
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6 Conclusion

In this paper we have studied a dynamic allocation problem for the tandem
queueing system with two nodes of the type M/M/ni, i = 1, 2. The optimal
allocation policy for the long-run average criterion with possible constraints is
calculated by means of the dynamic-programming approach. Some monotonicity
properties of the value function are established. According to proposed results
the following general conclusion can be made. Assuming a threshold policy it
is necessary to understand that the corresponding optimal policy is optimal
only in an appropriate class of threshold policies. Otherwise ones have to prove
whether this structure is really optimal among available stationary policies. For
this special queueing system it is not a case, since the optimal policy has a more
complicated structure with certain threshold level q∪

1(q2) for each fixed num-
ber of customers q2 in node 2. This optimal policy is superior in performance
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comparing to the simple threshold policy. It is also shown that the dynamic
programming approach is quite appropriate for the calculation of different per-
formance measures. Moreover it allows to analyze structural and monotonicity
properties of the optimal control policy.
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Application of RFID-Technology to the Problem
of Traffic Control through Roadway Intersections
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Abstract. This paper is devoted to an actual problem: the optimization
of traffic light to control on roadway intersection. In order to reduce the
total delay of vehicles, minimize the queues at junctions and optimize
traffic flow through signalized intersection a model of stochastic polling
systems is proposed. On order to determine the most effective service
disciplines a comparative analysis of two different service disciplines was
conducted. Exhaustive and gated service disciplines were analyzed, com-
pared and simulated for the purpose to choose the most effective one.
The viability and efficiency of the proposed algorithm using computer
simulation are also demonstrated. Moreover the possibility of using RFID
(Radio Frequency Identification) technology in order to reduce the total
delay of vehicles was analyzed.

Keywords: RFID technology · Roadway intersection control · Polling
systems

1 Introduction

The process of automobilization is spreading over of countries year by year with
increasingly large number of vehicles and people involved in the roadway traffic
area. All this causes inevitable growth of the traffic load. In cities, the situation
becomes much worse especially on the roadway intersections, traffic jams multi-
ply the transport delay, fuel consumption and consequently harmful substance
emission.

In many countries, efforts are underway to develop and apply modern solu-
tions for the effective transportation network control. In the paper, we investigate
a possibility of the RFID-technology practical application to control the traffic
on the signalized intersections, analyze the performance characteristics and carry
out the comparative analysis of the traffic light switch control disciplines using
a mathematical model of polling systems.

2 RFID-Technology

RFID-technology (Radio Frequency IDentification) is known from the 1960th.
But only the last decades, the technology is becoming widely spread out and

V. Vishnevsky et al. (Eds.): DCCN 2013, CCIS 279, pp. 256–266, 2014.
DOI: 10.1007/978-3-319-05209-0 22, c© Springer International Publishing Switzerland 2014
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recently it is one of the most intensively developing branches in the automated
object identification area. It is noteworthy that radio frequency identification
makes possible the real-time automatical identification of the objects, allows
to automatize the non-contact data collection and processing and to keep a
temporal record of the tagged object events [1]. RFID-technology is based on
three components [1,2]:

– radio-tags, or RFID-tags (transponders);
– a tool to interrogate and record tags (RFID-reader);
– server software decoding tag-data from the reader and transforming it in the

form appropriate for the management control system.

Radio frequency identification process is described as follows [1]: an RFID
reader transmits an encoded radio signal to interrogate the tag. The RFID tag
receives the message and then responds with its identification and other infor-
mation or record data received from the reader. RFID-tag is attached to the
object to be identify becoming a source of the object information. RFID-tags
allows multiple data reading and re-recording and is able to keep high data vol-
ume. The reading speed runs up to 1000 tags per second with 100 % accuracy
within the interrogation area. The read distance can be extended for hundreds
of meters depending on the reader and tag types.

3 Application of RFID-Technology to the Roadway
Intersection

In the paper, we describe the application of RFID-technology in traffic control
management systems. It should be noted that the technology is widely spread
all over the world, particularly in USA, Canada and Europe. E.g, the patent
US 2009/0231160 A1 [3] describes the algorithm of regulating the traffic flow at
a roadway intersection having one or more traffic signals by using the RFID-
technology in order to minimize the traffic delay and the total vehicle waiting
time on the intersection. The algorithm as it is described in the patent is pre-
sented in Fig. 1.

The main idea of the algorithm is that each vehicle is tagged with a passive
RFID-tag which is interrogated by a RFID-reader mounted in the vicinity of the
traffic signal and connected with the processor. Thus the traffic control system
has the complete information on the current intersection load allowing making
a decision on each light signal duration and optimizing the intersection work
(Fig. 2).

It should be noted that the algorithm is not optimal since it does not take into
account the following factors: high-priority vehicles income (police, emergency
ambulance, etc.), different speed of transit across the intersection, etc. In the
present paper we use some ideas described in the patent US 2009/0231160 A1.
The traffic management architecture considered here is similar to one in the
patent but we use the other algorithm to control traffic light signals based on
the polling service disciplines [4].
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Fig. 1. Traffic light control algorithm.

Fig. 2. Configuration of RFID-readers and passive tags.
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4 Polling Model for the Roadway Intersection
Performance Analysis

The algorithm to control traffic light signals is supposed to be a polling discipline
(gated or exhaustive) to serve queues of vehicles at a roadway intersection. In the
paper, we compare these polling disciplines to determine the most appropriate
one for solving the traffic optimization problem. Note that the intersection can
be considered as a polling system with cyclic polling order since the traffic lights
are usually switched in a cyclic way.

Thus we model the queues of vehicles at the roadway intersection by a sto-
chastic polling system with exhaustive or gated service [4] which is described
as follows. The roadway intersection is supposed to be a server attending four
queues (the simplest case). The i-th queue has the Poisson input of vehicles or
rate λi. Service times at queue i are generally independent and identically dis-
tributed with distribution function Bi(t) having the mean bi =

∫ ∈
0

tdBi(t) and
the second moment b

(i)
2 , i = 1, N , where N is the number of queues.

The time of switching to the queue i, which is called the switchover time, has
the distribution function Si(t) with the mean si and the second moment s

(2)
i .

We denote by ρi = λibi the traffic intensity to the queue i, and by ρ =
N∑

i=1

ρi the

total traffic intensity. Denote by s and s(2) the first and second moments of the
server’s total setup time in the cycle,

s =
N∑

j=1

sj , s(2) = s2 +
N∑

j=1

(s(2)j − s2j ).

The service discipline at a queue is supposed to be exhaustive or gated. Under
the exhaustive discipline, the server serves customers until the queue is emptied.
Under the gated discipline, the server serves only those customers that presented
in the queue at a polling moment (in our model it is time when the green light
is being switched on for the queue).

One of the most important performance characteristics for the polling sys-
tems is the mean cycle time. It the time the server spends serving queues from 1
to N . For systems with exhaustive or gated cyclic polling, the mean cycle time
involves the sum of time when server works at the queues (it takes the mean
fraction of time ρ) and the total time of server switching between queues (it
takes time s in the average). So, C = ρC + s, that leads to the formula

C =
s

1 − ρ
.

For the system under consideration, the mean-value analysis can be applied
[4] to calculate the mean length of vehicle queues and the mean delay at each
queue. Mean value analysis allows calculating the mean queue length at an arbi-
trary epoch. The method implies that the mean duration of queue visits are
known. The visit time of a queue is composed of the service time of the queue,
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i.e. the time the server spends servicing customers at the queue, plus the pre-
ceding setup time in case of exhaustive service or plus the succeeding setup time
in case of gated service. By virtue of these two different definitions, a queue is
empty exactly at the end of its visit time in case of exhaustive service, while
the queue before the gate is empty at the beginning of a visit time in case of
gated service (all customers waiting for service are then placed behind the gate).
Since the method aims at the calculation of the performance characteristics at
an arbitrary epoch, we need to know not only the mean queue visit time but its
mean residual (or passed) time.

The mean residual and passed time of the customer service in the queue i
are equal and defined by

RBi
=

b
(2)
i

2bi
,

and the mean residual (or passed) setup time for the queue i is defined by

RSi
=

s
(2)
i

2si
.

The probability that the server is working (serving a customer) at the queue
i is equal to the traffic intensity to the queue, namely ρi = λibi.

Let Vi be the duration of the visit time for the queue i, vi = M[Vi].
Since the server is working a fraction ρi of the time on queue i, the mean of

a visit period of queue i reads, for exhaustive service,

vi = ρiC + si,

and, for gated service,
vi = ρiC + si+1,

i = 1, N . Here we assume that sN+1 = s1.
We define an (i, j)-period as the sum of j consecutive visit times starting in

queue i, j = 1, N . The corresponding mean is given by

vi,j =
i+j−1∑

n=i

vn, i, j = 1, N.

Note that in the case j = 1 and j = N , the value vi,j equals to the mean visit
period vi and the mean cycle time, respectively.

The fraction of the time qi,j the system is in an (i, j)-period equals

qi,j =
vi,j

C
,

where, by definition, qi,N = 1.
The mean of a residual (i, j)-period is given by

RVi,j
=

v
(2)
i,j

2vi,j
,
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with the remark that the second moments v
(2)
i,j of the (i, j)-period length are still

unknown.
Since the method deals with the mean values only, we will omit the symbol

of expectation M within this Section.
Denote by Lij the mean length of the queue i at an arbitrary epoch within a

visit time of queue j, i, j = 1, N . The corresponding unconditional mean queue
length Li (regardless of the number of queue the server is working at) can be
expressed in terms of Li,j as follows

Li =
N∑

j=1

qj1Lij , i = 1, N, (1)

here qj,1 means the probability that the server is attended to the queue j at an
arbitrary epoch within a cycle, j = 1, N .

4.1 Exhaustive Service Discipline

Consider the polling system with exhaustive service and consider a tagged cus-
tomer at the moment it arrives at queue i. Note that the state distribution seen
by this tagged customer is identical to the equilibrium distribution. That is, this
customer has to wait for the servicing of all customers Li which were already
waiting in this queue on its arrival. On the customer arrival, the server can be
in one of the following states:

– with probability ρi it is working at queue i and the tagged customer has to
wait for the residual service time of the customer in service;

– with probability si/C the server is switching to the queue i and the delay of
the customer is increased by a residual setup time;

– with probability 1 − qi,1 the server is attended to some queue (not the queue
i) and the service of the tagged customer is delayed until the server starts
service again at queue i. The duration of this period is the residual time of
the (i + 1, N − 1)-period plus the switchover time to the queue i.

Thus, the mean waiting time Wi in the queue i is the sum of the mean time
intervals described above,

Wi = Libi + ρiRBi
+

si

C
RSi

+ (1 − qi,1)(RVi+1,N−1 + si). (2)

Application of the Little’s Law,

Li = λiWi, (3)

to the Eq. (2) yields

Li =
λi

1 − ρi

(
ρiRBi

+
si

C
RSi

+ (1 − qi,1)(RVi+1,N−1 + si)
)

. (4)
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Note that in (4), the values RVi+1,N−1 remains unknown. To obtain them, we
relate them to Li,j , i, j = 1, N .

Firstly, as under the exhaustive policy no type-i customers are left at the end
of a visit time of queue i, the following property can be obtained. The number
of type-i customers present at an arbitrary moment within an (i + 1, j)-period
equals the number of Poisson arrivals during the passed time of this (i + 1, j)-
period. Since the passed time is in distribution equal to the residual time, the
following equation holds

i+j∑

n=i+1

qn,1

qi+1,j
Li,n = λiRVi+1,j , i = 1, N, j = 1, N − 1. (5)

Substitution of (1) into the Eq. (4) yields

N∑

n=1

qn,1Li,n =
λi

1 − ρi

(
ρiRBi

+
si

C
RSi

+ (1 − qi,1)(RVi+1,N−1 + si)
)

. (6)

It is easily seen that Eqs. (5) and (6) represent a set of N2 linear equations
for the unknowns Li,j and RVi,j

. In the remainder of this subsection, we derive
additional equations by expressing RVi,j

in terms of Li,j .
Consider the value RVi,1 , the mean residual time of the queue i visit. At

an arbitrary moment within a visit time of the queue i, Li,i type-i customers
are waiting. Each of these customers increases the queue visit time by, in the
average, bi/(1 − ρi) that is the mean busy period initiated by a customer in an
M/G/1 queueing system corresponding to the queue i.

With the probability ρiC
vi,1

( si

vi,1
), the server is serving a customer (switching

to the queue) at an arbitrary epoch given that it is attended to the queue i. The
customer being processed increase the queue visit time by the time, in average,
RBi

1−ρi
. And the mean residual switchover time to the queue i is equal to RSi

1−ρi
.

Thus, the mean residual time of the queue i visit is given by

RVi,1 =
1

1 − ρi

(

Li,ibi +
ρiC

vi,1
RBi

+
si

vi,1
RBi

)

, i = 1, N. (7)

Next, consider the value RVi,2 . With probability qi+1,1
qi,2

, the interval RVi,2 is
simply equal to RVi+1,1 . On the other hand, with probability qi,1

qi,2
, this residual

period equals RVi,1 + si+1 plus the busy periods initiated by the type-(i + 1)
customers arriving during RVi,1 +Si+1 and by the type-(i+1) customers present
at an arbitrary moment within a visit time of queue i. Thus, we have

RVi,2 =
qi,1

qi,2

(

(RVi,1 + si+1)
(

1 +
λi+1Bi+1

1 − ρi+1

))

+
(

1 − qi,1

qi,2

)

RVi+1,1 =

=
qi,1

qi,2

(
RVi,1

1 − ρi+1
+

si+1 + Li+1,ibi+1

1 − ρi+1

)

+
(

1 − qi,1

qi,2

)

RVi+1,1 .
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The derivation of RVi,j
for general j, j = 1, N , can be made in the

similar way

RVi,j =
qi,1
qi,j

(
RVi,1

∏j−1
n=1(1 − ρi+n)

+

j−1∑

n=1

si+n + Li+n,ibi+n
∏j−1

m=n(1 − ρi+m)

)

+

(

1 − qi,1
qi,j

)

RVi+1,j−1 .

(8)
Finally, eliminating RVi,j

from Eqs. (5) and (6) with the help of Eqs. (7)
and (8) renders a set of N2 linear equations for equally many unknowns
Li,j . After solving these equations, the unconditional mean queue lengths Li and
mean waiting times Wi, i = 1, N , can be computed via and Little’s
Law (3).

Note that the residual cycle lengths RVi,N
, i = 1, N , which are not required

for the computation of the mean waiting times, satisfy the relation (8) as well.
An important observation is that whereas the mean cycle lengths do not depend
on the queue at which the cycle starts, the mean residual cycle lengths generally
differ.

4.2 Gated Service Discipline

In case of gated service, all customers waiting in queue at the start of a visit
time of this queue are placed behind a gate meaning that they are served in the
current cycle. However, customers arriving during a visit time of their queue are
placed before this gate and are, thus, only served in the next cycle. Thus, in the
case i = j, the mean queue i length Li,j at an arbitrary epoch of its visit by the
server is the sum of two auxiliary variables, i.e.,

Li,i = L̄i,i + L̃i,i, i = 1, N,

where L̄i,i is the number of customers in the queue i which will be served in the
current cycle (customers considered to be behind the gate), L̃i,i is the number
of customers arrived to the queue i during the visit time, and they will be
served in the next cycle (customers before the gate). The customer in service is
excluded. In case i →= j, all customers in queue i are obviously located before the
gate, i.e.,

Li,j = L̃i,j , i →= j, i, j = 1, N.

The corresponding unconditional queue length Li has mean

Li = L̃i + qi,1L̃i,i =
N∑

n=1

qn,1L̃i,n + qi,1L̄i,i, i = 1, N. (9)

The arguments for considering the case of gated service are similar to ones
for the exhaustive service. Consider a tagged customer arriving to the queue i.
So, the tagged customer has to wait for the service of all customers, on average,
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L̃i which were already waiting before the gate upon its arrival. Furthermore, it
has to wait until the first polling instant of queue i equalling a residual (i,N)-
period, i.e., a residual cycle. By definition of the gated policy, this extra delay
is incurred even in case the tagged type-i customer arrives in a visit time of
queue i.

Consequently, the mean delay Wi of a type-i customer is given by

Wi = L̃ibi + RVi,N
, i = 1, N,

which, in combination with Little’s law (3), gives us the following relation

Li = ρiL̃i + λiRVi,N
, i = 1, N. (10)

Note that in the case of gated service, we need to obtain the values RVi,N
which

can be found in the similar way as shown in the Subsect. 4.1.
The gated policy, together with the definition of a visit time, clearly implies

that the number of type-i customers before the gate at an arbitrary moment
within an (i, j)-period is equal to the number of Poisson arrivals during the
passed time of an (i, j)-period, which is in distribution again equal to a residual
(i, j)-period. That is,

i+j−1∑

n=i

qn,1

qi,j
L̃i,n = λiRVi,j

, i, j = 1, N. (11)

Substituting the Eq. (9) into (10) results in

(1 − ρi)
N∑

i=1

qn,1L̃i,n + qi,1L̄i,i = λiRVi,N
, i = 1, N. (12)

Thus the Eqs. (11) and (12) form a system of N(N + 1) equations for the
unknowns L̃i,j , L̄i,i ? RVi,j

. Now, we have to obtain more N2 equations and
express the values RVi,j

in terms of L̃i,j and L̄i,i.
Consider the value RVi,1 first. The (i, 1)-period lasts at least the sum of the

service times of the customers behind the gate. With probability ρiC/vi,1, a
residual service time and a setup time for queue i + 1 is induced, while with
probability si+1/vi,1 only a residual setup time for queue i + 1 is generated.
Thus, we have

RVi,1 = L̄i,ibi +
si+1

vi,1
RSi+1 +

ρiC

vi,1
(RBi

+ si+1) , i = 1, N. (13)

For the (i, 2)-period, the quantity RVi,2 equals RVi+1,1 with probability qi+1,1
qi,2

.
With probability qi,1

qi,2
, however, this residual period equals RVi,1 + si+2 plus the

service times of the type-(i+1) customers present at an arbitrary moment within
a visit time of queue i and of the type-(i + 1) customers arriving during RVi,1 .
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This yields

RVi,2 =
qi,1

qi,2

(
RVi,1 + si+2 + (λi+1RVi,1L̃i+1,i)bi+1

)

+
(

1 − qi,1

qi,2

)

RVi+1,1 =
qi,1

qi,2

(
RVi,1(1 + ρi+1) + si+2L̃i+1,ibi+1

)

+
(

1 − qi,1

qi,2

)

RVi+1,1 .

The derivation of RVi,j
for general j is similar:

RVi,j
=

qi,1

qi,j

(

RVi,1

j−1∏

n=1

(1 + ρi+n) +
j−1∑

n=1

(si+n+1 + L̃i+n,ibi+n) (14)

×
j−1∏

m=n+1

(1 + ρi+m)

)

+
(

1 − qi,1

qi,j

)

RVi+1,j−1 .

Equations (11) and (12) together with (13) and (14) form a system of N(N +
1) linear equations for equally many unknowns L̄i,i and L̃i,j . Together with rela-
tion (9) and Little’s Law (3), the solution to these equations yields the uncon-
ditional mean queue lengths Li and mean waiting times Wi, i = 1, N .

5 Numerical Results

In this section, we present the numerical results for the algorithm to calculate
performance characteristics of the model considered. Let the mean service time
be 5 s and the mean switchover time be 2 s. We compare exhaustive and gated
service disciplines for various arrival rates. Figure 3 shows dependence of the
weighted sum of mean waiting times TW

total on the system load,

TW
total =

4∑

1

ρi

ρ
TW

total,i

where ρi is the queue i load, ρ =
∑4

i=1 ρi is the total system load. It follows
from the figure that gated service is more appropriate to solve the traffic control
problem at the roadway intersections since the weighted sum of the mean waiting
times is less than one under the exhaustive service.

6 Conclusion

The paper is devoted to the actual problem of traffic optimization through road-
way intersections and consider the possibility to use RFID-technology for solving
traffic congestion problem and reducing traffic delay. The roadway intersection
is considered to be a polling system with exhaustive or gated service and cyclic
polling order since either the intersection light signals are switched in a cyclic
way or the order of switching can be presented as a cyclic one.
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Fig. 3. Comparing of exhaustive and gated service disciplines.
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