
Optimal Control-Based Feedback Stabilization
of Multi-field Flow Problems

Eberhard Bänsch, Peter Benner, Jens Saak, and Heiko K. Weichelt

Abstract We discuss the numerical solution of the feedback stabilization problem
for multi-field flow problems. Our approach is based on an analytical Riccati
feedback concept derived by Raymond which allows to steer a perturbed flow back
to its desired state, assumed to be a stationary, possibly unstable, flow profile.
This concept, originally derived for incompressible flow fields described by the
Navier-Stokes equations, uses a linear-quadratic regulator (LQR) approach for
the linearized Navier-Stokes equations formulated on the space of divergence-
free velocity fields. We extend this approach to a setting where the Navier-Stokes
equations are coupled to a diffusion-convection equation describing the transport
of a reactive species in a fluid. The stabilizing feedback control resulting from
the LQR problem is obtained via solving the associated operator Riccati equation.
We describe a numerical procedure to solve this Riccati equation numerically. This
involves several technical difficulties on the algebraic level that we address in this
report. We illustrate the performance of our method by a numerical example.
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1 Introduction

In this article we extend the ideas from [4, 5, 8, 18] for a closed-loop (boundary)
control of the linearized Navier-Stokes equations to a coupled flow problem
consisting of the Navier-Stokes equations and a diffusion-convection problem.
The latter models passive transport of a reactive species by the flow field. A
homogeneous Dirichlet condition on part of the boundary of the domain is used
as a toy model for surface reaction. Although this setting is rather academic, it may
serve as a paradigm to solve more involved problems.

In the present paper we focus on the computational realization of the feedback
control for the coupled flow problem. More details about the underlying mathe-
matical basis may be found in [5, 18]. The present article builds upon [4] and
demonstrates how the numerical solution concept outlined there is realized for a
multi-field flow problem.

Let us mention some related work. The numerical realization of a linear-quadratic
regularization process applied to the Stokes equations is discussed in [8], where
the focus lies on efficient solution strategies for the arising saddle point systems.
These ideas are extended to the more general Navier-Stokes equations in [5].
Furthermore, a different approach to stabilize Navier-Stokes flow problems via
boundary influence is shown in [1]. Extending these ideas and numerical techniques
to a more general coupled multi-field flow problem is the main issue of this paper.

The rest of this article is organized as follows. In Sect. 2 the coupled flow problem
is stated. Section 2.1 outlines the necessary concept of linearization. Discretization
by finite elements leads to a finite dimensional system of differential-algebraic
equations (DAEs), which is described in Sect. 2.2. Before we introduce the problem
setting used for numerical testing in the Sect. 3, we discuss some details about
the block structured saddle point systems in Sect. 2.4. The paper is concluded in
Section “Conclusions and Outlook”, where we discuss some further ideas that are
part of ongoing research.

2 The Coupled Flow Problem

The basis for the coupled flow problems is described by the incompressible Navier-
Stokes equations defined on a spatial inflow/outflow domain � � R

2 and the time
interval of interest I � Œ0; 1/. For x 2 �, t 2 I, the velocity Ev.t; Ex/ 2 R

2 and
pressure p.t; Ex/ 2 R satisfy

@

@t
Ev � 1

Re
�Ev C .Ev � r/Ev C r� D Ef ; (2.1a)

divEv D 0 (2.1b)

with the Reynolds number Re, see [5].
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Moreover, we consider the passive transport of some concentration field
c.t; Ex/ 2R described by a diffusion-convection equation (DCE):

@

@t
c � 1

ReSc
�c C .Ev � r/c D 0 (2.2)

with the Schmidt number Sc.
The joint evolution for both systems takes place within � � I with the boundary

@� DW � D �in [ �wall [ �out [ �r :

In this decomposition of the boundary, �r denotes the boundary of an obstacle
within the domain. For (2.1), we prescribe a parabolic inflow at �in, “no-slip”
boundary conditions at �wall and �r , and “do-nothing” conditions for the outflow.
The initial condition is given by a stationary solution to (2.1). We impose the
following boundary and initial conditions for the concentration:

c.t; Ex/ D hin.Ex/ on �in; (2.3a)

@c.t; Ex/

@En D 0 on �wall [ �out; (2.3b)

c.t; Ex/ D 0 on �r ; (2.3c)

c.0; Ex/ D 0 in � (2.3d)

with En the outward normal to �out and �wall. The initial and boundary conditions can
be interpreted as follows. The concentration enters the domain through �in (2.3a)
and leaves the domain, only convection driven, via �out (2.3b). As soon as the
concentration reaches the obstacle, a fast reaction is assumed absorbing the species.
In the case considered here, the reaction is much faster than the transport in � and
can thus be modeled by a homogeneous Dirichlet condition for c.t; Ex/ (2.3c). We
will omit the arguments t; Ex hereafter for better readableness.

2.1 Linearization

In this section we show how to linearize equations (2.1) and (2.2). Linearization
is necessary for applying the Riccati based feedback stabilization approach to the
coupled system. Using the linearization idea [5, Section 2.1], we define

Ez WD Ev � Ew; (2.4a)

p WD � � �s (2.4b)
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that fulfill the linearized equations

@

@t
Ez � 1

Re
�Ez C .Ew � r/Ez C .Ez � r/Ew C rp D 0; (2.5a)

divEz D 0 (2.5b)

with the same boundary and initial conditions, as in [5]. Furthermore, we define the
stationary diffusion-convection equation

� 1

ReSc
�cEw C .Ew � r/cEw D 0 (2.6)

with similar boundary conditions like those in (2.3). The goal now is to stabilize
cEw, when this field is subject to (small) perturbations. We may for instance imagine
the situation when the field arises from an open-loop controller [13] and thus is a
desired state to be maintained. Let us define

cEz D c � cEw (2.7)

as the difference between the actual concentration c and the stationary concentration
cEw. Using the linearization points (2.4), (2.7) together with (2.6) yields the linearized
diffusion-convection equation

@

@t
cEz � 1

ReSc
�cEz C .Ew � r/cEz C .Ez � r/cEw D 0; (2.8)

defined for t 2 I and Ex 2 � with boundary and initial conditions

cEz D 0 on �in [ �r ;

@cEz
@En D 0 on �wall [ �out ;

cEz.0; Ex/ D 0 in �:

The main goal of boundary feedback stabilization is the asymptotic stabilization
of Ez and cEz, which implies that the actual velocity field fulfills Ev � Ew and the actual
concentration c � cEw, respectively. In the following we are going to apply a finite
dimensional LQR approach, based on a spatial semi-discretization of the linearized
Navier-Stokes (2.5) and diffusion-convection (2.8) equations. The discretization by
finite elements is described in the following subsection.
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2.2 Discretization

We use the same discretization idea for (2.5) as described in [5, Section 2.2] using
the P2 � P1 Taylor-Hood [14] element and end up with the discretized linearized
Navier-Stokes equations

Mz
d

dt
z.t/ D Azz.t/ C Gp.t/ C fz.t/; (2.9a)

0 D GT z.t/ (2.9b)

with nv degrees of freedom for the velocity space and np degrees of freedom for
the pressure space. Equation (2.8) is discretized in space by linear finite elements
yielding

Mc
d

dt
c.t/ D Acc.t/ � REwz C fc.t/ (2.10)

with the nodal vector of discretized concentrations c.t/ 2R
nc , the concentration

mass matrix Mc D M T
c � 0 2R

nc�nc , the concentration system matrix Ac 2R
nc�nc ,

and the reaction term REw that depends on the stationary velocity Ew and couples (2.9)
and (2.10). Similar to the velocity field, the concentration field may be subject to a
control uc acting through the source term fc.t/ WD Bcuc.t/.

After reordering (2.9) and (2.10), we obtain the system of DAEs [15]

2
4

Mz 0 0

0 Mc 0

0 0 0

3
5 d

dt

2
4

z
c
p

3
5 D

2
4

Az 0 G

�REw Ac 0

GT 0 0

3
5

2
4

z
c
p

3
5 C

2
4

Bz 0

0 Bc

0 0

3
5

�
uz

uc

�
: (2.11a)

We assume that only parts of the states z and c are observed. Therefore, we add the
observation equations

�
yz

yc

�
D

�
Cz 0

0 Cc

� �
z
c

�
: (2.11b)

The DAE system (2.11) is of differential index 2 if G has full rank [19]. Since we
use the inf-sup stable Taylor–Hood element, the latter condition is fulfilled. Defining
the block matrices

M D
�
Mz 0

0 Mc

�
; A D

�
Az 0

�REw Ac

�
; QG D

�
G

0

�
; x D

�
z
c

�
;

B D
�
Bz 0

0 Bc

�
; C D

�
Cz 0

0 Cc

�
; u D

�
uz

uc

�
; y D

�
yz

yc

�
;

(2.12)
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(2.9) can be written as

�
M 0

0 0

�
d

dt

�
x
p

�
D

�
A QG
QGT 0

� �
x
p

�
C

�
B

0

�
u; (2.13a)

y D C x: (2.13b)

The matrix pencil

��
A QG
QGT 0

�
;

�
M 0

0 0

��

of the DAE (2.13) has nv C nc � np finite eigenvalues �i 2 C and 2np infinite
eigenvalues �1 D 1 [10].

The DAE system (2.13) has the same structure as the DAE system arising from
the Navier-Stokes equations in [5]; there, the projection approach of [12] is applied
to transform the DAE [5, Equation (6)] into a generalized state space system. The
main difficulty here is that we only want to project the velocity part z of the state
variable x. In the next subsection we show that this is indeed possible by adapting
the projection idea from [12] to our block structured DAE system (2.13).

2.3 Projection Method

In order to adapt the projector definition of [12] to the case of our block matri-
ces (2.12), we define

Q̆ WD Ix � QG. QGT M �1 QG/�1 QGT M �1

D
�
Iv 0

0 Ic

�
�

�
G

0

� ��
GT 0

� �
M �1

z 0

0 M �1
c

� �
G

0

���1 �
GT 0

� �
M �1

z 0

0 M �1
c

�

D
�
Iv 0

0 Ic

�
�

�
G.GT M �1

z G/�1GT M �1
z 0

0 0

�
D

�
˘ 0

0 Ic

�

with the discrete Helmholtz projector ˘ 2 R
nv�nv as defined in [5]. Note that we

have the following equivalences:

˘T z D z ^ c D c ,
�
˘ 0

0 Ic

�T �
z
c

�
D

�
z
c

�
, Q̆ T x D x:

Using (formally) the decomposition ˘ D ‚l‚
T
r as in [12, Section 3], the projection

matrix Q̆ can be decomposed into
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Q̆ D Q‚l
Q‚T

r ,
�
˘ 0

0 Ic

�
D

�
‚l 0

0 Ic

�

„ ƒ‚ …
DW Q‚l

�
‚T

r 0

0 Ic

�

„ ƒ‚ …
DW Q‚T

r

with Q‚T
l

Q‚r D Ix. This decomposition is used to project the discretized velocity z
onto the nv � np dimensional subspace of discretely divergence-free functions as in
[12], without changing the discrete concentration c. Substituting

Qx D Q‚T
l x D

�
‚T

l 0

0 Ic

� �
z
c

�
D

�
‚T

l z
c

�
D

�Qz
c

�
2 R

.nv�np/Cnc

in (2.13) yields

Q‚T
r M Q‚r

d

dt
Qx D Q‚T

r A Q‚r Qx C Q‚T
r Bu;

y D C Q‚r Qx:

We define the projected block structured matrices

M D
�
‚T

r Mz‚r 0

0 Mc

�
; A D

�
‚T

r Az‚r 0

�REw‚r Ac

�
;

B D
�
‚T

r Bz 0

0 Bc

�
; C D

�
Cz‚r 0

0 Cc

� (2.14)

and end up with the generalized state space system

M d

dt
Qx D AQx C Bu; (2.15a)

y D C Qx (2.15b)

with M D MT � 0 2 R
.nv�np/Cnc .

2.4 The Linear-Quadratic Regulator Approach

To test the feedback stabilization approach for a coupled flow problem let us define

q WD
Z

�r

@EncEw ds (2.16)
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as the total flux of the stationary concentration cEw through the obstacle boundary �r .
Analogously to the LQR approach in [5] we define the cost functional

J .c; u.t// WD 1

2

Z 1

0

�

ˇ̌
ˇ̌
Z

�r

@Enc ds � q

ˇ̌
ˇ̌
2

C ju.t/j2 dt (2.17)

measuring the difference of the actual flux of c through �r and q, as well as the
control costs u, in the square of the Euclidean norm. Using the definition (2.16)
in (2.17) we obtain

Z
�r

@Enc ds � q D
Z

�r

@En.c � cEw/ ds D
Z

�r

@EncEz ds:

After discretization, this yields

Ccc D yc

as the observation equation in (2.11b). We do not consider any observation of the
velocity field such that we set Cz D 0 and reduce the output Equation (2.11b)
to y D Ccc. Using this output equation, the minimization problem for the LQR
approach can be written as:

Minimize

J .c.t/; u.t// WD 1

2

Z 1

0

�
�
c.t/T C T

c Ccc.t/
	 C u.t/T u.t/ dt; (2.18)

subject to (2.15a).
Minimizing this cost functional subject to (2.15a) forces the discrete velocity

field z and concentration c asymptotically to zero for t ! 1 so that the actual flow
field Ev and concentration c are expected to approach the stationary velocity field Ew
and the concentration cEw, respectively. Introducing the regularization parameter �

in the first term of (2.18) provides the possibility to achieve qualitatively different
results.

On the one hand, we observe only parts of the concentration c. On the other hand,
we want to influence the whole system only via a control influence on the velocity

field z; that means we define Bc D 0 and reduce the control input to
�
BT

z 0 0
�T

uz

in (2.11). We will skip details about the realization of Bz.
Starting from the setting to minimize (2.18) subject to (2.15a), the whole process

to compute the optimal control u�.t/ D �K Qx�.t/ with the feedback K via a
generalized Newton-ADI iteration analogous to [5] is used. In short, this method
consists in applying Newton’s method to the algebraic Riccati equation obtained
from the LQR problem after (implicitly) projecting onto the space of discretely
divergence-free functions. In each step of Newton’s method applied to an algebraic
Riccati equation, a Lyapunov equation has to be solved. This is a linear system of
equations having tensor structure. As suggested in [6], we employ the alternating
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directions implicit (ADI) method for this purpose. This requires the solution of a
linear system of equations involving the projected system matrices (2.14) in each
ADI step, see also [9]. How to avoid the explicit formation of the projected matrices
following the approach from [12] is discussed in detail in [5] for the Navier-Stokes
case. In the following, we will adapt this to the case of the multi-field flow problem
discussed here. Therefore, we consider a projected system of the form

�
.A.m//T C qiM

	
ƒ D Y (2.19)

in the innermost step of the nested Newton-ADI iteration. Equation (2.19) is of the
same structure as in the Navier-Stokes case and the approach in [12] to avoid this
explicit projection can be applied in a similar way for the coupled flow problem. To
this end we observe that the solution ƒ is determined by solving the linear system

Q̆ �
.A � BK.m//T C qiM

	 Q̆ T ƒ D Q̆ Y;

which is equivalent to solving the saddle point system

�
.A � BK.m//T C qi M QG

QGT 0

� �
ƒ

�
�

D
�
Y

0

�
(2.20)

with the feedback matrix K.m/ in the m-th Newton step and qi the ADI shift in the
i -th ADI step. (“�” denotes an auxiliary quantity not further used.)

The feedback matrix K can then be computed via the generalized low-rank
Cholesky factor Newton method as it is shown in Algorithm 1. The whole algorithm
uses the original large-scale and sparse matrices from (2.11). We will skip details
about shift selection in this paper and refer to [5, 16].

The Newton iteration consists of a number of Newton steps, each of which
requires a certain amount of ADI steps to determine the update for the Newton
iteration [5] and, in our formulation, to directly update the feedback matrix K .
In turn, the saddle point system (2.20) has to be solved for different ADI shifts
qi in every ADI step for a couple of right hand sides during the Newton-ADI
iteration. Solving the large-scale saddle point system efficiently is crucial for a
suitable computation time.

Following the algebra in [5], where the Sherman-Morrison-Woodbury formula is
exploited, one eventually ends up with a system to be solved having the form

�
AT C qi M QG

QGT 0

� �
ƒ

�
�

D
� QY

0

�
:

Using the block matrix definitions (2.12) yields

2
4

AT
z C qi Mz �RT

Ew G

0 AT
c C qi Mc 0

GT 0 0

3
5

„ ƒ‚ …
DWA

2
4

ƒz

ƒc

�

3
5 D

2
4

QYz
QYc

0

3
5
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Algorithm 1 Generalized low-rank Cholesky factor Newton method for coupled
flow problems

Input: Mz; Mc; Az; Ac; G; R
Ew; Bz; Cc, initial feedback K

.0/
z ,

ADI shift parameters qi 2 C
� W i D 1; : : : ; nADI,

tolADI , tolNewton, and regularization parameter �

Output: feedback operator K

1: for m D 1; 2; : : : ; nNewton do

2: W .m/ D
"

0
p

� Cc 0

.K
.m�1/
z / 0 0

#

3: Get
�
V T

1;z V T
1;c

�T
by solving

2
64

AT
z � .K

.m�1/
z /T BT

z C q1Mz �RT
Ew

G

0 AT
c C q1Mc 0

GT 0 0

3
75

2
4

V1;z

V1;c

�

3
5 D p�2Re .q1/ .W .m//T

4: K
.m/
1;z D

h
BT

z V1;zV
T

1;zMz BT
z V1;zV

T

1;cMc

i

5: for i D 2; 3; : : : ; nADI do
6: Get

� QV T
z

QV T
c

�T
by solving

2
64

AT
z � .K

.m�1/
z /T BT

z C qi Mz �RT
Ew

G

0 AT
c C qi Mc 0

GT 0 0

3
75

2
4

QVzQVc

�

3
5 D

2
4

Mz Vi�1;z

Mc Vi�1;c

0

3
5

7:

�
Vi;z

Vi;c

�
D p

Re .qi /=Re .qi�1/

��
Vi�1;z

Vi�1;c

�
� .qi C qi�1/

� QVzQVc

��

8: K
.m/
i;z D K

.m/
i�1;z C

h
BT

z Vi;zV
T

i;zMz BT
z Vi;zV

T

i;cMc

i

9: if
�

jjK
.m/
i;z �K

.m/
i�1;zjjF

jjK
.m/
i;z jjF

< tolADI

�
then

10: break
11: end if
12: end for
13: K

.m/
z D K

.m/
nADI;z

14: if



jjK
.m/
z �K

.m�1/
z jjF

jjK
.m/
z jjF

< tolNewton

�
then

15: break
16: end if
17: end for
18: K D

h
K

.nNewton/
z 0

i

with Mz; Mc symmetric positive definite, G; REw full rank, and qi 2 C
�. The full

system matrix A is indefinite 8qi 2 C
�.

Details about the solution strategy for such block structured indefinite saddle
point systems are not part of this article. Note that the use of preconditioned iterative
solvers is necessary if the dimension of the system grows. In this case the block
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preconditioning ideas in [5, 8] can be extended. However, more details regarding
this have to be postponed to future publications due to space limitations.

In the next section the configurations for the numerical tests used to illustrate our
numerical procedure are introduced.

3 Numerical Examples

The main focus of this section is to verify the usability of the Newton-ADI
iteration described in the previous section to compute the optimal control u.t/

for the linearized version of a diffusion-convection equation coupled with the
linearized Navier-Stokes equations. All computations are based on the finite element
discretization of the reactor model shown in Fig. 1.

The reactor consists of an inflow channel on the left and an outflow channel
on the right. Both have a diameter of 1:0 and a length of 3:0. Inside the reactor
of dimension 5:0 � 7:0 there is a quadratic obstacle of dimension 1:5 � 1:5. The
fluid flows around the obstacle and transports the concentration via the convection
through the domain. Additionally, the concentration is spread due to a diffusion
process. As described above, we assume a fast reaction of the concentration at the
surface �r of the obstacle, such that concentration that arrives at the obstacle is
absorbed immediately.

The coarse discretization depicted in Fig. 1 is refined using a Bänsch refinement
[2]. We apply this refinement strategy as a threefold bisection in the whole domain,
ninefold bisection in the outflow channel and elevenfold bisection on the boundary
of the obstacle, yielding the dimensions in Table 1b. Furthermore, we use heuristic
Penzl ADI shifts for all configurations [16].

The FORTRAN90 based finite element software NAVIER [3] was used to
assemble the matrices representing the finite element discretization. The compu-
tations for the resulting matrix equations were executed in MATLAB R� R2012b on
a a 64-bit server with Intel R� Xeon R� X5650 @2.67 GHz, with 2 CPUs, 12 Cores (6

Fig. 1 Initial triangulation of
the reactor model with
coordinates and boundary
conditions

(0, 3)

(0, 4)

(3, 0) (8, 0)

(3, 7) (8, 7)

(11, 3)

(11, 4)

Γin Γout

Γwall

Γr
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Cores per CPU) and 48 GB main memory available. We refer the reader to [5] for
more details regarding the interaction of both software packages.

3.1 Reynolds Number and Regularization Parameter �

The Newton-ADI method is tested for five different combinations of Reynolds
number Re and Schmidt number Sc, as given in Table 1a. Figure 2 depicts
the convergence behavior of the Newton-ADI method clustered in subfigures for
different regularization parameters. Each subfigure shows the evolution of the
relative change

jjK.m/ � K.m�1/jjF
jjK.m/jjF

of the feedback matrix dependent on the Newton step m for all different
sets in Table 1a. It shows that the graphs group for the different products of
Re Sc 2 f1; 10; 100g. If the product becomes larger, the Newton-ADI iteration needs
more steps to converge. Note that the convergence for the set with larger Reynolds
number is slightly slower within the group.

The regularization parameter � penalizes the output y in the cost func-
tional (2.18); that means the computed feedback K should stabilize our system
more efficiently. This is reflected in the increasing number of Newton steps for
increasing �. Nevertheless, the Newton-ADI method computes the feedback matrix
K for all settings to a suitable accuracy.

The quadratic convergence of the Newton iteration highly depends on the
accuracy of the ADI method. In Fig. 2e stagnation appears for Set V during the
iteration. In that case we would need to use a higher ADI accuracy. We analyze this
phenomenon in more detail in the next subsection.

Table 1 Test parameter settings

Set Re Sc

I 1 1

II 1 10

III 10 1

IV 1 100

V 10 10

(a) Different parameter settings.

Variable Dimension

nv 9 092

nc 1 187

np 1 276

nx 11 555

(b) Different dimensions of FE space.
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1 3 5 7 9 11 13 15 17

100
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Fig. 2 Influence of Reynolds/Schmidt numbers and regularization parameter � on the Newton-
ADI convergence (tolNewton D 10�8; tolADI D 10�7)
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Fig. 3 Influence of tolADI for Newton-ADI convergence (tolNewton D 10�8, Set V: Re D 10; Sc D
10)

3.2 ADI Tolerance vs. Newton Convergence

Figure 3 illustrates the influence of the ADI accuracy. We increase the ADI
accuracy to avoid the observed stagnation for Set V. Figure 3a shows that for
tolADI D 10�8 stagnation still occurs. For tolADI D 10�9 the Newton iteration
converges quadratically. The higher ADI accuracy implies more ADI steps, as it
is depicted in Fig. 3b. In total, the Newton-ADI with a higher ADI accuracy needs
more time, although we can save one Newton step. To avoid these problems we will
extend the idea of inexact Newton methods for the standard state space case worked
out theoretically in [11] and for practical implementations in [7] to the structured
DAE problems in the future. The difficulty here is the necessity for the projected
ADI residuals in order to perform the accuracy control but also avoiding the explicit
projection. A formulation of the index-2 ADI that has this capability is currently
being investigated.

Conclusions and Outlook
In this report, we have extended the Riccati feedback stabilization approach
for incompressible Navier-Stokes flows developed by Raymond in [17, 18]
to a multi-field flow setting. For this purpose, we have coupled the Navier-

(continued)
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Stokes equations with a convection-diffusion equation modeling the passive
transport of a reactive species in a fluid.

We have extended the numerical method detailed in [5] for stabilization
of the perturbed Navier-Stokes equations to this setting. For a proof-of-
concept, we have used a merely academic problem configuration and tested
our algorithm on this setting. The numerical results indicate that the Newton-
ADI framework from [5] extended to the coupled problem can be used to
robustly solve for the Riccati feedback in a regime of modest Reynolds and
Schmidt numbers.

Future work will include the extension of our approach in several direc-
tions. This includes the development of efficient preconditioners for the saddle
point problems to be solved in the innermost step of the Newton-ADI method
for the coupled setting, the extension to higher Reynolds/Schmidt numbers
(though highly turbulent flow can probably not be tackled by this stabilization
method), and the adaptation of our approach to more complicated multi-
field flow problems. The latter also requires the extension of Raymond’s
functional analysis framework to coupled stabilization problems, as well
as a convergence analysis for the computed finite-dimensional feedback
operators and an investigation of their stabilization properties for the infinite-
dimensional system.
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