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Channel Robust MFCCs for Continuous Speech 
Speaker Recognition 

Sharada Vikram Chougule and Mahesh S. Chavan  

Abstract. Over the years, MFCC (Mel Frequency Cepstral Coefficients), has been 
used as a standard acoustic feature set for speech and speaker recognition. The 
models derived from these features gives optimum performance in terms of recog-
nition of speakers for the same training and testing conditions. But mismatch be-
tween training and testing conditions and type of channel used for creating speaker 
model, drastically drops the performance of speaker recognition system. In this 
experimental research, the performance of MFCCs for closed-set text independent 
speaker recognition is studied under different training and testing conditions. 
Magnitude spectral subtraction is used to estimate magnitude spectrum of clean 
speech from additive noise magnitude. The mel-warped cepstral coefficients are 
then normalized by taking their mean, referred as cepstral mean normalization 
used to reduce the effect of convolution noise created due to change in channel be-
tween training and testing. The performance of this modified MFCCs, have been 
tested using Multi-speaker continuous (Hindi) speech database (By Department of           
Information Technology, Government of India). Use of improved MFCC as com-
pared to conventional MFCC perk up the speaker recognition performance  
drastically. 
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1 Introduction 

The largest challenge to use speaker recognition technology is the channel   varia-
bility, which refers to changes in channel effects between enrolment and  succes-
sive recognition (verification/identification).This mismatch between training and 
testing, greatly degrades the performance of automatic speaker recognition sys-
tems (e.g.[1],[2]). The most widely used speech recognition features are the Mel 
Frequency Cepstrum Coefficients (MFCCs), which are also used for speaker rec-
ognition. The wide-spread use of the MFCCs is due to the low complexity of the 
estimation algorithm and their good performance for automatic speech and speak-
er recognition tasks under clean and matched conditions [3],[6]. However, MFCCs 
are easily affected by common frequency localized random  perturbations, to 
which human perception is largely insensitive. MFCC’s lack of robustness in noi-
sy or mismatched conditions have led many researchers to investigate robust va-
riants of MFCCs. Studies in [5] had shown that estimation of both vocal source 
and vocal track related features were extracted by denoising the speech and using 
MFCC with wavelet octave coefficients of residues (WOCOR). Furthermore, dy-
namic cepstral features such as delta and delta-delta cepstral have been shown to 
play an essential role in capturing the transitional characteristics of the speech sig-
nal. So, delta MFCC, delta-delta MFCC, and other related features such as delta 
cepstral energy (DCE) and delta-delta cepstral energy (DDCE) are also has been 
introduced into the speaker recognition systems [7]. Also several acoustic features, 
like MFCC, LPCC, PLP are admired and extensions of these (frequency-
constrained LPCC, LFCC) and new features called PYKFEC [6],[8],[9] are eva-
luated over on the different conditions and measured their respective contribution 
to feature fusion. 

In this work, we design a front-end that is motivated from auditory perception. 
The speech signal is improved by pre-processing, done with the help of speech ac-
tivity detection for detecting speech portion in continuous speech and  also to de-
termine voiced and unvoiced part of the speech. Magnitude spectral  subtraction 
is used to estimate magnitude spectrum of clean speech from noisy speech magni-
tude and cepstral mean normalization to reduce convolution distortion in slowly 
varying channel. 

The organization of this paper is as follows: in Section 2, we provide the theo-
retical background of speech pre-processing. In Section 3, the proposed improved 
feature extraction algorithm using MFCC is presented. In Section 4, the perfor-
mance of the improved features is evaluated under different recording conditions 
in terms of recognition. Conclusions are presented in Section 5. 

2 Speech Pre-processing 

As features related to speech as well as speaker are present in spectral content, it is 
desired to have input speech to the recognition system to be as clean as possible. 
This is especially required for different recording devices and transmission    
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channels. Therefore we have pre-processed the speech using speech activity       
detection and pre-emphasis filtering. The pre-processing of speech before actual 
feature extraction will help to eliminate some part of noise as well as raw speech 
data.  

2.1 Speech Activity Detection (SAD) 

The fundamental problem in many speech and speaker recognition systems is to 
separate our speech signal from non-speech part such as silence and various types 
of noise and disturbances. Speech activity detection is an algorithm used in speech 
processing wherein, the presence or absence of human speech is detected from the 
audio samples. The primary function of it is to provide an indication of speech 
presence in order to facilitate speech processing as well as possibly providing de-
limiters for the beginning and end of a speech segment. As our database for train-
ing and testing consists of continuous speech, there is possibility of voice inactive 
or silence segments. We have used SAD to acquire a speech segment, eliminating 
non-speech part such as silence and noise. Thus it is possible to distinguish speech 
and silence/noise and to get feature vectors better representing true speech  
characteristics.  

The discriminative characteristics of the speech can be extracted in time       
domain, spectral domain or cepstral domain. As signal energy remains the basic of 
the feature vector, we have used Energy-based SAD [14]. Here it assumed that 
speech is louder than silence and background noise. Therefore we can assign high 
energy frames as speech, whereas low energy frames as silence or noise. Speech is 
detected when the energy estimation lies over the threshold. Short-time energy is 
used to distinguish voiced speech and zero-crossing rate is used to distinguish    
unvoiced part. We set two constant thresholds in SAD. If achieve the higher one, 
decide voiced speech. If between the higher threshold and the lower one, calculate 
the zero-crossing rate to decide whether it is unvoiced speech or noise. A problem 
here is obvious: If the input SNR is low (small speech amplitude), after the     
normalization of SAD, it is more likely to decide noise as speech since it has a 
relative large energy. Thus, to choose proper decision thresholds and keep large 
SNR are very important. We get the best by trying and adjusting. 

As shown in figure (1), the combination of energy and zero crossing rate is 
used to distinguish voiced part and unvoiced part of the speech signal. It is        
observed that energy is high for voiced part and low for unvoiced part, whereas 
zero crossing rates are low for voiced part and high for unvoiced part. Thus, a 
burst of energy in a stipulated time is used to recognize a voiced speech whereas 
based on assumption that zero crossing rate of speech and noise are different, it is 
possible to distinguish speech and noise. 
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Fig. 1 Energy and zero-crossing rate of speech signal in speech activity detector 

2.2 Pre-emphasis 

In next step, the speech signal is emphasized using a highpass filter. Speech spec-
trum has more energy at low frequencies compared to high frequencies. This is 
due to nature of glottal pulse. This is called as spectral tilt. Pre-emphasis boosts 
the high-frequency part that was suppressed during the sound production    
mechanism of humans. Moreover, it can also amplify the importance of high-
frequency formants.                         

The speech signal s(n) is sent to a high-pass filter:                   ݕሺ݊ሻ ൌ ሺ݊ሻݏ െ ܽ כ ሺ݊ݏ െ 1ሻ                                            (1)   

where s(n) is the output signal and the value of a is usually between 0.95 and 0.97. 
The z-transform of the filter is:      

ሻݖሺܪ                             ൌ 1 െ ܽ כ  ଵ                                                (2)ିݖ

which is an FIR highpass filter. Here we choose a=0.97. 

3 Improved MFCC  

Mel Frequency Cepstral Coefficients (MFCC) is one of the most commonly used 
feature extraction technique used in speech and speaker recognition systems. The 
technique is so-called FFT-based, which means that feature vectors are extracted 
from the frequency spectra of the windowed speech frames. MFCCs can be con-
sidered as: (a) as a filter-bank processing adapted to speech specificities and (b) as 
a modification of the conventional cepstrum, a well known deconvolution  
technique based on homomorphic processing. 

The following section discusses various steps to get channel robust MFCCs. 
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3.1 Framing and Windowing  

Though the speech signal is constantly changing, it is assumed to have quasi-
stationary spectral characteristics over short time interval. Therefore, speech sig-
nal is processed in small chunks called frames. Framing divides the speech  signal 
to get piecewise stationarity. The purpose of windowing is to limit the time inter-
val to be analyzed so that the properties of the waveform do not change  apprecia-
bly. For this, speech is usually segmented in frames of 20 to 30 msec. A typical 
frame overlap is around 30 to 50 % of the frame size. The purpose of the overlap-
ping analysis is that each speech sound of the input sequence would be approxi-
mately centered at some frames. Simply cutting out speech signal into frames is 
equivalent to using rectangular window. But as rectangular window causes discon-
tinuities at the edges of the segments, smooth tapers (like Hamming or Hanning) 
are usually used. Thus each frame is multiplied with a hamming  window in order 
to keep the continuity of the first and the last points in the frame. 

 

Fig. 2 One frame of voiced speech multiplied by Hamming window 

3.2 Spectral Analysis 

Spectral analysis is required to determine the spectral contents of the speech signal 
from a finite time samples obtained through framing and windowing. It gives the 
knowledge of distribution of power over frequency. Short time fourier transform 
(STFT) is a tool most widely used for speech signal analysis. Given the time series 
of speech signal s(n), the STFT at time n is given as: ܵሺ݊, ሻݓ ൌ ∑ ሺ݉ݓሺ݉ሻݏ െ ݊ሻ݁ି௝௪௠ஶ௠ୀିஶ                               (3) 

where w(n) is the analysis window (of length N), which is assumed to be non-zero 
only in the interval 0 to N-1. The estimated power spectrum contains details of 
spectral shape as well as spectral fine components. Here the length of 
frame/window decides the resolution in time and frequency domain. A short frame 
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width gives high time resolution and low frequency resolution, whereas long 
frame width gives low time resolution but high frequency resolution. A small 
window length (results in wider bandwidth) can capture fast time varying       
components (e.g. in rapid conversational speech), whereas a longer window length 
(narrow bandwidth) gives better information about sinusoidal components (e.g. 
harmonics of formants). Thus, we can say that short time window (approximately 
5-10 msec) will represent vocal fold details (source information) whereas longer 
duration window (approximately 20-30 msec) gives vocal track details (filter  
characteristics) considering source-filter model of human speech production  
mechanism.  

3.3 Spectral Subtraction (SS) 

The magnitude or power estimate obtained with STFT is susceptible to various 
types of additive noise (such as background noise). To compensate for additive 
noise and to restore the magnitude or power spectrum of speech signal, spectral 
subtraction is used. Magnitude of the spectrum over short duration (equal to frame 
length) is obtained eliminating phase information. Here spectrum of noise is    
subtracted from noisy speech spectrum, therefore the name spectral subtraction. 
For this, noise spectrum is estimated and updated over the periods when signal is 
absent and only noise is present [18]. Thus speech signal is enhanced by eliminat-
ing noise. 

In case of additive noise, we may write the noise contaminated speech signal as : 

ሺ݅ሻݕ      ൌ ሺ݅ሻݏ ൅ ݊ሺ݅ሻ                                                     (4) 

where  n(i)  is some noise signal. 
In frequency domain (considering linear operation) we can write,   

 ܻሺ݇ሻ ൌ ܵሺ݇ሻ ൅ ܰሺ݇ሻ                                                      (5) 

Assuming n(i) with zero mean and is uncorrelated with x(i), the power spectrum of 
y(i) can be written as: |ܻሺ݇ሻ|ଶ ൌ |ܺሺ݇ሻ|ଶ ൅ |ܰሺ݇ሻ|ଶ                                        (6)     

Using (6), it is possible to estimate |ܺሺ݇ሻ|ଶ as: | ෠ܺሺ݇ሻ|ଶ ൌ |ܻሺ݇ሻ|ଶ െ | ෡ܰሺ݇ሻ|ଶ                                          (7)  

where | ෡ܰሺ݇ሻ|ଶ is some estimate of noise. 
One way to estimate this noise is to average |ܻሺ݇ሻ|ଶ over the sequence of 

frames known to be non-speech (by using speech activity detection):  
 

                               | ෡ܰሺ݇ሻ|ଶ ൌ ଵெ ∑ | ௧ܻሺ݇ሻ|ଶெିଵ௧ୀ଴                                                (8) 

 



Channel Robust MFCCs for Continuous Speech Speaker Recognition 563 

 

 

Fig. 3 Effect of Spectral Subtraction on noisy speech signal  

As observed in figure (3), the noisy speech signal (contaminated by background 
noise) processed with magnitude spectral subtraction improves the spectral      
content of the speech signal by removing noise. This helps to extracts the true   
features of the speaker from his/her speech. 

3.4 Mel-scale Bank and Cepstral Analysis 

The mel scale is based on an empirical study of the human perceived pitch or fre-
quency. The scale is divided into the units of “mel” s. The mel scale is generally 
speaking a linear mapping below 1000 Hz and logarithmically spaced above that 
frequency[3], [6]. The mel frequency warping is most conveniently done by utiliz-
ing filter bank with filters centered according to mel frequencies. The width of the 
triangular filters vary according to the mel scale, so that the log total energy in a 
critical band around the centre frequency is included. The result after warping is a 
number of coefficients Y(k): 

            

ܻሺ࢑ሻ ൌ  ෍ ૛ࡺሺ࢐ሻࡿ
࢐ୀ૚  ࢑ሺ࢐ሻ                                                         ሺ9ሻࡴ

Using N point IDFT, the cepstral coefficients are calculated by transforming log 
of the quefrency domain coefficients to the frequency domain as: 

                               ܿሺ݊ሻ ൌ ଵே  ∑ ܻሺ݇ሻ݁௝ೖమഏಿ௡ேିଵ௞ୀ଴                                  (10) 

which can be simplified, because Y(k) is  real and symmetric about N/2, by       
replacing the exponential by a cosine: 
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                                ܿሺ݊ሻ ൌ ଵே  ∑ ܻሺ݇ሻcos ሺ݇ ଶగே ݊ሻேିଵ௞ୀ଴                                 (11) 

 
A reliable way of obtaining an estimate of the dominant fundamental frequency 
for long, clean, stationary speech signals is to use the cepstrum.  The cepstrum is a 
Fourier analysis of the logarithmic amplitude spectrum of the signal.  If the log 
amplitude spectrum contains many regularly spaced harmonics, then the Fourier 
analysis of the spectrum will show a peak corresponding to the spacing between 
the harmonics: i.e. the fundamental frequency.   

3.5 Normalization of Cepstral Coefficients 

Cepstral mean normalization (CMN) is an alternate way to high-pass filter  cep-
stral coefficients. In  cepstral mean normalization the mean of the cepstral  vectors 
c(n), is subtracted from the cepstral coefficients of that utterance on a   sentence-
by-sentence basis: 

ሺ݊ሻݕ                     ൌ ܿሺ݊ሻ െ ଵே ∑ ܿሺ݊ሻே௡ୀଵ                                         (12) 

Here we try to enhance the characteristics present in speech signal and reduce the 
channel effects on speech signal by computing the mean over finite number of 
frames. To compensate the channel effect, the channel cepstrum can be removed 
by subtraction of the cepstral mean. This temporal mean is a rough estimate of the 
channel response. 

4 Experiments and Results 

The proposed improved MFCC coefficients extracts the features on frame by 
frame basis. We use the standard MFCCs as the baseline features.  Speech        
pre-processing is performed before framing. Each frame is multiplied with a 30 
ms Hamming window, shifted by 20 msec. From the windowed frame, FFT is 
computed, and the magnitude spectrum is subtracted using MMSE (Maximum 
Mean Square Error ) algorithm. These samples are filtered with a bank of 13      
triangular filters spaced linearly on the mel-scale. The log-compressed filter     
outputs are converted into cepstral coefficients by DCT, and the 0th cepstral      
coefficient is ignored.  The cepstral coefficients thus obtained are normalized by 
cepstral mean technique discussed earlier. Further speaker models are generated 
by the LBG/VQ clustering algorithm [16]. The quantization distortion with 
Euclidean distance is used as the matching function. The number of MFCCs and 
model sizes were fixed to 12 and 64, respectively. The effect of the number of 
MFCCs was also studied. Increasing the number of coefficients improved the 
identification accuracy up to 10–15 coefficients, after which the error rates       
stabilized. Therefore, we fixed the number of coefficients to 12. 
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4.1 Database 

Speaker recognition (identification) experiments have been conducted to test the 
performance of the proposed algorithm. For performance evaluation, we have used 
the multi-speaker, continuous (Hindi) speech database generated by TIFR, Mum-
bai (India) and made available by Department of Information Technology, Gov-
ernment of India. The database contains a total of approximately 1000 Hindi sen-
tences, a set of 10 sentences read by each of 100 speakers. These 100 sets of 
sentences were designed such that each set is `phonetically rich' [17]. The speech 
data was simultaneously recorded using two microphones: one good quality, 
close-talking, directional microphone and another desk-mounted Omni-directional 
microphone.  

4.2 Database Set and Performance 

(I) Database Set I- Continuous Speech Hindi Database (100 speakers, 59  
Male and 41 female speakers) 
 

Training Set- Recorded with close-talking, directional microphone      
Testing Set - Recorded with close-talking, directional microphone      

Table 1 Identification Results of Speaker Recognition with baseline MFCC 

Feature  
Extraction 
 Technique 

Training Database Testing Database Result  
(%) 
Identification  

 

Baseline 
MFCC 

Phonetically Rich Phonetically Rich 100  

Baseline 
MFCC 

Phonetically Rich Broad Acoustic 
Class of phonemes 
in different phonet-
ic contexts 

99 

Baseline 
MFCC 

Broad Acoustic Class 
of phonemes in dif-
ferent phonetic con-
texts 

Broad Acoustic 
Class of phonemes 
in different phonet-
ic contexts 

88 

Baseline 
MFCC 

Broad Acoustic Class 
of phonemes in dif-
ferent phonetic con-
texts 

Phonetically Rich 98 
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(II) Dataset-II 
 
Continuous Speech Hindi Database (97 speakers, 59 Male and 38 female) 
Training Set- Recorded with close-talking, directional microphone      
Testing Set - Recorded with desk-mounted Omni-directional microphone 

Table 2 Identification Results of Speaker Recognition with modified MFCCs under 
phonetically rich condition 

Feature 
Extraction  
Technique 

Training 
Database 

Testing 
Database 

Result 
(%) 

Identification 
Baseline MFCC Phonetically 

Rich 
Phonetically 
Rich 

15.46 

Baseline MFCC 
with CMN 

Phonetically 
Rich 

Phonetically 
Rich 

52.57 

Baseline MFCC 
with SS 

Phonetically 
Rich 

Phonetically 
Rich 

60.82 

Baseline MFCC 
with CMN & SS 

Phonetically 
Rich 

Phonetically 
Rich 

88.65 

Table 3 Identification Results of Speaker Recognition with modified MFCCs under 
phonetically mismatched condition 

Feature 
Extraction Tech-
nique 

Training 
Database 

Testing 
Database 

Result 
(%) 

Identification 
Baseline MFCC Phonetically 

Rich 
Broad Acoustic 
class of phonemes 

9.27 

Baseline MFCC 
with CMN 

Phonetically 
Rich 

Broad Acoustic 
class of phonemes 

32.61 

Baseline MFCC 
with SS 

Phonetically 
Rich 

Broad Acoustic 
class of phonemes 

44.33 

Baseline MFCC 
with CMN & SS 

Phonetically 
Rich 

Broad Acoustic 
class of phonemes 

74.22 
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Fig. 4 Comparison of Robustness of MFCCs for Speaker Identification    

5 Conclusion 

In this work, we have evaluated the performance of baseline MFCCs as well as 
modified MFCCs under two different recording conditions, one recorded with close-
talking, directional microphone and other recorded with desk-mounted   Omni-
directional microphone. The baseline MFCC gives optimum recognition perfor-
mance for same training and testing conditions, recorded with close-tracking direc-
tional microphone (clean speech). Whereas the speaker  recognition performance to-
tally fall down (100 % to 15.46 %) under different training and testing conditions, 
which proves that MFCC is very susceptible to mismatched conditions. 

It is observed that, percentage correct identification rate of the system is       
improved by modifying MFCCs with magnitude spectral subtraction and cepstral 
mean normalization. The combination of spectral subtraction and cepstral mean 
normalization compensates the adverse effect of channel mismatch. Modified 
MFCCs improves the performance of speaker recognition system from 15.46 % to 
79.38 % when both training and testing data is phonetically rich and 9.27% to 
74.22 % when under acoustically mismatched training and testing data.             
Experimental results demonstrate the effectiveness and robustness of the modified 
MFCCs as compared to regular MFCCs in different recording conditions. From 
results it is observed that the nature of speech (clean or noisy) and  characteristics 
of speech (phonetical contents) also plays an important role for extracting true 
speaker related features in individual’s speech. 
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