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Preface

This Edited Volume contains a selection of refereed and revised papers originally
presented at the International Symposium on Signal Processing and Intelligent
Recognition Systems (SIRS-2014), March 13–15, 2014, Trivandrum, India. SIRS-
2014 provided a forum for the sharing, exchange, presentation and discussion of
original research results in both methodological issues and different application ar-
eas of signal processing and pattern recognition.

Credit for the quality of the symposium proceedings goes first and foremost to the
authors. They contributed a great deal of effort and creativity to produce this work,
and we are very thankful that they chose SIRS-2014 as the place to present it. All
the authors who submitted papers, both accepted and rejected, are responsible for
keeping the SIRS program vital. The program committee received 134 submissions
from 11 countries: India, United Kingdom, Iran, Saudi Arabia, Macao, Kazakhstan,
Algeria, Egypt, France and USA. The program committee had a very challenging
task of choosing high quality submissions. Each paper was peer re-viewed by at least
three or more independent referees of the program committee and the papers were
selected based on the referee recommendations. The technical program of SIRS’14
comprises of 52 papers including 6 short papers. The selected papers offer stimulat-
ing insights into signal processing and intelligent recognition systems.

The success of such an event is mainly due to the hard work and dedication of
a number of people and the collaboration of several institutions. We are grateful to
the members of the program committee for reviewing and selecting papers in a very
short period of time. Many thanks to all the Chairs and their involvement and support
have added greatly to the quality of the symposium. We also wish to thank all the
members of the Steering Committee, whose work and commitment were invaluable.
We would like to express our sincere gratitude to local organizing committees that
has made this event a success. Our special thanks also to the keynote speakers and
tutorial presenters for their effort in preparing the lectures. The EDAS conference
system proved very helpful during the submission, review, and editing phases.

We wish to express our sincere thanks to Thomas Ditzinger, Senior Editor, En-
gineering/AppliedSciences Springer-Verlag and Janusz Kacprzyk, Series Editor for
their help and cooperation.



VI Preface

Finally, we hope that you will find this edited book to be a valuable resource in
your professional, research, and educational activities whether you are a student,
academic, researcher, or a practicing professional.

Alexander Gelbukh
Sabu M. Thampi

Jayanta Mukhopadhyay
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Ear Recognition Using Texture Features –  
A Novel Approach 

Lija Jacob and G. Raju 

Abstract. Ear is a new class of relatively stable biometric that is invariant from 
childhood to old age. It is not affected with facial expressions, cosmetics and eye 
glasses. Human ear is one of the representative human biometrics with uniqueness 
and stability. Ear Recognition for Personal Identification using 2-D ear from a side 
face image is a challenging problem. This paper analyzes the efficiency of using 
texture features such as Gray Level Co-occurrence Matrix (GLCM), Local Binary 
Pattern (LBP) and Gabor Filter for the recognition of ears. The combination of 
three feature vectors was experimented with. It is found that the combination gives 
better results compared to when the features were used in isolation. Further, it is 
found that the recognition accuracy improves by extracting local texture features 
extracted from sub-images. The proposed technique is tested using an ear database 
which contains 442 ear images of 221 subjects and obtained 94.12% recognition 
accuracy. 

Keywords: Ear recognition, texture features, co-occurrence matrix, Local Binary 
Pattern, Gabor Filter. 

1 Introduction 

There are many established human traits that can be used as a biometric like fin-
gerprint, face, voice and iris. Despite extensive research, many problems in these 
methods remain largely unsolved. In security situations, active identification me-
thods like fingerprint or iris recognition may not be suitable. Hence over the last 
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few decades, ear biometrics has been widely paid attention due its promising cha-
racteristics like friendliness, uniqueness and stability etc. Human ear is a perfect 
data for physiological, passive person identification, which can be applied to pro-
vide security in the public places [1] [2] [3].  Human ears have been used as a ma-
jor feature in the forensic science for many years. Ear prints found on the crime 
scene have been used as a proof in over hundred cases in many countries especial-
ly United States and Netherlands [4].  

Ear satisfies all the properties that should be possessed by a biometric such as 
universality, uniqueness and permanence [6]. It has a rich and firm structure that 
changes little with age and does not suffer from changes in facial expression or 
make-up effects. It is firmly fixed in the middle side of the head so that the imme-
diate background is predictable. The ear is large, compared with iris, retina and 
fingerprint that make it more easily captured at distance with or without the know-
ledge of examined person; thus unlikely to cause anxiety as that may happen with 
the iris and retina measurements.  

Human ear contains large amount of precise and unique features that allows for 
human individualization. The characteristic appearance of the human outer ear (or 
pinna) is formed by several morphological components such as the outer helix, the 
antihelix, the lobe, the tragus, the antitragus, and the concha. The external ear flap, 
known as the pinna, of a human is shown in Fig 1. It has been proved through stu-
dies that finding two ears which are wholly identical are almost unfeasible. Even 
though the left and the right ear of the same individual show some similarities, 
they are not symmetric [6].  Consequently, ear biometrics is suitable for security, 
surveillance, access control and monitoring applications. 

Ear has proved its competency in multimodal recognition. A multimodal sys-
tem where face features are combined with ear is found more accurate than a  
unimodal system with face or ear features taken separately [19] [20] [21]. 

 

Fig. 1 The human outer ear (Pinna) 

As in every biometric method, the steps involved in ear biometrics are  
Image acquisition (side face image), Image preprocessing, Shape Segmentation / 
Localization (cropping the ear images either manually or automatic), Ear detec-
tion, Feature Extraction and Ear recognition/Verification. 

Automatic ear recognition has become one of the challenging areas of research 
in ear biometrics. In any recognition phase, the key task is to explore discrimina-
tive information and extract features accordingly. Major works in automatic ear 
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recognition includes structure-based ear recognition and statistic-based ear recog-
nition methods [13]. Structure based methods focus on extracting feature vectors 
with geometrical structure of the ear [25] [28]. This method is susceptible to light 
and imaging angles, resulting in poor robustness. The statistic-based methods use 
global features of ear image for recognition. It includes principal component anal-
ysis, independent component analysis, kernel principal component analysis, and 
moment invariants [5] [13]. The statistic-based method is easy to extract and has 
better performance in response to noise. However, the computational complexity 
becomes very high when the dimension of statistical features increases. 

The texture analysis represents a kind of local and structural features including 
not only statistical information, but also structural information. Hence, to describe 
ear images, the texture descriptors suits better than the structural or statistical  
approach [12]. 

In this paper we have implemented some of the standard feature extraction  
methods for ear recognition, including geometrical, texture and transform features. 
We carried out a performance analysis by considering the feature extraction  
methods in isolation and also by combining some of the prominent texture feature 
extraction methods. 

The paper proposes a block segmentation method of the ear images for more 
accurate results. In order to verify the effectiveness of the block segmentation me-
thod, texture feature extraction methods such as Gabor Filter, LBP and GLCM in 
isolation and combination were applied both on non blocked images (full images) 
and on blocked images .The experimental results of the methods indicate that the 
recognition rate is significantly increased in the block segmentation method. 

2 A Review on Automatic 2D Ear Recognition Techniques 

Ear features are potentially a promising biometric for use in human identification 
[1][2]. There exist many methods to perform ear recognition. Mark Burge and 
Wilhelm Burger reported the first attempt to automate the ear recognition process 
in 1997 [1]. They used a mathematical graph model to represent and match the 
curves and edges in a 2D ear image. Later Belen Moreno et.al [9] described a fully 
automated ear recognition system based on features such as ear shape and wrin-
kles. Since then, researchers have proposed numerous feature extraction and 
matching schemes, based on computer vision and image processing algorithms, 
for ear recognition. This ranges from simple appearance-based methods such as 
principal component analysis and independent component analysis to more so-
phisticated techniques based on scale-invariant feature transforms, local binary 
patterns, wavelet transforms, and force fields [6].  

Some ear recognition methods were based on geometric features [25] [28] and 
force field transformation method developed by Hurley et al. [8] but were very 
sensitive to poses. Some are based on algebraic features like “eigen-ear” approach 
[1][2].Algebraic features are extracted  based on statistics theory which does not 
give good results in all scenarios. Lu Lu et.al [7] have experimented on ear shape 
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features for recognition. Active Shape Models (ASMs) were applied to model the 
shape and local appearance of the ear in a statistical manner. Steerable features 
from the ear images, which could predetermine rich discriminate information of 
the local structural texture and shape location, were also extracted in the work.  

Texture analysis represents a kind of local and structural features which in-
cludes both statistical and structural information. In the early 1970s, Haralick et al. 
has proposed to use co-occurrence statistics to describe texture features [16], but 
these features were not much appreciated in direct human vision. Until recently, 
Gabor filter method has been considered state-of-the-art in texture analysis by 
many researchers [17].This approach has shown very good performance because 
of the combination of spatial frequencies and local edge information. Although 
theoretically simple, Gabor filtering tends to be computationally very demanding, 
especially with large mask sizes. It is also affected by varying lighting conditions. 

Local Binary Pattern (LBP) has proved its efficiency in texture analysis [18]. 
LBPs described the comparative change of gray values between the samples in the 
circular local neighborhood as texture structural features and made a statistical 
analysis for these texture features using texture spectrum histogram. LBP operator 
with small radius cannot describe the texture information of images effectively 
because of the presence of structural information on a larger scale. Hence it is ne-
cessary to use multi-resolution versions. Ojala [26] developed original LBP and 
made it a more flexible operator which is in circular form with discretionary ra-
dius and neighborhoods. This makes it possible to acquire different resolution 
LBP operators.  

3 Theoretical Background 

Each ear recognition/verification system consists of feature extraction algorithm 
and feature vector comparison using classification methods. Fig 2 depicts major 
components in an Ear recognition system.   

 

Fig. 2 Components of an Ear Recognition System 

A concise description of the three major texture based feature extraction  
method is explained below. 
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3.1 Feature Extraction Methods 

In pattern recognition, feature extraction is a special form of dimensionality reduc-
tion. The large input data will be transformed into a reduced representation set of 
features (also named features vector). A better-quality feature extraction algorithm 
simplifies the amount of resources required to describe the large set of data  
and ensures accuracy. The major features experimented in this work includes  
Gray level co-occurrence matrix (GLCM), Local Binary Pattern (LBP) and Gabor 
Filter. 

Gray Level Co-occurrence MATRIX (GLCM) 
Gray Level Co-occurrence Matrices (GLCM) is one of the prominent techniques 
used for image texture analysis. A co-occurrence matrix of an image is the distri-
bution of co-occurring values at a given offset. Gray Level Co-occurrence Matrix, 
GLCM (also called the Gray Tone Spatial Dependency Matrix) is a tabulation of 
how often different combinations of pixel brightness values (gray levels) occur in 
an image.  

GLCM estimates image properties related to second-order statistics. A GLCM 
is a matrix where the number of rows and columns is equal to the number of gray 
levels, N, in the image. The matrix element P(i, j | d, θ) is the relative frequency 
with which two pixels, separated by distance d, and in direction specified by the 
particular angle (θ) , one with intensity i and the other with intensity j. Each entry 
(i,j) in GLCM corresponds to the number of occurrences of the pair of gray levels 
i and j which are at a distance d apart in original image. The distance parameter 
can be selected as one or higher. In our work, d value is set to 1. Haralick [16] 
proposed 14 statistical features for characterizing the co-occurrence matrix con-
tents and estimating the similarity. To reduce the computational complexity, only 
four relevant features that are widely used in literature were chosen. The features 
computed are shown in the Table 1. 

Table 1 GLCM Properties 

Property Formula 

Contrast ,,  

Entropy , ,,  

Energy 

 ,,  

Homogeneity ,1,  
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Local Binary Pattern (LBP) 
The LBP operator is a theoretically simple yet one of the best performing texture 
descriptors. It has been widely used in various applications [15][23]. It has proven 
to be highly discriminative and the key advantages, namely, its invariance to mo-
notonic gray-level changes and computational efficiency, make it suitable for de-
manding image analysis tasks [5]. The operator labels the pixels by comparing the 
neighborhoods with the center value. The result is recorded as a binary number. 
The binary derivatives are used to form a short code to describe the pixel neigh-
borhood which can be used as a texture descriptor. 

The LBP, by definition, is invariant to monotonic changes in gray scale; it was 
supplemented by an independent measure of local contrast (C). Fig. 3 shows how 
the contrast measure (C) is derived. The average of the gray levels below the cen-
ter pixel is subtracted from that of the gray levels above (or equal to) the center 
pixel. Two-dimensional distributions of the LBP and local contrast measures can 
be used as features [23]. 

In the proposed work, the multiscale LBP is calculated where the arbi-
trary circular neighborhoods are considered [26]. Fig 4 shows the multiscale circu-
larly symmetric neighbor sets of LBP with different values of P and R where P is 
the number of neighbors considered and R the radius. 

 

 
 

Fig. 3 Calculating the original LBP code and Local contrast measure 

 
 

Fig. 4 Multiscale circularly symmetric neighbor sets of LBP 

The value of LBP code of a pixel (xc, yc) is given by (1) where gc corresponds to 
the gray value of the center pixel of a local neighborhood. gp ( p = 0,...,P -1) cor-
respond to the gray values of P equally spaced pixels on a circle of radius R (R> 
0) that form a circularly symmetric set of neighbors. The function LBP is defined 
as [23] 
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2  

where  0,0   
x Rcos 2πpP , y Rsin 2πpP  

p 0,1, … P 1  s x 1 when x 0 0 when x 0 . 

(1) 

Gabor Filter 
Gabor is a technique that extracts texture information from an image. Gabor filters 
have the ability to perform multi-resolution decomposition due to its optimal loca-
lization as per uncertainty principle in both the spatial and spatial-frequency do-
main. As texture segmentation requires simultaneous measurements in both the 
spatial and the spatial-frequency domains along with the accurate localization of 
texture boundaries, Gabor filters are well suited for texture segmentation problem 
and ensures more accurate results [24]. 

The 2D Gabor filter can be represented as a complex sinusoidal signal mod-
ulated by Gaussian function as  g x, y s x, y ∗ w x, y . (2) 

  where s(x, y) is a complex sinusoid, known as the carrier, and wr(x, y) is a 2-D 
Gaussian-shaped function, known as the envelope [27].  

The complex sinusoid is defined as  , exp 2 . (3) 

where (u0, v0) and P define the spatial frequency and the phase of the sinusoid re-
spectively. The real part and the imaginary part of this sinusoid are  , cos 2 . (4) 

 , sin 2 . (5) 

The parameters u0 and v0 define the spatial frequency of the sinusoid in Cartesian 
coordinates.  
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Gabor filters can be highly selective in both position and frequency, thus result-
ing in sharper texture boundary detection. Gabor filters related feature extraction 
or segmentation paradigm is based on filter bank model in which several filters are 
applied simultaneously to an input image. The filters focus on particular range of 
frequencies [14]. Gabor values spectra for various orientations are considered as 
features. This spectrum identifies the texture element more exactly.   

3.2 Extraction of Local Features from Image Blocks 

The block division method is a simple approach that relies on sub-images to ad-
dress the spatial properties of images [11][12][13]. The original image matrix I of 
size m x n is divided into sub-images (blocks) of size p x q and texture features are 
extracted from each sub-image independently. In this work, the GLCM features, 
LBP distributions, statistical features such as mean and standard deviation of each 
block is calculated and the feature values are combined into a single vector 
representing the image.    

3.3 Classification and Decision Making 

Classification includes a broad range of decision-theoretic approaches to the im-
age recognition or identification. Classification algorithms analyze the various im-
age features and organize data into categories. The feature vectors of the images 
from the database are extracted using feature extraction algorithms and are stored 
in the feature library. These vectors are used for classification. In the recognition   
phase, preprocessing and feature extraction steps are applied on the query image.  
Then the feature vector of the query image is matched with the feature vectors in 
feature library.  

For classification we have used similarity measure called Euclidean Distance. 
Euclidean Distance measure is one of the simplest distance classifier. Let u denote 
an image in ear image database F. T(u) denote the feature vector of the image u, v 
denote a queried image, T(v) denote the feature vector of the image v. The Eucli-
dean measure is defined as: Dist T u , T v T u k T v k . (6) 

The distance between feature vector of each image in the feature library and the 
query image is calculated. The minimum of Dist (T (u), T (v)) is considered as a 
match for the input query image. 
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4 Experiments and Results 

4.1 Dataset  

The ear images are taken from IIT Delhi ear database [10] .The ear images of 221 
subjects with 3 images per person is chosen for the work. Fig 5 depicts a few sam-
ples of images from the dataset. The feature library is constructed by taking two 
ear images each of the 221 subjects. The rest (one per subject) is used for testing. 

 

     

Fig. 5 Typical ear image samples  

4.2 Feature Extraction 

We have implemented the feature extraction methods GLCM, LBP and Gabor fil-
ter. In addition to the texture features we used shape[10], edge [28] and HoG [22] 
feature extraction methods for comparison. 

Experiment 1   
Each image of size 256 * 256 in the database is preprocessed using histogram 
equalization for adjusting image intensities. The Shape, Edge, HoG, GLCM, LBP 
and Gabor features are extracted from image blocks of size 8x8 and 16x16. 

The distances to the edge pixels from a common point is evaluated to obtain the 
shape feature. The HoG technique counts occurrences of gradient orientation in 
localized portions of the image. For each block the gradients of the chosen region 
are evaluated. The returned features encode local shape information from regions 
within an image. For LBP, two different neighborhoods, (8, 1) and (16, 2) were 
employed.  The recognition rate is obtained for each type of features in isolation 
and in combination of different types of features. The results obtained are summa-
rized in Table 2.   

As it is evident, image block size of 16 is found to give better recognition rate. 
Gabor filter is found to give highest accuracy when used in isolation. The highest 
recognition rate is obtained when the entire three prominent feature types are 
combined. This increased accuracy is at the cost of time, as the extraction of the 
three different types of features as well as distance calculation with large sized 
feature vectors is expensive.  
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Table 2 Comparison of performance of different features in isolation and in combination 

Features Considered 
Recognition Rate (%) 

Image Block Size 8 Image Block Size 16 

Shape 57.25 60.63 

Edge 39.85 43.23 

HoG 85.22 88.6 

GLCM 88.48 91.86 

LBP mapping(8,1) 77.95 81.3 

LBP mapping(16,2) 84.26 87.64 

Gabor Filter 87.13 90.51 

Shape+Hog+Gabor 85.85 89.23 

GLCM+Shape +HoG 89.23 92.61 

GLCM + LBP(16,2) +
Gabor Filter 

90.74 94.12 

Experiment 2  
Here we compare the performance of feature extraction from the whole image and 
from sub images. Only GLCM, LBP and Gabor filter features are employed for 
the study. Based on experiment 1, we choose a block size of 16x16. The results 
obtained are given in Table 3. The results clearly show the advantage of block 
based feature extraction over whole image based.   

Table 3 Comparison of Block based and Whole image based Feature Extraction 

Features Considered 

Recognition Rate(%)  

Feature Extracted 

from Non Blocked 

Image 

Feature Extracted 
from Blocked 

Image 

Time for execu-
tion (Blocked Im-

ages)(in sec) 

GLCM 58.13 91.86 48.5 

LBP(8,1) 47.6 81.33 123.3 

LBP(16,2) 53.91 87.64 32.2 

Gabor Filter 56.78 90.51 97.12 

GLCM + LBP(16,2)
+ Gabor Filter 

60.39 94.12 199.42 

4.3 Discussion 

In this work, distance calculation for classification is carried out without consider-
ing the variations in the feature values. When features are combined, better results 
can be obtained with normalized feature vector. Feature reduction methods like 
PCA can also be applied on combined features. Improved results with block based 
images can be attributed to the fact that local features are more discriminating than 
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global features of non - blocked images. In this work we have used a few number 
of samples as well as relatively small number of classes. Hence Euclidean distance 
measure is used for comparison. The performance of other popular classifiers like 
NN, SVM are to be investigated.  

5 Conclusion 

In this paper a novel approach for ear recognition is presented. In the proposed 
approach a combination of three texture features specifically Gabor filter, GLCM 
and LBP are employed. Also, the features are extracted from image blocks rather 
than from the whole image. The extraction of features from blocks is found to 
outperform that from whole images. Also, we found that a combination of the 
three features gave the best recognition rate. The combination of features results in 
more complex and time consuming recognition system. A detailed investigation 
incorporating simple features as well as employing feature selection methods is 
being carried out. 
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Aggregate Metric Networks for Nearest
Neighbour Classifiers

Dhanya Alex and Alex Pappachen James

Abstract. A common idea prevailing in distance or similarity measures is the use
of aggregate operators in localised and point-wise differences or similarity calcula-
tion between two patterns. We test the impact of aggregate operations such as min,
max, average, sum, product, sum of products and median on distance measures and
similarity measures for nearest neighbour classification. The point-wise differences
or similarities extends the idea of distance measurements from the decision space
to feature space for the extraction of inter-feature dependencies in high dimensional
patterns such as images. Inter-feature spatial differences are extracted using the gra-
dient functions across various directions and then applied on aggregate function, to
result in a fused feature set. The initial study is conducted on Iris flower and verified
using AR face database. The resulting method shows an accuracy of 92% on face
recognition task using the standard AR database.

1 Introduction

Similarity and distance calculations is fundamental to the design of pattern classi-
fication and retrieval techniques [10, 7, 16]. Similarity measurements find a wide
variety of applications in the broad areas of psychology[16], taxonomy[15, 9] and
molecular biology[6], while distance measurements often find applications in the
fields of fuzzy set theory[12], trigonometry[7, 6] and graph theory[14]. The concept
of similarity has found its way into various areas like anthropology, biology, chem-
istry, computer science, ecology, information theory, geology, mathematics, physics,
psychology, and statistics [18, 15, 12, 14]. Similarity is used for pattern matching,
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classification, information retrieval, clustering, and decision making[18, 8]. One of
the oldest and simplest ways of calculating similarity is by inversely relating it to
the distance between the two objects[17]. The assumption here is that if two objects
are similar or closely related, then the difference or distance between them will be
smaller than two objects which are dissimilar.

Though the concept of similarity seems simple, it is quite difficult to measure
its accuracy. Similarity can be considered as a numerical quantity that measures
the strength of relationship between two objects or characteristics or features. A
numerical value of 1 reflects perfect similarity between the two objects while, a
numerical value of 0, reflects zero similarity. Similarity therefore is an indication of
proximity between two objects. Dissimilarity or zero similarity indicates disorder
between the two objects and can be measured through distance measures. Higher
the distance between two objects, higher will be their dissimilarity. A large number
of methods has been proposed to calculate similarity and distance measure between
two objects under comparison. However, what method to use and whether there is
any need for pre-processing the data depends on the purpose of the study.

The idea of similarity and distance measurements are interchangeably used in
nearest neighbour classifiers with often limited importance given on the selection of
measure. However, it is often observed that the selection of these measures is tightly
linked with the performance of the classification. In addition, the approach to fuse
the feature level distances and similarities to form global distances or similarities
defines the global definition of these measures.

We propose the use of linear and non-linear aggregate functions for localised
inter-feature dependency calculations for improving the performance of nearest
neighbour classifiers. The system was implemented using both Euclidian distance
measures and Shepherds similarity measure to understand the differences, if any, in
the two approaches on the system performance.

2 Proposed Method

A multi-layered moving window aggregate operator for similarity/distance measure
is the primary methodological advancement in this research. Figure 1 shows an il-
lustrative example of the proposed similarity aggregator network. Consider N set
of training samples and an equal number of non-overlapping test samples. For each
training sample Ti and test sample Gi, pair-wise local distance/similarity measure
is calculated to obtain the distance/similarity measures between the two pairs. The
distance measures so obtained are then put through a smoothing filter operation
using the local aggregator networks. The aggregator operation shown in Fig. 1 is
representative of linear operators such as averages, median, sum, and product or
non-linear operators such as min, max, sigmoid, and threshold. The aggregates so
obtained at different levels is then again put through a global aggregator to obtain
the distance/similarity measures.

The working of the system is illustrated through a simple classification problem.
For testing the system during the initial phase, Iris[5, 4] dataset from UCI Machine
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Fig. 1 Aggregate Similarity Network

Learning Repository[11] is used. Three classes (Fig 2), each referring to a type of
type of iris plant forms the dataset.

(a) Iris Setosa (b) Iris Versicolour (c) Iris Virginica

Fig. 2 Members of the Iris database

For classification purpose, the Iris data set is randomly divided into non- overlap-
ping equal sized training and testing set. We get a total of 75 training samples, made
up of 25 instances from each class, and the remaining 75 forms the test samples.
In the first stage, local distance or similarity is calculated using Euclidian distance
measure or Shepards distance based similarity measure respectively. The Euclidian
distance d(p,q) = ∑ |p− q| is used for calculating distance , while the Shepherds
similarity s(p,q) = ed(p,q) is used for similarity calculations.

These measures form the input for the aggregator stage of the proposed two layer
aggregate network. Layer 1 of the proposed system referred to as local aggregator
layer performs a smoothing operation. Simulations were run using a window size
of 3 distance measures for each class. Both linear and non-linear operators are used
to analyse the performance of the local aggregate network. Linear operators such
as averages, sum and product obey the superposition conditions whereas non-linear
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Fig. 3 Example images from the AR database

operators like min, max, threshold logic etc do not obey the superposition princi-
ple. The output of the local aggregator is a set of distances obtained through the
smoothing method. This forms the input for the global aggregate network, where
again linear or non-linear operators are used on the entire distance measures in each
class. The class giving the shortest distance is then selected as the one most similar
to the given test sample.

2.1 Example of Face Recognition

The absence of deformities or irregularities in iris database makes it an easier classi-
fication problem, making it necessary to test the proposed system on a high dimen-
sional classification problem such as face recognition in images. One of the most
widely recognized AR face database [13] is used for this purpose. The database
consists of over 4000 face images in color of nearly 126 people. Each participant
were asked to come in for two sessions separated by 2 weeks time. In each session
13 photos were taken under the following conditions: Neutral expression, Smile,
Anger, Scream, left light on, right light on, all side lights on, with sun glasses, with
scarf, with sun glasses and left light on, with sun glasses and right light on, with
scarf and left light on, and with scarf and right light on.

2.1.1 Data Representation in the AR Image Set

The AR face database is given in Fig 3. The images are stored as RGB RAW files
as pixel information. Each image are of size 768 x 576 pixel and 24 bits in depth.
Male images are stored in the format of M-xx-yy.raw and female images are stored
as F-xx-yy.raw. Here M and F correspond to male and female respectively. ’xx’ is
a unique person identifier and ranges from 00 to 70 for men and from 00 to 56 for
women. ’yy’ ranges from 00 to 26 and indicates the 13 features given above Num-
bers 00 to 13 corresponds to the first section and 14 to 26 corresponds to the second
session taken 2 weeks later. Data in the AR face database are pixel information in
RGB model[3, 2, 1].
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2.1.2 Feature Extraction from Images

The images in the AR dataset are coloured images ranging in intensity values be-
tween 0 to 255. For classification purposes it is easier to bring the range within [0,
1], and for this we use feature extraction techniques. Normalization in image pro-
cessing is the process of bringing the original pixel intensity value of images into
the range specified by the user. For bringing the values into the desirable range, we
first obtain a range of threshold values. The image is then extracted depending on
whether the pixel information at each point is above or below this defined threshold
value. This is achieved through the following equation:

θn = n
R
N
, (1)

where n=[1 to N-1], R is the pixel intensity value and N is the total number of
threshold points defined. For each theta value, we then obtain n different image
vectors,such that each pixel value is defined by

xi =

{
1 ∀xi > θi

0 otherwise
(2)

The image so obtained is again put through a feature extraction process. The gradi-
ent of the image across the horizontal and vertical directions is essentially a differ-
ence function represented as:

Δ f =
δ f
δx

x̂+
δ f
δy

ŷ (3)

where: δ f
δx is the gradient in the x direction, and δ f

δy is the gradient in the y direction
of the image plane. The gradients are quantised and added together to form the
gradient threshold feature vector. An example of the gradient threshold features for
13 images from AR database is shown in Fig. 4.

Fig. 4 The images show the original images, gradient threshold images and spatial change
images from the AR database

The magnitude of gradients in the images can vary from first order functions as
in Eq. (3) to second or third order. This necessitate that the magnitude be normalised
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using any normalisation function. We apply local window mean sigma normalisa-
tion as:

Inorm =
|Δ f − μΔ f |

3σΔ f
+ 0.5 (4)

The example results of applying the spatial change detection over the gradient
threshold feature vector is shown in Fig 4.

2.1.3 Linear Aggregator Operators on k-NN

Figure 5 shows the result of using different linear operators at local and global
aggregate levels of the network. These operators are used with both distance and
similarity measures to understand if there is any difference in operation of the two
concepts of difference and similarity. Figure 5(a) and Figure 5(b) shows the recog-
nition accuracies when using sum operators at local and global aggregator levels.
As can be seen, a higher recognition rate is obtained when using distance measure
as opposed to similarity measure. However, the similarity measure provides for a
higher instances of k values (between 6 and 8 gives optimum results) values mak-
ing it to perform better in noisy environments as opposed to a k value of only 7
in difference measure. Figure 5(c) and Figure 5(d) shows the results when using
mean at local level and sum at global aggregator level. Here also, a higher recogni-
tion rate is obtained when using distance measure as opposed to similarity measure.
However, the similarity measure offer a higher number of k values making it more
suitable in noisy environments. Figure 5(e) and Figure 5(f) shows the results when
using product measure at local level and sum at global aggregator level. Here, dif-
ference measure results in a slightly better recognition rates and similarity measure
still provides for larger window size in k value. Figure 5(g) and Figure 5(h) shows
the results when using product measure at local level and mean at global aggregator
level. The change in operator from sigma to mean has not provided for any changes
in the results.

2.1.4 Non-linear Aggregator Operators on k-NN

Figure 6 shows the result of using different non-linear operators at local and global
aggregate levels of the network. These operators are again repeated for both distance
and similarity measures to understand if there is any difference in operation of the
two concepts of difference and similarity. Figure 6(a) and Figure 6(b) shows the
results when using min operators at local and global aggregator levels. As can be
seen, there is no difference in performance with distance or similarity measures.
Figure 6(c) and Figure 6(d) shows the results when using min at local level and sum
at global aggregator level. Here also, no difference in observed in performance with
distance or similarity measures. Figure 6(e) and Figure 6(f) shows the results when
using min measure at local level followed by mean at global aggregator level. In
this case however, the distance measure clearly outperforms the similarity measure
both in terms of recognition accuracy, in the size and range of k values. Figure 6(g)
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and Figure 6(h) shows the results when using sum measure at local level and min at
global aggregator level. Here the operators in the second case is reversed and as can
be seen from the figures there is a change in performance when using distance and
similarity measures. In this case also, the distance measure clearly outperforms the
similarity measure both in terms of recognition accuracy, in the size and range of k
values. The results suggest that when using non-linear operator min in the aggregator
levels, the distance measures are found to work better, whereas when we use linear
operators at the aggregator levels similarity measures provide for higher stability.

2.1.5 Results

AR database is used in our experiments for face recognition. In order to perform
the face recognition experiments, for each class, the 13 images in the session 1 of
the AR database is used as training while the 13 images recorded in the second
session is used for testing. Images are converted to the feature vectors using the
feature extraction process followed by using a localised binary aggregate distance
function. The number of correctly matched test images to that in the training images
reflect the recognition accuracy. Overall, using the feature extraction followed by the
agrregator nearest neighbour network, we achived a recognition accuracy of 92%, in
contrast with global distance nearest neighbour classifier with raw features resulted
in 70% recognition accuracy.

3 Conclusion and Future Work

We proposed a new approach for calculating similarity between two subjects or
patterns by looking at the localised differences and calculating the global similar-
ity using the local aggregates. The designed classifier works in three layers. First
the differences or similarities between the two subjects are calculated. This is fol-
lowed by calculation of the localised differences using a simple moving average
technique. This step is followed by a calculation of the global similarity of the test
subject with the existing subject group. The aggregator network was successfully
used for classification of the samples in the iris dataset. The subject sample in this
case was of quantitative nature with no much irregularities or noise interference. The
method was able to give a slightly better recognition accuracy of 92% as compared
with the 91.6% accuracy obtained by applying k-nearest neighbour method directly.
The method was also successfully demonstrated to solve complex pattern recogni-
tion problems on 2-D image problems through the testing of the AR face database.
The method generated an accuracy of 92% on the AR database as opposed to 70%
achieved with using the global distance nearest neighbour classifier. We also estab-
lish that distance and similarity measures generate different outcomes and that the
similarity measures was observed to work better than distance measure when used
with linear operators. The proposed system can be used for solving datasets with
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(a) global ∑ - Distance di (b) global ∑ - Similarity e−di (c) (μ,∑) - Distance di

(d) (μ,∑) - Similarity e−di (e) (×,∑) - Distance di (f) (×,∑) - Similarity e−di

(g) (×,μ) - Distance di (h) (×,μ) - Similarity e−di (i) (∑,μ) - Distance di

(j) (∑,μ) - Similarity e−di

Fig. 5 Two layer linear aggregate operator networks

nominal or ordinal feature types. In addition to applications such as identification
and classification, the proposed method can also be used in clustering problems. It
is most suitable for situations where the data is sparse and the conventional classi-
fication methods fail to work. The ability to make decisions at local level, which is
one of main attribute of the proposed similarity classifier, can be used in large data
analysis and can be extended to cloud based solutions. The ability of the system to
process the system in parallel makes the proposed system practically realisable in
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(a) (min,min) - Distance di (b) (min,min) - Similarity e−di (c) (min,∑) - Distance di

(d) (min,∑) - Similarity e−di (e) (min,μ) - Distance di (f) (min,μ) - Similarity e−di

(g) (∑,min) - Distance di (h) (∑,min) - Similarity e−di

Fig. 6 Two layer non-linear aggregate operator networks

real-time hardware. The system also needs some degree of normalization to be done
to convert the data into a form that can be applied on the system. The alignment of
the features is important to the proper comparison of the features. For example, in
the face recognition task the alignment of the spatial features between the images
are essential to make a factual comparison between the images. In the case of prob-
lems that involve missing data, the alignment can be challenging as the feature nor-
malisation becomes error prone, and cumulative to the similarity calculation. The
classification system was tested only on conditions where deformities and occlu-
sions where at a minimum. The classification system needs to be tested on real-time
images where the amount of noise will be much higher and where images might not
be very clear or precise. Future works could include studying the impact of outliers
on the system. The classification system can also be tested on other databases for
assessing the stability of the system.
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A Comparative Study of Linear Discriminant 
and Linear Regression Based Methods for 
Expression Invariant Face Recognition 

Nitin Kumar, R.K. Agrawal, and Ajay Jaiswal 

Abstract. In the literature, the performance of Fisher's Linear Discriminant 
(FLD), Linear Regression (LR) and their variants is found to be satisfactory for 
face recognition under illumination variation. However, face recognition under 
expression variation is also a challenging problem and has received little attention. 
To determine suitable method for expression invariant face recognition, in this 
paper, we have investigated several methods which are variants of FLD or LR. 
Extensive experiments are performed on three publicly available datasets namely 
ORL, JAFFE and FEEDTUM with varying number of training images per person. 
The performance is evaluated in terms of average classification accuracy. 
Experimental results demonstrate superior performance of Enhanced FLD (EFLD) 
method in comparison to other methods on all the three datasets. Statistical 
ranking used for comparison of methods strengthen the empirical findings.  

Keywords: scatter, expression, comparison, ranking. 

1 Introduction 

Face recognition has drawn significant attention from the research community in 
past few decades. It has several applications including biometrics, surveillance 
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systems, security such as ATM, access control and so on [12]. Automatic face 
recognition is carried out with the help of digital facial images which pose certain 
challenges such as varying illumination, pose, expression and occlusion etc. [5]. 
Expression variation is a challenging problem in which local appearance of face 
image gets modified due to different facial expressions. These expressions are 
grouped into seven basic categories [6] i.e. happy, sad, angry, neutral, disgust, 
surprise and fear. Expression invariant face recognition has received little 
attention in the past as only few methods have been proposed in literature to 
address this challenge. Tsai and Jan [14] proposed benchmark subspace methods 
such as Principal Component Analysis (PCA) [15] and Fisher Linear Discriminant 
(FLD) [3, 7] for feature extraction. An and Ruan [1] suggested modified FLD 
method to address expression variation called Enhanced Fisher Linear 
Discriminant (EFLD). Recently, Heish and Lai [8] have proposed an approach 
which exploits constrained optical flow warping to solve the problem. In this 
method, facial feature points are marked manually which are vulnerable to error 
and is also time consuming. Hence, this approach is not suitable for automatic face 
recognition. 

Zhang et al. [17] have proposed Exponential Discriminant Analysis (EDA) 
which employs matrix exponential for feature extraction. It has been shown that 
EDA outperforms popular techniques such as PCA, FLD and others on a variety 
of datasets under illumination variation. In all these methods, the facial images of 
the identities are transformed to another space and recognition is performed in the 
transformed space. In contrast, face recognition is also formulated as a Linear 
Regression (LR) problem in which facial image of a person is generated (called 
virtual views) with the help of training images. In this direction, Chai et al. [4] 
have proposed techniques called Global LR (GLR) and Local LR (LLR) for pose 
invariant face recognition. The identity of a person is classified according to the 
best approximation of the test image by the available training images of a person. 
Similar to this method, Naseem et al. [10] have proposed Linear Regression 
Classification (LRC) algorithm to address illumination, expression and pose. This 
algorithm is evaluated on various datasets and outperforms several other methods.  

FLD, LR and their variants have shown better performance in comparison to 
other methods across challenges such as variation in illumination and pose. 
Further, these approaches do not involve manual intervention which is essential 
for automatic face recognition. To the best of our knowledge, no comparative 
research work has been done to determine suitable method for expression 
invariant face recognition. To investigate this, in this paper, we have performed 
extensive experiments on three publicly available datasets with varying number of 
training images per person. The rest of the paper is organized as follows: Sect. 2 
provides an overview of the popular FLD and its variants methods. Linear 
Regression and its variants are briefly described in Sect. 3. Experimental set up 
and results are presented in Sect. 4 while some concluding remarks and future 
work are given in Sect. 5. 
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2 Fisher’s Linear Discriminant and its Variants 

Given training data, ],...,,[ 21 NxxxX = where n
i ℜ∈x  (i = 1, 2, …, N) represents 

the image of a person as a column vector and N is the total number of images. Let 
Ni denotes the number of images in class i (i = 1, 2,…, C) such that = iNN . 

FLD based methods involve between-Class (Sb) and within-Class scatter (Sw) 
which are defined as: 
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)/1( xm  is the mean of the dataset and im  is the mean of class i. 

The objective of FLD is to find the direction in which between-Class scatter (Sb) 
is maximized and within-Class scatter (Sw) is minimized as given in (3). 
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But in practice, due to few available samples and high dimensionality, Sw 

becomes singular. To overcome this limitation, some variants of FLD are 
proposed in literature as discussed next. 
 
Fisherfaces 
Fisherfaces [3] is a popular variant of FLD method. In this method, first the 
dimensionality of the data samples is reduced using PCA and then FLD criterion 
is applied in the reduced dimension for feature extraction. Thus the optimal 
transformation optW  in Fisherfaces is a combination of two transformations i.e. 

fldW and pcaW as given below: 

 

fldpcaopt WWW = (4) 

where WSW
W

W T
tpca

maxarg= and fldW  is found as given in (3). 

Here, St represents the total-Scatter such that St = Sb + Sw. 
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Enhanced Fisher Linear Discriminant (EFLD) 
In the original formulation of FLD, all the features for Sb and Sw were treated 
equally. However, the features possess different scales and importance which are 
useful for classification. Keeping this in mind, An and Ruan [1] proposed 
Enhanced FLD (EFLD) method in which the scale of features jΦ  

(j = 1, 2,…, n) 

was used to find their importance and is defined as: 
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Here )( jμ is mean of feature j. Thus, Fisher’s criterion as given in (3) is modified 

as: 
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where ),...,,(diag 21 nΦΦΦΛ = andα is a scale parameter which controls the 

effect of features and ranges between ),0( ∞ . Sw being singular due to limited 

samples, the optimal transformation is found by first reducing the dimension using 
Enhanced PCA (EPCA) [1] and then applying EFLD as follows: 
 

efldepcaopt WWW =   (7) 
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Exponential Discriminant Analysis (EDA) 
Zhang et al. [17] have proposed EDA to address the singularity problem of FLD. 
In contrast to FLD which is based on second-Order mixed central moment, this 
technique is able to capture a linear combination of the mixed central moments 
including second-order mixed central moments. This helps in more useful 
representation of data resulting in better classification. In EDA, the exponential of 
matrix is used to transform the input data into a new space and FLD criterion is 
applied as given below [17]: 
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3 Linear Regression and Its Variants 

Chai et al. [4] proposed face recognition as regression problem for pose invariant 
face recognition. In this approach, the training images of a person are used to 
generate virtual views and the identity is classified according to minimum 
reconstruction error. LR can be applied on the whole facial image called Global 
LR (GLR) or on smaller image patches called Local LR (LLR). In LLR, the image 
is represented in terms of patches which can be without overlap (LLRWO) or with 
overlap (LLRO). The regression is performed separately on individual patches and 
the virtual views are constructed by combining the non-overlapping/overlapping 
patches. Recently, Naseem et al. [10] suggested using LR for face recognition 
across illumination, expression and occlusion. The outline of the proposed 
algorithm (LRC) is reproduced below [10]: 
 
Algorithm: Linear Regression Classification (LRC) 

Inputs: Class models iNn
i

×ℜ∈X ; i = 1, 2,…, C and a test image nℜ∈y  

Output: Class label of y  

Step 1: n
i ℜ∈δ̂

 
is computed for each class model as yXXXδ T

ii
T
ii )(ˆ =  

Step 2: iŷ is computed for each iδ̂  as iii δXy ˆˆ =  ; i = 1, 2,…, C 

Step 3: Compute distance between original and predicted response 

variables iid yyy ˆ)( −= , i = 1, 2,…, C 

Step 4: Decision is made in favour of the class with minimum distance )(yid . 

 
Ridge Regression 
The regression coefficients in step 2 of LRC algorithm are found as a solution to 
the ordinary least squares method. But due to availability of few samples, these 
coefficients are not reliable. To better estimate these coefficients, Ridge 
Regression is proposed by An et al. [2]. In this technique, a penalizing term ( λ ) is 
added in the coefficient estimation equation as given below: 
 

yXIXXδ T
ii

T
ii )(ˆ λ+= (9) 

 
The optimum value of the parameter λ is determined by cross validation on the 
face dataset. 
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Robust Regression 
Robust Regression [11] plays an important role when the issues of contamination 
of test images by variations such as expression variation in facial images of 
different people are present. In this technique, the coefficients are determined by 
the following equation [11]: 
 

CirF
n

j
ijN

i
i i

,...,2,1},))ˆ(()ˆ({ˆ
minargˆ

1

=≡
ℜ∈

= 
=

δδ
δ

δ ρ
 

(10) 

 

where )ˆ( ijr δ is the j-th component of the residual i.e. iiijr δXyδ ˆ)ˆ( −= , i = 1, 2, 

…, C and ρ is a symmetric function having minimum at zero. Once the regression 

coefficients are determined, the rest of the method follows similar procedure as 
LRC. 

4 Experimental Setup and Results 

To investigate the performance of various methods based on FLD and LR 
approaches for expression invariant face recognition, we have conducted extensive 
experiments on three publicly available datasets i.e. ORL [13], JAFFE [9] and 
FEEDTUM [16]. The details of the datasets are summarized in Table 1. JAFFE 
and FEEDTUM datasets contain all facial expressions as mentioned in Sect. 1 
while ORL have most but not all expressions. The images of JAFFE dataset were 
manually cropped. Further, images of all the datasets were resized to 50×50. 
Sample images from all the datasets are shown in Fig. 1. The experiments on all 
the datasets are performed by varying the number of images per person from three 
to nine as given in Tables 2-4. Each dataset is randomly partitioned into training 
set and testing set. The model is learnt from the training set and classification 
accuracy is obtained using a testing set with nearest neighbor classifier. This 
process is repeated ten times for each dataset and their average is computed. In 
LLRWO, face image is divided into 4 patches of size 25×25 each and in EFLD 
method; the optimal value of parameterα is computed from the set [0.05, 0.6]. 

Table 1   Summary of datasets used in Experiments 

Dataset Number of Identities Images per Person Total Images 
ORL 40 10 400 

JAFFE 10 21(Approx.) 213 

FEEDTUM 18 21 378 
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Fig. 1 Sample faces from datasets (a) ORL (b) JAFFE and (c) FEEDTUM 

The classification accuracy on ORL dataset is given in Table 2. It is observed 
that with the increase in number of training images per person, the classification 
accuracy of all the methods increase except GLR, FLD and EFLD. While EDA 
gives worst performance, EFLD clearly outperforms other techniques over 
different training images per person with one exception. The experimental results 
on JAFFE dataset are given in Table 3. The best performance is again obtained 
with EFLD. The performance of EDA increases consistently while this increase is 
inconsistent for all other methods. Further, EFLD is able to achieve 100 percent 
classification accuracy with 9 training images per person. The classification 
accuracy on FEEDTUM dataset is given in Table 4. The classification accuracy of 
all the methods increases with increase in the number of training images except 
FLD, Fisherfaces and EFLD. Again, EFLD reports the best performance with two 
exceptions (in row 4 and 7 where LLRWO performs best). It is also observed that 
the performance of LR based methods and EDA increases with increase in training 
data. The performance of various methods is compared based on the average 
percentage increase (Pj; j =1,2, …,9) in classification accuracy with respect to the 

method with worst performance. For this purpose we define a variable k
ijp  which 

denotes the percentage increase in classification of k-th datasets with i-th instance 
and j-th method as given below: 

Table 2   Classification Accuracy on ORL Dataset 

 Regression based methods FLD based methods 
Training GLR LLRWO LLRO Ridge 

Reg. 
Robust 

Reg. 
FLD Fisherfaces EFLD EDA 

3 88.93 89.36 87.68 89.93 86.14 31.75 88.75 93.57 73.93 

4 92.38 92.13 90.25 93.46 90.75 32.88 89.75 95.50 79.63 

5 94.85 94.05 92.70 95.35 92.95 30.90 91.70 96.80 84.30 

6 95.31 94.50 93.75 96.06 93.94 31.25 92.38 96.69 86.81 

7 97.42 96.58 96.58 97.75 96.33 28.58 94.17 97.92 88.83 

8 97.25 97.13 96.88 98.38 97.50 29.75 94.88 98.25 90.50 

9 97.75 98.25 98.25 98.75 98.75 30.25 95.75 98.00 94.75 
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Table 3 Classification Accuracy on JAFFE Dataset 

 Regression based methods FLD based methods 
Training GLR LLRWO LLRO Ridge 

Reg. 
Robust 

Reg. 
FLD Fisherfaces EFLD EDA 

3 97.38 97.32 97.32 93.17 96.61 58.31 98.20 98.25 92.90 

4 98.50 98.38 98.32 95.66 98.04 65.55 98.96 99.19 97.51 

5 99.08 98.77 98.90 96.75 98.77 66.87 99.75 99.82 98.40 

6 99.15 99.02 99.02 96.99 98.89 59.48 99.61 99.74 98.69 

7 99.30 99.37 99.30 97.90 98.95 68.81 99.51 99.72 99.30 

8 99.25 99.40 99.40 98.20 98.87 66.32 99.77 99.85 99.70 

9 99.35 99.35 99.51 98.54 99.11 66.26 99.92 100 99.84 

Table 4 Classification Accuracy on FEEDTUM Dataset 

 Regression based methods FLD based methods 
Training GLR LLRWO LLRO Ridge 

Reg. 
Robust 

Reg. 
FLD Fisherfaces EFLD EDA 

3 97.84 97.19 96.67 97.01 96.64 60.31 98.06 98.61 96.02 

4 98.37 98.33 98.04 97.45 97.39 64.90 98.66 98.89 97.35 

5 98.51 98.54 98.23 97.57 97.29 64.27 98.65 98.92 97.71 

6 98.70 98.96 98.59 97.78 97.30 65.07 98.74 98.83 98.26 

7 98.81 99.05 98.93 97.98 97.90 62.30 99.09 99.33 98.37 

8 99.06 99.15 99.02 97.99 97.86 62.14 99.10 99.27 98.38 

9 99.12 99.17 99.03 98.38 98.29 63.84 99.12 99.12 98.43 

Table 5 Ranking of the methods 

Method GLR LLRWO LLRO Ridge 
Reg. 

Robust 
Reg. 

FLD Fisherfaces EFLD EDA 

Pj 106.28 105.95 104.93 105.58 104.35 0.00 104.06 108.78 95.38 
Rank 2 3 5 4 6 9 7 1 8 
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where nk is the number of datasets and ni is the number of instances compared (nk 
= 3 and ni = 7 in our experiments). The methods investigated here are ranked 
based on the value of Pj ( j = 1,2,…,9) where rank 1 is given to the method which 
performs the best among all the method and rank 9 is given to the method 
performing worst as given in Table 5. 
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We observe the following from Tables 2-5: 

1. EFLD performs best among all the methods on all the datasets. 
2. The performance of various methods in general increases or remains same with 
the increase in number of training images per person. 
3. There is less variation in classification accuracy among LR, Fisherfaces and 
their variants on JAFFE and FEEDTUM datasets. 
4. The performance of FLD is worst for all the datasets. 
5. The variation in performance of LR based methods is less in comparison to 
FLD based methods. 

5 Conclusion 

In literature, FLD, LR and their many variants are proposed for face recognition 
under illumination and pose variations. In this paper, we investigated the 
performance of these methods for expression invariant face recognition. Extensive 
experiments on three well known publicly available face datasets show that EFLD 
performed best on all the datasets while FLD performed worst. The performance 
of all the methods in general increases or remains the same with the increase in 
number of training images. The variation in performance of LR based methods is 
less in comparison to FLD based methods. In future work, we will explore 
nonlinear methods in contrast to the linear methods to determine their suitability 
for face recognition under expression variation. 
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Real-Time Video Based Face Identification Using 
Fast Sparse Representation and Incremental 
Learning 

Selvakumar Karuppusamy and Jovitha Jerome 

1Abstract. Video based face identification is a challenging problem as it needs to 
learn a robust model to account for face appearance change caused by pose, scale, 
expression and illumination variations. This paper proposes a novel video based face 
identification framework by combining fast sparse representation and incremental 
learning. For robust face identification, we proposed class specific subspace model 
based sparse representation which gives dense target coefficients and sparse error 
coefficients. Each subspace model is learned by using Principal Component Analy-
sis (PCA). The test face is identified by using residual errors obtained for each  
model. For video based face identification, to harness the temporal information we 
integrated incremental face learning with our proposed face identification algorithm. 
By using reconstruction error and sparse error coefficients we have formulated new 
decision rules using rejection ratio and occlusion ratio respectively which helps in 
effective subspace model update in online. Numerous experiments using static and 
video datasets show that our method performs efficiently. 

1 Introduction 

Video based face recognition in non controlled environment is very crucial in pub-
lic security, human machine interaction and entertainment applications. The spe-
cific problems and recent developments involved in video based face recognition 
can be found in Chellappa et al., (2012), Barr et al., (2012). The conventional still 
based frontal to half profile face recognition algorithms like Eigenfaces and Fi-
sherfaces with nearest neighbor (Turk and Pentland, 1991 and Belhumeur et al., 
1997) and Support Vector Machine (SVM) (Bernd et al., 2003) perform well in 
non controlled settings.  But they do not have inbuilt mechanisms to handle large 
                                                           
Selvakumar Karuppusamy · Jovitha Jerome 
PSG College of Technology, India 
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contiguous occlusions like glasses, scarf etc., which are commonly encountered in 
videos. They also require large number of training images for better recognition 
performance which is not possible for real world applications. In recent face rec-
ognition developments, linear regression based classification (LRC) (Naseem et 
al., 2010) and sparse representation based classification (SRC) (Wright et al., 
2009) are considered as most representative methods. In LRC, the test image is 
represented using class specific linear subspace models by least squares estimation 
method. The face is identified based on distance between test image and recon-
structed image. To handle contiguous occlusion, partition scheme based LRC is 
proposed in Naseem et al., (2010), which divides test image into multiple non-
overlapping parts. However, if the contiguous occlusion appears on many parts, 
this method fails. On other hand, SRC based method is proven to be very robust 
against noise and occlusion. Entire theory on sparse representation and learning 
for vision applications can be found in Cheng et al., (2013). Along with class spe-
cific linear models, this method uses large trivial template matrix to code occlu-
sion and noises at the cost of huge computation.  

To address the poses variation issue in videos, Chen et al., (2012) proposed 
joint sparse representation method using pose specific sub dictionaries for each 
class. However, learning too many poses is not possible in training stage and also 
that will increases the computational complexity. Very recently, Ptucha et al., 
(2013) proposed manifold learning based sparse representation to handle nonlinear 
appearance change. But all the above said SRC methods work fast only in low di-
mension feature vectors (e.g., 12 x 15 patches in Mei and Ling, (2009)) which 
may not capture the discriminating details in high resolution and large size face 
images in videos. Specifically, when video captured in long shot (i.e. working dis-
tance is more than 5 m), it contains very small faces which cannot be down sam-
pled further to get low dimension feature vector.  

Contributions of this paper are summarized as follows. First, we have proposed 
real-time face identification algorithm using class specific linear subspaces 
learned through PCA and 1l regularized sparse representation method (Wang et al., 

2013). This method uses simple least squares estimation for face representation 
and imposes 1l  regularization to obtain sparse noise term. The dense face coeffi-

cients are used to reconstruct face using corresponding subspace models. Second, 
the sparse noise coefficients are effectively used to reconstruct occlusion map 
which is used to handle large contiguous block occlusion. The class of the test 
face is identified based on minimum residual error obtained using test face, recon-
structed face and occlusion map. Third, to the reject invalid faces detected in vid-
eo, residual errors are utilized to formulate rejection rule. To avoid the occluded 
faces used for subspace model learning, we have constructed occlusion ratio by 
using occlusion map. After rejection of invalid and occluded faces, only genuine 
faces are used to update the class specific models. Finally, in video based face 
identification algorithm, we have integrated Singular Value Decomposition (SVD) 
based incremental learning approach is used to update the models in online. 

The rest of this paper is organized as follows: Section 2 explains class  
specific appearance modelling using PCA and fast 1l regularization for sparse re-
presentation. It also gives the proposed face identification algorithm. In section 3, 
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comprehensive video based face identification using incremental learning ap-
proach is explained. The formulation of decision rules are also given in this sec-
tion. Detailed experimental analysis is given in section 4. This paper is concluded 
in section 5.  

2 Appearance Modeling Framework 

In most of the face identification approaches, it is assumed that the faces belong to 
one subject will lie on a linear subspace (Chen et al., 2011). Using that principle, 
the proposed method uses PCA based linear subspace learning method to learn 
model for each subject. The training faces of each subject are rescaled into same 
size feature vector df ∈ℜ to learn the appearance model. Let N be the total number 
of subjects and iD  be the dictionary contains face images of particular subject as 
given below;  

1{ ,..., } ; 1,...., ;d ni
i ni

D f f i N×= ∈ℜ =
                                        

(1) 

where in  be number of training images for each subject.  Using PCA, linear sub-

space model for each iD  is learned as explained below. All the dictionaries are 

centered to eliminate the influence caused by the mean; 

1
1i i i ni

D D m
×

= −
                                                      

(2)   

where 1d
im ×∈ℜ is the mean of the iD Using iD , subspace model of the each subject 

is obtained with the help of projection matrix  

1{u ,....,u } ;d pi
i pi

U ×= ∈ℜ                                                 (3)    

Projection matrix can be calculated by directly decomposing the iD using SVD to 

get the eigenvectors of the ip  largest singular values. ip is the number of principal 

components and it has been chosen such that  

; 1,.. ; 1,.., ;
j

i i

k

T j p k n
ξ

ξ
≥ = =


                                           (4)  

where ξ  is the eigenvalue, T is the variance threshold. A larger T will lead to 

larger ip and corresponding subspace will preserve the most variation of the iD . 

All the chosen principal components (u )i  are the basis vectors of the corresponding 

subspace and all are orthogonal to each other. The learned subspace model of each 
subject can be represented by the 

im and the projection matrix iU . Each subject is 

approximated using this linear subspace models and it can be denoted by tiny dic-
tionaries 1{ ,..., };i NA A A=  where {U , }i iiA m= .  Given test face image ( y ) can be 

represented as given as; 
y Uz e= +                                                         (5) 
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where e is the noise and z indicates corresponding coefficient vector which can 
be estimated as Tz U y=                                              (6) 

In PCA, the error vector e  is assumed to be Gaussian distributed small dense 

noise. The reconstruction error can by approximated by 
2

2

Ty UU y−  . However this 

assumption is not valid when the given test face is with contiguous block occlu-
sion as the noise term cannot be modeled. Hence to estimate the sparse noise term 
successfully, identity matrix is used in SRC based face recognition. So we have 
used sparse representation framework to estimate the noise term using linear sub-
spaces Ui as given below. 

[ ]iy U I Bc
e

σ 
= = 

 
                                                  (7)           

where U is the matrix which contains basis vectors for thi  subject, d dI ×∈ ℜ  is the 
identity matrix and σ and e are the coefficients for face and sparse noise of the 
test image respectively.  Generally to solve this underdetermined system, the con-
ventional sparse representation methods like Orthogonal Matching Pursuit (OMP) 
or Least Shrinkage Selection Absolute Operator (LASSO) are used. However 
these methods take huge computation time to obtain sparse coefficients which is 
not suitable for identifying faces in real-time videos. Also, these methods work 
well only for test faces with spatially correlated noises, not for contiguous block 
occlusion.  

To model the sparse noise term effectively with less computation time, the fast 

1l  regularization method is used in our proposed face identification algorithm. Us-
ing this method, equation (7) can be solved via following optimization formula-
tion, 

                                          2

2 1

1
min

2
y Bc cλ− +                                                (8) 

wh(8)
1

. and 
2

. denote the 1l and 2l  norms respectively. Equation (8) can be re-

written as given below;             
          2

2 1,

1
min

2e
y U e e

σ
σ λ− − +                                             (9) 

(9)In Lagrangian form,  
 and the objective function is defined as 

 
,

min ( , ) s.t. T

e
L e U U I

σ
σ =                                           (10) 

λ  is 1l   regularization parameter. As there is no analytical solution for equation 

(10), optσ  and opte  are solved using iterative techniques (Wang et al., 2013). The 

face and noise factorization of a typical test image is shown in figure 1. 

 
Fig. 1 Face and noise factorization 
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The obtained representation coefficients optσ and opte  for each tiny dictionary 
are used to calculate the residual error of the test image as given below; 

2

2
( )i i i ir y y U eσ= − −                                              (11)     

Using ,ir the class of the test face is identified as  

( ) argmin( ( ))iidentity y r y=                                           (12) 

Large contiguous block occlusion can be handled by partitioning approach as 
proposed in Naseem et al., (2010). The face image is divided into number of  
non-overlapped sub images and each sub-image is processed individually. In the 
proposed method, for each class number of subspace models is learned using cor-
responding sub-images. The test image also divided into same manner and for 
each partition residual error is obtained using (11). Decision is taken based on 
minimum residual error among all class specific partitioned subspace models. 

3 Incremental Face Learning Using Rejection Ratio and 
Occlusion Detection 

In video based face recognition, face appearance change has to be learned dynam-
ically to combat the gradual variations of pose, expression, illumination and scale. 
Conventional frontal face identification methods use fixed appearance models 
which are learned in offline which may not work well for test face with appear-
ance change in videos. In our proposed approach, to update the class specific sub-
space models {U , }i iiA m=  , we have used incremental PCA (David et al., 2008), 

which learns the appearance changes of faces in online effectively. However, there 
are few important factors which decide effective online face learning in videos as 
given below. First, invalid face images should not be used to learn class specific 
models. Second, wrong identifications must be rejected otherwise this may lead to 
updating wrong model. Finally, face models should not be updated during occlu-
sion. To handle first two issues, we have constructed an index called rejection  
ratio ( φ ) which can reject wrong identifications and invalid faces. The φ is con-
structed using residual error obtained by (11) for each model for a given test im-
age. Here we have assumed that, for a given test face image, the genuine class re-
sidual error is much lower than average of all class residual errors. For a invalid 
face image, residual errors of all classes are equally high as shown in figure. With 
those presumptions, we calculate φ as given below, 

1
( )

( ( ))

N

i
i

r y
mean r y

N
==             ( ( )) min( ( ))

( )
( ( ))

mean r y r y
y

mean r y
φ −=  

It can be observed that, ( )yφ  value is high for genuine test faces and very low 
for invalid test images. To show the validity of our assumption, we have illu-
strated rejection ratio value of different kinds of example test images in figure 2. 
Based on cross validation, we formulated a decision rule by setting threshold 1tr   

to decide whether to accept or reject the identity of a given test face. 
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  (a)     

  
  (b) 

 
           (c) 

 
           (d) 
 

Fig. 2 Illustration of rejection ratio for various test images (a) Non face (b) Valid face with 
occlusion (c) Valid face with different expression and (d) New face which is not in gallery 

If 1tr φ> , test image identity is accepted otherwise that will be rejected and sys-
tem will start to process next frame. Once test face identity is accepted, that will 
be scrutinized for subspace model update by setting strong threshold ( 2th ) i.e. 

2 1th thφ > > . After that, we have to find whether test face is occluded or not to avoid 
partially occluded faces used for corresponding model update. To detect the occlu-
sion on test face, we have used sparse error coefficients ( opte ) of corresponding 
identity model. Any nonzero coefficient in opte shows that, corresponding pixel in 
the test image has been corrupted. Using opte coefficients, we have defined occlu-
sion ratioη, as ratio of number of non-zero coefficients in opte to total number of 
coefficients in opte . Based on cross validation, we set threshold 3tr , and if 3trη > , the 
test face will be considered as occluded and if 3trη ≤ , the test face is not occluded 
as illustrated in figure 3. Only those test faces passed the above evaluation crite-
ria’s are used to update the corresponding subspace model in online. 

 

Fig. 3 Illustration of occlusion ratio for various test faces 

Based on rejection ratio and occlusion ratio, the proposed face identification al-
gorithm is integrated with incremental learning approach. The flowchart of the 
proposed comprehensive video based face identification algorithm is shown in 
figure 4. 
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Fig. 4 Flow chart of Comprehensive video based face identification algorithm 

4 Experimental Setup and Results 

We will first examine the robustness of the proposed face identification algorithm 
against contiguous block occlusion using AR and Extended Yale B datasets. To 
compare the recognition performance and computation time, we have used another 
state of the art method SRC. Finally, we demonstrate video based face identifica-
tion using incremental learning technique. All methods are implemented using 
MATLAB and executed on Intel Core 2 Duo processor at 2.53 GHz. To solve 1l

minimization for SRC method we have used SPArse Modeling Software 
(SPAMS) package (Mairal et al., 2010). 

4.1 AR Dataset 

In this section, we evaluated our proposed face identification method on AR data-
set (Martinez and Kak, 2001) which contains 126 subjects. We have used random-
ly selected 100 subjects with 50 males and 50 females. Each subject contains 26 
images which incorporates expression variation, illumination variation and partial 
occlusions. Evaluation is done by using 8 non occluded training images to identify 
the 4 occluded images as shown in figure 5.a and 5.b.  All experiments are done 
by down sampling 165 ×  120 cropped images to an order of 50 ×40.  First, the 
proposed method is evaluated without partition. To handle large contiguous occlu-
sion, we also proposed classical partition based approach. In partitioned approach, 
each sub image (in this experiment number of partition is 2) is down samples to 20
×30 as shown in figure 5.c. 

 (a) (b)  (c)  

Fig. 5 Sample (a) training and (b) testing images of a typical subject (c) partitioned images 
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Table 1 summarizes the comparison of recognition accuracy of proposed me-
thods and state of the art algorithms. It can be seen that the proposed method out-
performs SRC method significantly. In scarf case, the proposed method achieves 
only 72% due to more than 40% of contiguous block occlusion. To improve the 
recognition accuracy we have modified proposed method with partition based  
approach. The partition based proposed approach significantly improves the rec-
ognition performance as given in SRC based partitioned approach. But for feature 
dimension of more than 100, SRC based methods take huge computation time 
which is not acceptable in real time applications. In appearance based recognition 
methods, such a low dimension feature vector may not capture discriminating fea-
tures. But, even for large feature dimension, the proposed unpartitioned (50 ×40) 
and partitioned (20 ×30) approaches take only 312ms and 203ms respectively.  

Table 1 Experimental results on AR Dataset with contiguous occlusion 

Method 
Recognition Accuracy (%) 

Sunglasses Scarf 

SRC (Wright et al., 2009) 87 59.5 

SRC +partition (Wright et al., 2009) 97.5 93.5 

Proposed 100 72 

Proposed +  partition 100 95 

4.2 Extended Yale B Dataset 

The extended Yale B dataset contains 2414 fontal face images of 38 subjects taken 
at various lighting conditions. Each subject consists of 64 images. As given in 
Georghiades et al., (2001) and Lee et al., (2005), we divided the dataset into five 
subsets based on normal to severe light variations. Subset 1 consists of 266 images 
(seven images per subject) which are used for training. Subsets 2, 3, 4 and 5 each 
consists of 12, 12, 14, and 19 images per subject respectively. Subset 2 and 3 are 
used for testing with 10% to 60% occlusion by replacing a square block of each 
test image with a baboon image. The example 10% to 60% occluded images of 
subset 2 is shown in figure 6. Subset 4 and 5 are not considered for this experi-
ment due to the assumptions of sufficient lighting condition under indoor surveil-
lance environment and more focus on contiguous block occlusion analysis. All 
experiments are done by downsampling 192 ×168 images to an order of 20 ×20. 

 

Fig. 6 Test images under varying level of contiguous occlusion from 10% to 60% of Ex-
tended Yale B dataset. 
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Table 2 shows the recognition accuracy and computation time of various algo-
rithms using subset 1 and 2. The proposed method outperforms the other methods 
for all level of occlusion. In subset 2, up to 40% of occlusion the proposed method 
correctly identified 100% of test faces. Even at 60%, above 85% recognition rate 
is achieved. Even LRC partitioned and SRC methods achieved 100% recognition 
accuracy for up to 20% occlusion.  In subset 3, up to 20% of occlusion, the pro-
posed method correctly identified about 100% of test faces. At 40% occlusion, 
above 84% recognition rate is achieved. The LRC partitioned method achieved 
recognition accuracy on par with proposed method from 0% to 60% due to loca-
tion of the block occlusion. If the Baboon block image is placed in center, its per-
formance will be degraded as occlusion is shared by all partitions and also it will 
huge computation time. It can be observed that SRC does not perform well in 
higher level of block occlusions and also it takes more computation time when 
dimension of feature vector increases. The computation time of LRC is very less 
when compare to all other methods but recognition accuracy is very poor for 20% 
to 60% occlusion. Figure 7 shows recognition rate across varying level of conti-
guous occlusion for various algorithms using subset 1 and subset 2. 

Table 2 Experimental results of Extended Yale B dataset with varying level of contiguous 
occlusion 

Method 

Recognition Accuracy (%) 
Computation Time per image 

(ms) Subset2 Subset3

0% 10% 20% 40% 60% 0% 10% 20% 40% 60%

LRC 100 99.5 96 70 21 100 97.3 91.2 48.2 12.7 17.3 

LRC-

Partition 
100 100 100 92 51.5 100 98 97.8 87.9 46.2 140 

SRC 100 100 100 71.9 36.1 100 99.1 96.7 38.3 16 106 

Proposed 100 100 100 100 85.7 100 100 99.5 84.6 43.6 34.5 

 

Fig. 7 The recognition rate against varying level of occlusion for various algorithms using 
(a) subset and (b) subset 2 
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4.3 Honda/UCSD Video Dataset 

The third set of experiments is conducted on Honda/UCSD video dataset (Lee et 
al., 2005). This dataset consists of 20 subject’s training video sequences which in-
corporates pose variation, illumination variation and scale variation and resolution 
is 640×480. In each video, the person rotates and turns his/her head in his/her 
own preferred order and speed, and typically in about 15 seconds, the individual is 
able to provide a wide range of different poses. The detected faces (Viola and Mi-
chael, 2004)  are down sampled into 32×32. To obtain the subspace model of 
each subject initially, 10 randomly selected sample faces are used which are ob-
tained from first 30 frames of each video sequence. Out of all other test frames, in 
few frames, face could not be detected by detection module due extreme to face 
pose variation. The recognition rates is computed by taking ratio of number of cor-
rect iendentifications to total number of detected faces from video. For this expe-
riment, the evaluation criteria thresholds 1th , 2th and 3th are set as 0.2, 0.5, and 0.2 

respectively.   
In incremental learning approach, gradual pose, scale and expression variations 

are incorporated on subspace models in online which are not possible in static  
face identification methods. For incremental face learning following requirements 
should be followed; (i) False identifications should be strictly rejected which may 
lead to false learning on another subject model (ii)Invalid faces must be rejected 
(iii) Occluded faces may be identified correctly but that should not be used for 
learning. To meet above said requirements, the formulated decision rules by using 
rejection ratio ( φ ) and occlusion ratio (η) are utilized very effectively. Figure 8 
shows correct identification and rejection results for different test video  
sequences. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Correct face identification during pose, expression variations and invalid faces 
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Table 3 Results of proposed video based face identification method on Honda/UCSD 
dataset 

Method Recognition accuracy (%) 

 Proposed  69.56 

Proposed with incremental learning 77.07 

It can be seen in table 3 that proposed incremental learning method significant-
ly outperforms the proposed static face identification method. It is due to the  
incremental learning of nonlinear appearance variations of face which are not 
available during training. But, whereas in conventional static face identification 
method, face models are learned only once in training stage. In few cases like ex-
treme pose variation and drastic illumination variation, the proposed method fails 
to identify or reject the faces as shown in figure 9. This can be improved by using 
illumination invariant face descriptors at the cost of computation.  

 

 

Fig. 9 False identification and rejection during extreme pose and illumination variation 

5 Conclusion 

In this paper, we have presented robust face identification algorithm under severe 
occlusion using subspace learning and fast sparse representation.  We also inte-
grated our proposed face identification algorithm with incremental face learning 
approach to extend for video based face identification. The newly formulated de-
cision rules using residual errors and sparse noise coefficients are proved to be 
very effective in incremental subspace model update in online. In this, different 
kinds of face appearance are learned for each subspace model in online. The effi-
cacy of the proposed methods is demonstrated using various static face datasets 
and videos. It remains an interesting topic for future work to implement the pro-
posed framework in embedded hardware and test in real-time. 
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Face Recognition Using MPCA-EMFDA Based
Features Under Illumination and Expression
Variations in Effect of Different Classifiers

Chandan Tripathi, Aditya Kumar, and Punit Mittal

Abstract. The paper proposes a new method for feature extraction using tensor
based Each Mode Fisher Discriminant Analysis(EMFDA) over Multilinear Prin-
ciple Components (MPCA) in effect of different classifiers while changing fea-
ture size. Initially the face datasets have been mapped into curvilinear tensor space
and features have been extracted using Multilinear Principal Component Analysis
(MPCA) followed by Fisher Discriminant Analysis, in each mode of tensor space.
The ORL and YALE databases have been used, without any pre-processing, in order
to test the effect of classifier in real time environment.

1 Introduction

Face Recognition is one of the highly researched areas of the pattern recognition that
just opened great application opportunities as basic as class-room attendance man-
agement till high end automated robotic surveillance and many more[1]. Among all,
Principle Component Analysis (PCA) [2] was the first method that interested many
of the researches of this field. Further, 2-D PCA [7, 8] was introduced to improve
the recognition accuracy. After the success of 2-D PCA, K.N. Plataniotis introduced
Multilinear Principle Component Analysis (MPCA) over tensor objects first in face
recognition [11] and then in gait recognition [9]. While increasing of the dimen-
sion size, all the above methods were only relied over eigen vectors having higher
eigen values, in each dimension eigen space. It restricted the use of more relevant
eigen vectors with other non-zero eigen values that were able to increase the recog-
nition rate. A class variance based method, named as Fisher Discriminant Analysis
(FDA), [3, 4, 6] aimed that issue while selecting the eigen vectors with non-zero
eigen values. Furthermore, a Two Dimensional Linear Discriminant Analysis(2D-
LDA) [12] based approach tried to resolve the same issue in two dimensional space.
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In process of classification the size of feature dimension of above methods were lead-
ing towards higher computational time. Keeping above views [5, 16] a new adaptive
method, named as Multidimensional Discriminant Analysis (MLDA), has been pro-
posed with optimal reduction in feature dimension without compromising with both,
recognition accuracy as well as computational time.

Further experiments were more focused to find robust classification methods
rather than more experimenting in feature extraction method. Among all supervised
learning based classifiers, the Support Vector Machine (SVM) [14, 15] was able to
separate two classes more accurately than the other classification methods. Albeit,
the requirement of the classification depends on the characteristics of the features.
This paper focuses more to test the effect of different classifiers using combination
of two different feature extraction algorithms MPCA and FDA in each mode. This
feature extraction method is envisioned to utilize the strength of both the MPCA in
tensor space and followed by more discriminating features in each mode. Further-
more, a comparative study with MPCA has also been included to test effectiveness
of used method while changing the count of gallery and probe images. Moreover,
different classification methods such as different kind of KNN and SVM functions
with a comparative study have also been tested.

2 Multilinear Principle Component Analysis

This method works on tensor representation [11] of the faces in order to preserve
the relationship among neighboring pixels as is absent in PCA. A tensor object is
a higher dimensional matrix of order N stands as T NS ∈ R(T1×T2×......×TN), where
Ti represents each mode of that tensor. For P number of images where image is
symbolized as Fi , can be projected into a third order tensor T NS ∈ RT1×t2×t3 . In
TNS the T1 stands as row size (height) of image as mode-1 of tensor TNS, T2 is
column size (width) of image as mode-2 of tensor TNS and T3is number of images
P used in training as mode-3 of tensor TNS. The MPCA algorithm is explained
below:

1. Obtain the mean Image value of all training images FMean as:

FMean =
1
T3

T3

∑
t=1

Ft
M×N (1)

where T3 = P
2. Center the tensor object representation of training images:

T̂ NS =
[
F1

M×N −FMean,F
2
M×N −FMean, ....,F

P
M×N −FMean

]
(2)

3. Unfold the tensor for different n-modes into matrix for different modes. Unfolding
of tensor TNS along the n-mode can be defined as T NS (n)∈R(Tn×(T1×T2×......×TN))
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i.e.; for ̂(T NSn)index val = f(t1,t2,t3), where f if the value present at (t1, t2, t3)th index
value. Further, index value selection can be done as:

index val = [tn,
n+1

∑
m=3

(tm − 1)(
n+1

∏
q=m

Tq)(
1

∏
q=n−1

Tq)+
1

∑
m=n−1

(tm − 1)(
1

∏
q=m−1

Tq)] (3)

4. Evaluate the co-variance matrix mentioned as Cn and Cn = T̂NSn
̂(T NSn)

Transpose

of each n-mode and find the set of eigenvectors Xn = [x1, .....xk(n) ]founded on the
selected eigenvectors according to the largest k (n) Eigenvalues.

One can obtain optimal features set using any of the subsequent feature selec-
tion process:

(i) Using Yt =((Fm×n)
Input −FMean×n XTranspose

(n) which will give k(1)×T2+k(2)×
T1 features.

(ii) Using Yt = XT
(1)ranspose(ABt

(M×N)Input
− ABMean)X(2) different value for n

(for different modes), which will give k(1)× k(2) features.

5. Test the classifier with obtained feature set Yt .

3 Fisher Discriminant Analysis

In this paper we used a Fisher discriminant analysis that is orthogonal in nature. The
FDA [3,4,6] aims to search the projection PFDA , a set of basis vectors which are nor-
mal vectors to discriminant hyper-plane of feature vector ym that can be obtained using
any of the feature selection method. FDA is envisioned to use Gaussian information
present in image data while using class information. For an mth training sample image
having class Cm FDA aims to maximize the ratio of the Sbetween class (between-class
scattering matrix) and Swithin class (within-class scattering matrix), where

Swithin class =
M

∑
m=1

(ym − ȳCm)(ym − ȳCm)
Transpose (4)

where ȳCm = 1
Nc

∑m,Cm=C ym and

Sbetween class =
CM

∑
Cm=1

(yCm − ȳ)(yCm − ȳ)Transpose (5)

where ȳ = 1
M ∑m ym

The purpose of DFA is to find the maximized set of basis vector P as

PDFA = argmaxP
|(PT Sbetween classP)|
|(PT Swithin classP)| (6)

The outcome of above equation (6) can be generalized as PFDA = [p1, p2......phZ ].
Here phZ ,hZ = 1,2, .....,HZ is the set of eigen vectors of Sbetween class and Sbetween class

for HZC−1 largest generalized eigenvalues. The discriminant feature vector for mth

training images can be obtained as ydm = PT
FDAym.
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4 K-Nearest Neighborhood Classifier

K-nearest neighborhood (KNN) classifier is a well-known and simplest most classi-
fier among all the other unsupervised machine learning algorithms. We have tested
two different math functions for classification separately. The first and commonly
used function is euclidian based, here named as KNN1, and the second one is using
cosine measurement, here named as KNN2.

5 Support Vector Machine

Support vector machine is a well-known supervised machine learning classifier that
try to find an optimal separating hyper plane between two given classes y ∈ (+1,1)
using training datasets [14, 15]. The hyper plane can be expressed as:

w.x+ b = 0 (7)

where x is a probe face image vector projection and w is an angular orientation of the
hyper plane for each binary class separation with b distance from hyperspace origin.
Albeit SVM is originally designed for two class classification problems[ 15] but
most of the classification problems encourage the multi-class classification system.
Principally there are two methods that enables binary SVM applicable for multiclass
classification as One-Against-One (OAO) classification method and One-Against-
All (OAA) classification method. Suppose a sample has N number of classes then
for OAO method N × (N − 1)/2 number of SVM classifiers will be needed and in
OAA method only N number of SVM classifiers required. In this paper we used
OAA method. Two different kind of kernel functions has been tested over the data-
sets. First function is Gaussian type redial basis kernel function (RBF), named as
SVM1, defined as

F(xi,x j) = e−γ×(xi−x j)
2

(8)

whereas the second function is order 3 heterogeneous polynomial kernel function,
named as:

F(xi,x j) = (a× (xi− x j)+ b)c (9)

The above used symbols have following meanings:
xi= database point
x j= test vector point of input vectors(support vector

samples) and γ > 0
a = constant multiplier in a polynomial function
b = trade-off between training error and margin
c = power of polynomial kernel function

6 Result and Discussions

Proposed method has been tested over windows platform of 32-bit based machine
having Intel core-2 duo 2.4 GHz and 2GB RAM. The code has been simulated
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using Matlab-2011. The experimented algorithm has been tested over two bench-
mark databases: AT&T and YALE databases. The AT&T contains sample face vary-
ing in poses and size, whereas YALE database contains varying facial and lightning
conditions. The performance of EMFDA has been tested with above mentioned four
classifiers KNN1, KNN2, SVM1 and SVM2. One more study has been done using
these classifiers with change in count of gallery and probe images while the perfor-
mance has been compared with MPCA method.

6.1 Experiment on At&T Face Dataset

The database, as shown in Fig. 1, contains 400 images of size 112× 92 equally di-
vided into 40 classes with varying expressions, controlled facial rotations,
with/without white lens glasses and with same background information. In this ex-
periment we randomly elected the gallery and probe images with varying ratio from
2/8 to 5/5 without any pre-processing.

Fig. 1 Sample images of original AT&T data-set of size 112×92

6.1.1 Results in Effect of KNN Classifiers

The KNN classifiers (KNN1 and KNN2) have been tested with changing the value of
number of nearest neighbors count k from 1 to maximum accuracy pursuing value.

In experiment it is found that after some value of k (as after 40 in case of 5/5
sample ratio) the recognition accuracy stopped changing as most of the neighbors
were belonging to the expected class. While after some values of k (as after 130
in case of 5/5 sample ratio) the accuracy started decreasing. It can be said that,
based on experimental results, in training samples the different persons faces, which
originally were so much close in some dimension, had come up with false class
information and therefore increases the most common class majority ratio while
comparing true class majority.

One more experiment has been done with increasing the feature dimension while
keeping maximum but constant accuracy providing value of k (as 40 in case of 5/5
sample ratio). In this experiment it is found that after some feature size the accuracy
does not further increase in case of both the MPCA and EMFDA as shown in Fig.
2. The results of classifiers with change in gallery and probe images ratio, has been
shown in Table-1.
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Fig. 2 Effect of KNN classifiers with increase in size of feature vectors over AT&T data-set
with 3/7 Gallery/Probe sample ratio

Table 1 Results along with their respective dimensions based on AT&T Dataset in effect of
KNN classifiers

Sample Ratio (Training/Testing) 2/8 3/7 4/6 5/5

MPCA
KNN1

Features 65 65 65 65
Accuracy(%) 76.88 85.71 87.08 87.00

KNN2
Features 65 65 65 65
Accuracy(%) 78.13 83.93 87.08 88.00

MPCA-EMFDA
KNN1

Features 39 39 39 39
Accuracy(%) 78.13 87.86 89.16 93.00

KNN2
Features 39 39 39 39
Accuracy(%) 78.13 88.93 92.08 94.00

6.1.2 Results in Effect of SVM Classifiers

The SVM based classifiers, named as SVM1 and SVM2, have been tested over the
MPCA-EMFDA features and the effects were compared with MPCA based features
using following values as given below:

In SVM1

Gamma value in redial basis kernel =0.000009
In SVM2

Value of parameter a in Polynomial kernel=0.00018
Value of parameter b in Polynomial kernel=0.000009

Dimension c of Polynomial function=3
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Fig. 3 Effect of all classifiers over AT&T dataset with changing Gallery Images from 2 to 5

The above values of gamma, a, b and c have been obtained based on maximum
accuracy achieved programmatically. The program was designed to pass these pa-
rameters until the recognition further stopped changing. Initially it found that the
program always stuck in infinite loop because the accuracy was either increasing or
decreasing in alternate fashion while increasing the iteration. In order to control the
iteration the accuracy has been checked with 10 more iteration after the accuracy
further stopped increasing or decreasing (with +0.50 or -0.50) in five consecutive it-
erations. Albeit the values of gamma, a, b and c were the best experimented optimal
values that can further be polished.

Here the separation between kernel function hyper-plane and corresponding sup-
port vector containing hyper-plane plays a major role in classification of the input
face image feature vector. The results ,as shown in Table-2 , indicate that the redial
basis hyper-plane separates the training data points more accurately than third order
polynomial hyper-plane. As in case of redial basis kernel function we are able to find

Table 2 Results along with their respective dimensions based on AT&T Dataset in effect of
SVM classifiers

Sample Ratio (Training/Testing) 2/8 3/7 4/6 5/5

MPCA
SV M1

Features 65 65 65 65
Accuracy(%) 85.94 87.86 90.00 94.00

SV M2
Features 65 65 65 65
Accuracy(%) 81.88 87.86 89.16 88.00

MPCA-EMFDA
SV M1

Features 39 39 39 39
Accuracy(%) 86.06 91.07 94.17 99.00

SV M2
Features 39 39 39 39
Accuracy(%) 83.75 88.93 92.08 94.00
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more nearer data points of a class as a support vectors, when compared with third
order polynomial. Now it can be said that the normal vector distance of support vec-
tors from hyper-plane is more uniformly distributed in redial basis hyper-plane than
third degree polynomial hyper-plane. The results of SVM based classifiers, when
compared with KNN based classifiers, shows higher recognition accuracy. The re-
sults have been shown in Fig. 3.

6.2 Experiment on Yale Face Database

The YALE database consists of 165 images of 15 individuals with 11 images per
person with 243 × 320 as original size, shown in Fig. 4. The reason using this
database is to understand the effect of the classifiers with change in illumination
variation with different directional focus of light. This database is more challeng-
ing than AT&T database due to presence of varying background information with
different facial appearance (normal, sleepy, wink, surprised, happy and sad).

Fig. 4 Example images of YALE data-set with size 243×320 as used in experiment

6.2.1 Results in Effect of KNN Classifiers

In this experiment KNN1 and KNN2 classifications have been verified in same fash-
ion while varying feature dimension as in case of AT&T data-set as shown in Fig. 5.

Fig. 5 Effect of KNN classifiers with increase in size of feature vectors over YALE data-set
with 3/7 Gallery/Probe sample ratio
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The results of classifiers with change in gallery and probe images ratio, has been
shown in Table-3. The experiment over YALE data-set shows that the size of fea-
tures greatly affected by the data-set size while comparing the well performing fea-
ture dimensions of AT&T data-set. One more observation came in experiment that
the shadow effect appearing at background was greatly affecting the Gaussian na-
ture of the classes. It resulted a slight degradation in recognition accuracy. This
effect can be seen in table-3 as when those images were being introduced in k.

Table 3 Results along with their respective dimensions based on YALE Dataset in effect of
KNN classifiers

Sample Ratio (Training/Testing) 2/8 3/7 4/6 5/5

MPCA
KNN1

Features 43 43 43 43
Accuracy(%) 62.96 70.83 79.05 85.56

KNN2
Features 43 43 43 43
Accuracy(%) 79.26 86.67 89.52 91.11

MPCA-EMFDA
KNN1

Features 14 14 14 14
Accuracy(%) 68.15 74.17 77.14 82.22

KNN2
Features 14 14 14 14
Accuracy(%) 80.00 82.96 84.76 87.78

6.2.2 Results in Effect of SVM Classifiers

The SVM based classifiers named as SVM1 and SVM2 have been tested over the
MPCA-EMFDA features and the effects compared with MPCA based features using
following values as listed below:

In SVM1

Gamma value in redial basis kernel =0.0009456
In SVM2

Value of parameter a in Polynomial kernel=0.0001
Value of parameter b in Polynomial kernel=0.000009

Dimension c of Polynomial function=3

The values of gamma, a, b and c are the best found experimented optimal values.
The result shown in Table-4, based on the above parameters, indicate that the redial
basis hyper-plane separates more precisely the training data points than the third
order polynomial hyper-plane as in case of AT&T Database.

The results based on SVM classifiers, when compared with KNN classifiers,
shows higher recognition accuracy. The results has been shown in Fig. 6.
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Fig. 6 Effect of all classifiers over YALE data-set with changing Gallery Images from 2 to 5

Table 4 Results along with their respective dimensions based on YALE Dataset in effect of
SVM classifiers

Sample Ratio (Training/Testing) 2/8 3/7 4/6 5/5

MPCA
SV M1

Features 43 43 43 43
Accuracy(%) 76.30 79.17 83.81 87.78

SV M2
Features 43 43 43 43
Accuracy(%) 74.07 75.83 80.00 85.56

MPCA-EMFDA
SV M1

Features 14 14 14 14
Accuracy(%) 83.70 89.17 91.43 94.44

SV M2
Features 14 14 14 14
Accuracy(%) 80.74 88.33 90.48 93.33

7 Conclusion

In this study KNN and SVM based classifiers, with different measurement function,
have been tested over ORL and YALE datasets with and without pre-processing
techniques. Based on observations it could be concluded that in case of both MP-
CAEMFDA and MPCA based features the cosine based KNN and redial basis func-
tion based SVM shows their superiority over the same classification methods with
different functions. It has also been observed that while increasing the feature di-
mension the recognition rate become steady after some dimension and decrease
after some values. Finally it can be concluded that SVM based classifiers are more
effective than KNN classifiers.
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A Syllabus-Fairness Measure for Evaluating 
Open-Ended Questions  

Dimple V. Paul and Jyoti D. Pawar 

Abstract. A modularized syllabus containing weightages assigned to different 
units of a subject proves very useful to both teaching as well as student 
community. Different criteria like Bloom’s taxonomy, learning outcomes etc., 
have been used for evaluating the fairness of a question paper. But we have not 
come across any work that focuses on unit-weightages for computing the syllabus 
fairness. Hence in this paper we address the problem of evaluating the syllabus-
fairness of open-ended questions of an examination question paper by analyzing 
the questions on different criteria. Text mining techniques are used to extract 
keywords from textual contents in the syllabus file and also in the question paper. 
Similarity Coefficient is used to compute the similarity between question content 
and syllabus content. Similarity measure is identified by computing the similarity 
matrix between question vectors and syllabus vectors.  The similarity matrix is 
used as a guideline in grouping the unit-wise questions; matching its weightage 
against Syllabus File and evaluating the syllabus fairness of the question paper. 
The result of syllabus fairness evaluation can be used as a measure by the subject 
expert or question paper setter or question paper moderator to revise the questions 
of examination question paper accordingly.  

1 Introduction 

Examination, as the evaluation of teaching and learning methods, has fixed its 
important position in the practice of education [1, 2]. Examination is considered as 
one of the common methods to assess knowledge acceptance of the students. 
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Based on the examination result, student’s thoughts, behavior and skills can be 
studied. Written examination is a conventional yet a universal tool to evaluate the 
student’s performance in educational area. Whether or not the written examination 
is able to assess the student’s ability is very much dependent on the questions 
asked in the examination paper [3].  

This research work tries to adopt a Similarity Coefficient based comparison of 
open-ended questions of a question paper against the University Prescribed 
Syllabus File in order to verify the effectiveness of an examination question paper 
for theoretical courses such as Software Engineering, Information Technology 
etc.,. Each unit in the syllabus file is given a weightage that correspond to the 
number of lecture hours to be used by the instructor to teach that unit. The 
weightage also  indicates the importance assigned to that unit which is used by the 
instructor to decide on the depth to which the topics in that unit should be covered, 
considered by the paper setter to decide on the allocation of marks under each unit 
and used by the students to allocate   time-schedule  for each unit  while preparing 
for an examination. Similarity measure is computed using a similarity matrix 
which is a two dimensional matrix representing the pair-wise similarity of 
question content with unit content. The computed similarity matrix is used in 
forming unit-wise question groups; matching its weightages against syllabus 
content and evaluate the syllabus fairness of the question paper. This paper is 
organized as follows. Section 2 discusses the literature review. Methodology 
adopted is explained in section 3. The problem statement and experimental results 
are given in section 4 and 5 respectively. Finally section 6 concludes the paper. 

2 Literature Review 

Current studies in educational field has resulted in generating  data mining models 
to improve the quality of decision making process in higher education, assess 
student performance , classify the results of students, identify the students who are 
likely to drop out, identify students at risk of failure etc.,[4,5,6,7]. An interesting 
work in this area is carried out by mining the examination question paper based on 
Bloom’s taxonomy [3]. In [3] the fairness of a question paper is evaluated by 
measuring the relevance of its questions with Bloom’s Taxonomy. Bloom's 
taxonomy is a classification system of educational objectives based on the level of 
student understanding necessary for achievement or mastery.  Educational 
researcher Benjamin Bloom and colleagues have suggested six different cognitive 
stages in learning such as Knowledge, Comprehension, Application, Analysis, 
Synthesis and Evaluation. In [8-9] Yutaka and Lui discuss the mechanisms of 
keyword extraction by focusing on information retrieval of text mining.  Question 
papers can include either open-ended or closed-ended questions. The easiest type 
of questions is closed questions or multiple-choice questions. However, multiple-
choice questions cannot determine the skills of students in writing and expressing. 
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At present, educators prefer to have essay questions to grade more realistically the 
students’ skills. Open questions are considered to be the most appropriate, because 
they are the most natural and they produce a better degree of thought. They help to 
evaluate the understanding of ideas, the students’ ability to organize material and 
develop reasoning, and to evaluate the originality of the proper thoughts. Use of 
open-ended question evaluation tools is good for understanding the different 
cognitive skills. Several methodologies have been proposed to solve the problems 
in automatic evaluation of open-ended and closed-ended questions. Some of them 
are summarized as follows- 

In [10] Chang et al. made a comparative study between the different scoring 
methods. They also studied the different types of exams and their effect on 
reducing the possibility of guessing in multiple choice questions. In multiple 
choice question type, the evaluation by using the set of correct answers is the 
traditional method. But this method does not respect the order of answers [11]. 
There is also the evaluation by using vector concept. It is more complicated but 
respects the order of the answer so that the solution must be exactly similar to the 
template of the model answer. Reference [12] proposed a fuzzy cognitive map to 
determine the concepts dependences. It applies the network graphic 
representation. Fuzzy concepts are used to represent domain concepts’ knowledge 
dependencies and adaptive learning system knowledge representation [13]. It also 
represents the concept’s impact strength over the other related concepts. 

In our work, we have used text mining techniques for extracting the keywords 
from contents of question papers and syllabus file. The extracted keywords are 
used for the Similarity Coefficient based comparison of open-ended questions of a 
question paper against the University Prescribed Syllabus File. A syllabus file 
provide information about how to plan for the tasks and experiences of the 
semester, how to evaluate and monitor students’ performance, and how to allocate 
time and resources to areas in which more learning is needed. The particular 
structure that a syllabus includes varies greatly with the type of course that it 
details. A syllabus can serve students as a model of professional thinking and 
writing.  

The Vector Space Model (VSM) is a popular information retrieval system 
implementation which facilitates the representation of a set of documents as 
vectors in the term space [14]. Similarity matrix consisting of a set of questions in 
a Question paper and the units of a syllabus file is a two dimensional matrix 
representing the pair-wise similarity of question content with unit content. Pair-
wise similarity computation can be performed on different similarity measures. 
We have used Cosine Similarity Coefficient to assign a similarity score to each 
pair of compared question vectors and syllabus vectors. Cosine similarity is a 
measure of similarity between two vectors by measuring the cosine of the angle 
between them. The cosine of the angle is generally 1.0 for identical vectors and is 
in the range of 0.0 to 1.0 for non-similar or partially similar vectors. Cosine 
similarity remains as the most popular measure because of its simple 
interpretation, easy computation and document length exclusion [15][16]. 
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Table 1 Terminology Used 

Term Meaning 

Question Paper(QP) QP includes questions with its details such as question-no, question-
content and question-marks  

Syllabus File(SF) SF includes unit-wise syllabus contents organized as a  set of  topics  
and  is assigned with   unit-wise weightage  

N N is the total number of questions in a QP 
M M is the total number of units in the SF 
ni ni refers to the number of questions in which term i appears
mj mi refers to the number of units in which term i appears

Question-Term-Set       
(question qsti ) 

It is a set of terms extracted from each question by performing its 
tokenization,, stop word removal, taxonomy verb removal and 
stemming  

Syllabus-Term-Set   (unit 
untj ) 

It is a set of terms extracted from each unit by performing its 
tokenization,, stop word removal, taxonomy verb removal and 
stemming  

qfreqij qfreqij  is the  frequency of question-term i in question j

sfreqij freqij  is the  frequency of syllabus-term i in unit j

qmaximum  
frequency(qmaxfreqij ) 

qmaxfreqij  is the  maximum frequency of a question-term in question j 

smaximum  
frequency(smaxfreqij ) 

smaxfreqij  is the  maximum frequency of a syllabus-term in unit j 

qterm frequency(qtfij) qtfij refers to the importance of a  question-term i in question j. It is 
calculated using the formula- qtfij=   qfreq                        (1) 
                                                       qmaxfreqij

sterm frequency(stfij) qtfij refers to the importance of a  syllabus-term i in unit j. It is 
calculated using the formula- stfij=  sfreq                         (2) 
                                                      smaxfreqij

qInverse Document  
Frequency(qidfi) 

qidfi refers to the discriminating power of question-term i and is 
calculated as - qidfi=log2 (N/ni)                                         (3) 

sInverse Document  
Frequency(sidfi) 

sidfi refers to the discriminating power of syllabus-term i and is 
calculated as - sidfi=log2 (M/mi)                                       (4) 

qtf-qidf weighting(QWij) It is a weighting scheme to determine weight of a term in a question. It 
is calculated using the formula- QWij=  qtfij ×  qidfi               (5) 

stf-qidf weighting(SWij) It is a weighting scheme to determine weight of a term in a unit. It is 
calculated using the formula- SWij=  stfij ×  sidfi                       (6) 

3 Methodology  

The procedure for finding similarity between question content and syllabus 
content using cosine similarity measure follows the steps as below- 

• Pre-processing of Question Content and Syllabus Content  
• Computing Question-Vs-Syllabus Similarity Matrix 
• Displaying Syllabus Fairness of Question Paper  

A brief description of the approaches used for performing each of the above 
steps is given below- 
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3.1  Pre-processing of Question Content and Syllabus Content  

The five sub-steps involved in pre-processing the question content and respective 
syllabus content is as follows: 

a) Tokenization: The set of questions of a question paper as well as the unit-wise 
contents of syllabus file are treated as collection of strings (or bag of words), 
which are then partitioned into a list of terms.  

b) Filtering Stop Words: Stop words are frequently occurring, insignificant 
words within the question content and also in the syllabus content and are 
eliminated.  

c) Filtering Taxonomy Verbs: The taxonomy verbs within the question content are 
identified and eliminated. Details of verbs and question examples that represent 
intellectual activity at each level of blooms taxonomy can be found in [17]. 

d)  Stemming Terms: Stemming is a heuristic process of cutting off the ends of 
terms of question content as well as syllabus content for getting the correct root 
form of the term. There are various word stemmers [18] available for English 
text and the most commonly used Porter stemmer is considered. 

e)  Normalization:  The idea behind normalization is to convert all terms which 
mean the same, but written in different forms (e.g. CPU and C.P.U) into  
the same form. We are using the following techniques for performing 
normalization- 

• Lowercase  the terms  
• Remove special characters 

3.2 Computing Question-vs-Syllabus Similarity Matrix 

The similarity matrix computation is carried out by considering the matrix 
representation of vectors which is a natural extension of the existing VSM. Matrix 
representation considers the questions of a question paper as the row headers and 
units of the syllabus file as the column headers of the matrix. Each question is 
represented as a vector of question-terms and each unit of the syllabus file is 
considered as a vector of syllabus-terms. In the multidimensional matrix of N 
questions and M units say N × M matrix, each pair of question-term vector and 
syllabus-term vector gets compared to determine how identical they are by using 
cosine similarity measure. The term weight scores are calculated according to tf-
idf weighting method [19]. tf-idf is the most commonly used scheme to assign 
weights to individual terms based on their importance in a collection of unit-wise 
questions as well as unit-wise syllabus contents. Each weight score is calculated as 
a product of tf and idf. Higher values of idf correspond to question-terms which 
characterize a question more distinctly than others under a unit. Detail description 
of tf-idf calculation is shown in Table1. The cosine similarity of question-vector 
and syllabus-vector say qv and sv is calculated by performing the dot product of 
question-vector terms and syllabus-vector terms. The calculation of cosine 
similarity is performed using the following formula- 
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Similarity (qv1, sv1) = Cos θ   =       qv1.sv1 
                    |qv1|.|sv1|                                     (7) 

, where ‘.’ denotes the dot product between vectors qv1 and sv1. |qv1| and |sv1| are 
the Euclidean norm of qv1 and sv1 vectors.  The above formula can be expanded 
in the following manner. 
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Sample of a similarity matrix with computed pair-wise similarity say smx,y for 

n  questions and m units is represented in Table 2 below. The computation of 
similarity of n question with m units is carried out by calculating the similarity of       
n × m pairs of question vectors and syllabus vectors. 

Table 2 Similarity Matrix Representation 

 SV1 SV2 SV3 SV4 SV5 SV6 SV7 … SVm 

QV1 sm11 sm12 sm13 sm14 sm15 sm16 sm17 … sm1m 

QV2 sm21 sm22 sm23 sm24 sm25 sm26 sm27  sm2m 

QV3 sm31 sm32 sm33 sm34 sm35 sm36 sm37  sm3m 

QV4 sm41 sm42 sm43 sm44 sm45 sm46 sm47  sm4m 

QV5 sm51 sm52 sm53 sm54 sm55 sm56 sm57 … sm5m 

QV6 sm61 sm62 sm63 sm64 sm65 sm66 sm67 … sm6m 

QV7 sm71 sm72 sm73 sm74 sm75 sm76 sm77  sm7m 

… … … … …  … … … … 

QVn         smnm 

3.3 Displaying Syllabus Fairness of Question Paper  

The computed similarity matrix is used to generate unit-wise question groups, 
calculate unit-wise question groups’ weightage and compare the calculated 
weightage against the actual unit-weightage in the syllabus file. The syllabus 
fairness evaluation carried out using the similarity matrix is considered as a good 
measure by the subject expert or question paper setter or question paper moderator 
to revise the questions of a question paper. Choosing suitable threshold value for 
similarity computation is a difficult task and it is problem dependent.  We have 
considered 0.75 as the threshold value for better recall of questions while 
generating question groups that satisfy the paper setter specified requirements. 

Precision and Recall are commonly used as the metrics to evaluate the accuracy 
of predictions and the coverage of accurate pairs of comparisons in the 

Cos θ     = 
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information retrieval system. They are computed as – 
 

    Number of relevant question-syllabus matches retrieved by the tool 
Precision      =             Total number of question-syllabus matches retrieved by the tool 
 
        
      Number of relevant question-syllabus matches retrieved by tool  
Recall          =        Total number of relevant question-syllabus match given by paper setter 

4 Problem Formulation 

4.1 Problem Statement  

Given a question paper of subject S consisting of N questions represented as  
QP(S)={qst1,qst2,…,qstN} and a syllabus file  of S consisting of M  units 
represented as SF(S)= {unt1,unt2,…,untM}, the problem is to  find unit-wise 
similar question groups UQG1, UQG2,…, UQGk.  A question qsti can be said to 
belong to untj if similarity (qsti, untj)>= ∂ where ∂ is the user input threshold value 
to find the similarity.   

The similarity (qsti, untj) function could use any of the similarity measures 
available. We have used Cosine similarity to perform the experimental study. 

The main modules of this algorithm are shown below. 

 

Fig. 1 Main modules of Syllabus-Fairness Evaluator 

The brief details of modules are presented below– 
 

1) Extract-Question-Terms: Input qsti (i=1 to N) and for each qsti it extracts 
terms qtij (j=1 to Ni). 

 
2) Extract-Syllabus-Terms: Input untj (j=1 to M) and for each untj in the syllabus 
file, it extracts terms stjk (k=1 to Mj). 

 
3) Generate-Question-Syllabus-Similarity-Matrix: Input question-terms qtij (j=1 
to Ni) for all qsti (i=1 to N) and also syllabus-terms stjk (k=1 to Mj) for all untj (j=1 
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to M). For each pair of question-terms qsti and syllabus-terms untj, compute 

similarity (qsti, untj) for i=1 to N and j=1 to M using any standard similarity 
measuring scheme. Represent the result as a Question-Syllabus-Similarity-Matrix.   

 
4) Evaluate-Best-Question-Syllabus-Match: For each question in the Question-
Syllabus-Similarity-Matrix, it finds the highest value of similarity among the set 
of computed similarity (qsti, untj)>=∂,   for i=1 to N and j=1 to M. If the highest 
value of similarity does not get identified for a question, then the question is 
considered to be indirectly associated with the syllabus and is represented as 
indirect question else the question is considered to be directly associated with the 
syllabus and is represented as direct question. 

 
5) Compute-Syllabus-Fairness: Under each unit, it performs the summation of 
the marks of direct questions and represents the result of summation as unit-direct-
question-mark. Also it identifies whether the unit-direct-question-mark of each 
unit satisfies- the- unit-weightage of the syllabus file. The term satisfies- the- unit-
weightage means that the unit-direct-question-mark is less-than-or-equal-to (<=) 
the unit-weightage. If the unit-direct-question-mark is greater-than-or-equal-to 
(>=) the unit-weightage, then the value of unit-direct-question-mark gets replaced 
with the value of unit-weightage. This replacement process is carried out to limit 
the value of unit-direct-question-mark to the extent to which it matches with the 
unit-weightage. At the next stage, it adds up the unit-direct-question-mark of all 
the units and represents the result of addition as direct-question-weightage. Using 
the direct-question-weightage, it computes the Syllabus Fairness of the question 
paper. The computed fairness is represented as Poor or Average or Good or 
Excellent depending upon whether the percentage of direct-question-weightage 
falls in the range of 0-40 or 41-60 or 61-80 or 81-100 respectively. 

4.2 Algorithm for Syllabus-Fairness-Evaluator 

1) Algorithm for Question-Term-Extraction  
// Extract Question-Terms by stop-word removal, taxonomy verb removal and stemming 

QT= { } 
For i=1 to N 

Extract terms from qsti and store it in array qti[ ] 
Remove the stop-words from qti[ ] 
Remove taxonomy verbs from qti[ ] 
Extract the stem of each term in qti[ ] 

QT= QT U qti[ ] 
End For 

Output of Question-Term-Extraction, QT= {qt1[ ],qt2[ ],qt3[ ], …, qtN[ ]} 
 

2) Algorithm for Syllabus-Term-Extraction  
// Extract Syllabus-Terms by stop-word removal, taxonomy verb removal and stemming 

ST= { } 
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For j=1 to M 

Extract terms from untj and store it in array stj[ ] 
Remove the stop-words from stj [ ] 
Extract the stem of each term in stj [ ] 
ST= ST U stj [ ] 

End For 
Output of Syllabus-Term-Extraction, ST= {st1[ ], st2[ ], st3 [ ], …, stM[ ]} 

 

3) Algorithm for Syllabus-Fairness-Evaluation 
//Evaluate-Syllabus-Fairness 
Input:   QT= {qt1[ ],qt2[ ],qt3[ ], …, qtN[ ]}   // set of questions in the question paper 
            ST= {st1[ ], st2[ ], st3 [ ], …, stM[ ]} // set of units in the syllabus file 
 where  
      qti = { qti1 , qti2 , qti3 ,…,qtip } for p=1 to count(qsti terms)  //set of terms in question i 
      stj= { stj1 , stj2 , stj3 ,…,stjq } for q=1 to count(untj terms)   //set of terms in syllabus j 
      N = {qst1, qst2,…,qstN}  // number of selected questions  
     M= {unt1, unt2,…,untM} // number of selected units 
     Threshold =∂                // threshold value for similarity computation 
 
Output: k Unit_Question_Group UQG1, UQG2,…, UQGk where UQGk consist of  a set of     
qst’i  questions of QP(S) // Form  unit-wise question groups and  verify its syllabus fairness 
 
Begin 
//Initialization  
     cnt=0  //counter for number of question-groups 
    direct_question_percentage=0 // counter for percentage of direct questions     
unit_question_set= [ ] 
  //Unitwise-Question-Group-Formulation  
//Compare the unit-wise marks of questions of QP(S) with the corresponding unit-wise 
weightages in the syllabus  
 For i=1 to M 
           cnt=cnt+1 
         //Formulate unit-wise new question groups 
          UQGi= New_Unit_Question_Group (unti,cnt) 
   For j=1 to N 
           If qstj not in unit_question_set then 
                // Evaluate Best-Question-Syllabus-Match using the Similarity-Matrix 
              If similarity (qstj, unti) >=∂   then temp= similarity (qstj, unti) 
                 For k=1 to M 
                     If similarity (qstj, untk) >temp   then 
                          Exit for  
                    End if 
                 // Iterative stages of appending questions to each question-groups 
                   Add qstj to New_Unit_Question_Group p  
                           unit_question_set =   unit_question_set + qstj 
              End For 
         End If 
     End If 
              End For 
           End For 
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// Evaluate Syllabus-Fairness using marks of unit-wise questions in question-groups 
For i=1 to cnt 
Accept Unit_Question_Group (unti,i) 
marks_unti =sum (marks of all questions of Unit_Question_Group (unti,i)) 
  If marks_unti  <=syllabus-weight(unti) then  
       direct_question_percetage= direct_question_percentage+ marks_unti 

 Else 
      direct_question_percentage= direct_question_percentage+ syllabus-weight (unti) 
            End If 
         End For 
         End 

 

5 Implementation Details 

5.1 Hardware and Software Platform Used 

Implementation is done using Microsoft Visual Basic .NET as Front End Tool and   
SQL Server as Back End Tool on a 2 GHz processor with 1GB RAM. 

5.1.1 Datasets Used 

The question paper of the third year of three year bachelor’s degree course of 
computer science (B.Sc Computer Science) for Software Engineering subject 
examination at Goa University contains 34 questions.  The syllabus file for this 
subject includes 9 units. Details of experimental data used for similarity 
computation is as follows- 

 
1) S= sub1=Software Engineering (SE)  
2) QP(S)=qp1={quest1,quest2,…,quest10,.., quest34}  
3) SF(S)={unit1,unit2,..,unit9} 
4) ∂=0.75 
5)   A snapshot of the set of units {sub1unit1,sub1unit2,…,sub1unit9}  with its 

extracted list of terms 
{approach,characterist,definit…},{category,document,engine,…},….,{bla
ck,box,case,debug,…} etc., and set of questions {qp1quest1, qp1quest10, 
qp1quest11…, qp1quest34} with its extracted list of terms {scope, 
software, term},    {benefits, code, peer, review}, {cycle, evolutionary, 
life, model, prototype, software, throwaway}, {alpha, testing} etc.,  for 
qp1 is displayed in Fig.2. Extraction of terms from SE subject’s syllabus 
file and SE subject’s question paper were carried out by performing four 
different pre-processing stages such as Tokenization, Filtering of Stop 
Words, Filtering Taxonomy Verbs and Normalization of Terms. 
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Fig. 2 Extracted list of Terms of Syllabus File and Question Paper 

5.1.2 Results Obtained 

Fig. 3 below shows a sample screen shot of the similarity matrix computation 
using cosine similarity. Each of the questions among the 34 questions in the QP of 
SE was compared against the 9 units in the SE syllabus file. SE-Cosine-Similarity-
Matrix generated 34 × 9 combination of values using cosine similarity. If no 
similarity exist between a pair of SE question-terms and SE unit-terms, cosine 
returned a value of zero and in every other case, cosine returned a value in the 
range of 0.0-1.0.   

Fig. 4 below represents the process of generation of SE-unit-question-groups. 
For each question in the SE-Cosine-Similarity-Matrix, the highest value of 
similarity among a set of pair-wise similarity (SE- quest i, SE- unitj)>=75,   for i=1 
to 34 and j=1 to 9 were found. When the highest value of similarity could get 
computed for an SE-quest, the question was termed as direct; else the question was 
represented as indirect. 
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Fig. 3 Computed Cosine Similarity Matrix Matrix (Syllabus File Vs Question Paper) 

 

Fig. 4 Iterative stages of unit-question-groups formation  

Fig. 5 below shows the evaluated measure of syllabus fairness.  Under each SE-
unit, marks of direct questions were added up and were named as SE-unit-direct-
question-mark. Whether or not the SE-unit-direct-question-mark of each unit 
could satisfy the SE-unit-weightage of SE-syllabus file was identified and the  
SE-unit-direct-question-mark is updated accordingly.  Summation of the SE-unit-
direct-question-mark of all the units was carried out to generate SE-direct-
question-weightage. Using SE-direct-question-weightage, SE-Syllabus fairness 
was computed and was represented as “Good”, as the percentage of SE-direct-
question-weightage was in the range of 61-80. Performance analysis of the results 
indicates that cosine similarity is a good measure in grouping similar questions. 
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Fig. 5 Computed syllabus-fairness measure using unit-question-groups  

6 Conclusion and Future Work 

This paper focused on a new approach for syllabus fairness evaluation of a 
question paper by performing (n× m) pair-wise question-vector and syllabus-
vector comparisons. Similarity matrix computation was carried out using cosine 
similarity which is a commonly used similarity measure for short documents.  
Even though cosine similarity has a main disadvantage of term independence, this 
is not a major concern in our work as we deal with short text documents. Results 
obtained indicate that cosine similarity is a good measure in formulating unit-wise 
question groups. The formulated question groups has been found successful in 
identifying the syllabus fairness of a question paper by comparing the  generated 
unit-wise question groups’ weightages against the actual unit-weightage specified 
in the syllabus file. The generated question groups are useful in situations where 
novice instructors or the question paper setter or question paper moderator needs 
to evaluate the syllabus fairness of a question paper and revise the questions of 
examination question paper accordingly. The primary objective of this study was 
to identify the effectiveness of statistical measures in formulating similar question 
groups and evaluating the fairness of a question paper. Our future work will focus 
on replacing the statistical approaches of similarity matrix generation by latent 
semantic approaches. 
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Automatic Stemming of Words for Punjabi 
Language 

Vishal Gupta 

1Abstract. The major task of a stemmer is to find root words that are not in 
original form and are hence absent in the dictionary. The stemmer after stemming 
finds the word in the dictionary. If a match of the word is not found, then it may 
be some incorrect word or a name, otherwise the word is correct.  For any 
language in the world, stemmer is a basic linguistic resource required to develop 
any type of application in Natural Language Processing (NLP) with high accuracy 
such as machine translation, document classification, document clustering, text 
question answering, topic tracking, text summarization and keywords extraction 
etc. This paper concentrates on complete automatic stemming of Punjabi words 
covering Punjabi nouns, verbs, adjectives, adverbs, pronouns and proper names. A 
suffix list of 18 suffixes for Punjabi nouns and proper names  and a number of 
other suffixes for Punjabi verbs, adjectives and adverbs and different stemming 
rules for Punjabi nouns, verbs, adjectives, adverbs, pronouns and proper names 
have been  generated after analysis of corpus of Punjabi. It is first time that 
complete Punjabi stemmer covering Punjabi nouns, verbs, adjectives, adverbs, 
pronouns,  and proper names has been proposed and it will be useful for 
developing other Punjabi NLP applications with high accuracy. A portion of 
Punjabi stemmer of proper names and nouns has been implemented as a part of 
Punjabi text summarizer in MS Access as back end and ASP.NET as front end 
with 87.37% efficiency 

Keywords: Punjabi Stemming, Punjabi Noun Stemming, Punjabi Verb Stemmer, 
Punjabi Names Stemmer, Punjabi Adjective Stemmer. 

1 Introduction  

Stemming [1] is a method that reduces morphologically similar variant of words 
into a single term called stems or roots without doing complete morphological 
                                                           
Vishal Gupta 
University Institute of Engineering & Technology, 
Panjab University Chandigarh, India 
e-mail: vishal@pu.ac.in 



74 V. Gupta 

 

analysis. A stemming method stems the words talking, talked, talk and talks to the 
word, talk. The major task of a stemmer is to find root words that are not in 
original form and are hence absent in the dictionary. The stemmer after stemming 
finds the word in the dictionary. If a match is not found in dictionary, then it can 
be some incorrect word or a name, otherwise the word is correct. For any language 
in the world, stemmer is a basic linguistic resource required to develop any type of 
application in Natural Language Processing (NLP) with high accuracy like: 
machine translation, document classification, document clustering, text question 
answering, topic tracking, text summarization and keywords extraction etc. In 
information Retrieval system the Stemming is used to enhance performance.  
When a particular user searches the word aligning, he may want to find all 
documents containing words align and aligned as well. 

The stemmer’s development is based on language and it needs some linguistic 
knowledge about the language and spelling checker for that language. Most of the 
simple stemmer involves suffix stripping using a list of endings while some 
complex stemmer requires morphological knowledge of the language to find root 
word. 

In comparison with English and other European languages very little work has 
been done for Indian regional languages in the area of stemming. Punjabi 
language has rich inflectional morphology in contrast to English. A verb in 
Punjabi has nearly 48 verb forms that are based on gender, number, tense, person 
and aspect value but a verb in English has only five different inflectional forms. 
For example different verb forms of ‘eat’ in English are eat, ate, eaten, eats and 
eating. Based on syntax and semantics Punjabi language completely differs from 
other languages of the world. 

This paper concentrates on complete automatic stemming of Punjabi words 
covering Punjabi nouns, verbs, adjectives, adverbs, pronouns and proper names. A 
suffix list of 18 suffixes for Punjabi nouns and proper names  and a number of 
other suffixes for Punjabi verbs, adjectives and adverbs and different stemming 
rules for Punjabi nouns, verbs, adjectives, adverbs, pronouns and proper names 
have been  generated after analysis of Punjabi corpus. Some examples of stemmer 
for names/nouns in Punjabi with distinct endings are: ਕੁੜੀਆਂ kurīāṃ “girls”  

ਕੁੜੀ kuri “girl” with ending ◌ੀਆਂ īāṃ, ਲੜਕੇ larkē “boys”  ਲੜਕਾ muṇḍā “boy” 

with ending ◌ੇ ē, ਿਫਰੋਜ਼ਪੁਰ phirōzpurōṃ  ਿਫਰੋਜ਼ਪੁਰ phirōzpur with ending ◌ੋ◌ਂ 
ōṃ and ਰੱੁਤ  ruttāṃ “seasons”   ਰੱੁਤ rutt “season” with ending ◌ਾ◌ਂ āṃ etc. It is 

first time that complete Punjabi stemmer covering Punjabi nouns, verbs, 
adjectives, adverbs, pronouns,  and proper names has been proposed and it will be 
useful for developing other Punjabi NLP applications with high accuracy. A 
portion of Punjabi stemmer for proper names and nouns has been implemented as 
part of Punjabi text summarizer in MS Access as back end and ASP.NET as front 
end with 87.37% efficiency 
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2 Related Work 

Porter (1980) [1] proposed a rule based method for suffix stripping which is used 
widely for stemming of English words. The rule based removal of suffixes is 
suitable for less inflectional languages such as English and is useful in the area of 
retrieval of Information. The removal of suffixes leads to reduction in the total 
terms in Information Retrieval system which reduces the data complexity and is 
hence quiet useful. Jenkins and Smith (2005) [2] also proposed a rule based 
stemmer that works in steps and perform conservative stemming for both 
searching  and indexing. It detects the word that need not be stemmed like proper 
nouns and stems only orthographically correct words. Mayfield and McNamee 
(2003) [3] suggested that N-gram can be selected as a stem is quiet useful and 
efficient method for certain languages. It analyzes the distribution of N-grams in 
the text where the value of N is selected empirically and even some high values of 
N such as 4 or 5 is selected. Massimo and Nicola (2003) [4] suggested a Hidden 
Markov based statistical method for stemming of words. It makes use of 
unsupervised training at the time of indexing and does not require any linguistic 
knowledge. The transition functions of finite-state automata of HMMs are 
described with the help of probability functions. Goldsmith (2001) [5] described 
the text in compact manner and suggested a method for morphology of language 
with the help of minimum description length (MDL). Creutz and lagus (2005) [6] 
performed morpheme segmentation using statistical maximum a posteriori (MAP) 
technique. The stemmer takes a corpus and gives segmentation of various word in 
it as an output which is similar to the linguistic morpheme segmentation  

In comparison with English and other European languages very little work has 
been done for Indian regional languages in the area of stemming. Rao and 
Ramanathan (2003) [7] suggested a Hindi lightweight stemmer that performs 
longest match stripping of suffixes based on manually created suffix list. Islam et 
al. (2007) [8] proposed an approach similar to the approach used in Hindi 
lightweight stemmer for Bengali language that can also be used as spelling 
checker. It also performs longest match suffix stripping by making use of 72 
endings for verbs, 22 for nouns and 8 for adjectives for Bengali language. 
Majumder et al. (2007) [9] proposed an approach YASS: Yet Another Suffix 
Stripper. It calculates four different string distances and then on the basis of these 
distances makes clusters of lexicon such that each cluster points to a single root 
word. Their stemmer did not require any prior language knowledge and suggested 
that stemming enhances recall of Information Retrieval Systems for regional 
languages. Dasgupta and Ng (2006) [10] performed unsupervised morphological 
analysis of Bengali wherein the words are segmented into suffixes, prefixes, stems 
without any knowledge of morphology of the language. Pandey and Siddiqui 
(2008) [11] proposed split-all method based unsupervised stemmer for Hindi. 
EMILLE corpus has been used for unsupervised training. The words are divided 
to provide n-gram (n=1, 2, 3 … k) endings, where k is the word length. And then 
endings and stem probability is calculated and compared. Majgaonker and 
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Siddiqui (2010) [12] proposed combination of stripping, rule based and statistical 
stripping for generation of suffix rules and developed an unsupervised stemmer 
for Marathi language.   

3 Stemming of Punjabi Words 

Punjabi stemmer finds the stem/root of the word and then checks it in the Punjabi,    
morph/dictionary, Punjabi noun dictionary or names dictionary for finding Punjabi 
nouns, verbs, adjectives, pronouns, or Punjabi names.  Punjabi noun corpus has 
37297 nouns. First the Punjabi Language stemmer segments the Punjabi text that 
is entered into words.  Analysis of Punjabi corpus containing nearly 2.03 lakh 
distinct words with a total of 11.29 million words from famous Punjabi newspaper 
Ajit has been done.  

3.1 Stemming for Punjabi Verbs 

Thirty six (36) suffixes for Punjabi verbs were found after analyzing Punjabi news 
corpus. These suffixes are given in Table1. 

Table 1 Suffix List for Punjabi verbs 

Sr. No. Punjabi 
verb 
suffix 

 

Example Punjabi verb Punjabi verb 
root word 

1 ◌ਾਉ ਿਦਆਂ  ਗਾਉ ਿਦਆਂ (singing) Gender: Feminine; Plural ਗਾ  (sing) 

2 ਉਂਦਾ ਪੜਾਉਂਦਾ (Teaches) Gender: Masculine; Singular ਪੜਾ (Teach) 

3 ਉਂਦੀ ਪੜਾਉਂਦੀ  (Teaches) Gender: Feminine; Singular ਪੜਾ (Teach) 

4 ਉਂਦੇ ਪੜਾਉਂਦੇ (Teach) Gender: Masculine;  Plural ਪੜਾ (Teach) 

5 ਉਣੀਆਂ ਪੜਾਉਣੀਆਂ (Teach) Gender: Feminine; Plural ਪੜਾ (Teach) 

6 ਉਣਾ ਪੜਾਉਣਾ (Teach) Gender: Masculine; Singular ਪੜਾ (Teach) 

7 ਉਣੀ ਪੜਾਉਣੀ (Teach) Gender: Feminine; Singular ਪੜਾ (Teach) 

8 ਉਣੇ ਪੜਾਉਣੇ (Teach) Gender: Masculine; Plural ਪੜਾ (Teach) 

9 ◌ਂਦਾ ਪੜਾਂਦਾ (Teaches) Gender: Masculine;  Singular ਪੜਾ (Teach) 

10 ◌ਂਦੀ ਪੜਾਂਦੀ (Teaches) Gender: Feminine;  Singular ਪੜਾ (Teach) 

11 ◌ਂਦੇ ਪੜਾਂਦੇ (Teach) Gender: Masculine;  Plural ਪੜਾਂ (Teach) 

12 ਿ◌ਆ ਭੱ  ਿਜਆ (ran) Gender: Masculine;: Singular ਭੱ  ਜ (run) 

13 ◌ੀਅ◌ਾ◌ਂ ਭੱਜੀਆਂ (ran) Gender: Feminine; Singular ਭੱਜ (run) 

14 ਇਆ ਪੜਾਇਆ (Taught) Gender:X; Singular/Plural ਪੜਾ (Teach) 
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Table 1 (continued) 

15 ਈ ਪੜਾਈ (studying) Gender: X; Singular ਪੜਾ (study) 

16 ਏ ਪੜਾਏ (Taught) Gender: X; Singular/Plural ਪੜਾ (Teach) 

17 ਵਾਂ ਪੜਾਵਾਂ ( will teach) Gender: Masculine; Singular ਪੜਾ (Teach) 

18 ਵ  ਪੜਾਵ   (will teach) Gender: Feminine; Singular ਪੜਾ (Teach) 

19 ਵ ਪੜਾਵ (will teach) Gender:X; Plural ਪੜਾ (Teach) 

20 ਣਾ ਪੜਣਾ (read) Gender:X; Singular ਪੜ (read) 

21 ਣੀ ਖਾਣੀ (ate) Gender:Feminine; Plural ਖਾ (eat) 

22 ਣੇ ਖਾਣੇ (eat) Gender:Masculine; Plural ਖਾ (eat) 

23 ਦਾ ਪੜਦਾ (reads) Gender:Masculine; Singular ਪੜ (read) 

24 ਦੀ ਪੜਦੀ (reads) Gender:Feminine; Singular ਪੜ (read) 

25 ਦੇ ਪੜਦੇ (read)  Gender:X; Plural ਪੜ (read) 

26 ◌ੀ ਭੱਜੀ  (ran) Gender: Feminine; Singular ਭੱਜ (run) 

27 ◌ਾ ਭੱਜਾ (ran) Gender: Masculine; Singular ਭੱਜ (run) 

28 ◌ੋ ਭੱਜੋ  (should run) Gender: X;  Plural ਭੱਜ (run) 

29 ◌ੇ ਭੱਜੇ  (escaped) Gender:Masculine; Plural ਭੱਜ (escape) 

30 ◌ੇਗਾ ਭੱਜੇਗਾ (will run) Gender: Masculine; Singular ਭੱਜ (run) 

31 ◌ੇਗੀ ਭੱਜੇਗੀ (will run) Gender: Feminine; Singular ਭੱਜ (run) 

32 ◌ੋਗੇ ਭੱਜੋਗੇ (will run) Gender: X; Plural;  ਭੱਜ (run) 

33 ਣਗੇ ਭੱਜਣਗੇ (will run) Gender: Masculine; Plural ਭੱਜ (run) 

34 ਣਗੀਆਂ ਭੱਜਣਗੀਆਂ(will run) Gender: Feminine; Plural ਭੱਜ (run) 

35 ਏਗਾ ਗਾਏਗਾ (will sing) Gender: Masculine; Singular  ਗਾ (sing) 

36 ਏਗੀ ਗਾਏਗੀ  (will sing) Gender: Feminine; Singular ਗਾ (sing) 

 
Algorithm for Punjabi verb stemming 
 

Algorithm Input:  
ਪੜਦੇ, ਭੱਜਣਗੇ, ਗਾਏਗਾ 
Algorithm Output:  
ਪੜ, ਭੱਜ, ਗਾ 
 

Step 1: The Punjabi word is given as input to Punjabi verb stemmer. 
 

Step 2: If the entered word matches with a word in Punjabi dictionary then it is 
returned as output. Otherwise  if suffix of the entered word lies in any of the verb 
suffixes: ◌ਾਿਉ ਦਆਂ, ਉਂਦਾ, ਉਂਦੀ, ਉਂਦੇ, ਉਣੀਆਂ, ਉਣਾ, ਉਣੀ, ਉਣੇ, ◌ਂਦਾ, ◌ਂਦੀ, ◌ਂਦੇ, ਿ◌ਆ, 
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◌ੀਅ◌ਾ◌ਂ, ਇਆ, ਈ, ਏ, ਵਾਂ, ਵ , ਵ, ਣਾ, ਣੀ, ਣੇ, ਦਾ, ਦੀ, ਦੇ, ◌ੀ, ◌ਾ, ◌ੋ, ◌ੇ, ◌ੇਗਾ, ◌ੇਗੀ, ◌ੋਗੇ, ਣਗੇ, 
ਣਗੀਆਂ, ਏਗਾ, ਏਗੀ then delete ending from end and search the stemmed Punjabi 

word in Punjabi dictionary. If resultant word is found then it is returned as output.  
 
Step 3: If the resultant Punjabi word is not found in Punjabi dictionary then verb 
stemmer is unable to locate the actual verb and error message is displayed. 

3.2 Stemming for Punjabi Adjectives/Adverbs 

Five suffixes for Punjabi adjectives/adverbs were found after analyzing the 
Punjabi news corpus. The suffix list is given below: 

Table 2 Suffix List for Punjabi Adjectives/Adverbs 

Sr. 
No. 

 Punjabi 
Adjective
/ Adverb 
suffix 
 

Example Punjabi Adjective/Adverb Punjabi 
Adjective/Adverb 

root word 

1 ਆਂ ਚੰਗੀਆਂ(good) Gender: Feminine; Plural ਚੰਗੀ  (good) 

2 ਈਆਂ ਉਚਾਈਆਂ (Heights) Gender:X; Plural ਉਚਾਈ (Height) 

3  ਿ◌ਆ ਸੋਹ ਿਣਆ (Handsome)Gender: Masculine; Singular ਸੋਹ ਣਾ (Handsome) 

4 ਿ◌ਏ ਸੋਹ ਿਣਏ (Beautiful) Gender: Feminine; Singular ਸੋਹਣੀ (Beautiful) 

5 ਿ◌ਓ ਸੋਹ ਿਣਓ (Beautiful) Gender: X;  Plural  ਸੋਹ ਣਾ (Beautiful) 

 
Algorithm for Punjabi adjective/adverb stemming 
 

Algorithm Input:  
ਚੰਗੀਆਂ, ਸੋਿਹ ਣਆ,  ਸੋਿਹ ਣਏ 

Algorithm Output:  
ਚੰਗੀ,  ਸੋਹ ਣਾ,  ਸੋਹਣੀ 
 

Step 1: The Punjabi word is given as input to Punjabi adjective/adverb stemmer. 
 
Step 2: If the entered Punjabi word matches with a word in Punjabi dictionary then 
it is returned as output. Otherwise if ending of entered word is ਆਂ or ਈਆਂ then 

remove the respective ending from the end and then search the stemmed Punjabi 
word in Punjabi dictionary. If the word is found then it is returned as output.  

Step 3: If ending of entered word is ਿ◌ਆ or ਿ◌ਓ then delete the ending and add ◌ਾ 
at the end and search the stemmed Punjabi word in Punjabi dictionary. If resultant 
word matches with a word in the dictionary then it is returned as output.  
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Step 4: If ending of entered word is ਿ◌ਏ or ਿ◌ਓ then delete and add ◌ੀ at the end and 

search the stemmed Punjabi word in Punjabi dictionary. If resultant word is found 
then it is returned as output.  
 
Step 5: If resultant word is not found then adjective/adverb stemmer is unable to 
locate the actual adverb/adjective and error message is displayed. 

3.3 Stemming for Punjabi Pronouns 

13 suffixes for Punjabi pronouns were found after analyzing the Punjabi news 
corpus these are as given in Table 3.  

Table 3 Suffix List for Punjabi Pronouns 

Sr. No. Punjabi 
Adjective/Adverb 

suffix 

Example Punjabi Adjective/Adverb Punjabi 
Adjective/Adverb 

root word 
 

1 ◌ੋ  ਇਹੋ  (This one) Gender: X; Singular ਇਹ (This) 

2 ◌ੇ ਸਾਡੇ (ours) Gender:X; Plural  ਸਾਡਾ (our) 

3 ◌ਾ◌ਂ ਆਪਾਂ (we)  Gender:X; Plural ਆਪ (ourselves) 

4 ਆਂ  ਤੁਹਾਡੀਆਂ (Your’s) Gender:X; Singular ਤੁਹਾਡੀ (Your) 

5 ਦਾ ਉਹਦਾ (His) Gender:Masculine; Singular  ਉਹ (He) 

6 ਦੀ  ਉਹਦੀ (Her) Gender:Feminine; Singular ਉਹ (She) 

7 ਦੇ  ਉਹਦੇ (His/her) Gender:X ; Plural ਉਹ  (He/She) 

8 ਜੀ ਆਪਜੀ (Your’s) Gender:X; Singular ਆਪ (Your) 

9 ◌ੀ ਇਹੀ (This only) Gender:X; Singular ਇਹ (This) 

10 ਨੀ ਇਹਨੀ (Their) Gender:Feminine; Singular ਇਹ (This) 

11 ਨਾ ਇਹਨਾ (Their) Gender:Masculine; Singular ਇਹ (This) 

12 ਨੇ ਇਹਨੇ (His) Gender: Masculine; Singular ਇਹ (This) 

13 ਨਾਂ ਇਹਨਾਂ (Theirs) Gender:X; Plural ਇਹ (This) 

 
 
Algorithm for Punjabi adjective/adverb stemming 
 
Algorithm Input:  
ਇਹਨਾ, ਆਪਣੇ, ਆਪਜੀ 
Algorithm Output:  
ਇਹ,  ਆਪਣਾ, ਆਪ 
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Step 1: The Punjabi word is entered as input to Punjabi Pronoun stemmer. 
 
Step 2: If entered word is found in dictionary then it is returned as output. 
Otherwise if ending of entered  word is ◌ੋ or ◌ਾ◌ਂ or ਆਂ  or ਦਾ  or ਦੀ  or ਦੇ or ਜੀ or 

◌ੀ or ਨੀ  or ਨਾ or ਨੇ or ਨਾਂ then remove the ending from the end and then search the 

resultant stemmed Punjabi word in Punjabi dictionary. If word is found then it is 
returned as output.  
 

Step 3: If ending of entered word is ◌ੇ then remove the ending from the end and add 

◌ਾ at the end and then search the stemmed Punjabi word in Punjabi dictionary. If 

stemmed word is found then it is returned as output.  
 
Step 4: If resultant word is not found in dictionary then Punjabi pronoun stemmer 
is unable to locate the actual pronoun and error message is displayed. 

3.4 Stemming for Punjabi Proper Names and Nouns 

Punjabi stemmer for names/nouns [14][15], the goal  is to locate the root words  
and then the root words are matched with the words in  dictionary for Punjabi  
names and nouns dictionary. 18 endings were listed for Punjabi names/nouns after 
analyzing the Punjabi corpus like ◌ਾ◌ਂ āṃ, ਿ◌ਆਂ iāṃ, ◌ੂਆਂ ūāṃ and ◌ੀਆਂ īāṃ etc. 

and distinct rules for Punjabi name/noun stemming have been developed. Some 
examples of Punjabi names/nouns for distinct endings are: 
 
ਕੁੜੀਆਂ kurīāṃ “girls”  ਕੁੜੀ kuri “girl” with ending ◌ੀਆਂ īāṃ,, ਿਫਰੋਜ਼ਪੁਰ 

phirōzpurōṃ  ਿਫਰੋਜ਼ਪੁਰ phirōzpur with ending ◌ੋ◌ਂ ōṃ, ਲੜਕੇ  larkē “boys”  

ਲੜਕਾ muṇḍā “boy” with ending ◌ੇ ē  and ਰੱੁਤ  ruttāṃ “seasons”   ਰੱੁਤ rutt 

“season” with ending ◌ਾ◌ਂ āṃ etc. 

 
Algorithm for Punjabi Nouns/ Proper Names: 
 
Algorithm Input:  
ਲੜਕੇ larkē “boys” and ਰੱੁਤ  ruttāṃ “seasons” 

Algorithm Output:  
ਲੜਕਾ muṇḍā “boy” and ਰੱੁਤ rutt “season” 

Step 1: The Punjabi word is given as input to Punjabi noun/proper name stemmer. 

Step 2: If entered Punjabi word matches with a word in names dictionary/ nouns 
dictionary then it is returned as output. Else If ending of entered word is ਆਂ āṃ ( 
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in case of  ◌ੂਆਂ ūāṃ, ਿ◌ਆਂ iāṃ and ◌ੀਆਂ īāṃ), ਏ ē (in case of  ◌ੀਏ īē), ਓ ō (in case 

of  ◌ੀਓ Īō), ਆ ā  (in case of  ◌ੀਆ ā, ਈਆ īā),  ਵਾਂ vāṃ, ਈ ī , ◌ਾ◌ਂ āṃ, ◌ੀ◌ਂ īṃ, 

ਜ/ਜ਼/ਸ ja/z/s and ◌ੋ◌ਂ ōṃ then remove the ending and then go to Step 5. 

 
Step 3: If entered has ending ◌ੋ ō, ਿ◌ਓ iō, ◌ੇ ē, ਿ◌ਆ iā and ਿ◌ਉਂ iuṃ then remove 

the ending and add kunna at the end and then go to Step 5. 
 
Step4: Else entered word is either incorrect word or incorrect word. 
 
Step 5: Resultant Stemmed word is matched with the words of Punjabi names-
dictionary/noun-morph. If it matches, then it is Punjabi-name or noun. 

3.5 Overall Algorithm for Complete Stemming of Punjabi Words 

Algorithm Input:  
ਮੰੁਡੇ (boys), ਫੁੱਲਾਂ (flowers), ਇਹਨਾ (Theirs), ਆਪਣੇ (yours), ਪੜਦਾ (reads), ਭੱਜਣਗੇ (will 

run), 
Algorithm Output:  
ਮੰੁਡਾ (boy), ਫੁੱਲ (flower), ਇਹ (this), ਆਪ (your), ਪੜ (read), ਭੱਜ (run) 

 
The overall algorithm for Complete stemming of Punjabi words is given below: 
 
Step 0: The Punjabi word is given as input to Punjabi Stemmer. 
 
Step 1: If entered word is found  in  dictionary/ noun morph/ names dictionary 
then it is returned as output. Else go to step 2. 
Step 2: Apply stemmer for Proper Names and Nouns [14] [15]. If the stemmed 
word after stemming is located in the Punjabi names dictionary/ noun morph  then 
it is given as output. Else go to step 3. 
  
Step 3: Apply stemmer for Punjabi verbs. If the stemmed word after stemming is 
located in the Punjabi dictionary then it is given as output. Else go to step 4. 
  
Step 4: Apply stemmer for Punjabi Adjectives/Adverbs. If the stemmed word after 
stemming is located in the Punjabi dictionary then it is given as output. Else go to 
step 5. 
  
Step 5: Apply stemmer for Punjabi pronouns. If the stemmed word after stemming 
is located in the Punjabi dictionary then it is given as output. Else stemmer is 
unable to locate the actual root word and error message is displayed. 
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4 Results and Discussions 

Punjabi stemming algorithm has been applied on fifty documents of news corpus 
of Punjabi and efficiency is found to be 87.37%.  Table 4 shows efficiency and 
error percentage analysis of Punjabi verb stemmer, adverb/adjective stemmer, 
noun/proper name stemmer, pronoun stemmer and overall Punjabi stemmer. 

Table 4 Accuracy and Error Percentage Analysis of Punjabi Stemmer 

Punjabi Verb 
Stemmer 

Adjective/Adverb 
Punjabi Stemmer

Punjabi 
Pronoun 
Stemmer 

Punjabi 
Nouns/Proper 

Names 

Overall 
Accuracy of 

Punjabi 
Stemmer 

Accuracy: 
84.67% 
Errors:15.33%  

Accuracy: 85.87%
Errors: 14.13% 

Accuracy: 
90.88% 
Errors: 9.12% 

Accuracy: 
87.37% 
Errors: 12.63% 

Accuracy: 
87.2% 
Errors: 12.8% 

 
Errors are because of non existence of some of suffixes in Punjabi stemmer and 

also due to absence of certain root words in Punjabi dictionary. The efficiency of 
stemmer is words that are stemmed correctly is to the total number of words 
stemmed by stemmer. In the same way efficiency of each rule of stemmer is 
number of correct outputs of that rule is to total outputs produced by the rule.  

In case of stemmer for proper names and nouns [14][15], three categories of 
errors are possible: 1) Syntax mistakes 2) Dictionary errors 3) Violation of 
stemming-rules. Syntax errors are the errors due to incorrect syntax and it occurs 
due to typing mistakes. Dictionary errors are the errors due to dictionary i.e. the 
stemmed word is not present in names/noun dictionary but it is a noun or a name 
actually. The typing  

Errors are 0.45%, dictionary errors are 2.4% and rules violation errors are 
9.78%.  

Examples of rules violation errors are as given below:  

The word ਹਲਕੇ halkē “light weight” is an adjective and ਬਦਲੇ badlē “in lieu of” 

is an adverb. The words are not matched with the words in names/nouns 
dictionary, though they come under ◌ੇ ē rule which takes them as noun, which is 

not true. 

Dictionary errors examples are given below: 
The words like ਮੁਨਾਿਫ਼ਆਂ munāphaiāṃ “profits” and ਪਰ੍ਦੇਸਾਂ pradēsāṃ “foreign” 

are  nouns but are absent in Punjabi dictionary /noun morph. The words come 
under ◌ਾ◌ਂ āṃ rule and ਿ◌ਆਂ iāṃ rule of stemmer and after noun stemming their 

root words ਮੁਨਾਫ਼ਾ munāphā “profit”  and ਪਰ੍ਦੇਸਾਂ pradēsāṃ “foreign” are also absent 

in  dictionary /noun morph. 
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Syntax errors examples are as given below: 
It is possible that the spellings of certain noun words are typed incorrectly, 

words such as ਆਕਰ੍ਤੀ ākrtī “shape” and ਿਚਡੀਆ chiḍīā “sparrow” instead of their 

correct spellings ਿਚੜੀਆ chiṛīā “sparrow” and ਆਿਕਰ੍ਤੀ ākritī “shape” respectively. 

5 Conclusions 

In this paper, I have proposed the Complete Punjabi language stemmer covering 
Punjabi verbs, Punjabi nouns, Punjabi proper names, Punjabi adjectives/adverbs, 
and Punjabi pronouns. The resources used like Punjabi noun morph, Punjabi 
proper names list etc. had to be done from scratch because no work had been  
done in the area. A detailed analysis of news corpus is done using manual  
and automatic tools for development of these resources. The resources for  
Punjabi language are developed for first time and they can be useful in a lot of 
Punjabi NLP applications. A part of stemmer in Punjabi covering stemmer for 
Punjabi proper names and nouns [14][15] is used  successfully in Text 
Summarization for Punjabi language [16]. 
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A Knowledge Based Approach
for Disaggregation of Low Frequency
Consumption Data

Krishnan Srinivasarengan, Y.G. Goutam, and M. Girish Chandra

Abstract. Smart electric meters that are capable of measuring and transmitting the
power consumed by a household are being installed across the world. The low fre-
quency average consumption data generated by these smart meters are now avail-
able widely for application development. A key enabler for the applications is the
disaggregation of the consumption data into its constituent components, which can
be useful to a wide spectrum of target audience from end user to utilities. Disag-
gregation of active power data sampled once in a few seconds has been studied
extensively in the literature. However, there are only limited attempts to use the
once in a few minutes consumption data for disaggregation. This paper discusses
some preliminary results obtained using a knowledge based approach for disaggre-
gating the low frequency average consumption data into consumption classes. The
approach utilizes the spatial and temporal characteristics extracted from the data to
estimate class consumption. The initial results from this approach are promising and
have inspired to develop a larger probabilistic framework, which is also described in
this paper. This proposed framework will be useful in generalizing and scaling the
disaggregation algorithms across data of different sampling rates.

1 Introduction

The smart electric meter installation across the world is getting accelerated through
a number of government regulation and standards. Smart meters can generate two
different types of data about the household consumption. A low sampling rate (about
once in 15 minutes) of consumption/energy data and the other, a higher sampling
rate (once in a few seconds) of active power and consumption data. The former,
referred to as Advanced Metering Infrastructure (AMI) data, is accessed directly by
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the utility companies and used for various purposes, significant of them is the im-
plementation of time-differential tariff. This data is also made available to the end
user and to third party service providers upon request from the end user. The higher
sampling rate data interface, also known as Home Area Network (HAN), requires
an extra hardware in the form of a gateway, which can interface with the smart meter
and access the data at the rate of once in a few seconds (typical being 10 seconds).
This data can then be either processed in-home or transmitted through the home
Internet connection for a remote processing. Disaggregating into the constituent ap-
pliances or appliance categories is considered one of the important analytics that
can be done on smart meter data [1]. Studies have indicated that energy consump-
tion breakdown feedback can help in improving energy savings in households [3].
Apart from energy savings, disaggregation can be useful to schedule appliances to
take advantage of differential tariff, analyze appliance health through consumption
analysis over the years, etc.

In this paper, we explore how consumption categorization can be performed on
a 15-min sampled data. The algorithm whose results are presented, provide an il-
lustration of the usefulness of the approach. It uses the knowledge about various
consumption categories in the form of their temporal and spatial characteristics to
estimate their consumption. The impact of the variation of the appliance character-
istics and their impact on the accuracy on the consumption estimation is discussed.
An outline of how this algorithm would fit into the proposed probabilistic frame-
work for consumption estimation is given. In the recent times, a number of start up
companies in the load disaggregation domain provide consumption categorization
based on AMI data 1. However to the best of our knowledge, the literature does not
discuss the details of an approach to implement this.

In illustrating these ideas and works, the paper is organized as follows: Sec 2
touches upon a few relevant works which have tackled the problem of disaggrega-
tion. The knowledge based approach algorithm and inferences are discussed in Sec
3, which also briefly outlines the knowledge based approach algorithms. The results
are discussed in the Sec 4. The Sec 5 provides a summary and the future outlook of
the proposed approach.

2 Relevant Works

Non-intrusive load Monitoring has been of interest since Hart’s seminal work [4].
A good majority of the works (see [10], [11] and references thereof) have fo-
cused on using a number of specialized sensors and/or multiple electrical param-
eters. These features will not be provided by the standard smart meters being in-
stalled across households. Works focusing on using only the active power meter
data are emerging in the recent times (see for instance [8], [5], [9] and references in
[10], [11]). However, these works require the instantaneous active power data to be
available, and use the patterns in the data to identify appliances and compute their
consumption.

1 See for instance, Bidgely: www.bidgely.com

www.bidgely.com
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AMI systems will be ubiquitous in future and the data from these systems would
be available by default. However, the literature is limited for the problem of disag-
gregation on low frequency AMI data. In [7], a technique based on discriminative
sparse coding is used to disaggregate hourly-consumption data. The overcomplete
dictionary capable of providing sparse representation and discriminative ability for
different classes of appliances is learnt through the training data. The requisite
sparse activation matrices for the classes leading to the disaggregation results are
obtained through coordinate descent based approach. Even with very coarse data,
the accuracy results reported appear to be useful in terms of energy consumption
(47%) and classification (55%). In [2], the authors develop an approach for partial
disaggregation on hourly whole-house data using the inverse modelling technique.
They compare the categories of consumption and some key consumption related
parameters against the external temperatures and develop models to represent these
relationships.

3 Algorithm and Framework

Disaggregation of 15-min sampled data into consumption categories is a challeng-
ing task due to a number of reasons. First, the data has a number of subjective
elements that depends on demographic, climatic and cultural factors, among others.
For instance, the highest power consuming appliance category in North America
(HVAC) is different from that of Europe (Cold Storage/Laundry)2. Second, due to
the large sampling interval, multiple appliances’ ON/OFF characteristics are cap-
tured into a single average consumption measurement, making separation difficult.
The consumption classes can hence vary between different geographies. A typical
set of consumption classes shall be as follows:

• Phantom Loads
• Cold Storage
• Laundry
• Evening Consumption
• Unknown High Power rating appliances

which are used in this paper. Phantom loads correspond to those consumption that
are ON through out the day without any appreciable consumption changes (e.g.
fire alarm, router, TV standby). Cold storage comprises of refrigerators and freezers
which are used throughout, but show a variation in consumption. Evening consump-
tion corresponds to consumption from low power appliances that show up promi-
nently during the evenings due to collective usage. While this doesn’t account for all
the low power consumption appliances, it enables the end-user to understand con-
sumption. The Laundry class accounts for both washer and dryer and the unknown

2 This was learned during a project interaction
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high power class combines all other high power rating appliances, including mi-
crowave, stove etc.

Before we describe the components of the knowledge based disaggregation ap-
proach, the proposed larger probabilistic framework is discussed first due to the ease
of illustration. The framework was arrived at after an exhaustive set of experiments
using various datasets and different types of appliance characteristics. The experi-
ences are discussed in the Sec 4.

3.1 Proposed Framework

The framework aims to estimate the consumption of different classes and weigh
them with confidence measure obtained by Maximum a Posteriori (MAP) estimate.
The key blocks of the framework are shown in the Fig. 1. In a nutshell, the frame-
work does the following: the features are extracted from the data with which an es-
timate of the consumption of each classes are obtained. The MAP estimate of each
class consumption is then computed absorbing any apriori information available.

Fig. 1 Consumption Classification Framework

The Feature extraction involves processing the given data (96 samples per day).
After a prolonged analysis of the data and their implications on the consumption
estimation, the following categories of features were arrived at:

• Ordered Consumption extremas
• Rate of Change of Variation (Positive and negative) between local extremas
• Duration & Consumption between apparent ON & OFF
• Parameters of Probability Distribution (for learning)
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A simplistic view of the MAP estimation process could be as follows. If Ωi is the
random variable representing the appliance class and fff represent the feature set,
then the MAP estimate is given by:

Pr(Ωi| fff ) = Pr(Ωi, fff )
Pr( fff )

(1)

∝ Pr(Ωi, fff ) (2)

since the extracted featured are constants. The above representation assumes that
the features have a representation which can uniquely identify classes. However,
some of the features (e.g., the consumption between apparent ON & OFF) can only
represent the combination of consumption classes active at that time. Hence the
above representation can be rewritten as:

Pr(Ω̄i| fff ) ∝ Pr(Ω̄i, fff ) (3)

where, Ω̄i stands for the class combination i. Further,

Pr(Ω̄i, fff ) = Pr( fff |Ω̄i)×Pr(Ω̄i) (4)

where, Pr( fff |Ω̄i) is the likelihood of the consumption class combination. One ap-
proach to compute the likelihood would be in the form of:

Pr( fff |Ω̄i) =
1

∑ j wi
j| fff i

j − fff j|
(5)

where, wi
j is the weight associated with each feature, which can be variable depend-

ing upon the particular class combination i, fff i
j is the assumed feature value (either

assumed or learned) for the jth feature for the class combination i and fff j is the ex-
tracted feature. The second term on the right hand side of (4) is a prior probability
of the presence of the combination of consumption class. A typical prior probability
could be given based on the Time of Day (TD) and Day of the Week (Dw) correlation
with the usage of each consumption class and hence that of their combination. For
the sake of simplicity, if we assume that the timing correlation of each appliance
class is independent of each other, we get,

Pr(Ω̄ ) = Pr(Ω1)×Pr(Ω2)× ...Pr(Ωn) (6)

= Φ1(TD,Dw)×Φ2(TD,Dw)× ...Φn(TD,Dw) (7)

The prior probability and the features corresponding to each class fff i
j are the com-

ponents that would enable the framework to learn from the history of power data,
contextual information based inputs (e.g. temperature based analysis as in [2]), any
specific end-user feedback and so on. This MAP estimate of a class combination can
be marginalized to obtain a confidence measure for individual consumption class.
This could be enabled using a factor graph approach with Sum-Product or Max-
Sum algorithm. Another key aspect of this MAP estimate (Block A) is the possible
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interaction with the consumption estimation (Block B) as indicated in the Fig. 1.
This can lead to two: First, if a consumption class i is dependent on that of class j,
then the MAP estimate algorithm corresponding to i can include the consumption
estimate of j as a dependency factor. Second, in a scenario where the consumption
measurement itself is the feature, the MAP estimate gives the confidence measure
on the class combination. If the confidence measure is low, there is a scope to im-
prove by iteratively considering different combination of the consumption classes
to arrive at more accurate results.

The consumption estimation block is an essential component of the proposed
framework. This block can be implemented through a variety of different techniques
centered around pattern recognition, discrimination etc. In this paper, we have used
a simplistic knowledge based approach to estimate the consumption of different
classes. In case the accuracy is not good enough, there is always a scope, within the
proposed broader framework, to improvise the results as discussed in the previous
paragraph.

3.2 Knowledge Driven Consumption Estimation Algorithm

The algorithm derives its steps from the exhaustive analysis of data to identify the
pertinent features. The key components of the knowledge based algorithm can be
summarized as follows:

• Correlating features with consumption classes
• Estimating the boundaries of consumption class usage
• Estimating the consumption of a consumption class

These components would wary depending upon the type of consumption class being
estimated. For instance, the always ON classes like phantom loads and cold storage
are assumed to be present throughout the day and hence wouldn’t have a defined
boundary. The features required by these classes are restricted to the consumption
extremas at various times of the day. For instance, the simplest way to estimate
the phantom load is by considering the minima of the whole-day data. However,
this could be erroneous due to overlap with cold storage appliances like refriger-
ator/freezer. The estimation for cold storage consumption assumes that almost no
other appliances apart from the phantom loads are likely to be used between 2AM
to 5AM. The accuracy of these classes could however be improved when compared
over different days and appropriate inferences about the underlying characteristics
could be made.

The separation of the Always ON or slow changing low power appliances and
that of high power rating appliances is established through an adaptive quantization
procedure. This would track the changes in power consumptions such that only low
amplitude changes are accommodated. The resulting data could help in identifying
the boundaries of consumption of high power appliance usage. In case of high power
appliances, the Laundry analysis assumes that the washer and dryer usage would
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be close to each other temporally. The analysis hence looks for a pattern with a
large ON time correlated to appropriate time of day. The accuracy of the high power
appliances could be improved by training them over several days and through inputs
from the end-user.

These inferences are captured through an algorithm and is used to disaggregate
the low frequency data into its constituent consumption classes. The flow of a sam-
ple algorithmic implementation used to generate the results in this paper shall be as
follows:

1. Separate the time series data into low power and high power region using an
adaptive quantization procedure

2. Phantom load as a function of minimum value of the time series
3. Cold Storage as the Phantom load subtracted value of consumption during night

time
4. Laundry as the high power consumption region of sufficiently long duration

with appropriate time of day correlation. Any temporal distance between washer
and dryer usage are accommodated through an extended search in the adjacent
high power regions.

5. The high power regions negating the laundry forms the Unknown high power
appliance class

4 Results and Discussion

4.1 Data Generation Approach

The data used for illustrating the algorithm is generated by averaging a higher fre-
quency active power data. This is due to the lack of ground truth with the available
15-minutes data as well as the availability of annotated 10-seconds sampled data
through a number of open data sets (e.g. REDD [6]) and from a pilot project. This
helps in evaluating the algorithm’s performance in a quantitative manner. The data
is generated in a bottom-up way, starting from creating a base load by fusing phan-
tom loads and evening extra consumption. Variations in these loads are brought by
varying the amplitudes of these loads. To this base data, the plug data available for
appliances like washer, dryer, dishwasher, refrigerator, heater are added. The tem-
poral positions of these appliances are varied during the addition to enable a truly
representative power data of a household. This hybrid, 10-second sampled data is
averaged over windows of 15 minutes length to generate the data necessary for
analysis. This generated data represents the first difference data of the AMI data
available from a smart meter. A typical 10-second sampled generated data is shown
in Fig. 2 and its corresponding 15 minutes sampled data is shown in Fig. 3. It is to be
noted that the 15-minutes sampled data represents the first difference of the typical
cumulative consumption data of a smart meter.
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Fig. 2 An instance of generated 10-second sampled data
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Fig. 3 An instance of generated 15-minutes sampled data

4.2 Results

The results obtained through the knowledge based approach are summarized in Ta-
ble 1. The data for the three houses given in the table were generated by varying the
characteristics of underlying appliances in the 10-seconds data and their time of day
usage. The results were generated for several days for the three households and the
statistics (minimum, maximum and average) of the accuracies of the consumption
estimation are provided in the Table 1.
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Table 1 Summary of Results

Consumption House 1 House 2 House 3
Class min max avg min max avg min max avg

Phantom Load 0.33 0.97 0.79 0.51 0.91 0.79 0.5 0.92 0.68
Cold Storage 0.34 0.96 0.73 0.23 0.75 0.50 0.13 0.88 0.64

Evening Consumption 0.23 0.94 0.55 0.24 0.67 0.43 0.14 0.66 0.40
Laundry 0.81 0.99 0.86 0.63 0.98 0.87 0.39 0.99 0.86

Unknown High Power 0.73 0.94 0.85 0.56 0.90 0.77 0.52 0.98 0.81

4.3 Discussion

A number of assertions could be made based on the correlation between the accu-
racy and the characteristics of the underlying appliances/consumption classes. For
instance, the accuracy of phantom loads and cold storage depends heavily on the
usage of unknown high power appliances during the night. The evening consump-
tion depends on the accuracy of the phantom loads and cold storage. The Laundry
accuracy is sensitive to any significant difference in the time of day usage between
washer and dryer. The Laundry accuracy and other high power rating appliances are
interdependent and are affected by the temporal closeness of their operations. These
inter-dependencies should be incorporated into the larger framework to improve the
accuracy of the results.

5 Concluding Remarks

A probabilistic and knowledge based framework to disaggregate low frequency
smart meter data into consumption classes has been discussed. The results obtained
only by utilizing the knowledge based component of the framework looks promising
and has opened up several important issues to be addressed in future. This includes
the tight coupling between the blocks of the proposed framework. Further, the algo-
rithm should be evaluated on large amount of diverse data with more complex user
and appliance characteristics. Work is underway to develop the complete framework
and also look at ways to improve the consumption estimation approach.
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A Group Decision Support System for Selecting 
a SocialCRM 

Arpan Kumar Kar and Gaurav Khatwani  

Abstract. As more firms adopt SocialCRM as their marketing strategy it becomes 
important to evaluate various SocialCRMs on the basis of certain factors. Previous 
SocialCRM studies have been limited to post-deployment performance evaluation 
using various quantitative techniques. In this paper, we propose a method to eva-
luate SocialCRMs which can assist an organization in selecting appropriate So-
cialCRM based on their needs and functionalities that they would like to perform. 
Firstly we evaluate criteria and finally we evaluate each SocialCRM based on each 
criterion using the fuzzy extension of the Analytical Hierarchy Process for group 
decision making. 

1 Introduction 

SocialCRM is defined as a tool which can be used by organizations to enable two 
way communications and for peer to peer management with customers. The first 
and foremost task for selecting social customer relationship management (CRM) 
for purpose of managing customer relationship activities is determining the impor-
tant criteria for their evaluation keeping conscience of customers. These criteria 
are a part of customer management system which enables us to select CRM ac-
cording to strength of each CRM. CRM consists of four dimensions namely a) 
Customer Identification, b) Customer Attraction, c) Customer Retention and d) 
Customer Development.1 

In this research paper theory of group decision making has been utilized to ad-
dress the gap of weighing different SocialCRMs on different dimensions. The 
consensual preferences of group with the help of fuzzy Analytical Hierarchy 
Process (AHP) can be estimated for prioritization and aggregation. 
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2 Literature Review  

The review of literature has been organized into four sub-sections, focusing on the 
impact of social media on business, how AHP has been used for evaluating CRM 
solutions, AHP as a tool for group decision making and the review of decision 
support literature in the domain of SocialCRM.  

2.1 Overview of Social Media Platforms Impact on Business 

It was found that real time search engines are specialized in providing information 
and insight related to how data is being shared on different social media platforms 
and classified them based on approaches used by them to harvest information [40]. 
In fact there is strong correlation between holiday planning and social media in-
fluencers and holiday planners believe more on user-generated information than 
from travel management authorities [21]. Abrahams et. al. [1] developed vehicle 
defect and discovery from social media by studying conversations of various con-
sumers of brands on social media platforms. They developed a framework which 
mines data from social media platforms and classifies and prioritize keyword  
related to vehicle defect. Further it was revealed that selective attractive gamifica-
tion features in websites contribute more than 50% of the attractiveness of web-
sites, which further contribute to their success [26]. Further attempts were made 
for measuring information quality by adapting AHP methodology to evaluate and 
prioritize selected criteria in weblogs [29]. Further model for assessing the securi-
ty risks of social networking sites were developed at the enterprise by identifying 
criteria like confidentiality, integrity and availability [30]. Further it was investi-
gated how social media can have an influence on companies' activities in regard  
to their value chain [8]. Further combining features of Web 2.0 and social  
networking with current CRM system a SocialCRM system as a web service was 
developed [33]. 

2.2 Overview of Decision Support Literature in SocialCRM 

There has been an investigation to study the effects of variable selection and class 
distribution on the performance of specific logit regression and artificial neural 
network implementations in a CRM setting [31]. Further studies discussed CRM 
practice and expectations, the motives for implementing it, evaluated post-
implementation experiences and investigated the CRM tools functionality in the 
strategic, process, communication, and business-to-customer organizational con-
text [28]. In addition there was an examination of how sales representative can en-
hance their performance through their acceptance of information technology tools 
[4]. Further a model was developed based upon the premise that business value is 
enhanced through the alignment of complementary factors occurring along three 
dimensions, intellectual, social, and technological to assess firm’s readiness for 
CRM [35]. A new approach in CRM based on Web 2.0 which will help healthcare 
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providers in improving their customer support activities and assist patients with 
the customized personal service was introduced [5]. Further factors were identi-
fied that may influence businesses relationships and customers’ adoption of So-
cialCRM and an enhancement to Technology Acceptance Model was proposed 
[6]. In fact the problem of the automatic customer segmentation was addressed by 
processing data collected in SocialCRM systems using Kohonen networks [14]. 
Further some valuable information on using a multi-agent approach for designing 
SocialCRM systems was proposed [36]. Further a model of CRM in e-government 
system that includes process specification, metrics for evaluation of the system 
performance and recommendations for implementation was proposed [45]. The 
exploration related to the role of analytical SocialCRM and examination of availa-
ble tools with the required functional and technological components was accom-
plished [41]. A novel technical framework (GCRM) based on methods such as 
group detecting, group evolution tracking and group life-cycle modeling in tele-
com applications to manage social groups by analyzing relationships between so-
cial groups and finding potential customers in these groups in massive telecom 
call graphs was proposed [47]. Further web-based platforms that provide So-
cialCRM solution in software as a service model as well as the applications and 
tools that complement traditional CRM systems and possible challenges that busi-
nesses could face in adopting social media technologies in customer management 
processes and systems were examined [7]. Further how brands work to maintain 
relationships with people in social media by analyzing SocialCRM and strategies 
that encourage participation and involvement was examined and the brands  
that correspond to the different levels of Maslow’s hierarchy of needs were  
investigated [23].  

2.3 Overview of Using AHP in Evaluating CRM  

The literature available on social media and fuzzy AHP is enormous but it is main-
ly focused on optimizing resources, decision making, identifying important fea-
tures, evaluating different components in marketing and developing a model for 
integrated marketing activities. The use of SocialCRM by organizations is one of 
the major marketing activities in modern times. The literature available on CRM 
and fuzzy AHP is for evaluating post-deployment performance of CRM but there 
is hardly any study on selecting SocialCRM using group decision making that em-
phasizes on functionalities of an organization in marketing. This can be justified 
as there was an attempt to design first-rank evaluation indicators of CRM and 
substantiate the applicability of fuzzy comprehensive evaluation in the CRM [49]. 
In fact AHP has been used to prioritize the customer's satisfaction, loyalty and 
credit [39]. The fuzzy evaluation model of CRM performance using correlation 
theories of AHP by creating the index system that effects CRM performance and 
gives the four key dimensions that influence CRM performance was established 
[27]. Further studies were conducted to review and rate effective factors in cus-
tomer classification that aids management in understanding customers smoothly 
and to have prioritized indications [43]. Further there was an attempt to classify 
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and explain the most important aspects and factors which affect CRM readiness 
for business-to-business markets by suggesting the hierarchical model for CRM 
readiness in organizations [22]. Further a framework was proposed which helped 
to evaluate CRM by combining evaluation criteria for CRM on-demand systems at 
a functional and general level [37]. 

2.4 Using AHP for Group Decision Making 

In our study we have used fuzzy AHP for group decision making to estimate the 
collective preference of group decision makers. The solution to hierarchic prob-
lems can be achieved by solving hierarchy of sub-problems iteratively for which 
AHP theory of measurement can be used. The priorities can be derived from con-
tinuous and discrete paired comparisons obtained from relative strength of judg-
ments of reflecting scale. The AHP theory has many advantages in group decision 
making. Firstly, to estimate the consistencies of priorities of decision makers ap-
propriate theories are available [42, 3, 2, 17, 34]. Secondly, there are theories to 
improve the consistency of priorities [19, 48, 12]. Thirdly, there are robust ap-
proaches to aggregate group preferences [16, 25, 20, 10, 13, 9, 18]. Additionally 
there are robust theories for building consensus within groups [11, 24, 17, 34, 15, 
46]. However there is a lot of scope for these group decision making theories in 
SocialCRM selection. However none of these approaches have been explored for 
application in the selecting SocialCRM, which is the focus of this study. 

3 The Research Gap and the Contribution 

As from literature review we firstly found that how different firms utilize data 
available on social media platforms to manage their services and operations. 
Secondly, we found that how AHP theories can be used for estimating and 
improving consistencies of priorities. Thirdly, there is hardly any contribution 
towards evaluating SocialCRM. There has been extensive contribution in 
evaluation of traditional CRMs and day-to-day marketing. Finally we saw some 
quantitative techniques being used by various firms to evaluate SocialCRM based 
on various activities. The use of AHP in evaluating SocialCRM helps an 
organization to select SocialCRM based on their goals and functionalities that they 
would like to perform. This pre-evaluation model also helps SocialCRM vendors 
to develop SocialCRMs as per market demand. This model can also assist in 
saving cost and time related to post deployment evaluation of SocialCRM. The 
fuzzy extension of the AHP for group decision making helps us in evaluating five 
different social CRMs on four different dimensions. 

4 Computational Method 

The prioritization of above mentioned dimensions is achieved through an inte-
grated approach. This process involves capturing users’ linguistic judgments and 
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correspondingly mapping to quantifiable fuzzy judgments. Further crisp priorities 
are derived using fuzzy linguistic judgments and AHP theory. To estimate the 
trade-offs for different dimensions combination of these crisp priorities and aggre-
gated geometric mean method for prioritization is used.  

Let V= (v1,…….vn) be set of n users having a relative importance of λi such 
that λ= (λ1,…..λn) is the weight vector of the individual user who prioritize one 
dimension over other. Triangular functions have been used to convert individual 
preferences into fuzzy judgments. Comparative fuzzy judgments N= (nij)m×m 
would be coded as illustrated in Table 1. 

Table 1 Scale for conversion of linguistic preferences 

Definition Fuzzy sets for the fuzzy AHP  

Equal importance               1 {(1,0.25),(1,0.50),(3,0.25)} 

Moderate importance               3 {(1,0.25),(3,0.50),(5,0.25)} 

Strong importance               5 {(3,0.25),(5,0.50),(7,0.25)} 

Very strong importance               7 {(5,0.25),(7,0.50),(9,0.25)} 

Extreme high importance               9 {(7,0.25),(9,0.50),(9,0.25)} 

The simple pair wise comparison approach for fuzzy set operations has been 
used for fuzzy sets ñi= (ni1,ni2,ni3) and ñj= (nj1,nj2,nj3) as illustrated: 
 

ñi + ñj = ((ni1 + nj1),(ni2 + nj2),(ni3 + nj3))                                (1) 
 

ñi − ñj = ((ni1 − nj1),(ni2 − nj2),(ni3 − nj3))                                 (2) 
 

ñi × ñj = ((ni1 × nj1),(ni2 × nj2),(ni3 × nj3))                                 (3) 
 

ñi ÷ ñj = ((ni1 ÷ nj1),(ni2 ÷ nj2),(ni3 ÷ nj3))                                 (4) 
 

ñi
m = (ñi1

m , ñi2
m , ñi3

m) for (m ∈ P)                                     (5) 
 

ñi
1/m = (ñi1

1/m , ñi2
1/m , ñi3

1/m) for (m ∈ R)                                 (6) 
 
The individual priorities are obtained by solving the following system: 

min ∑ 1 ∑ (ln ñij – (ln ̃ − ln ̃ )2) s.t. ñij ≥0; ñij × ñji = 1; ̃  ≥ 0, Σ ̃ = 1  (7) 

The individual priority vector [11] is obtained by ̃  ∏/
∑ ∏/               (8) 

 
Where ̃  is the priority of decision criteria i such that ̃ , ̃ … … ̃  for  
user i. In further steps before computing aggregation rules consistencies of these 
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priorities needs to be evaluated. The Geometry Consistency Index (GCI) is used to 
estimate consistency of individual priorities [2].    ∑  log log| ̃ | log | ̃ |          (9)    is the criteria for consistency. For m ≥ 4,  is 0.35. Collective 
preferences of the group for deriving the decision vector can be estimated subse-
quently by the aggregation of individual priorities such that the aggregate priori-

ties (i.e. the collective priority vector) are defined as ̃ , ̃ … … ̃  

where ̃  is obtained by the aggregation of priorities. ̃  ∏   ∑ ∏                  (10) 

These aggregated priorities have been used for evaluating the relative importance of 
the evaluation criteria and the criterion specific performance of the five solutions  
being evaluated.  

5 Case Study 

A case study was conducted for identifying important criteria for selection of So-
cialCRM and identifying which CRM users prefer based on four different criterion 
discussed in beginning.  As per existing literature [32, 44, 38], CRM solutions are 
evaluated often on four major dimensions: Customer Identification, Customer At-
traction, Customer Retention and Customer Development. In this study, these di-
mensions have been used for evaluating the solutions for their suitability of usage.  
Out of the listed 9 SocialCRM solutions available in the public domain (Wikipe-
dia), a Delphi study was conducted to identify more relevant solutions for the spe-
cific context, based on the features of these solutions. Based on the Delphi study, 
five SocialCRM tools were selected for the next stage of the evaluation process: 
Social Gateway, Kony Mobile CRM, Radian6, SocialText and Nimble.  

Subsequently, four dimensions for evaluating CRM solutions were prioritized 
using the fuzzy extension of the AHP for group decision making. The following 
table highlights the individual priorities of three decision makers, as well as the 
aggregated priorities, for the four dimensions for evaluating SocialCRM solutions. 

Table 2 Individual and aggregated priorities for the four evaluating criteria 

Customer 

Identification 

Customer 

Attraction 

Customer 

Retention 

Customer 

Development 

User 1 0.0961 0.1045 0.7164 0.0830 

User 2 0.1250 0.1250 0.3750 0.3750 

User 3 0.1215 0.1215 0.4799 0.2771 

Aggregated Score  0.1206 0.1241 0.5372 0.2181 
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For the subsequent stage, the context specific and evaluation criteria specific 
prioritization of these five solutions were done by the group of decision makers. 
The following table indicates individual priorities of three different users for five 
different SocialCRM tools based on dimension customer identification. 

Table 3 Individual and aggregated priorities based on the criteria - customer identification 

Social Gateway Kony Mobile Radian6 Social Text Nimble 

User 1 0.3644 0.1591 0.1415 0.2925 0.0425 

User 2 0.2893 0.2323 0.2323 0.1497 0.0964 

User 3 0.2468 0.1981 0.1590 0.1981 0.1981 

Aggregated Score 0.3078 0.2017 0.1802 0.2134 0.0969 

The following table indicates individual priorities of three different users for 
five different SocialCRM tools based on dimension customer attraction. 

Table 4 Individual and aggregated priorities based on the criteria - customer attraction 

Social Gateway Kony Mobile Radian6 Social Text Nimble 

User 1 0.2522 0.0798 0.0759 0.1800 0.4122 

User 2 0.1111 0.1111 0.1111 0.3333 0.3333 

User 3 0.1439 0.1156 0.1156 0.2783 0.3467 

Aggregated Score 0.1629 0.1032 0.1015 0.2615 0.3709 

The following table indicates individual priorities of three different users for 
five different SocialCRM tools based on dimension customer retention. 

Table 5 Individual and aggregated priorities based on the criteria - customer retention 

Social Gateway Kony Mobile Radian6 Social Text Nimble 

User 1 0.2084 0.0660 0.0973 0.3407 0.2876 

User 2 0.4256 0.1419 0.1419 0.1139 0.1767 

User 3 0.1111 0.3333 0.1111 0.1111 0.3333 

Aggregated Score 0.2394 0.1632 0.1288 0.1818 0.2868 

The following table indicates individual priorities of three different users for 
five different SocialCRM tools based on dimension customer development. 
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Table 6 Individual and aggregated priorities based on the criteria - customer development 

Social Gateway Kony Mobile Radian6 Social Text Nimble 

User 1 0.3249 0.2126 0.1890 0.1517 0.1218 

User 2 0.3602 0.3252 0.0979 0.1084 0.1084 

User 3 0.0979 0.2097 0.1351 0.1084 0.4489 

Aggregated Score 0.2485 0.2688 0.1496 0.1337 0.1995 

The following table indicates aggregated priorities of 3 users and the overall 
performance score of all the 5 solutions that are being evaluated. 

Table 7 Aggregate priorities and overall tool score 

Criteria vs tools 
Criteria weights

Social Ga-
teway 

Kony 
Mobile

Radian6 
Social 
Text 

Nimble 

Customer Identification 0.1206 0.3078 0.2017 0.1802 0.2134 0.0969 

Customer Attraction 0.1241 0.1629 0.1032 0.1015 0.2615 0.3709 

Customer Retention 0.5372 0.2394 0.1632 0.1288 0.1818 0.2868 

Customer Development 0.2181 0.2485 0.2688 0.1496 0.1337 0.1995 

Aggregate score of tools  0.2402 0.1834 0.1362 0.1850 0.2553 

6 Results 

Based on the analysis of case specific requirements, it was found that Nimble had 
the highest suitability score (0.2553) for the specific context, based on the aggre-
gated priorities of the 3 decision makers. This was followed subsequently by Social 
Gateway, with a score of 0.2402, based on the aggregated priorities of the three de-
cision makers. The other three solutions had a much lower score, i.e. Kony Mobile, 
Social Text and Radian 6 had a score of 0.1834, 0.1850 and 0.1362 respectively. 
Higher score indicates higher adherence to context specific requirements. Thus 
Nimble was selected as the most suitable tool for the context specific usage. 

7 Conclusion 

This paper proposes an approach to select SocialCRM tool based on aggregated 
priorities from multi-user perspective, for the same decision making context. Such 
an approach can be useful for the firms who are in initial phase of SocialCRM  
tool deployment for their marketing activities. Further this can also help firms in 
operating with these tools smoothly as informed decision making helps them to 
choose appropriate tool. 
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One of the limitations of the case study is that it has been conducted for specific 
company for a specific context hence the rankings are not generalizable. However, 
this can be addressed in future research whereby the judgments of a much larger 
sample can be evaluated to bring out an aggregated performance score for these 
solutions. Further, the implications of consensus achievement can also be explored 
in such studies. 
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Evaluating E-Commerce Portals from the 
Perspective of the End User – A Group Decision 
Support Approach 

Gaurav R. Kalelkar, Gaurav Kumbhare, Varun Mehta, and Arpan Kumar Kar 

1Abstract. The stories of Kirana shops are now becoming folklore as Digital Retail 
has reared its head in the Indian sub-continent. To capitalize on this growth there 
has been a deluge of e-retail portals. However, the demographic scenario and the 
needs of Indian population are changing rapidly. The current study is an attempt to 
understand the dynamics of the major factors that consumers look into any of 
these e-tailers and identify the major dimension that helps in binding the 
consumers with these portals. For meeting this objective, the top 5 e-retail portals 
have been selected, based on multiple parameters for evaluating the traffic and 
importance of a website. These sites are Flipkart, Ebay, SnapDeal, Jabong and 
Myntra. Subsequently, these websites have been evaluated using the dimensions 
extended from SERVQUAL. A systematic approach has been taken in evaluating 
these portals using the theories of Analytic Hierarchy Process for group decision 
making.  

1 Introduction 

At the turn of the 21st century, when retailing started shifting from its traditional 
brick-and-mortar image to the digital image, people were initially sceptical about 
its acceptance and its growth. However, from being the ‘next big thing’ to being 
an ‘everyday reality’, e-tailing has surely come a long way. For the consumers, it 
is as if they are having a shopping exercise through the “digital mall”. A wide 
variety of products, wider reach, purchase action any place any time and low cost 
are some of the factors that have contributed to the speed with which e-retail has 
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grown in scope and acceptance. India is currently in the transition phase of a 
Digital revolution. India, with 120 million users connected to the net, ranks third 
in the world with reference to the number of internet users and this number is 
expected to grow to 330-370 million by 2015. Economically, revenue from 
Internet sales contributes to about 1.6% of the Gross Domestic Product (GDP) and 
this is projected to rise to about 2.8-3.3% of GDP by 2015. If the internet reach is 
widened with timely and rapid deployment of quality infrastructure India can 
target the digital inclusion of nearly 40% of its population. This aggressive 
strategy, built upon many factors like, low-cost internet usage, improved internet 
literacy and favourable regulatory environment, can enable India to reach out to 
nearly 500 million of its population. 

In this context, there is a growing need to understand the dynamics of the 
consumers and their needs. With online market space in the country burgeoning in 
terms of offerings ranging from travel, movies, hotel reservations and books to the 
likes of matrimonial services, electronic gadgets, fashion accessories and even 
groceries, consumers are being drowned in a pool of portals. What do the 
consumers need and what they perceive as being of qualitative value to them are 
some questions that the e-portals need to ask themselves and answer in the form of 
service implementation. A non-existent switching cost to the consumer and the 
low-cost competitiveness amongst e-portals presumably are the main business 
growth catalysts. Attracting new customers, retaining them and enhancing their 
interaction experience with the e-portal are some of the key processes e-tailers are 
focussing on. The quality of service provided by the e-tailers to the consumers will 
help in building up the loyal customer base of any e-portal. This creates a need for 
the e-tailers to identify the key service attributes that consumers look for in their e-
portal usage. Leveraging upon these attributes positively could build up a 
relationship between the e-tailer and the customer which will sustain for a longer 
period and in turn result in revenue benefits for the e-tailer. 

2 Literature Review 

2.1 Analytic Hierarchy Process 

Analytic Hierarchy Process (AHP) is a multi-criteria decision-making approach 
developed and introduced by Saaty [35, 37]. The process has appropriate measures 
which will help in prioritising amongst the evaluating parameters as represented in 
a study [2, 9]. The pair-wise comparison methodology provides a more 
meaningful analysis for developing a competitive set of service attributes that will 
satisfy customers and assist the e-tailers in outperforming its competitors. AHP 
uses a fundamental scale of absolute numbers that has been proven in practice and 
validated by physical and decision problem experiments. The fundamental scale 
has been shown to be a scale that captures individual preferences with respect to 
quantitative and qualitative attributes just as well or better than other scales as the 
study suggests [35, 37]. It converts individual preferences into ratio scale weights 
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that can be combined into a linear additive weight for each alternative. Several 
papers have highlighted the AHP success stories in very different fields for 
decision making involving a complex problem with multiple conflicting and 
subjective criteria as well as multiple hierarchies of decision making processes 
[16, 19, 23, 28, 40]. A fuzzy extension of the AHP has been used in this study to 
accommodate the subjectivity of the individual respondent which making the 
tradeoffs between the relative prioritization of the evaluation criteria and 
performance scores against the evaluation criteria [47]. 

2.2 SERVQUAL 

SERVQUAL parameters have long been a scale for measuring the quality 
provisions of service or retail organizations. Based on this premise, we have tried 
to gauge the perception of people towards the above selected e-tailers against the 
five SERVQUAL parameters, Tangibles, Reliability, Responsiveness, Assurance 
and Empathy. Many research papers [29, 30, 31, 32] have suggested adapting the 
SERVQUAL instrument to measure service quality in relation to competition. 
SERVQUAL is a well-established “gap-assessment” methodology that can be 
used to develop service-improvement initiatives by examining the “gap” between 
expectations and perceptions. The adapted SERVQUAL instrument uses a non-
comparative evaluation model – that is, customers visiting the e-tailer are asked to 
evaluate the firm against a particular parameter based on what they perceive is the 
value provided by the firm for the specific parameter. This perception gives an 
indication as to the customers’ perception alongside their expectations of the 
service. The SERVQUAL scores thus calculated provide the foundation for 
highlighting the gaps which the consumers presume about any firm. Individual 
SERVQUAL parameters have been ranked using the AHP methodology combined 
with the pair-wise comparison approach. 

Many researchers unanimously agree on the fact that though there are different 
aspects to service quality, emphasis should be on the customers’ perception of the 
service [46, 29, 30, 31, 32, 46].Organizations can measure business excellence 
through quality control in services. Service quality is considered as the difference 
between customer expectations of service and perceived service. If expectations 
are greater than performance, then perceived quality is less than satisfactory and 
hence customer dissatisfaction occurs [22]. There is general agreement that the 
aforementioned constructs are important aspects of service quality, but many 
scholars have been sceptical about whether these dimensions are applicable when 
evaluating service quality in other service industries [3]. This has more 
explanatory power than measures that are based on the gap between expectation 
and performance. In addition, it has been argued that SERVQUAL focuses more 
on the service delivery process than on other attributes of service, such as service-
encounter outcomes (i.e. technical dimensions). While there have been efforts to 
study service quality, there has been no general agreement on the measurement of 
the concept. The majority of the work to date has attempted to use the 
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SERVQUAL methodology in an effort to measure service quality [8, 24, 38].  
In the past few decades, service quality has become a major area of attention for 
practitioners, managers and researchers owing to its strong impact on business 
performance, low costs, customer satisfaction, customer loyalty and profitability 
[3, 13, 15, 20, 21, 40, 41]. There has been a continued research on the definition, 
modelling, measurement, data collection, procedure, data analysis etc., issues of 
service quality, leading to development of sound base for the researcher. 

2.3 E-tailers 

With the advent of internet in the 1990’s and its adoption in retailing, the whole 
canvas of shopping changed. Internet’s unmatched potential for global 
connectivity, through its ability to ‘open up new avenues for business’ [33] 
attracted retailers to the digital world. E-tailing became the new beacon for 
shopaholics and brick-and-mortar was replaced by click-and-brick. Retailers who 
viewed e-commerce as a new front on which to compete and gain advantage over 
their rivals managed to get that first mover advantage [1]. The initial review of 
internet literature influenced considerably the scheme of things to follow. 
Internet’s ability to provide information, facilitate two-way communication with 
customers, collect market research data, promote goods and services online and 
ultimately to support the on-line ordering of merchandise provided an extremely 
rich and flexible new retail. Relevant exogenous factors which moderate consumer 
adoption of new self-service technologies and internet shopping systems [4, 27] 
are “consumer traits” [4, 5], “situational factors” [43], “product characteristics” 
[12], “previous online shopping experiences”, and “trust in online shopping” [44]. 
Indeed, e-shopping is now estimated to be the fastest growing arena for Internet 
usage and thus greater exploration is required on the major dimensions that users 
look forward to, in evaluating the service provided by the e-tailers. 

3 Focus of the Paper 

There have been heaps of studies to understand the implementation of AHP for e-
tailer selection. However, speaking from the Indian perspective, there has been 
virtually no study to focus on implementation of AHP for e-tailer selection. 
Academically there was a need to address this gap. The current study is an attempt 
to exhibit the application of theories for consensual group decision making using 
the AHP along with the SERVQUAL parameters for e-tailer selection.  

Firstly, the study aims at exhibiting the AHP theory for prioritization and 
aggregation of the e-portal preferences of a group of decision makers based on the 
SERVQUAL parameters. Secondly, vis-á-vis the weighted average of the 
individual responses for the SERVQUAL parameters, aggregated decision from 
the viewpoint of 101 respondents was achieved on the preferred e-portal amongst 
the consumers and on the major dimensions for evaluating service quality. 
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Thirdly, the study highlights the core competency of the leading e-tailers in terms 
of the service evaluation dimensions. 

However it should be noted that the focus of this study is on providing group 
decision support for the e-tailer service evaluation problem by listening to the 
voice of the customer, and no attempt has been made to explore other e-portal 
selection issues, like the suitability of existing or new evaluation criteria for the 
context. 

4 Computational Approach 

To evaluate the service quality of e-tailers in India, a survey was conducted to rate 
them on five dimensions (reliability, assurance, tangibility, empathy and 
responsiveness); and analyze the importance of each dimension by comparing 
them with each other; then we evaluated each e-trailer on the five dimension by 
using Likert scale. After collecting the responses, the judgments and performances 
were mapped according to logical approach of AHP which been described 
subsequently. 

1. Estimation of individual judgments 

In this stage, the relative importance given to a pair of evaluation criteria is 
estimated. Let A= (a1…a5) be the multi-dimensional consensus vector such 
that ai is the aggregated priority of ‘criteria i’ estimated as described in the 
following section such that Σai = 1. Let D= (d1…dn) be the set of n decision 
makers having a relative importance of ψi such that ψ = (ψ1...ψn) is the weight 
vector of the decision makers and Σψi = 1. 

Comparative fuzzy judgments M= (a)n×n would be coded from linguistic 
comparisons as described in Figure 2. A triangular fuzzy function has been 
used for coding the judgments since there is equal probability of the response 
of the next level as is to the response of the previous level, when a 
comparative judgment is made by an expert decision maker. The entropy of 
an individual judgment has been optimized by maximizing the Shanon 
function for the middle element defined as S (μ) = μlnμ - (1-μ)ln(1-μ) [47]. 

Table 1 Mapping linguistic judgments to fuzzy judgments 
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After taking multiple responses from N decision makers, it would be coded 
as fuzzy rules to generate the judgment matrix which will be used for 
subsequent rounds of prioritization. 

 
2. Collective preference of the group for delivering the decision vector can 
be estimated subsequently by the aggregation of individual priorities for 
consensus development such that the aggregate priorities (collective vector) 
is defined as 

WC= WC1, WC2 …….. WCr  (1)

WCi= (πn1 (Wki))
ψ / Ʃr1 πn1(Wki)ψ (2)

Here WC is collective priority vector derived by GMM and  is weight vector  is weight vector 
or relative importance of decision maker. 

3. Let ‘e-tailer i’ have a performance vector of Ei, a set of performance score 
against 5 dimension Ei = (ei1…ei5). Here, eij is the score on a 5 point Likert 
scale of e-tailer i within a predetermined range for dimension j. The score 
against a particular criterion offering the highest utility would be coded as 5, 
and the score offering the lowest utility would be coded as 1. The 
intermediate scores can be computed from a linear transformation function as 
demonstrated:  

  
(3) 

Here, eij is the absolute score of e-tailer i for criteria j, while ej(max) and ej(min) are 
the maximum and minimum absolute score on criteria j for all the e-tailers. The 
final performance score for ‘e-tailer i’ will be computed by the sum-product 
approach.  

Si•X = (Si1,… Si7)•(x1,…, x7)=|Si1×x1+… Si7×x7| (4)

Based on this sum-product score, the e-tailers may be ranked such that a higher 
score would indicate a more suitable e-tailer and a lower score would indicate a 
less suitable e-tailer based on the priorities of a specific respondent.  

5 Research Methodology 

Five e-retail web-sites, namely Flipkart, Ebay, SnapDeal, Jabong and Myntra, 
were selected for this study. These websites were selected based on the Yahoo 
India Finance ranking as well as based on their Google page ranks and Alexa 
Traffic Rank. An extended questionnaire was implemented online to all for 
capturing their responses. The questionnaire was not limited to or restricted for 
only the GenY. Gen Y represents the demographic group of people who were born 
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in the 1980’s and early 90’s. Responses were encouraged and captured from all 
willing to take part in the research survey. The questionnaire, means for secondary 
research, was designed such that participants were made to compare these portals 
based on the SERVQUAL parameters. The questionnaire captured what 
parameters were important for the user and how the users rated the five selected e-
tailers on SERVQUAL parameters. 

Since the questionnaire had 19 questions, a sample size exceeding 95 
respondents was sufficient to generalize the outcome of the study. A purposive 
sampling technique was used for identifying the participants of this study. A total 
of 101 highly consistent responses (from 84 males and 17 females) were collected 
with 15.84% of responses from age group between 20-25, 81.19% from age group 
between 26-30 and rest from age >30. The responses were collected from people 
having diverse educational level such as doctorate, post graduates, graduates, 
higher secondary and secondary. 

6 Analysis and Findings 

Step 1: The responses were collected for comparing every dimension with one 
another and a reciprocal matrix was formulated to evaluate the final weight for 
each dimension which is shown in table below. 

Table 2 Aggregate priority for the individual SERVQUAL parameters 

Criteria  Reliability Assurance Tangibility Empathy Responsiveness 

 Priority 0.2068 0.1977 0.206 0.1824 0.2072 

Step 2: Responses were collected by using five point Likert scale for the top 
five e-tailer on the service quality dimensions (Reliability, assurance, tangibility 
empathy and responsiveness) and geometric mean is taken for all the dimensions 
which is shown in the table below for different e-tailers: 

Table 3 Geometric mean of the responses of participants for the individual parameters 

 Reliability  Assurance Tangibility Empathy Responsiveness 
Flipkart 3.3708 3.6523 3.4312 3.4025 3.5985 
Ebay 3.5717 3.4819 3.4755 3.1766 3.7026 
Jabong  3.1523 3.2848 3.3268 3.0060 3.5605 
Myntra  3.4705 3.1880 3.4264 3.3849 3.4079 
Snapdeal 3.1873 3.2049 3.5335 3.3768 3.4088 

Step 3: The final weight (step 1) of each dimension is then multiplied with 
mean of respective dimension (step 2) for all the e-tailers. Results are shown in the 
below table. 
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Table 4 Product of priority weights with geometric mean of responses 

  Reliability  Assurance Tangibles Empathy Responsiveness  
Flipkart  0.6971 0.7221 0.7068 0.6204 0.7455 
Ebay 0.7386 0.6884 0.7159 0.5793 0.7671 
Jabong 0.6519 0.6494 0.6853 0.5482 0.7376 
Myntra 0.7177 0.6303 0.7058 0.6172 0.7060 
Snapdeal 0.6591 0.6336 0.7279 0.6158 0.7062 

The results shows that consumer prefer flipkart, Ebay and Jabong because of 
responsiveness whereas Myntra for Relibility and Snapdeal for tangibility. 

Step 4: For evaluating the best e-tailer on the five service dimension, Sum-product 
method is applied on the geometric mean of dimensions and final weights and thus 
we obtain the rating for the individual e-tailers. Flipkart scored the highest among 
all these e-tailers. 

Table 5 Final scores for ranking the e-tailers 

E-tailer Flipkart  Ebay Jabong Myntra Snapdeal 
Overall Rate 3.4919 3.4892 3.2723 3.3770 3.3425 

7 Conclusion 

The study revealed that users viewed Flipkart, overall, as the preferred e-tailer 
closely followed by eBay. It was found that users felt that the employees of 
Flipkart, Ebay and Jabong showed more willingness in giving timely service and 
resolving their queries and were thus rated high in responsiveness dimension. 
Flipkart was rated highest on assurance which meant Flipkart and its employees 
were able to convey trust and confidence in their communication. Flipkart was 
also rated highest on empathy showing that they were more caring towards the 
customers’ needs. 

Myntra and eBay were rated highest on reliability dimension implying that they 
delivered what was promised on more occasions than others. Snapdeal was rated 
highest on the tangibility dimension and were thus most physically visible when 
compared to other e-tailers. The research showed that consumers weighted 
reliability, tangibility and responsiveness as more important dimensions than 
assurance and empathy when measuring service quality. Flipkart was rated the 
highest as it scored well on these three dimensions. E-tailers that want to gain 
customer loyalty would have to strive hard and respond quickly to the ever 
changing dynamics of the e-tailing industry. 
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Development of Assamese Speech
Corpus and Automatic Transcription
Using HTK

Himangshu Sarma, Navanath Saharia, and Utpal Sharma

Abstract. Exact pronunciation of words of a language is not found from
the written form of the language. Phonetic transcription is a step towards
the speech processing of a language. For a language like Assamese it is most
important because it is spoken differently in different regions of the state.
In this paper we report automatic transcription of Assamese speech using
Hidden Markov Model Tool Kit (HTK). We obtain accuracy of 65.26% in
an experiment. We transcribed recorded speech files using IPA symbols and
ASCII for automatic transcription. We used 34 phones for IPA transcription
and 38 for ASCII transcription.

Keywords: Automatic Transcription, Speech corpus, Assamese, HTK.

1 Introduction

The pronunciation and written forms of words are different. A transcription
intended to represent each distinct speech sound with a separate symbol is
known as phonetic transcription. Phonetic transcription of a language is im-
portant because written form of a language does not tell us how to pronounce
it. Mainly International Phonetic Alphabet (IPA) symbols is used in phonetic
transcription.

Assamese is an Eastern Indo-Aryan language spoken by about 20 million
speakers1. It is mainly spoken in Assam of North-East of India. Assamese is
a less computationally aware language. Language analysis or research about
a language is a very large task. For analyzing speech of a language, one needs
to work on different aspects. Firstly one needs to collect a balanced speech
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corpus with different native speakers of that language with different cate-
gories. Assamese is pronounced differently in different regions of Assam. So,
for Assamese speech corpus it is important to collect speech data from dif-
ferent regions of Assam. Different categories are like read speech, extempore
speech and conversation speech. Every speech can be represented phoneti-
cally by some finite set of symbols which are called phones of the language.
To analyze and construct a complete speech corpus of a language it needs to
be processed in different stages, such as IPA transcription2, syllabification,
prosodical feature extraction, and break-marking. Automatic transcription of
a language is a big challenge till now. We find that till now it has not been
possible to give 100 percent accuracy for any language.

In Section 2, we describe some previously reported work relevant to our
work and phonetic characteristics of Assamese. Section 3 describes the speech
corpus developed in the course of our experiments. We discuss the different
issues related to transcription in Section 4. Transcription using ASCII (that
is transliteration of IPA symbols to ASCII) symbols and our automatic tran-
scription model is illustrated in Section 5. Results of automatic transcription
and comparison with other data sets are discussed in Section 6. Section 7
concludes our report.

2 Background Study

Phonetic transcription is an important research issue in speech processing.
Phonetic Transcription is the phonetic representation of a speech file. Pho-
netic representations are the use of phonetic symbols to represent a speech
sound. It is used to find dynamic stress, vowel duration, precise vowel quality
etc. from the written form. Usually IPA symbols are used for phonetic tran-
scription34. For speech language pathologists it is most important part. IPA
symbols5 are used for new writing systems for previously unwritten language.
Difference of two sounds can be found from loudness, pitch and quality of
those sounds Ladefoged (1995). Every phonetic symbol represents an utter-
ance of a sound Wells (2006). It is actually perfect pronunciation of a speech.
For Assamese speech it is not so easy because same words pronounced differ-
ently by different regions of the state. A phoneme is defined as a distinctive
sound unit of a language and a phone can be defined as a unit sound of
a language Coxhead (2007). Every speech sound has some unique signal,
but same speech sound is spoken differently by different speakers. Based on
this Ladefoged and Johnstone (2011) divided phonetics in three major sub
fields, which are: Articulatory Phonetics− how speech sounds are produced,

2 http://www.langsci.ucl.ac.uk/ipa/index.html
3 http://www.madore.org/~david/misc/linguistic/ipa
4 http://eweb.furman.edu/~wrogers/phonemes
5 http://www.langsci.ucl.ac.uk/ipa/IPA_chart_(C)2005.pdf

http://www.langsci.ucl.ac.uk/ipa/index.html
http://www.madore.org/~david/misc/linguistic/ipa
http://eweb.furman.edu/~wrogers/phonemes
http://www.langsci.ucl.ac.uk/ipa/IPA_chart_(C)2005.pdf


Development of Assamese Speech Corpus and Automatic Transcription 121

Acoustic Phonetics− how speech sounds are transmitted from speaker to
listener and Perceptual Phonetics− how speech sounds are perceived.

There are a lot of research works done in this field till now. Chang et al
(2000) describe a system of automatic transcription for American English
which generated a phonetic labels of 80% concordant. Levinson et al (1989)
reports text independent transcription of fluent speech database using Hid-
den Markov Model with 3020 trained and 180 tested sentences with an
with 52% correct and 12% insertions. Approach of Liang et al (2007) uses
speech recognition technique, where they try to show phonetic transcrip-
tion of Chinese text into Taiwanese pronunciation. They found 12.74% tran-
scription error rate using multiple pronunciation lexicon and 17.11% of error
rate reduction was achieved using pronunciation lexicon with pronunciation
variation. Giurgiu and Kabir (2012) analyzed automatic transcription and
speech recognition for Romanian language using HTK Young et al (2009) and
PRAAT6. Laurent et al (2009) describes a method to extract proper nouns
a large set of phonetic variants using rule-based generation. Leung and Zue
(1984) developed a system for automatic alignment of phonetic transcrip-
tions with continuous speech. Stefan-Adrian and Doru-Petru (2009) reports
a rule based transcription tool for the Romanian language, using 102 letter
to sound rules they found an accuracy of 95% from a database of 4779 words
and found 91.46% accuracy from the database which contains 15699 words.

For Indian languages we find the following reported work on transcrip-
tion. Patil et al (2012) addresses encountered mainly issues and ambigui-
ties during phonetic transcription of two Indian languages mainly Gujarati
and Marathi languages. They shows this ambiguity in case of fricative and
aspirated plosive. Sarada et al (2009) reports automatic transcription into
syllable like units for different Indian languages using group delay algorithm.
They found 48.7% and 45.36% accuracy for Tamil and Telugu language re-
spectively. Nagarajan et al (2004) approach automatic transcription of a
continuous speech signal without the use of manually annotated speech cor-
pora. They found an accuracy of 43.3% and 32.9% for Tamil and Telugu
language respectively. Sarma et al (2013) describes some issues and interest-
ing observation during phonetic transcription of Assamese speech corpus.

Assamese script consist 11 vowels, 37 consonants, and 10 digits. In addi-
tion, there are 7 symbols corresponding to certain consonant sounds
Sharma et al (2008). Assamese phone inventory consists of eight oral vow-
els, three nasalized vowels, fifteen diphthongs and twenty one consonants7.
When, we speak Assamese, we actually mean standard pronunciation of
Assamese, not the dialects.

6 http://www.fon.hum.uva.nl/praat
7 www.iitg.ernet.in/rcilts/pdf/assamese.pdf

http://www.fon.hum.uva.nl/praat
www.iitg.ernet.in/rcilts/pdf/assamese.pdf
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3 Data Collection and Tools Used

To construct our Assamese Speech corpus we collect approximately seven-
teen hours of data from total of 27 speakers, out of them 14 male and 13
female within age group of 20 to 40 years. For a balanced speech corpus it is
important to have all standard variety of the language. Assamese is spoken
differently by different regions of the state. So, we collect data from speakers
that belong to different regions of the state. Speech are recorded in a noise
free room using SONY ICD-UX533F device with 44.1 KHz sampling rate.

3.1 Mode of Recording

For speech processing it is important to have a balanced speech corpus. So,
we recorded our speech samples in different categories. Below we show those
different categories:

1. Read Speech
2. Extempore Speech
3. Conversation Speech

For read speech, we collect data from two sources. AIR news and reading
text. AIR news are collection of broadcasting news by All India Radio8 col-
lected from June 2012 to May 2013. We recorded the reading of printed news,
story and articles as the second source of read speech. As the name indicates,
extempore speech are evidence of normal talk on random topics. In conver-
sation mode, speech are recorded from more than one speakers discussing
together with some topics.

3.2 Tools Used

• Wavesurfer : Wavesurfer Sjölander and Beskow (2000) is used to listening
the sound files for transcription. Each sound file and associated label file
(such as pitch labelling, syllabification etc.) can be viewed using multiple
time aligned sub-windows, or panes.

• IPA Typing Tool : For transcription we use IPA typing tool9.

4 Transcription

IPA or International Phonetic Alphabets are the symbols which represent
a sound. We transcribed approximately 7 hours of data out of 17 hours of
data from our speech corpus. During transcription, we find that in Assamese
labiodental, dental, retroflex, uvular, pharyngeal, trill and lateral fricative

8 http://www.newsonair.com
9 http://www.tezu.ernet.in/~nlp/ipa.htm

http://www.newsonair.com
http://www.tezu.ernet.in/~nlp/ipa.htm
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phone are not present. We also find that dialect of other language (For ex-
ample: Hindi, English, Bengali) influence Assamese speakers, particularly in
loan words.There are thirty four IPA symbols used for Assamese out of which
twenty five are consonants and nine are vowels. The IPA symbols used in our
transcription correspondence to Assamese phones are shown in Table 1. We
calculate the frequencies of IPA symbols in Table 2 from transcribed data.

Table 1 IPA symbols for Assamese letters

• Most and Least Frequent Phone. From Table 2 we find that is the
highest used consonant and is the most used vowel phone find during
our transcription. We find that is the less used consonants and is less
used vowel in our transcription database.

4.1 Issues and Interesting Observation

We faced some issues and interesting observation related to consonants and
vowels. The pronunciation rules are different in different regions of Assam.
The following are some interesting observation and problems faced during
the transcription.
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Table 2 IPA Symbols with frequency in percentage (F) for Assamese

4.1.1 Consonants

• w is used for if is used in middle of a word or the first letter of the
word is but is used for if is the last letter of the word. e.g
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• is actually not used in proper Assamese pronunciation. But is used
in English, Bengali and Hindi languages. In contrast to earlier times, cur-
rently many Assamese people speak English, Bengali and Hindi. So, when
they speak Assamese they used . For example:

• During transcription we saw that there is a occurs after every consonant.
But some words i.e. , , , are not follow this rule. For example:

• We find another one interesting observation for . When we used singly
than we used . But, in conjunct characters the pronunciation is . e.g

• We also find that in some consonant both sequence happens. In some words
occurs after the consonant and in some words does not occurs after

the consonant. For example:

4.1.2 Vowels

In case of vowel we observed that and is sometimes placed for same word
which meaning is same, but placed different phone because of different region
of speakers. For example:

4.1.3 Clustering

Vowel is inserted at the end with all consonant cluster except ( ),

For example:

=

=

But, in some cases if a consonant cluster occurs final position then is not
inserted at the last position of the word. For example:

=
=
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5 Automatic Transcription

Automatic transcription is the process where transcriptions of speech files
are automatically generated. In this paper we use HTK model for automatic
transcription of Assamese speech. For transcribed files we firstly split a huge
speech file into segment of approximately 10 seconds. In Figure 1 we show
how it works:

Fig. 1 Automatic Transcription Process

5.1 Manual ASCII Transcription

To construct our automatic transcription model, firstly we transcribed ap-
proximately 3 hours speech data. To transcribe our data, we use thirty eight
ASCII symbols out of those twenty seven consonants, nine vowels and sil
(used during transcription at the end of each segment of the speech) and sp
(used in between every words). In Table 3 we show the ASCII symbols used
in correspondence to Assamese phone.

5.2 Files

We construct some files to construct HTK model − Configuration Files, Dic-
tionary, Master Label Files.

5.2.1 Configuration File

In our HTK model we firstly need to make a configuration file containing all
the needed conversion parameters. The configuration file is a standard file
which is constructed manually Young et al (2009).

5.2.2 Grammar

To construct our automatic transcription model, we need to make a gram-
mar for ASCII symbols used in our transcription. Below we have shown the
structure how we construct the grammar. Using HParse we convert below
format to wdnet, which is the standard format for Hidden Markov Model.
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Table 3 Representation of Assamese sound in ASCII; where L−Letters of As-
samese alphabet

5.2.3 Master Label File

Master Label File(MLF), which includes the transcription of the speech files.
We include our all segmented transcribed files into one .mlf file. MLF files
have some standard format that is shown below Young et al (2009):

#!MLF!#

”*/filename.lab”
sil
w
e
sp
a
r
e
sil
.

(starting transcription after sil, sp between words and ending transcription
with . followed by sil)
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5.3 Mel-Frequency Cepstral Coefficients(MFCC)

MFCC is based on known variation of the human ears critical bandwidth
with frequency. MFCC has two types of filter which are spaced linearly at low
frequency below 1000 Hz and logarithmic spacing above 1000Hz Hasan et al
(2004).

In this process we convert all of our .wav files to .mfc(Mel Frequency
Cepstrum) files. To convert .wav to .mfc we used HCopy command. For con-
version of .wav to .mfc, we construct a file, where destination of .wav files
corresponds to destination of .mfc files were present. In Figure 2 we show
how HCopy works Young et al (2009).

Fig. 2 HCopy Operation

5.4 Training

We trained approximately two and half hours of data contained in 527 files
for our automatic transcription model. All files contained not more than 10
seconds of speech. For our training, we use HCompV − calculate the speakers
mean and variance and HERest − refine the parameters of existing Hidden
Markov Models.

5.5 Testing

For testing automatic transcription models approximately half an hour of
data with 127 files are used. Duration of testing files are also not more than
10 seconds. To recognize, .mfc files and make a perfect automatic transcrip-
tion model we use HVite tool and for saving our results we used HResults
tool.
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6 Result Analysis

Results of automatic speech transcription are analyzed in this Section. The
results of automatic transcription are calculated by an equation, which is
shown below:

Accuracy =
H − I

N

Again,

H=N-S-D

where,
N = Total Number of phones.
I= Number of newly inserted phones.
S= Number of substitutions of phones.
D= Number of deletions of phones.

During automatic transcription, we used 527 files for training. Then, we
tested over 127 files. Extempore speech are used for training and testing for
the automatic transcription model. The Accuracy has found 65.65 % with
38 phones. We find that accuracy increased depend upon phones also, if
less phones used for the model than accuracy is higher. In Table 4 we show
accuracy of all phone used in our transcription.

We compare the results for different sets of training and testing files. Below
we describe how we compare our training and testing files.

Table 4 Phone-wise accuracy list



130 H. Sarma, N. Saharia, and U. Sharma

• First, we take the results fixing the training files and change the number
of testing files. In Figure 3 shows the changes.

• In second phase, we fix the testing files and changes the number of training
files. Figure 4 shows the changes.

From our results shown in Figure 4 we find that with more training data
accuracy results for testing data is increasing. But, it is flattering out after
some time. We hope that if we trained more data accuracy will more.

Fig. 3 Fixing training files

Fig. 4 Fixing testing files

7 Conclusion and Future Work

In this report we have presented the manual IPA transcription and automatic
transcription of Assamese speech. Because IPA transcription is based on pro-
nunciation, so during pronunciation we faced issues and some interesting
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observations of development and transcription of Assamese Speech Corpus.
We could find the relative frequencies of different phone and the most fre-
quent ones. Also we find the more frequently used word in the language. We
make some interesting observations regarding the phonetic transcription of
Assamese speech. During our experiment of automatic transcription model
we find that for different numbers of training and testing files we compare
our accuracy results of our automatic transcription model. After analyzing
it has been find that accuracy increasing simultaneously with the increase of
trained data. But at a stage accuracy is static for some sets of trained data.
In future we shall try to design a plug-in by which we can convert ASCII
to IPA from HTK models. In further work of the Assamese speech corpus
we are going to collect more different categories of data from more speakers
from different. Also in future we are going to work about break-marking of
our speech corpus to have a more useful Assamese speech processing resource.

Acknowledgments. The work reported here has been supported by DeitY spon-
sored project Development of Prosodically Guided Phonetic Engine for Searching
Speech Databases in Indian Languages.
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Hybrid Approach for Punjabi Question 
Answering System 

Poonam Gupta and Vishal Gupta 

Abstract. In this paper a hybrid algorithm for Punjabi Question Answering system 
has been implemented. A hybrid system that works on various kinds of question 
types using the concepts of pattern matching as well as mathematical expression 
for developing a scoring system that can help differentiate best answer among 
available set of multiple answers found by the algorithm and is also domain 
specific like sports.  The proposed system is designed and built in such a way that 
it increases the accuracy of question answering system in terms of recall and 
precision and is working for factoid questions and answers text in Punjabi. The 
system constructs a novel mathematical scoring system to identify most accurate 
probable answer out of the multiple answer patterns.The answers are extracted for 
various types of Punjabi questions. The experimental results are evaluated on the 
basis of Precision, Recall, F-score and Mean Reciprocal Rank (MRR). The 
average value of precision, recall, f-score and Mean Reciprocal Rank is 85.66%, 
65.28%, 74.06%, 0.43 (normalised value) respectively. MRR values are Optimal. 
These values are act as discrimination factor values between one relevant answer 
to the other relevant answer.     

Keywords: Natural language processing, Text Mining, Punjabi Question 
answering system, Information Extraction, Information retrieval. 

1 Introduction 

Question Answering is an application area of natural language processing which is 
concerned with how to find the best answer to a question. Question Answering 
utilized multiple text mining techniques like question categorization to categorize 
the questions into various types (who, where, what, when etc.) and information 
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extraction (IE) for the extraction of the entities like people, events etc [1]. In 
today’s context, the major components of Question answering system (QAS): 
question classification, information retrieval, and answer extraction. Question 
classification play chief role in QA system for the categorization of the question 
based upon its type. Information retrieval method involves the identification & the 
extraction of the applicable answer post by their intelligent question answering 
system [4]. As the users tried to navigate the amount of information that is 
available online by means of search engines like GOOGLE, YAHOO etc., the 
need for the automatic question answering becomes more urgent. Since search 
engines only return the ranked list of documents or the links, but they do not 
returning an exact answer to the question.[2]. Question answering is 
multidisciplinary. It consists of various technologies like information technology, 
artificial intelligence, natural language processing, and cognitive science. There 
are two types of information sources in question answering: Structured data 
sources like relational databases and Unstructured data sources like audio, video, 
written text, speech [5][6]. The Internet today has to face the difficulty of dealing 
with multi linguism [3]. All the work in Question answering system is done for 
various other languages but as per knowledge, no work is done for Punjabi 
Language. 

2 Related Work 

Case based reasoning question answering system (CBR) i.e. the new questions are 
answered by retrieving suitable and existing historical cases & had the advantages 
that it can easily access to knowledge & maintain the knowledge database[7]. A 
supervised multi-stream approach that consists of various features like (i) the 
compatibility between question types and the answer types, (ii) the redundancy of 
answers across various streams (iii) the overlap and the non-overlap information 
between the question and the answer pair and its related text [8]. Answer ranking 
framework which was a combination of answer relevance & similarity features. 
Relevant answers can be finding out by knowing the relationship between answer 
and the answer type or between answer and the question keyword [9]. If the user 
is not satisfied with the answers then the fuzzy relational operator is defined to 
find the recommended questions [10]. 

3 Problem Formulation and Objectives of the Study 

There is an urgent need to develop the system which does not rely basically on 
pattern matching of strings to find the answers of questions which are most 
relevant and accurate for running systems that can be used for mass 
implementation. The effectiveness of scoring system is another issue which needs 
to be evaluated for finding most accurate answer or the solution to the question for 
which the answer is to be searched on, then timings are critical factor for 
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evaluating performance as quick and correct answer is the basic need requirement 
of the QA systems. Therefore, we propose a hybrid system that works on various 
kinds of Punjabi question types using the concepts of pattern matching as well as 
mathematical expression for developing a scoring system that can help 
differentiate best answer among available set of multiple answers found by the 
algorithm and is also domain specific like sports.       

3.1 Objectives of the Study 

1. Develop a representative dataset of sports domain Punjabi input text. 2. 
Develop algorithm to identify the factoid types of question from text. 3. Develop a 
scoring framework to calculate score of questions and answers for developing   Q-
A similarity matrix. 4. Using Q-A similarity matrix and pattern matching identify 
more accurate answer for questions. 5. Evaluate the performance of system in 
terms of Recall, Precision, F-score and Mean Reciprocal Rank (MRR). 

4 Algorithm for Punjabi Question Answering System 

The proposed algorithm takes Punjabi question and a paragraph text as input from 
which answers are to be extracted. The algorithm proceeds by segmenting the 
Punjabi input question into Words. For each word in the question follow following 
steps: 

Step 1 Query Processing:- In this step it will classify the question based upon its 
categories: ਕੀ(what), ਕਦ (when), ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ (where/which), 

ਕੋਣ//ਿਕਸ/ਿਕਸੇ (who) & ਿਕਉ (why) then system checks the corresponding  rules. 

Step 2 If the input question consists of ਕੋਣ/ਿਕਸ/ਿਕਸੇ (WHO/WHOM/WHOSE) 

then go to the procedure for ਕੋਣ (WHO/WHOM/WHOSE). elseIf the  input 

question consists of  ਕੀ (WHAT) then go to the procedure for ਕੀ(WHAT). elseIf 

the input question consists of  ਕਦ (WHEN) then go to the procedure for ਕਦ 

(WHEN). elseIf the input question consists of ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ 
(WHERE/WHICH)then go to the procedure for ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ 
ਿਕਹੜੀ(WHERE/WHICH).elseIf the input question consists of ਿਕਉ(WHY) then go 

to the procedure for ਿਕਉ (WHY).Else Algorithm cannot find the answer. 
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4.1 Procedure for ਕੋਣ ਕੋਣ/ਿਕਸ/ਿਕਸੇ (Who/Whom/Whose)   

This procedure is used for finding the named entities from input paragraph. The 
algorithm for ਕੋਣ ਕੋਣ/ਿਕਸ/ਿਕਸੇ (Who/Whom/Whose) has been given below: 

Step 1 Extract the substring before ਕੋਣ ਕੋਣ/ਿਕਸ/ਿਕਸੇ (WHO/WHOM/WHOSE) 

from the given question and say it is X1. 
Step 2 Extract the substring after ਕੋਣ ਕੋਣ/ਿਕਸ/ਿਕਸੇ (WHO/WHOM/WHOSE) upto 

the end of the question and say it is X2.   
Step 3 Initialize Answer = null. 
Step 4 If X1 ≠ null then depending upon X1 set the answer {  

If X1 contains the name of the person// Name is identified by searching 
current word in the Punjabi Dictionary if it is not in the Punjabi Dictionary & 
found in the Punjabi name list (it consists of 200 names) then it is a name//{Search 
the paragraph by matching the strings in  X1 & X2 and append the matching 
details to the end of  X1. Say it is X1’. Append X2 after X1’ & store it in the 
Answer. }} (End of Step 4 loop)  
Step 5 else If X1 contains the words ਤੁਸੀ (You), ਤੁਹਾਨੰੂ (You), ਤੂੰ   
(You)then{Replace  

the word as follows: ਤੁਸੀ (You) to ਮ (I), ਤੁਹਾਨੰੂ (You) to ਮੈਨੰੂ (I), ਤੂੰ  (You) to   

       ਮ (I)}Search the name of person, thing or concept in the paragraph based 

upon X1. //Name can be identified by searching in the Punjabi dictionary if it is 
not in the dictionary and it is found in the Punjabi name list(it consists of 200 
names) then it is considered as a  name//  and  append it after X1. Say it is X1’.                                         

   Change the last word of X2 according to the words in X1. { 
      If   ਤੁਸੀ (You) then last word is ਹੋ (is) changes to ਹ  (is).  

      If ਤੁਹਾਨੰੂ (You) then last word is same as in substring X2.       

      If ਤੂੰ  (You) then last word is ਹੈ (is) changes to ਹ  (is) and store it in X2’. }  

      Append X2’ to the end of X1’ and store it in Answer. } (end of step 5 loop) 
 
The procedure has got two rules out of which one must be satisfied to generate 

final result. If step 4 of procedure satisfies the sentence then the question is of the 
form “ਤੁਸੀ ਕੋਣ ਹੋ? Who are you?” And the result generated contain pattern similar 

to the sentence “ਮ ਕਮਲਜੀਤ ਹ । I am Kamaljit”. Similarly if step 4 satisfies the 

sentence then the question is of one of the two forms, it can be “ਤੁਹਾਨੰੂ ਕੋਣ ਜਾਣਦਾ 
ਹੈ? Who knows you?” And the result generated contain pattern similar to the 

sentence “ਮੈਨੰੂ ਮਨਦੀਪ ਜਾਣਦਾ ਹੈ। Mandeep knows me.” The second form is “ਤੂੰ  ਕੋਣ 
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ਹੈ? Who are you?” And the result generated contain pattern similar to the sentence 

“ਮ ਲਵਲੀਨ ਹ  । “I am Loveleen.”  

4.2 Procedure for ਕੀ (WHAT) 

This procedure is used for finding the reason for ਕੀ(WHAT) type of questions 

from the input paragraph. The algorithm for ਕੀ(WHAT) has been given below: 

Step 1 Extract the substring before ਕੀ (WHAT) from the given question and say it is 

X1.      
Step 2 Extract the substring after ਕੀ (WHAT) upto the end of question and say it is X2. 

Step 3 Initialize Answer = null. 
Step 4 If X1= null then { Store ਹ / ਨਹੀ (Yes/No) in Answer by matching X2 with 

the paragraph} (end of step 4) else 
Step 5 If X1≠ null & contains the words ਤੁਸੀ (You) , ਤੁਹਾਡਾ (Your), ਤੈਨੰੂ (You),ਤੰੂ 

(You) then{ Replace the words as follows ਤੁਸੀ (You) to ਅਸੀ (We) , ਤੁਹਾਡਾ (Your) to  

ਮੇਰਾ (My), ਤੈਨੰੂ (You) to ਮੈਨੰੂ (I), ਤੂੰ  (You) to ਮ (I).} 

Search the name of person, thing or concept in the paragraph based upon X1   
// name can be identified by searching in the Punjabi Noun dictionary if it  
is not in the dictionary then it is considered as a name// Append it after 
X1. Say it is X1’.                 

Change the last word of X2 according to X1. { 
If ਤੁਸੀ (You) then last word ਹੋ (is) changes to ਹ  (is). 

If ਤੁਹਾਡਾ (your) then last word is same as in substring X2.        

If ਤੈਨੰੂ (you) then last word is same as in substring X2.     

If ਤੂੰ  (you) then last word is ਹੈ (is) changes to  ਹ  (is). 

Store it in X2’.}Append X2’to X1’ and store it in answer.}(end of step 5)  
 

This procedure has got two rules out of which one of the rule must satisfy to generate 
a final result.  The Rule_1  is if the substring before ਕੀ (WHAT) is null then it stores 

ਹ / ਨਹੀ (Yes/No) in Answer. The Rule_2 is if the substring before ਕੀ (WHAT) is not 

null then the question is of the form “ਤੁਸੀ ਕੀ ਖੇਡ ਰਹੇ ਹੋ? What are you playing?” And 

the result generated contain the pattern “ਅਸੀ ਫੱੁਟਬਾਲ ਖੇਡ ਰਹੇ ਹ । We are playing 

Football.” It can be “ਤੁਹਾਡਾ ਕੀ ਨ  ਹੈ? What is your name?” And the result generated 

contain the pattern “ਮੇਰਾ ਨ  ਚਰਨਦੀਪ ਹੈ। My name is Charandeep.”  
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4.3 Procedure for ਕਦ (WHEN) 

This procedure is used for finding the time and the date expression for a particular 
question from the input paragraph. 

The algorithm for ਕਦ (WHEN) has been given below: 

Step1 Extract the substring before ਕਦ (WHEN) from the given question and say  

it is X1  
Step 2 Extract the substring after ਕਦ (WHEN) upto the end of question and say 

it is X2. 
Step 3 Initialize Answer = null  
Step 4 If X1= null and X2 containing the words ਤੁਹਾਨੰੂ  (you), ਤੁਸੀ (you), ਤੁਹਾਡੀ 
(your),ਮ (I) then{       Replace the word ਕਦ (WHEN) with the time and date 

expression and it can be identified if it is in the following formats:   
              DD/MM/YY like 02/04/97                                                                             
              DD/MM/YYYY like 02/04/1997 
              YY/MM/DD like 97/04/02 
              YYYY/MM/DD like 1997/04/02 
              MM/DD/YY like 05/26/97 
              MM/DD/YYYY like 05/26/1997 
              DD.MM.YY like 02.04.97 
              DD.MM.YYYY like 02.04.1997 
              DD-MM-YY like 02-04-97 
              DD-MM-YYYY like 02-04-1997           
              String, Numeric like May 26  
              Numeric, String like 26 May  
              Numeric : Numeric like 6:45 and 
              append ਨੰੂ and then store it in X1’. 

             Change the words in X2{   
              ਤੁਹਾਨੰੂ (you) to ਮੈਨੰੂ (I), ਤੁਸੀ (You) to ਅਸੀ (We), ਤੁਹਾਡੀ (Your) to ਮੇਰੀ  

                  (My), ਮ (I) to ਤੂੰ  (You).  Store  it in X2.} 

              Append X2’ to the end of X1’ and store it in Answer. }(end of step 4) else 
Step 5 If X1≠ null and is containing the word ਤੁਹਾਡੀ (Your) {  

             Then Replace the word ਤੁਹਾਡੀ (Your) to ਮੇਰੀ.  Store it in X1’.   

             Replace the word ਕਦ (WHEN) with the time and date expression and it    

            can be identified if it is in the following formats:           
             DD/MM/YY like 02/04/97  
             DD/MM/YYYY like 02/04/1997 
             YY/MM/DD like 97/04/02 
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             YYYY/MM/DD like 1997/04/02 
             MM/DD/YY like 05/26/97 
             MM/DD/YYYY like 05/26/1997 
             DD.MM.YY like 02.04.97 
             DD.MM.YYYY like 02.04.1997 
             DD-MM-YY like 02-04-97 
             DD-MM-YYYY like 02-04-1997           
             String, Numeric like May 26  
             Numeric, String like 26 May  
             Numeric : Numeric like 6:45 and append ਨੰੂ and  then store it in X1’. 

            Append X2 to the end of X1’& store it in Answer. }(end of step 5 loop) 
 
This procedure has one rule that must be satisfied to generate a final result.  The 
Rule is if the substring before ਕਦ (WHEN) is null then replace the word ਕਦ 

(WHEN) with the time and date expression. The question is of the form “ਕਦੋ ਤੁਸੀ 
ਇੱਥੋ ਤ ਜਾਵਾਗੇ? When did you go from here?” And the result generated contains 

the pattern “ਕਲ ਨੰੂ ਅਸੀ ਇੱਥੋ ਤ ਜਾਵਾਗੇ। Tomorrow we will leave from here.” The 

question can be of the form “ਕਦੋ ਤੁਹਾਨੰੂ ਇੱਥੇ ਪੰਜ ਸਾਲ ਹੋ ਜਾਵਾਗੇ? When you 

complete your five years here?” And the result generated contain the pattern “02-

04-2012, ਨੰੂ ਮੈਨੰੂ ਇੱਥੇ ਪੰਜ ਸਾਲ ਹੋ ਜਾਵਾਗੇ। My five years will be completed on 02-

04-2012.” The question can be of the form “ਕਦੋ ਮ ਤੁਹਾਡੀ ਸਹਾਇਤਾ ਕਰ ਸਕਦਾ ਹ ? 

When will I help you? And the result generated contains the pattern “04/12/2011 

ਨੰੂ ਤ ਮੇਰੀ ਸਹਾਇਤਾ ਕਰ ਸਕਦਾ ਹ । You can help me on 04/12/2011.”       

4.4 Procedure for ਿਕੱਥੇ ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ (WHERE/ 

WHICH) 

This procedure is used for finding the location name for a particular question. The 
Algorithm for ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ (WHERE/WHICH) has been given 

below:     
 
Step 1 Extract the substring before from the given question and say it is X1. 
Step 2 Extract the substring after ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ (WHERE/ 

WHICH) upto the end of question and say it is X2. 
Step 3 Initialize Answer = null. 
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Step 4 If X1≠ null and X2≠ null and X1 is containing the words ਤੁਸੀ (You), ਤੁਹਾਨੰੂ 

(You) then { Replace the words as follows 
ਤੁਸੀ (You) to ਮ (I), ਤੁਹਾਨੰੂ (You) to ਮੈਨੰੂ (I) and store it in X1’. 

Replace the word ਿਕੱਥੇ (WHERE) with the matching locations like ਅੰਦਰ  

(In),ਤੇ (At), ਨੜੇ (Near) from the paragraph or name of the location can also be  

identified by searching it in the Punjabi dictionary if it is not in the dictionary  
then it is considered as a location name and store it in X1’.        
Change the last word of X2 according to X1 {  
  If ਤੁਸੀ (You) then last word is ਹੋ (is) changes to ਹ  (is). 

  If ਤੁਹਾਨੰੂ (You) then last word is same as in substring X2 & store it in X2’.  } 

    }(end of step 4 loop) else 
Step 5 If X1 is not containing the words ਤੁਸੀ (You), ਤੁਹਾਨੰੂ (You) then {  

Keep X1 and X2 as such and store it in X1’ and X2’ respectively.     
Just Replace ਿਕੱਥੇ (WHERE) with the matching locations like ਅੰਦਰ (In), ਤੇ 

(At), ਨੜੇ (Near) from the paragraph or name of the location can also be  

identified by searching it in the Punjabi dictionary if it is not in the dictionary  
then it is considered as a  location name and store it in X1’. 
Append X2’ to the end of X1’ and store it in answer.} (end of step 5 loop) 

 
This procedure has one rule that must be satisfied to generate a final result.  The 
Rule  is if the substring before and after ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ (WHERE) is 

not null  then replace the word ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ (WHERE) with the 

matching locations like ਅੰਦਰ (In), ਤੇ (At), ਨੜੇ (Near). The question is of the form 

“ਤੁਸੀ ਿਕੱਥੇ ਜਾ ਰਹੇ ਹੋ? Where are you going?”& the result generated contain the 

pattern “ਅਸੀ ਅੰਬਾਲਾ ਜਾ ਰਹੇ ਹ । We are going to Ambala. It can be of the form “ਉਹ 

ਤੁਹਾਨੰੂ ਿਕੱਥੇ ਿਮਲੇਗਾ ? Where did you meet him?”& the result generated contain the 

pattern “ਉਹ ਮੈਨੰੂ ਬੱਸ ਸਟੈਡ ਤੇ ਨੜੇ ਿਮਲੇਗਾ । I will meet him near the bus stand.”  

4.5 Procedure for ਿਕਉ (WHY)   

This procedure is used for finding the reason for ਿਕਉ (WHY) type of questions 

from the input paragraph. The algorithm for ਿਕਉ (WHY) has been given below:  

Step 1 Extract the substring ਿਕਉ (WHY) before from the 

given question & say it is X1. 
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Step 2 Extract the substring after ਿਕਉ (WHY) upto the end of question & say it is 

X2.  
Step 3 Initialize Answer = null. 
Step 4 If X1 ≠ null and X2≠ null then{    Keep X1 as such. 

         Replace the word ਿਕਉ (WHY) with some reason by matching the strings in 

        X1 and X2 with the paragraph.  Store it after X1.Keep X2 as such. 
        Append X2 to the end of X1 and store it in the Answer. } (end of step 4) else 

Step 5   If X1 ≠ null , X2≠ null and X1 is containing the words  ਤੁਹਾਡੇ (your), ਤੁਸੀ  
(you) {Replace the words as follows { 

          ਤੁਹਾਡੇ (your) to ਮੇਰੇ (my) , ਤੁਸੀ (you) to ਅਸੀ (we) } 

Replace the word ਿਕਉ (WHY) with some reason by matching the strings  

          in X1 and X2 with the paragraph. Store it in X1. Keep X2 as such.     
Append X2 to the end of X1 & store it in the Answer. } (end of step 5) 

                      
This procedure has one rule that must be satisfied to generate a final result. The 
Rule is if the substring before and after ਿਕਉ (WHY) is not null then replace the 

word ਿਕਉ (WHY) with some reason by matching the substrings of the question. 

The question is of the form “ਬੱਚੇ ਜਮਾਤ ਿਵੱਚ  ਖੁਸ਼ ਿਕਉ ਲਗ ਰਹੇ ਸਨ? Why the 

students are happy in the classroom?” and the result generated contain the pattern 

“ਬੱਚੇ ਜਮਾਤ ਿਵੱਚ ਖੁਸ਼ ਕਮਲ ਦੇ ਜਨਮiਦਨ ਤੇ ਲਗ ਰਹੇ ਸਨ। Students are happy in the 

classroom because of the Kamal’s birthday. 

4.6 Procedure for ਿਕਨ / ਿਕੰਨ/ ਿਕੰਨੀ/ ਿਕੰਨੀਆਂ (HOW MANY)   

Step 1  Let Q be the question . 
Step 2    Let S1 be extracted question string of question sentence before question word. 
Step 3  Let S2 be extracted question string of question sentence after question word. 
Step 4 Let ‘answer’ be string representing final answer found. 
Step 5 Let  be the set of {Whole numbers, Real numbers and the numbers 
represented in Punjabi.} 
Step 6 for each chunk in paragraph 
                Find match from   
                   If found match 
                     Find index, position 
                     Extract the string based upon threshold. 
                      Find score for each answer. 
                      Sort the answers in ascending order. 
                      Select the answer with highest score. 
                    end 
                 end 
             end              
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5 Proposed Hybrid Algorithm for Punjabi Question 
Answering 

A hybrid system that works on various kinds of question types ਕੀ (what), ਕਦ 

(when), ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ/ਿਕਹੜੀਆਂ (where/ which), ਕੋਣ/ਿਕਸ/ਿਕਸੇ 

(who/whom/whose) and ਿਕਉ (why) using the concepts of pattern matching as well 

as mathematical expression for developing a scoring system that can help 
differentiate best answer among available set of multiple answers found by the 
algorithm. The hybrid algorithm works in combination with mathematical 
expressions in tandem with the steps discussed in section 4. 
 

Step 1 The paragraph and question text which is sports based is input to the system. 
Step 2 The questions are preprocessed i.e. we can remove the stop words & the 

questions are classified based upon the category of the question i.e. ਕੀ (what), ਕਦ 

(when), ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ (where / which), ਕੋਣ ਕੋਣ/ਿਕਸ/ਿਕਸੇ (who/ 

whom/whose) & ਿਕਉ  (why). 

Step 3 The questions and the paragraph are tokenized in context of verbs, 
nouns, adjectives and adverbs. 

Step 4 The question score is calculated using W =   +  ;                         (1) 
           Where W= total score 
            = Frequency table dataset of artifacts (nouns, verbs, adjectives, adverbs,  

  pronouns) with respect to the dictionary. 

  = Relative Frequency of terms common in both the sets of questions and  
paragraph text chunks. 

Step 5 The multiple answers are extracted from the paragraph based upon the 
threshold by calling thealgorithms ਕੀ (what), ਕਦ (when), ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ 
ਿਕਹੜੀ (where), ਕੋਣ/ਿਕਸ/ਿਕਸੇ (who/whom/whose) and ਿਕਉ (why) based upon the 

corresponding question type discussed in section 4.          
Step 6 The answer score for each multiple answers is calculated using AW{ A , 

A } where  A = It is the frequency table of artifacts (nouns, verbs, adverbs, 
adjectives, pronouns) found in the answer tokenized dataset with respect to dictionary. 

A = It is the relative frequency of terms common in question token and 
answer token. 

Step 7 Calculate the smallest distance between question and the answer using  
 Similar score=0; dissimilar score; 
 For each value in A  
  Find similar value in Q  
 If { AW value equals QW value} 

            Similar score= similar score+1 
          else 
            Dissimilar score= Dissimilar score+1 
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          End 
          End 
         Distance= Dissimilar score / similar score + dissimilar score 
         If the distance is less than (0.99) then find the index of paragraph chunk 

with respect to the “Pattern Matched” string selected on the basics of the score. 
        End 

Step 8  Select the answer that has score closest to zero. 
 
Algorithm Input Example (Domain based):  
ਭਾਰਤ ਿਕਕਟ ਦੀ ਖੇਡ ਦਾ ਹੁਣ ਸ਼ਿਹਨਸ਼ਾਹ ਹੈ। ਟਵੰਟੀ-20 ਿਵਸ਼ਵ ਕੱਪ ਅਤੇ ਟੈਸਟ ਿਕਕਟ ਿਵੱਚ 

ਪਿਹਲਾ ਸਥਾਨ ਮੱਲਣ ਤ ਬਾਅਦ ਭਾਰਤ ਨ ਇਕ ਰੋਜ਼ਾ ਿਕਕਟ ਦਾ ਿਵਸ਼ਵ ਕੱਪ ਿਜੱਤ ਕੇ ਿਕਕਟ ਦੇ 

ਸਾਰੇ ਰੂਪ  ਿਵੱਚ ਆਪਣੀ ਸਰਦਾਰੀ ਕਾਇਮ ਕਰ ਲਈ ਹੈ। ਆਪਣੇ ਹੀ ਦਰਸ਼ਕ  ਮੂਹਰੇ ਦੇਸ਼ ਦੀ 
ਪਿਹਲੀ ਨਾਗਿਰਕ ਰਾਸ਼ਟਰਪਤੀ ਪਿਤਭਾ ਦੇਵੀ ਿਸੰਘ ਪਾਿਟਲ ਦੀ ਮੌਜੂਦਗੀ ਿਵੱਚ ਭਾਰਤੀ ਟੀਮ ਨ 

ਵਾਨਖੇੜੇ ਸਟੇਡੀਅਮ ਿਵਖੇ ਇਿਤਹਾਸ ਨੰੂ ਮੋੜਾ ਿਦੰਿਦਆਂ ਿਵਸ਼ਵ ਕੱਪ ਦੀ ਟਰਾਫੀ ਚੰੁਮੀ। ਮੰੁਬਈ ਦੇ 

26/11 ਅਿਤਵਾਦੀ ਹਮਲੇ ਵੇਲੇ ਪੂਰਾ ਦੇਸ਼ ਸੰੁਨ ਹੋ ਿਗਆ ਸੀ । ਉਸ ਮਾਇਆਨਗਰੀ ਿਵੱਚ ਿਮਲੀ ਿਜੱਤ 

ਨ ਹੁਣ ਪੂਰੇ ਦੇਸ਼ ਨੰੂ ਿਜੱਤ ਦੇ ਨਸ਼ੇ ਨਾਲ ਿਹਲਾ ਕੇ ਰੱਖ ਿਦੱਤਾ। ਆਸਟਰੇਲੀਆ ਤੇ ਵੈਸਟ ਇੰਡੀਜ਼ ਤ 

ਬਾਅਦ ਭਾਰਤ ਦੁਨੀਆਂ ਦਾ ਤੀਜਾ ਅਤੇ ਏਸ਼ੀਆ ਦਾ ਪਿਹਲਾ ਦੇਸ਼ ਬਣ ਿਗਆ ਿਜਸ ਨ ਦੋ ਵਾਰ ਿਵਸ਼ਵ 

ਕੱਪ ਿਜੱਿਤਆ ਹੈ। ਇਸ ਤ ਪਿਹਲ  1983 ਿਵੱਚ ਲਾਰਡਜ਼ ਿਵਖੇ ਕਿਪਲ ਦੇ 'ਦੇਵ ' ਨ ਭਾਰਤ ਨੰੂ ਿਵਸ਼ਵ 

ਚਪੀਅਨ ਬਣਾਇਆ ਸੀ। ਇਹ ਵੀ ਇਤਫਾਕ ਹੈ ਿਕ ਭਾਰਤ ਨ ਉਸ ਵੇਲੇ ਿਵਸ਼ਵ ਿਕਕਟ ਦੀ 
ਬਾਦਸ਼ਾਹਤ ਦੇ ਮਾਲਕ ਅਤੇ ਿਪਛਲੇ ਦੋ ਿਵਸ਼ਵ ਕੱਪ ਦੇ ਿਵਜੇਤਾ ਵੈਸਟ ਇੰਡੀਜ਼ ਨੰੂ ਹਰਾ ਕੇ ਿਵਸ਼ਵ ਕੱਪ 

ਿਜੱਿਤਆ ਸੀ ਅਤੇ ਇਸ ਵਾਰ ਵੀ ਭਾਰਤ ਨ ਿਵਸ਼ਵ ਿਕਕਟ ਦੇ ਸਰਤਾਜ ਅਤੇ ਿਪਛਲੇ ਿਤੰਨ ਵਾਰ ਦੇ 

ਿਵਸ਼ਵ ਚਪੀਅਨ ਆਸਟਰੇਲੀਆ ਨੰੂ ਕੁਆਰਟਰ ਫਾਈਨਲ ਿਵੱਚ ਹਰਾ ਕੇ ਿਵਸ਼ਵ ਕੱਪ ਿਜੱਿਤਆ । 
Now, India is the emperor of cricket. After occupying twenty-20 and test cricket, 
India won one-day cricket in World Cup. In front of home countries, first lady 
president Pratibha Devi Singh Patil, India made history by winning the World Cup 
at Wankhede stadium. Mumbai terror attack on 26/11 anesthetized the whole 
country. India’s victory filled the whole country with joy and happiness. India is 
the World’s third & Asia’s first country after Australia & West Indies who has 
won World Cup twice. Earlier in 1983 at Lord’s, Kapil’s team made India World’s 
champion. Coincidentally, India made history by defeating World’s champion 
West Indies and this time, India won the World Cup by defeating the emperor of 
cricket and three time World’s champion team Australia in quarter final. 

Questions Asked from the Above Paragraph as Below: 

1. ਮੁੰ ਬਈ ਤੇ ਅਿਤਵਾਦੀ ਹਮਲਾ ਕਦ ਹੋਇਆ?  When Mumbai Terror attack happens? 

2. ਭਾਰਤ ਨ ਪਿਹਲਾ ਿਵਸ਼ਵ ਕੱਪ ਕਦ ਿਜੱਿਤਆ?  When did India win first world cup? 

3. ਿਕਕਟ ਦੀ ਖੇਡ ਦਾ ਹੁਣ ਸ਼ਿਹਨਸ਼ਾਹ ਕੋਣ ਹੈ ? Now who is the emperor of cricket?  
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Algorithm Output: 

1. ਮੁੰ ਬਈ ਦੇ 26/11 ਅਿਤਵਾਦੀ ਹਮਲੇ ਵੇਲੇ ਪੂਰਾ ਦੇਸ਼ ਸੰੁਨ ਹੋ ਿਗਆ ਸੀ । Mumbai terror 

attack on 26/11 anesthetized the whole country. 
2. ਇਸ ਤ ਪਿਹਲ  1983 ਿਵੱਚ ਲਾਰਡਜ਼ ਿਵਖੇ ਕਿਪਲ ਦੇ 'ਦੇਵ ' ਨ ਭਾਰਤ ਨੰੂ ਿਵਸ਼ਵ ਚਪੀਅਨ 

ਬਣਾਇਆ ਸੀ। Earlier in 1983 at Lord’s, Kapil’s team made India World’s champion. 

3. ਭਾਰਤ ਿਕਕਟ ਦੀ ਖੇਡ ਦਾ ਹੁਣ ਸ਼ਿਹਨਸ਼ਾਹ ਹੈ।   Now, India is the emperor of cricket. 

6 Experimental Results and Discussion 

This section discusses the experimental evaluation of our hybrid algorithm on our 
test data sets. The experiments are conducted on 40 Punjabi documents of sports 
domain, which consists of 400 sentences, 10000 words and 200 questions on 
which the system is evaluated. 

6.1 Results on the Basis of Precision, Recall, F-score 

Precision = 
.         .                                       (2) 

Recall = 
.         .                                   (3) 

F-score is calculated using the values of precision and recall.  

F-Score =2 ∗ ∗
                                                                                  (4) 

Table 1 Average Precision, Recall and F-score of each question type (in %) 

 S.No. Question Type      Average 
Precision 

        Average 
Recall 

     Average F-
Score 

1. What (ਕੀ) 88.88 66.66 76.18 

2. When (ਕਦ) 86.66 68.42 76.46 

3. Why (ਿਕਉ) 85.00 62.96 72.33 

4. Who (ਕੋਣ/ਿਕਸ/ਿਕਸੇ) 84.44 61.29 71.02 

5. Where 
(ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ) 

83.33 67.07 74.32 

 
The graph given in Fig.1 shows the values of precision for each type of factoid 

question type, which shows how the system finds the best, possible relevant 
answer from possible dataset of answers it has predicted, the system basically 
searches for information which is best suited for answer based on gains. It can 
make by finding more common artifacts between the question tokens and the 
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7 Error Analysis 

Overall F-score of Punjabi Question Answering System is 74.06%. So the overall 
errors of the system are 25.94% which includes: What (ਕੀ) = 2.26%, Who 

(ਕੋਣ/ਿਕਸ/ਿਕਸੇ) = 7.94% , Why (ਿਕਉ) = 6.77%, Where 

(ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ/ ਿਕਹੜੀਆਂ) = 5.52%, When (ਕਦ) = 2.45%.The F-

score value for What (ਕੀ) is 76.18%, 23.32% errors are due to the questions which 

are searching for name keys entries from Name dictionary which is not meant for 
this category. As the question type for named entity is Who (ਕੋਣ/ਿਕਸ/ਿਕਸੇ). The 

examples of these types of questions are: 
1. ਰਣਦੀਪ ਿਸੰਘ ਦੇ ਿਪਤਾ ਦਾ ਨਾਮ ਕੀ ਸੀ? What is the name of Randip Singh’s father? 

Since in this type of question, the question type is What (ਕੀ), but these questions 

are searching for the named entities.  The F-score value for When (ਕਦ) is 76.46%, 

23.54% errors are due to if the Punjabi input text consists of multiple input 
sentences that are based on time and date expressions and there may be an error 
because of the wrong scoring of these answers. The F-score value for Who 
(ਕੋਣ/ਿਕਸ/ਿਕਸੇ) is 71.02%, 28.98% errors are due to if Punjabi input text consists 

of multiple name sentences. The example of this type of error is like “ਸੋਨੰੂ ਕੋਣ ਸੀ? 

Who is Sonu?” The candidate answers to this question consist of each answer of 
the same named entity. Sometimes there may be names that are not available in 
the domain specific name list. Sometimes it can recognize the names but are not 
able to recognize the question patterns.  Sometimes it can recognize the names but 
are not able to recognize the question patterns. The F-score value for Why (ਿਕਉ) 

is 72.33%, 27.67% errors are due to if there is less discrimination between similar 
and dissimilar Punjabi input text sentences.  
The F-score value for Where (ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ਿਕਹੜਾ/ਿਕਹੜੀ/ ਿਕਹੜੀਆਂ) is 74.32%, 

25.68% errors are due to the wrong calculation of scores of answers due to very 
large number of candidate answers of locations with respect to the question. These 
errors occured when the Punjabi input document contains multiple sentences that 
consists of location names. The system collects  the sentence that are more relevant 
in terms of pattern matching and also based on multiple locations.  
Sometimes the errors occured due to the question types ਿਕਨ / ਿਕੰਨ/ ਿਕੰਨੀ/ ਿਕੰਨੀਆਂ 
(HOW MANY), ਿਕਵ (HOW) since we have not used these question types like:1. 

ਭਾਰਤ ਨ ਸੀਲੰਕਾ ਨੰੂ ਿਕੰਨ ਿਵਕਟ  ਨਾਲ ਹਰਾਇਆ? By how many wickets India beat Sri 

Lanka? 2. ਅਨਜਾਣ ਲੋਕ  ਨੰੂ ਕੱਬਡੀ ਬਾਰੇ ਿਕਵ ਪਤਾ ਚੱਿਲਆ? How ignorant people know 

about Kabbadi ?  Sometimes the errors occurred if there is more number of stop 
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words in the question; the system is not able to identify the candidate answer of 
that particular question. Screenshot of this system is given in Fig5. 
 

 

Fig. 5 Screenshot of Punjabi Question Answering System  

8 Conclusion and Future Scope 

The work illustrated here in context of Punjabi Question Answering System is first 
of its kind. In this paper we have discussed a hybrid algorithm for the 
implementation of Punjabi Question Answering System. In the current research 
work, we have used the concept making a hybrid that works in pattern matching 
(regular expressions) and new proposed answer finding scoring system, which has 
yielded for better Recall and Precision values. The focus of the system has been 
on various kinds of questions of types ਕੀ (what), ਕਦ (when), ਿਕੱਥੇ/ਿਕੱਥ/ਿਕਹੜੇ/ 
ਿਕਹੜਾ/ਿਕਹੜੀ (where/which), ਕੋਣ ਕੋਣ/ਿਕਸ/ਿਕਸੇ (who/whom/whose) and ਿਕਉ (why). 

For future work, more types of questions can be added for question classification. 
Question answering system can be developed for different languages, for multiple 
domains and for multiple documents. Its accuracy can be improved by making the 
scoring system more accurate. 
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Design of an Adaptive Calibration Technique
Using Support Vector Machine for LVDT

K.V. Santhosh and Binoy Krishna Roy

Abstract. Design of an adaptive calibration technique for displacement measure-
ment using Linear Variable Differential Transformer (LVDT) is proposed in this pa-
per. The objectives of this proposed work are (i) to extend linearity range of LVDT
to full scale of input range, (ii) to make system capable of measuring displacement
accurately with variations in dimensions of primary and secondary coil, number of
primary and secondary windings, and excitation frequency. Output of LVDT is dif-
ferential AC voltage across secondary coils. It is converted to DC voltage by using
a suitable data conversion circuit. Support Vector Machine (SVM) model is added
in cascade to data conversion unit replacing the conventional calibration circuit to
achieve desired objectives. The system once designed is subjected to test data with
variations in physical parameters of LVDT and excitation frequency for particular
displacement. Results show the proposed technique has achieved its set objectives.
Designed displacement measurement technique using proposed adaptive calibration
technique yields a root mean percentage of error of 0.0078, with linearization over
the range 0 to 100 mm.

1 Introduction

Displacement is one of the identified three quantities that are used as base units
for any measurement. Displacement measurement has a critical need in many pro-
cesses. Many sensors are used for this purpose like potentiometer, capacitance picks,
LVDT etc; LVDT finds a very wide application because of its high sensitivity and
ruggedness. However, the problems of offset, non-linear response characteristics,
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dependence of output on physical parameters of LVDT have restricted use of LVDT.
Several techniques have been suggested in literature to overcome the effects of non-
linear response characteristics of LVDT, but these techniques have restricted the
linearity range to a certain range of input scale. Further, the process of calibration
needs to be repeated every time LVDT is replaced with another having different
physical parameters like number of primary and secondary winding, dimensions of
primary and secondary winding, and/or when excitation frequency is changed.

Literature review suggests in [1], linearization of LVDT output is reported using
digital signal processing algorithms. Linearization of LVDT using least mean square
polynomial equations is reported in [2], [7]. In [3], [9], artificial neural network
block is trained to produce linear output for LVDT. A Look up table implemented
on a field programmable gate array for linearization of LVDT is reported in [4]. In
[5], linearization of LVDT is discussed using analog circuits. Polynomial equations
are used for linearization of displacement sensor in [6]. Radial basis function neural
network is used for extension of linear range of LVDT is reported in [8]. In [10],
[11], LVDT calibration is performed using discrete and analog circuits. LVDT data
acquisition is designed using PCI-1716; calibration of sensor is done using digital
Fourier transforms in [12].Most of the reported works discussed linearization of
measurement technique for a certain input range. Though a few works have been
reported on extension of linearization range but not over the full scale of input range.

Secondly, calibration needs to be repeated there exists a condition of replacing
the sensor in the measurement system, with sensor of different physical parame-
ters. Effect of LVDT parameters like number of primary, secondary coil windings,
and dimension of primary and secondary winding is discussed in [13]. Effect of
frequency and dimension of LVDT is discussed in [14].

To overcome the limitation of the reported survey papers a technique is proposed
in this paper using support vector machine. Support Vector machine is trained to
produce linear output for variation in input displacement over the full scale of input,
and make the output adaptive for variations in physical parameters of LVDT like
number of primary and secondary winding, dimension of primary and secondary
coils, and excitation frequency.

The paper is organised as follows: after introduction in Section-1, a brief de-
scription on LVDT model is given in Section-2. The output of the LVDT is AC volt-
age; summary on data conversion i.e. AC to DC converter is presented in Section-
3. Section-4 deals with the problem statement followed by proposed solution in
Section-5. Finally, result and conclusion is given in Section-6.

2 Displacement Measurement

2.1 LVDT Sensor

LVDT is used to measure linear displacement. LVDT operates on the principle of a
transformer. As shown in Fig.1, LVDT consists of a coil assembly and a core. The
coil assembly is typically mounted to a stationary form, while the core is secured
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to the object whose position is being measured. The coil assembly consists of three
coils of wire wound on the hollow form. A core of permeable material can slide
freely through the center of the form. The centre coil is the primary, which is excited
by an AC source as shown. Magnetic flux produced by the primary is coupled to the
two secondary coils placed on both sides of primary coil, inducing an AC voltage in
each secondary coil [17], [15], [16], [18].

Fig. 1 Schematic diagram of LVDT
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where
Ip - primary current for the excitation Vp

x1- distance penetrated by the armature towards the secondary coil 1
x2- distance penetrated by the armature towards the secondary coil 2
np- number of primary windings
ns- number of secondary winding
f - frequency of excitation in Hz

Taking La = 3b, the differential voltage v is thus given by v1 − v2

v =
f Ipnpnsbx(3.3 ∗ 10−5)
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where x is the displacement of core given by (x1 − x2)/2

Ip =
Vp√

(R2
p +(6.28 f Lp)2)

(4)

where
Lp-Primary inductance
Rp-Primary resistance
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2.2 Data Conversion Unit

The data conversion circuit consists of a rectifier circuit followed by instrumenta-
tion amplifier. The rectifier circuit converts the AC voltage of secondary coil to DC
output. Instrumentation amplifier is used to find difference between two secondary
coils as shown in Fig.2.

Fig. 2 DCC of LVDT

3 Problem Statement

In this section, characteristics of LVDT are simulated to understand difficulties as-
sociated with available measurement technique. For this purpose, simulation is car-
ried out with three different ratios between outer and inner diameter of coil. These
are (ro/ri) = 2, 4, and 6. Three different values of ratio of length of primary coil
and secondary coil (b/m) are considered. These are b/m = 0.25, 0.5, and 0.75.
Three different primary winding turns are taken. These are np = 100, 200, and 300.
Three different secondary winding turns are taken. These are ns = 100, 200, and
300. Three different excitation frequencies are considered. These are f = 2.5 KHz,
5 KHz, and 7.5 KHz are used to find the outputs of LVDT with respect to vari-
ous values of input displacement, considering a particular set of physical parameter
of LVDT, and excitation frequency. These output voltages from LVDT are passed
through data conversion circuit. The output DC voltages of data conversion circuit
for full range of displacement are noted. These output voltages from data conversion
circuit are separately plotted in the following figures.

Fig.3 to Fig.7 show the variations of voltages with change in input displacement
considering different values of f , ro/ri, b/m, ns, and np. It has been observed from
the above graphs that the relation between input displacement and output voltage
has a non-linear relation. Datasheet of LVDT suggests that 10% to 80% of input
range is used in practice for linearity constraint. The output voltage also varies with
the change in ro/ri, b/m, ns, np, and excitation frequency. These are the reasons
for which various calibration techniques have been designed. These conventional
techniques have drawbacks that its time consuming, and need to be calibrated every
time whenever an LVDT is changed in the system, and/or there is a change in their
excitation frequency as seen from Fig.3 to Fig.7. Further, the use is restricted only
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Fig. 3 Affect of frequency on displacement measurement with LVDT

Fig. 4 Affect of ro/ri on displacement measurement with LVDT

Fig. 5 Affect of b/m on displacement measurement with LVDT
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Fig. 6 Affect of ns on displacement measurement with LVDT

Fig. 7 Affect of np displacement measurement with LVDT

to a portion of full scale for linearity constraint. Solution of the problem is discussed
in the next section.

4 Problem Solution

Block diagram of the proposed displacement measurement technique is shown in
Fig. 8

The drawbacks discussed in the earlier section are overcome by adding a suitable
SVM model, replacing the conventional calibration circuit, in cascade with data
converter unit.

When we establish a calibration model of LVDT sensor based on SVM, we
should solve a regression problem in deed. Support Vector Machines provide a
framework for the regression problem and it can be applied to regression analy-
sis [20], [19]. The calibration principle based on SVM makes use of the input pa-
rameters mapped to high-dimensional space by nonlinear transformation function,
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Fig. 8 Block diagram of proposed displacement measurement with LVDT

thus regression analysis can be performed in the high-dimensional space, and finally
the Input/ Output function can be obtained [21], [22], [23]. The regression function
based on LSSVM is denoted as in eq.5

f (x) = w.g(x)+ b (5)

Where
w.g(x) is the inner product of w and g(x)
w is the vector in hign-dimensional space computed by training.
b is the bias.
g(x) is the input function of pf SVM model

Considering a set of training data for displacement measurement using LVDT
with input and output: xik,yik, where xik is the output of data conversion output
for variations in displacement, for different ratio of primary and secondary wind-
ings, dimension of primary and secondary windings, and excitation frequency. yik

R is target parameter of the proposedmeasurement technique having a linear relation
with displacement, and independent of ratio of primary and secondary windings, di-
mension of primary and secondary windings, and excitation frequency.

w and b are computed by using the optimization problem given by

minw,Z[
1
Z
∃ w ∃2 +C ∑

ni=1

(Z +Z2)] (6)

By using the relaxation variable Z, Z∗ ≥ 0,

5 Results and Conclusion

Once training is over, the proposed system is subjected to various test inputs corre-
sponding to different displacements at a particular ro/ri, b/m, ns, np, and excitation
frequency, all within the specified range. For testing purposes, the range of displace-
ment is considered from 0 to 100 mm, the range of ro/ri is 2 to 6, the range of b/m
is 0.25 to 0.75, the range of ns is 100 to 300, the range of np is 100 to 300, and range
of excitation frequency is 2.5 to 7.5 kHz. The outputs of the proposed displacement



158 K.V. Santhosh and B.K. Roy

measurement technique with the LSSVM are noted corresponding to various input
displacement with different values of ro/ri, b/m, ns, np, and excitation frequency.
The results are listed in Table-1. The root mean square of percentage error is found
to be 0.0078. Thus the simulated results suggest that the proposed technique has
fulfilled its objectives.

Fig. 9 Percentage Error Vs actual displacement graph

Fig. 10 Measured Vs actual displacement graph

Available reported works displacement measurement are not adaptive of varia-
tions in physical parameters of LVDT, supply frequency. Hence, repeated calibra-
tion is required for any change in physical parameters of LVDT, and excitation
frequency. Some time the calibration circuit may itself need to be replaced. Such
step is time consuming and tedious procedure. Further, some reported works have
not utilized the full scale of measurement. In comparison to these, the proposed dis-
placement measurement technique achieves linear input-output characteristics for
full scale input range and makes the output adaptive of variations in physical pa-
rameters of LVDT, and excitation frequency. All these have been achieved by using
LSSVM.
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Table 1 Simulation results of proposed intelligent displacement measurement with LVDT

AD ro/ri b/m ns np f MD % error
mm kHz mm
10 2 0.25 100 300 7.5 9.9989 0.011
10 3 0.30 120 290 2.9 10.0023 -0.023
20 4 0.35 140 280 5.2 20.0011 -0.006
20 5 0.40 160 270 3.6 20.0030 -0.015
30 6 0.45 180 260 6.4 30.0009 -0.003
30 6 0.50 200 250 7.0 30.0018 -0.006
40 5 0.55 220 240 2.6 39.9992 0.002
40 4 0.60 240 230 6.2 39.9985 0.004
50 3 0.65 260 220 3.8 49.9986 0.003
50 2 0.70 280 210 7.4 50.0037 -0.007
60 2 0.75 300 200 4.0 60.0044 -0.007
60 3 0.75 300 190 5.9 60.0038 -0.006
70 4 0.70 280 180 2.7 69.9991 0.001
70 5 0.65 260 170 3.1 70.0029 -0.004
80 6 0.60 240 160 7.2 79.9983 0.002
80 6 0.55 220 150 6.7 79.9988 0.001
90 5 0.50 200 140 2.8 90.0038 -0.004
90 4 0.45 180 130 6.5 90.0057 -0.006

AD - Actual displacement in mm
MD - Measured displacement in mm
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Speech Processing for Hindi Dialect Recognition 

Shweta Sinha, Aruna Jain, and Shyam S. Agrawal  

Abstract. In this paper, the authors have used 2-layer feed forward neural network 
for Hindi dialect recognition. A Dialect is a pattern of pronunciation of a language 
used by a community of native speakers belonging to the same geographical re-
gion. In this work, speech features have been explored to recognize four major di-
alects of Hindi. The dialects under consideration are Khariboli (spoken in West 
Uttar Pradesh, Delhi and some parts of Uttarakhand and Himachal Pradesh), 
Bhojpuri (spoken by population of East Uttar Pradesh, Bihar and Jharkhand), Ha-
ryanvi (spoken in Haryana, parts of Delhi, Uttar Pradesh and Uttarakhand) and 
Bagheli (spoken in Central India). Speech corpus for this work is collected from 
15 speakers (including both male and female) from each dialect. The syllables of 
CVC structure is used as processing unit. Spectral features (MFCC) and prosodic 
features (duration and pitch contour) are extracted from speech for discriminating 
the dialects. Performance of the system is observed with spectral features and pro-
sodic features as input. Results show that the system performs best when all the 
spectral and prosodic features are combined together to form input feature set dur-
ing network training. The dialect recognition system shows a recognition score of 
79% with these input features. 

Keywords: Hindi Dialects, spectral features, prosodic features, Feed forward 
neural networks. 

1 Introduction 

State of the art speech recognition systems are concentrating on variances in 
speech due to the dialect or accent of the spoken language. The dialect of a given 
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language is a pattern of pronunciation and/or vocabulary of a language used by the 
community of native speakers belonging to the same geographical region. Studies 
show that recognition of speaker’s dialect prior to automatic speech recogni-
tion(ASR) helps in improving performance of ASR systems by adapting to appro-
priate acoustic and language model [1].  

Different approaches namely, phonotactic and spectral have been used for stud-
ying dialectal variations [2]. The phonotactic approach based studies concentrate 
on phone sequence distribution. In this approach, linguistic patterns such as vowel 
inventory, diphthong formation, tense marking, tones etc works as a base for these 
studies [3, 4]. Where as, in the spectral modeling approach discrimination of spec-
tral features of speech due to dialects are highlighted [5, 6]. Dialect specific in-
formation in speech signal is contained at the entire segmental, sub segmental and 
supra segmental level. By observing the shapes of vocal tract during the produc-
tion of a sound, information specific to spoken dialect can be obtained. This shape 
can be characterized by the spectral envelope and values can be used at segmental 
level to represent the information. The shape of glottal pulse can be studied to ex-
tract dialect specific information at the segmental level where as, syllable duration 
and pitch contour can be useful in studying dialectal influences at supra segmental 
level.  

A few works have been done for studying dialectal variations of any language. 
Most of them are based on phonological approach of dialectal study [3, 7, 8]. 
Available resources show that automatic dialect identification studies were carried 
out for languages of western and eastern countries [4, 10], but for Indian languag-
es little has been done in this direction. Literature highlights few accent based  
studies done for Indian languages using spectral features of speech [5], speech  
database used for this work consists of utterances from native and non-native 
speakers of the language.  

Hindi is the most common language of India with several dialectal variations. It 
has become necessary to discriminate dialects for building a speaker independent 
robust speech recognition system. Hindi language has at least 50 different dialects 
with speaker population varying from thousands in one dialect to millions in 
another. The standard dialect arose through a considerable borrowing of vocabu-
lary from another dialects and languages [3]. This work is based on four major di-
alects of Hindi. Khariboli, Bhojpuri, Haryanvi and Bagheli dialect is chosen for 
this study. The dialect Khariboli is spoken in western part of Uttar Pradesh, Delhi 
and some parts of Uttarakhand and Himachal Pradesh. The dialect Bhojpuri is 
spoken in eastern Uttar Pradesh, Bihar and Jharkhand. Haryanvi is mainly spoken 
in Haryana, but parts of population of Delhi, Uttar Pradesh and Uttarakhand also 
uses this dialect. Another dialect under consideration is Bagheli which is spoken 
in central India, mainly Madhya Pradesh and parts of Chhattisgarh. 

In this work authors have explored both spectral and prosodic features of 
speech for recognizing the spoken dialects. Mel frequency cepstral coefficients 
(MFCC) is used as spectral feature and prosodic features are captured in terms of 
duration and pitch contour values. To execute the work, syllables from initial  
and final position of spoken utterances have been extracted. Feed forward neural 
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network (FFNN) is used to capture the dialect specific information from the pro-
posed spectral and prosodic features. The rest of the paper is organized as; section 
2 explains the database created for the execution of this work, section 3 presents 
the techniques and feature sets used for the development of dialect recognition 
system, section 4 discusses results and observations with different feature sets and 
section 5 presents conclusion of the work. 

2 Database 

Survey of existing literatures show that no standard database exists for Hindi lan-
guage and its dialects. A new database from speakers of four dialects; Khariboli 
(KB), Bhojpuri (BP), Haryanvi (HR) and Bagheli (BG) is created to fulfill the re-
quirement of this task. Recording is done in a sound proof room at 16 KHz. Since, 
our interest lies in the study of dialectal influences on pronunciation of words 
hence all the speakers were asked to utter same clauses. Final selection of the 
speakers for this work was based on perception test conducted for all the recorded 
utterances. It is observed that few speakers who moved out of their native place at 
an early age or who did not speak their native language regularly were minimally 
influenced by their dialect.  Recording of only those speakers were selected for 
whom perception test showed a confidence score greater than 95%. Finally, a da-
tabase of 60 speakers, 15 from each of the four dialects is obtained. Out of these 
15 speakers from each dialect, 10 are male speakers and 5 are female speakers. 
The system was trained with 7 male and 3 female speakers from each of the di-
alect and the rest of the data was used for testing the system performance. All the 
selected speakers are of the age group 21 years to 50 years. 400 utterances were 
collected from each speaker. In total, the database consists of 24000 utterances.   

3 Development of Hindi Dialect Recognition System  

Two key concepts of artificial intelligence are automatic knowledge acquisition 
and adaptation, one way in which these concepts can be implemented is through 
collection of neurons. Neurons are information processing fundamental unit of 
neural networks. For this work, feed forward neural network (FFNN) is used. Stu-
dies show that syllables are the most basic units for analysis of speech in Indian 
languages. They implicitly capture shape of vocal tract and co-articulation and 
represent the production and perception of speech in Indian languages [9]. Re-
search [7, 8] shows that duration of syllables and phonemes are greatly influenced 
by dialects and their influence is most significant at the initial and final position. 
Syllables of the form consonants-vowel-consonants (CVC) are captured from the 
initial and final position of the spoken utterances for this study. The syllables used 
for the development of the model are categorized in ten groups based on Hindi 
vowel category i.e. /a/, /aa/, /i/, /ii/, /u/, /uu/, /e/, /ei/, /o/, /ou/. The Spectral and 
prosodic features of these syllables are fed as input to the neurons of FFNN.  
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3.1 Feed Forward Neural Networks 

A feed forward neural network is expected to model behavior of certain phenome-
na by establishing functional relationship between input and output vectors of the 
network and subsequently be able to classify different aspects of those behaviors. 
The general structure of multilayer feed forward neural network is shown in figure 
1where w’s represents associated weights and b’s represents bias to the neurons. 

                    

Fig. 1 2-layer feed forward neural network 

Two layer FFNN is defined to be capable of handling any complex pattern clas-
sification problem [10]. For this work 2-layer FFNN is implemented. The input 
layer known as 0th layer is fed by the features extracted from the utterances. The 
first layer is the hidden layer. Activation function at this layer is sigmoid function 
which is known to be stable in the range 0-1. The learning rate of the system is 
fixed at 0.01, as large learning rate will cause the system to oscillate and too fewer 
rates will cause the system to take very long time to converge. The network is 
trained with scaled conjugate back propagation with momentum. This momentum 
helps to dynamically treat all weights in similar manner and to avoid a situation of 
no learning. Number of epochs needed for training depends upon the behavior of 
training error. It is observed that 80 epoch is sufficient for training existing  
dataset. 

3.2 Feature Set 

For dialect recognition FFNN model is created using spectral and prosodic  
features. For the spectral features MFCCs are extracted. These coefficients are  
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obtained by reducing the frequency information of speech signal into values that 
emulate separate critical bands in the basilar membrane of the ear. The Speech 
signals were divided into short frames of 25ms with a frame shift of 10ms. To ob-
tain the information about amount of energy at each frequency band Discrete 
Fourier Transform (DFT) of windowed signal is obtained. A bank of 26 filters is 
applied to collect energy from each frequency band. Ten of these filters are spaced 
linearly below 1000Hz and remaining are spread logarithmically above 1000Hz. 
Twelve MFCCs, one zero coefficient and one energy coefficient totaling to four-
teen coefficients are extracted from each frame. 

For the prosodic features, syllable duration and pitch contour is extracted from 
the speech signal. The syllables are extracted based on position in words. Syllables 
from initial and final position only are taken into consideration. The duration of 
syllables is measured in milliseconds. These values are normalized and stored as 
input features for the network. For representing durational information two feature 
vectors are used. One represents the normalized duration of syllables and second 
records its positional value; 1 or 0 for initial and final position respectively. Pitch 
is referred as speaker characteristics. Studies show that it is also influenced by di-
alectal variations [5]. Same speaker when utters in two different dialect his pitch 
varies. So pitch is an important parameter to represent the dialectal characteristics 
of speech signal. The sequence of fundamental frequency values constitute pitch 
contour. In this work pitch contours are extracted from the given utterance using 
autocorrelation method. The size of syllables varies based upon the dialect as well 
as the position. FFNN requires fixed size of input in each iteration so the number 
of pitch component has to be fixed. Based upon inspection of the utterances under 
consideration fifteen pitch values are finalized for this work. Depending upon 
length of input utterances frame size is modified to keep the number of parameters 
fixed for each frame. Finally, fifteen features representing pitch contour values are 
selected. 

The recorded utterances under consideration belong to both male and female 
speakers. An input unit is used to represent the voice as belonging to male or fe-
male; 1 or 0 respectively. In totality thirty two features are used for representing 
the overall information about the input utterances. 

3.3 Implementation 

2-layer (one hidden and one output) FFNN is implemented for dialect recognition 
system. Thirty two features extracted from the spoken utterances are fed as input 
to thirty two neurons of the input layer. The four dialects under consideration for 
recognition are represented at the output layer by four neurons. The choice of 
number of neurons at hidden layer is arbitrary. It was observed that the best result 
of the system performance is obtained by keeping the number of hidden layer neu-
rons fixed at forty five. Back propagation algorithm is used for supervised training 
of the network. This algorithm works iteratively in two phases for reducing the er-
ror by updating synaptic weights of connecting synapse. Figure 2 represents the 
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implementation details of dialect recognition system. Features extracted from the 
speech frames are fed as input to the network. W and B represent weight and Bias 
respectively. Value of these variables are adjusted during the training of the net-
work Target set represents the input during supervised training of the network. 
Depending upon learning of the network with assigned parameters classification 
performance of the system is evaluated.   

 

Fig. 2 Implementation of dialect recognition system  

4 Results and Observations 

As the data representing each of the four dialect were sufficient for carrying this 
experiment, we have developed a single FFNN that accepts spectral features, pitch 
contour values, gender information, syllable duration and its position in spoken ut-
terance as input. The system is trained with 70% (10 speakers) of the available da-
ta from each dialect and the rest 30% (5 speakers) are used for testing the system. 
Based upon input features the trained network classifies input utterances as one of 
the dialects: Khariboli (KB), Bhojpuri (BP), Haryanvi (HR) and Bagheli (BG). To 
study the influence of spectral and prosodic features on dialect recognition system 
the experiment is executed in two phases. 

In the first phase, the system is trained with 15 features only, where 14 are 
spectral features (12 MFCCs, 0th coefficient, and frame energy) and one feature 
represents gender identity of the input utterance. Values to the rest of the 17 neu-
rons at the input layer are all set to 0. Performance of the system based on spectral 
features is presented in Table 1. The average recognition score is observed to be 
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66%. The entries in the diagonal of the table represent correct classification based 
on input and target of the system. Rest of the cells of the table represents misclas-
sification of the input utterance of one dialect to that of other dialects. 

Table 1 Performance of dialect recognition system developed using spectral features 

             Recognition Performance(%) 

Dialects KB BP HR BG 

KB 62 4 22 12 

BP 12 71 8 9 

HR 20 11 61 8 

BG 6 14 9 71 

The entries in the table represents percentage of recognition (KB: Khariboli, BP: Bhojpuri, 
HR:Haryanvi, BG: Bagheli) 

 
In the second phase of execution prosodic features are included along with the 

spectral features of the syllables taken from the spoken utterance. Initially, only 
durational measure along with positional information of the input syllables is in-
cluded in the training of the system. Number of features used in this training set is 
17 (12 MFCCs, 0th coefficient, frame energy, one feature representing gender 
identity of the input utterance, duration of input syllable and its position as initial 
or final) . Input to rest of the neurons is all set to zero. Average performance of the 
system improved significantly and recognition score is observed to be 74%. Table 
2 represents the recognition performance of the system with a set of 17 features. 
Diagonals represent correct classification and other cells show misclassification of 
the input. 

Table 2 Performance of dialect recognition system developed using spectral features and 
duration of input as prosodic feature 

 

The entries in the table represents percentage of recognition (KB: Khariboli, BP: Bhojpuri,  
HR: Haryanvi, BG: Bagheli) 

 

         Recognition Performance (%) 

Dialects KB BP HR BG 

KB 69 8 14 9 

BP 11 78 0 11 

HR 14 4 76 6 

BG 6 10 10 74 
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With the aim to further improve the system performance pitch contour values 
are also included in the training of the system. These values are extracted as se-
quence of fundamental frequencies of each frame. The system is trained with all 
32 features and its performance is measured. Results show that average perfor-
mance of the system further improved and recognition score is observed to be 
79%. Table 3 shows the recognition score of dialect recognition system when all 
32 features are taken into consideration for training of the network. 

Table 3 Performance of dialect recognition system developed using spectral features and 
prosodic features   

        Recognition performance (%) 

Dialects KB BP HR BG 

KB 77 5 11 7 

BP 7 83 0 10 

HR 2 3 84 11 

BG 14 9 5 72 

The entries in the table represents percentage of recognition (KB: Khariboli, BP: Bhojpuri,  
HR: Haryanvi, BG: Bagheli) 

5 Conclusions 

In this paper a dialect recognition system has been proposed. Four major dialects 
of Hindi, Khariboli (spoken in western part of Uttar Pradesh, Delhi and some parts 
of Uttarakhand and Himachal Pradesh) , Bhojpuri (spoken by population of east-
ern Uttar Pradesh, Bihar and Jharkhand), Haryanvi (spoken in Haryana, parts of 
Delhi, Uttar Pradesh and Uttarakhand) and Bagheli (spoken in Madhya Pradesh 
and parts of Chhattisgarh) have been considered for this study. Speech corpus for 
this work was created based on few fixed utterances spoken by all speakers and fi-
nal selection was done on the basis of confidence score obtained in the perception 
test of the recorded utterances. Spectral (MFCC) and prosodic features (duration 
and pitch contour) extracted from input speech were explored. 2-layer Feed for-
ward neural network was used to capture dialect specific information from the in-
put features. Average performance of the system with only spectral features is 
found to be 66%, performance of the system improved significantly to 74% by in-
cluding position based durational feature. This performance boost shows that time 
taken by speakers of different dialect for same utterance differ considerably and 
duration of syllable is a major factor in differentiating the Hindi dialects. Perfor-
mance of the system further improved to 79% when pitch contour was also  
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included in the prosodic feature set. This boost in recognition performance can  
be attributed to complementary nature of spectral and prosodic features. Study  
of glottal closure and other excitation source features can be explored and their  
inclusion in the existing feature set may further improve the system performance.     
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Classifying Sonar Signals Using an Incremental 
Data Stream Mining Methodology with 
Conflict Analysis 

Simon Fong, Suash Deb, and Sabu Thampi 

Abstract. Sonar signals recognition is an important task in detecting the presence 
of some significant objects under the sea. In military sonar signals are used in lieu 
of visuals to navigate underwater and/or locating enemy submarines in proximity. 
Specifically, classification in data mining is useful in sonar signal recognition in 
distinguishing the type of surface from which the sonar waves are bounced. Clas-
sification algorithms in traditional data mining approach offer fair accuracy by 
training a classification model with the full dataset, in batches. It is well known 
that sonar signals are continuous and they are collected in streaming manner.  
Although the earlier classification algorithms are effective for traditional batch 
training, it may not be practical for incremental classifier learning. Because sonar 
signal data streams can amount to infinity, the data pre-processing time must be 
kept to a minimum to fulfill the need for high speed. This paper introduces an al-
ternative data mining strategy suitable for the progressive purging of noisy data 
via fast conflict analysis from the training dataset without the need to learn from 
the whole dataset at one time. Simulation experiments are conducted and superior 
results are observed in supporting the efficacy of the methodology. 

1 Introduction 

In general sonar which stands for Sound Navigation And Ranging is a sound 
propagation technology used in underwater navigation, communication and/or  
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detection of submarine objects. The relevant techniques have been recently re-
viewed in [1]. In particular it was highlighted that detection/classification task of 
sonar signals is one of the most challenging topics in the field. 

Choosing the right classification model for sonar signals recognition is an  
important matter in detecting the presence objects of interest under the sea. In mil-
itary sonar systems are used instead of visuals to navigate underwater and/or de-
tecting the presence of enemy submarines in proximity. Whichever combatant 
vessels may gain an upper-hand in a battle, if they possess the ability to detect 
their enemy fleet from farther the distance away and with higher detection accura-
cy [2]. However sonar signals that propagate underwater especially in long haul 
are prone to noise and interferences. In particular, classification techniques in data 
mining have been employed widely in sonar signal recognition in distinguishing 
the surface of the target object from which the sonar waves are echoed [3, 4, 5].  

Classification algorithms in traditional data mining approach may be able to 
achieve substantial accuracy by inducing a classification model using the whole 
dataset. The induction however is usually done in batches, which implies certain 
decline in accuracy between the models updates may be expected [6]. Moreover 
the update time may become increasingly long as the whole bulk of dataset gets 
larger when fresh data accumulates. Just like any data stream, it is known that so-
nar signals are incessant and they are sensed in continual manner. Even though the 
batch-mode classification algorithms produce an accurately trained model, it may 
not be suitable in streaming scenarios such as sonar sensing. Since sonar signal da-
ta streams can potentially sum to infinity, it is crucial to keep the data processing 
time very short for real-time sensing and scouting.  

In this paper we present an alternative data stream mining methodology de-
signed for the incrementally purging of noisy data using fast conflict analysis from 
the stream-based training dataset. It is called Incremental Data Stream Mining Me-
thodology with Conflict Analysis or iDSM-CA (in acronym). The methodology 
has an advantage of learning a classification model from the stream data incre-
mentally. Simulation experiments are carried out to illustrate the efficacy of the 
proposed methodology, especially in overcoming the task of removing noisy data 
from the sonar data while they are streaming. 

The rest of the paper is organized as follows. Section 2 highlights some popular 
computational techniques for the detection and removal of noise from training da-
tasets. Section 3 describes our new data stream mining methodology, and the 
“conflict analysis” mechanism used for removing misclassified instances. Section 
4 presents a sonar classification experiment for validating our methodology.  
Section 5 concludes the paper. 

2 Related Work 

Researchers have attempted different techniques for detecting and removing noisy 
data, which are generally referred to as random chaos in the training dataset. Basi-
cally these techniques identify data instances that confuse the training model and 
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diminish the classification accuracy. In general they look for data irregularities, 
and how they do affect classification performance. Most of these techniques can 
fit under these three categories: statistics-based, similarity-based, and classifica-
tion-based methods. 

2.1 Statistics-Based Noise Detection Methods 

Outliers, or data with extraordinary values, are interpreted as noise in this kind of 
method. Detection techniques proposed in the literature range from finding ex-
treme values beyond a certain number of standard deviations to complex normali-
ty tests. Comprehensive surveys of outlier detection methods used to identify 
noise in pre-processing can be found in [7] and [8]. In [9], the authors adopted a 
special outlier detection approach in which the behavior projected by the dataset is 
checked. If a point is sparse in a lower low-dimensional projection, the data it 
represents are deemed abnormal and are removed. Brute force, or at best, some 
form of heuristics, is used to determine the projections. 

A similar method outlined by [10] builds a height-balanced tree containing 
clustering features on non-leaf nodes and leaf nodes. Leaf nodes with a low densi-
ty are then considered outliers and are filtered out. 

2.2 Similarity-Based Noise Detection Methods 

This group of methods generally requires a reference by which data are compared 
to measure how similar or dissimilar they are to the reference. 

In [11], the researchers first divided data into many subsets before searching for 
the subset that would cause the greatest reduction in dissimilarity within the train-
ing dataset if removed. The dissimilarity function can be any function returning a 
low value between similar elements and a high value between dissimilar elements, 
such as variance. However, the authors remarked that it is difficult to find a uni-
versal dissimilarity function. Xiong et al. [12] proposed the Hcleaner technique 
applied through a hyper-clique-based data cleaner. Every pair of objects in a hy-
per-clique pattern has a high level of similarity related to the strength of the rela-
tionship between two instances. The Hcleaner filters out instances excluded from 
any hyper-clique pattern as noise. Another team of researchers [13] applied a k-
NN algorithm, which essentially compares test data with neighboring data to de-
termine whether they are outliers by reference to their neighbors. By using their 
nearest neighbors as references, different data are treated as incorrectly classified 
instances and removed. The authors studied patterns of behavior among data to 
formulate Wilson's editing approach, a set of rules that automatically select the  
data to be purged. 

 



174 S. Fong, S. Deb, and S. Thampi 

 

2.3 Classification-Based Noise Detection Methods 

Classification-based methods are those that rely on one or more preliminary clas-
sifiers built as references for deciding which data instances are incorrectly classi-
fied and should be removed. 

In [14], the authors used an n-fold cross-validation approach to identify misla-
beled instances. In this technique, the dataset is partitioned into n subsets. For each 
of the n subsets, m classifiers are trained on the instances in the other n-1 subsets 
and the instances in the excluded subset are classified. Each classifier tags an in-
stance as misclassified if it is classified incorrectly. Majority voting or a consensus 
approach can be used in the filtering process. Another team of researchers [15] 
presented a robust decision tree method for the removal of outliers. In this method, 
a pruning tree is built on the training dataset and is used to classify the training da-
ta. Instances the pruned tree classifies incorrectly are removed from the training 
dataset. These processes are repeated until the pruned tree correctly classifies all 
instances in the training dataset. In the study reported in [16], the researchers  
innovatively used a genetic algorithm (GA) to create a set of suspicious noisy in-
stances and select a prototype to identify the set of actual noisy instances. The  
fitness function of the GA is a generic classifier built in advance, and the GA uses 
it to search heuristically for misclassified instances. 

3 Our Proposed Methodology 

The above-mentioned techniques were designed for data pre-processing in batch 
mode, which requires a full set of data to determine which instances are to be de-
leted. The unique data pre-processing and model learning approach proposed here 
is different from all those outlined in Section 2.  

Traditionally this pre-processing method has been seen as a standalone step 
which takes place before model learning starts. The dataset is fully scanned at 
least for once to determine which instances should be removed because they 
would cause misclassification at a later stage. The filtered training set is then in-
putted into the learning process expecting that it will facilitate noise-free learning. 

In contrast, iDSM-CA is embedded in the incremental learning process, and all 
of the steps—noise-detection, misclassified data removal and learning—occur 
within the same timeframe. In this dual approach, pre-processing and training are 
followed by testing work as the data stream flows in. As an illustration, Fig. 1 
shows a window of size W rolling along the data stream. Within the window, the 
data are first subject to conflict analysis (for noise detection), then to misclassified 
data removal and training (model building). After the model is duly trained, in-
coming instances are tested. Since this approach allows for intermediate perfor-
mance results to be obtained, the average performance level can also be calculated 
at the end of the process based on the overall performance results.  
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Fig. 1 Illustration of how iDSM-CA works 

 
 

Fig. 2 Workflow of the incremental learn-
ing method 

3.1 Workflow of the Pre-processing & Incremental Learning 
Model 

The full operational workflow of the iDSM-CA is shown in Fig. 2. Both pre-
processing and training occur within the same window, which slides along the da-
ta stream from the beginning and is unlikely to require all available data. This is 
called anytime method in data mining, which means the model is ready to use 
without waiting for all the training data (for testing) at any time. Whenever new 
data come in, the window progressively covers the new instances, fades out the 
old (outdated) instances. When the analysis kicks in again, the model is updated 
incrementally in real time. 

By this approach, there is no need to assume the dataset is static and bounded, 
and the advantages of removing misclassified instances are gained. Each time the 
window moves on to fresh data, the training dataset framed in the window W is 
enhanced and the model incrementally learns from the inclusion of fresh data 
within W. Another benefit of the proposed approach is that the statistics retained 
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by the rolling window W can be cumulative. By accumulating statistics on the 
contradiction analysis undertaken within each frame of the window as it rolls for-
ward, the characteristics of the data are subtly captured from a long-run global 
perspective. Contradiction analysis can be improved by employing such global in-
formation, and it can possibly become more accurate in recognizing noisy data. In 
other words, the noise detection function becomes more experienced (by tapping 
into cumulative statistics) and refined in picking up noise. Noise is, of course, a 
relative concept, the identification of which requires an established reference. 

3.2 Conflict Analysis 

For contradiction analysis, a modified Pair-wise based classifier (PWC) is used 
that is based on the dependencies of the attribute values and the class labels. PWC 
is similar to instance-based classifier or lazy classifier which only gets activated 
for testing an instance and incrementally trains at most one round a classifier when 
the instance arrives. PWC has several incentives over other methods in addition to 
its fast processing speed which is a prerequisite for lightweight pre-processing. 
The advantages include simplicity in merely computing the supports and confi-
dence values for estimating which target label one instance should be classified in-
to, no persistent tree structure or trained model needs to be retained except small 
registers for statistics, and the samples (reference) required for noise detection can 
scale flexibly to any amount (≤W). One example that is based on [17] about a 
weighted PWC is shown in Fig. 3. 
 

 

Fig. 3 Illustration of a dynamic rolling window and conflict analysis 

In each round of ith iteration of incremental model update, where the current 
position is i, the sliding window contains W potential training samples over three 
attributes (A, B, C) and one target class. X is the new instance at the position i+1 
which is just ahead of the preceding end of the window, and it has a vector of val-
ues {a1, b2, c2} as an example. Assume k=W/2 which rounds up to 2, the neigh-
borhood sets for each attribute values of X are shown in the upper-right area of the 
figure. For example, N(a1)={a1, b1} because conf(a1, a1)=1 and conf(a1, b1)=0.75 
are the highest two for a1. The resulting U(X) set is found below. For instance,  
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associated with a1 in U(X) is only a1 itself, forming the pair (a1, a1). It does not be-
long in X and it shall be excluded from U(x) although b1∈N(a1). The same applies 
for c1 with respect to N(b2), whereas both c2 and a1, which belong in N(c2) are in-
cluded in U(X) associated with c1. For each member of U(X), PWC examines the 
confidence values against the two target classes l1 and l2. For instance, for (a1, l1) 

we calculate a conf(a1, l1) = ,
 = 3/4 = 0.75, which checks a first-order 

dependency between a1 and l1. In contrast, for pair (c2, a1) we examine a second-

order dependency by calculating conf({c2, a1}, l1) = 
, ,,  = 2/2 = 1. 

Taking the sum of confidence values for each class, we obtain Sum(l1) = 2.75 and 
Sum(l2) = 1.25, therefore the new instance should belong to class l1. In this way, 
conflict is determined by checking whether the calculated membership of the class 
matches the class label for the new instance. If the new instance is in agreement 
with the PWC calculation, no conflict is assumed and the window proceeds for-
ward by incrementing one row, leaving out the last row and including the new in-
stance in the training set. If the class label of the new instance contradicts to the 
result of the calculated class label, the new instance is deemed as a conflict and be 
purged. 

One modification we made in our process is the version of neighbour sets. The 
current neighbor sets store only the most updated confidence values of the pairs 
within the current window frame, which are called Local Sets. The information in 
the Local Sets gets replaced (re-computed) by the new results every time when the 
window moves to a new position with inclusion of a new instance. In our design a 
similar buffer called Global Sets are used that do not replace but accumulate the 
newly computed confidence values corresponding to each pair in the window 
frame. Of course the conflict analysis can be implemented by similar algorithms. 
It can be seen that by using PWC the required information and calculation are kept 
as minimal as possible, which ensures fast operation. 

4 Experiment 

The objective of the experiment is to investigate the efficacy of the proposed 
iDSM-CA strategy. In particular we want to see how iDSM-CA works in classify-
ing sonar signal data in data stream mining environment.  

A total of seven algorithms were put under test of sonar classification using 
iDSM-CA. For traditional batch-based learning, representative algorithms include, 
Neural Network (NN) and Support Vector Machine (SVM). Instance based clas-
sifiers which learn incrementally as fresh data stream in, include Decision Table 
(DT), K-nearest Neighbours Classifier (IBK), K*- An Instance-based Learner Us-
ing an Entropic Distance Measure (KStar), and Locally Weighted Learning 
(LWL). An incremental version of algorithm that is modified from traditional 
Naive Bayesian called Updateable Naïve Bayesian (NBup) is included as well for 
intellectual curiosity. 
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The experiment is conducted in a Java-based open source platform called Weka 
which is a popular software tool for machine learning experiments from Universi-
ty of Waikato. All the fore-mentioned algorithms are available as either standard 
or plug-in functions on Weka which have been well documented in the Weka re-
pository of documentation files (which is available for public download at 
http://www.cs.waikato.ac.nz/ml/weka). Hence their details are not repeated here. 
The hardware used is Lenovo Laptop with Intel Pentium Dual-Core T3200 2GHz 
processor, 8Gb RAM and 64-bits Windows 7.  

The test dataset used is called “Connectionist Bench (Sonar, Mines vs. Rocks) 
Data Set”, abbreviated as Sonar, which is popularly used for testing classification 
algorithms. The dataset can be obtained from UC Irvine Machine Learning Repo-
sitory (http://archive.ics.uci.edu/ml/datasets). The pioneer experiment in using this 
dataset is by Gorman and Sejnowski where sonar signals are classified by using 
different settings of a neural network [18]. The same task is applied here except 
we use a data stream mining model called iDSM-CA in learning a generalized 
model incrementally to distinguish between sonar signals that are bounced off the 
surface of a metal cylinder and those of a coarsely cylindrical rock.  

This sonar dataset consists of two types of patterns: 111 of them that are empir-
ically acquired by emitting sonar signals and let them bounced off a metal cylinder 
at distinctive angles and under different conditions. The other 97 patterns are sig-
nals bounced off from rocks under similar conditions. The sonar signal transmitted 
is mainly a frequency-modulated acoustic chirp in increasing frequency. A wide 
variety of aspect angles at which the signals are transmitted, cover between 180 
degrees for the rock and 90 degrees for the metal cylinder. Each pattern is made 
up of a vector of 60 decimal numbers [0, 1] as attributes or features of the bounced 
signal. Each attribute represents the amount of energy within a certain frequency 
band, collected over a fixed period of time. The target class that describes each 
record is binary, with the word "Rock" if the obstacle is a piece of rock or "Metal" 
if the object that reflected the signal is a metal cylinder. The attributes in the  
dataset or sorted in an ascending order of angles although the exact values of the 
angles are not encoded. 

In our experiment we use this data set to test the learning speed, accuracy of pre-
diction by the classification model and receiver operating characteristic (ROC) indic-
es. Learning speed is measured by the average time-taken to build a classification 
model per model update or rebuilt in the case of batch learning. Accuracy is defined 
as the amount of correctly classified instances over the all the instances. ROC serves 
as a unified degree of accuracy ranging from 0 to 1, by exhibiting the limits of a test’s 
ability (which is the power of discrimination in classification) to separate between  
alternative states of target objects over the full spectrum of operating conditions. 

To start the experiment, the dataset is first subject to a collection of seven algo-
rithms in the calibration stage for testing out the optimal size of W. In practice, on-
ly a relatively small sample shall be used, and calibration could repeat periodically 
or whenever the performance of the incremental learning drops, for fine-tuning the 
window size. In our experiment, the window size is set increasingly from the sizes 
of 49, 80 and 117 to 155. For simple convention, the various window sizes are  
labeled as 25%, 50%, 75% and 100% in relative to the full dataset. 
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The accuracies of the classification models differ by algorithms and by %W 
size. As we observe in Fig. 4, the traditional classification algorithms generally 
perform worse than the incremental group of algorithms, except NN. NN in gener-
al can achieve high accuracies over various W%. It is capable of outperforming the 
incremental algorithms besides LWL and IBK. NN's accuracy exceeds that of 
LWL in small W, but the accuracy declines when W becomes large. Under the 
scenario of stream mining, it is desirable to keep W minimum. IBK has the rela-
tively highest accuracy in small window, followed by LWL, Kstar, NBup and DT. 
When W=0, it means there is no pre-processing for noise removal, IBK survives 
the best, followed by Kstar and NN (between 87% and 82%). The rest of the algo-
rithms perform at accuracy rates ranging from 73% to 66%. In general, all the al-
gorithms except SVM, IBK and Kstar gain advantage from the noise removal via 
conflict analysis. LWL, NBup and DT are the most obvious candidate in taking up 
the improvement. On the other hand, when W=100%, it is analogous to conducting 
a throughout conflict analysis over the whole set of data. LWL and DT both 
achieve a very high accuracy at approximately 98%, followed by NN, Kstar and 
IBK. It is clear that NBup and SVM did not tap on this advantage of full noise-
removal very well. 

Another important criterion in data stream mining is speed, which is mainly 
contributed by the time consumption required in each model update. In incremen-
tal learning, the frequency of model updates is assumed fixed; i.e., each time a 
new instance of data streams in, the model refreshes for once in the inclusion of 
the new instance in model training. Fig. 5 shows the average time consumption for 
each model update for each algorithm. All the algorithms, except NN, take ap-
proximately less than 0.4 seconds in doing a model update. NN requires the long-
est time when the data are not processed for noise-removal at W=0. The curve of 
NN in Fig. 4 shows that the time taken gets very short when W=0, and it graduate 
consumes more time as W increases. The last performance indictor, ROC index, 
implies about the quality and stability of the classification model. Overall every 
algorithm is able to produce a high ROC level, except SVM which performs poor-
ly in this aspect especially when iDSM-CA applies. NN attains the best ROC, 
Kstar and LWL are also good candidates of incremental learning algorithms with 
respect to using conflict analysis.   

5 Conclusion 

Accurate classification of sonar signal is known to be a challenging problem 
though it has a significant contribution in military applications. One major factor 
in deteriorating the accuracy is noise in the ambient underwater environment. 
Noise causes confusion in the construction of classification models. Noisy data or 
instance in the training dataset is regarded as those that contradicting ones that do 
not agree with the majority of the data; this disagreement leads to erroneous rules 
in classification models and disrupts homogenous meta-knowledge or statistical 
patterns by distorting the training patterns. Other authors refer to noise as outliers, 
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misclassified instances or misfits, all of which are data types the removal of which 
will improve the accuracy of the classification model. Though this research topic 
has been studied for over two decades, techniques previously proposed for remov-
ing such noise assume batch operations requiring the full dataset to be used in 
noise detection. 

In this paper we propose a novel pre-processing strategy called iDSM-CA, that 
stands for incremental data stream mining with conflict analysis. The main advan-
tage of the iDSM-CA lies in its lightweight window sliding mechanism designed 
for mining moving data streams. The iDSM-CA model is extremely simple to use 
in comparison with other more complex techniques such as those outlined in Sec-
tion 2. Our experiment validates its benefits in terms of its very high speed and its 
efficacy in providing a noise-free streamlined training dataset for incremental 
learning, using empirical sonar data in distinguishing metal or rock objects. 
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Tracking Performance of the Blind Adaptive 
LMS Algorithm for Fading CDMA Systems 

Zahid Ali and Ahmad Ali Khan 

Abstract. Reliable and accurate time delay estimation is an important signal 
processing problem and is critical to a diverse set of applications. Multi-user re-
ceivers in asynchronous Code Division Multiple Access (CDMA) systems require 
the knowledge of several parameters including delay estimates between users. In 
this paper, we address this problem by proposing a novel approach based on blind 
least mean squares (LMS) based early-late delay tracker. Analytical expressions 
have been derived and simulation results of the proposed delay tracker are com-
pared with the classical delay locked loop (DLL) approach in a multipath fading 
scenario. These results show that the proposed delay tracker provides very good 
tracking performance in challenging cases of multipath delays. 

Keywords: multiple access interference (MAI), delay locked loop, code acquisi-
tion, tracking, least mean square algorithm. 

1 Introduction 

CDMA time delay estimation has received much attention in current literature and 
many different approaches have been proposed. Joint estimation techniques for 
single and multiuser case have been also addressed in the literature [1] and as well 
as multipath scenario in [2]. Filtering methods based on Kalman filter and particle 
filter have also been investigated [3, 4]. Other techniques based on super resolu-
tion methods [5] and expectation maximization have also been researched [6].   
The synchronization task can be divided into initial acquisition of relevant delays 
and subsequent tracking of acquired delays. Acquisition is used to coarsely  
align the received signal with the locally generated PN code to within one chip 
duration and then tracking is initiated to minimize the delay offset to maintain 
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synchronization between the signals. Code tracking based on delay-locked loop 
(DLL) and the tau-dither loop (TDL) [7], have extensively been used. Other varia-
tions of the basic DLL and TDL have also been proposed.  

The DLL is suitable for code tracking under additive white Gaussian noise 
(AWGN) channels, but it suffers severe performance degradation in the presence 
of MAI and multipath fading. The discriminator characteristic or S-curve of the 
DLL is distorted and randomly biased by the time-varying multipath and MAI. 
This results in a tracking bias harming the tracking capability of the loop and thus 
degrading receiver performance.  

In this paper we present a modified DLL in a multiuser environment that em-
ploys an early and late channel with LMS-type algorithm for delay update. 

2 The System Model 

We consider here an asynchronous DS-CDMA system with BPSK modulation. 

The transmitted kth user’s data signal ( )ks t  in a DS/CDMA channel can be  

modeled by an equivalent complex baseband representation as 

 

( ) 2 ( ) ( ) cos (1)k k k k b cs t P b i c t iT tω= −
 

where cω is the phase of the carrier, kP  is the power and  ( )kb i  is the ith informa-

tion bit transmitted by the kth user given by 

( ) ( ) ( )
bk k T c

i

b t b i p t iT
∞

=−∞
= −

 

and ( )kc t is the spreading waveform of the kth user,  

0

( ) ( ) ( )
c

c

N

k k T c
m

c t c m p t mT
=

= −  

where 
cTp is a pulse waveform of length cT , and cN is the number of chips in 

one spreading code period given as = b
c

c

TN T
. The spreading sequence is binary, 

i.e. ( ) { 1,1}∈ −kc m , kτ  is the transmission delay of the kth user. It is assumed 

that kτ  is independent and uniformly distributed over[0, ]bT . The combined 

transmitted signal due to all K users in the channel is thus given by  
 

0

( ) ( ) ( ) (2)
K

k k k k
k

s t s t h tτ τ
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where ( )kh t is the channel response associated with the kth user and is given by 
( )( ) ( ) ( )φ δ= kj t

k kh t a t e t  

Where ( )ka t  is the amplitude response of the channel and ( )φk t  is the phase 

response associated with it. The received signal is given by      

0

0

( ) ( ) ( ) (3)

( ) ( ) ( )

2 ( ) ( ) ( ) cos( ( )) ( )

K

k k k k
k

K

k k k k k k b k c k
k

r t s t n t

s t h t n t

P b i h t c t iT t t n t

τ τ

τ τ ω τ

=

=

= +

= − − +

= − − − − +





 

where 
( )k

k
b

t
i

T

τ −=  
 

 and ( )n t is complex base band additive white Gaussian 

noise with zero mean and pass band two-sided power spectral density / 2oN . 

3 Early Late Delay Tracking Algorithm 

In this work we propose an algorithm based on early late delay tracking by intro-
ducing a block for LMS for update of the delay kτ as shown in figure 2. The two 

channels, an early and a late channel, are used for the purpose of delay adjustment. 
Each channel has a bank of matched filter (MF) and a multiuser interference esti-
mation block shown in figure 1. 

The top channel is called the early channel as the relative delay to the MF bank is 
“earlier than” the estimated delayτ̂ . Similarly, the other channel is called the late 

channel as the relative delay to the MF bank is “delayed than” the estimated delay τ̂ . 
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Fig. 1 Proposed Early Late delay tracking structure 
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Figure 2 shows how estimated delayτ̂ can be used to generate ˆ ( )eM i  and 

ˆ ( )lM i , where ˆ ( )eM i and ˆ ( )lM i are the early and late estimated interference 

from K-1 users, respectively. 
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Fig. 2 Proposed ˆ ( )eM i  and ˆ ( )lM i estimation block 

Let )(iZ e
k  and )(iZ l

k , respectively, represent the output of early and late 

matched filters as shown in figure 2. Thus, )(iZ e
k for the kth user can be obtained 

by taking real part of the matched filter operation using kth user's spreading wave-
form as follows:   
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. Here )(iRe
kk and )(iRe

km  , respectively, represent the early 

auto correlation of the kth user and early cross-correlation of the kth and mth  user, 
that is, 
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Similarly, for the late channel, )(iZ l
k , )(iRl

kk  and )(iRl
km can be obtained as  

follows:
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According to the figure 2, the adjusted matched filter output for the early chan-

nel, )(ie
aγ , may be expressed as 
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Similarly, for the late channel, we have 
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Let ˆ ( )ea i and ˆ ( )la i be the estimated complex amplitudes for the early and late 

channels, with ˆ ( )eb i and ˆ ( )lb i be the estimated symbols, then normalized ad-

justed output is 
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The error signal between early and late estimate of the desired symbol is given by 

ˆ ˆ( ) ( ) ( ) ( ) ( ) (8)
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if the amplitude and data bits are estimated close enough for each channel, then 

( ) ( )
1, 1

ˆ ˆ( ) ( )

e l

e l

a i a i

a i a i
≈ ≈

 

ˆ ˆ( ) ( ) 1, ( ) ( ) 1e e l lb i b i b i b i≈ ≈  

so that 

( ) ( ) ( )

( ) ( ) ( )
2 2

e l
na na

e l
kk kk

E i i i

P P
R i R i n i

γ γ= −

≈ − + 
 

where 

( ) ( ) ( )e ln i n i n i= −  

In the next section we derive expression for the delay update based on LMS  
algorithm. 

4 Derivation of Blind Nonlinear LMS 

This algorithm is termed as blind LMS algorithm as it does not have desired out-
put available to calculate the update error and it has non-linearity because the 
delay is inside the cosine function. The LMS algorithm is most commonly used as 
an adaptive algorithm because of its simplicity and a reasonable performance. 
According to the well-known steepest descent approach [8], the LMS-type  
algorithm for the update of the delay estimate can be set up as follows [11] 
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where μ is defined as the step size and J represents the cost function to be mini-
mized which is chosen as the square of the error signal E(i) and is given by 
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Now, for the above differentiations, we have used the following relation [9] 
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Moreover, in the differentiation of cosine terms we have used the approach of [10] 
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As a result, the derivative of )(iRe
kk  is found to be 

( )

( )'

^ ^ ^
(( 1) ) (( 1) )cos (( 1) ) (( 1) ) cos (( 1) ) (( 1) )

^ ^ ^
( ) ( )cos ( ) ( ) cos ( ) ( )

(

1
( )e

kk
b

c i T c i T i T i T i T i Tk k kc b k k b k c b k bk b k k b

c iT c iT iT iT iT iTk k kc b k k b k c b k bk b k k b

c tk

R i
T

+ +τ −τ + +Δ ω + +τ −τ +φ + +τ −τ ω + +φ +

− +τ −τ +Δ ω +τ −τ +φ +τ −τ ω +φ

 
 
 

 =  
 

+ ( )
^

^ ^ ^ ^
sign cos ( ) ( )

)cos ( ) ( ) ^ ^ ^
^ ^ ( ( )) ( )

sin ( ) ( )
^k k

c t c t t tk kk k k k c k

t tc k k kk
t tk k kk kt tk kc k c

k

c t

− τ +Δ − − τ +Δ ω −τ +φ −τ

−τ ω −τ +φ −τ
φ − τ +Δτ −φ −τω −τ +φ −τ −ω +

Δτ

          
                  
      − −τ +Δ         

^

^

( 1) kb

kb

i T

iT

dt
+ +τ

+τ

 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
  



where 1

^^^
−−=Δ kkk τττ  

Similarly, 

( )

( )'

^ ^ ^
(( 1) ) (( 1) )cos (( 1) ) (( 1) ) cos (( 1) ) (( 1) )

^ ^ ^
( ) ( )cos ( ) ( ) cos ( ) ( )

(

1
( )

k

l
kk

b

c i T c i T i T i T i T i Tk kc b k k b k c b k bk b k k b

c iT c iT iT iT iT iTk k kc b k k b k c b k bk b k k b

c tk

R i
T

+ + τ −τ + −Δ ω + +τ −τ +φ + +τ −τ ω + +φ +

− +τ −τ −Δ ω +τ −τ +φ +τ −τ ω +φ

 
 
 

 =  
 

+ ( )
^

^ ^ ^ ^
sign cos ( ) ( )

)cos ( ) ( ) ^ ^ ^
^ ^ ( ( )) ( )

sin ( ) ( )
^k k

c t c t t tk kk k k k c k

t tc k k kk
t tk k kk kt tk kc k c

k

c t

− τ −Δ − − τ −Δ ω −τ +φ −τ

−τ ω −τ +φ −τ
φ − τ +Δτ −φ −τω −τ +φ −τ −ω +

Δτ

          
                  
      − −τ −Δ         

^

^

( 1) kb

kb

i T

iT

dt
+ +τ

+τ

 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
  



 

5 Simulation Results 

For the purpose of simulation we have considered a typical asynchronous  
DS-CDMA reverse link with a Rayleigh fading channel for four-users-two path 
scenario. PN code synchronization follows a procedure of combined track-
ing/reacquisition tracking after a previous initial acquisition to within half a chip. 
The value of the update is chosen to be 0.0125μ =  and the first arriving timing 

epoch has been detected for the estimation purposes.   
First we consider the accuracy of DLL-based TOA estimation as shown in  

Figure 3 in the form of the histogram of the residual timing error at the mobile 
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Fig. 3 Histograms for PDF's of DLL timing error (equal power users) 

serving base station. It can be seen that the DLL timing error is affected with tim-
ing error distributed over ±Tc/2 which is the same as initially assumed after the 
acquisition stage. 

If we compare DLL estimate with the proposed delay tracker we immediately 
see improved results as shown in Figures 4 where the timing error axis has been 
zoomed in for error histogram. The timing error for both equal and unequal power 
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Fig. 4a Histogram of the timing error for LMS based delay tracker for equal power users 



192 Z. Ali and A. Ali Khan 

 

-0.025 -0.02 -0.015 -0.01 -0.005 0 0.005 0.01 0.015 0.02 0.025
0

5

10

15

20

25

30

Timing Error
 

Fig. 4b Histogram of the timing error for LMS based delay tracker for unequal power users 

users shows significant improvement converging to zero. It is also clear that the 
variance of timing error for the proposed structure is also less than the classical 
DLL structure.  

6 Conclusion 

In this paper we show that the realization of code synchronization is a challenging 
problem in DS-CDMA systems. We proposed a new synchronization method 
using a blind nonlinear LMS approach. Analytical expressions have been derived 
with simulation results showing that the proposed method performs better than the 
classical DLL approach in a multipath fading channel.  
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Investigations on Indium Tin Oxide Based 
Optically Transparent Terahertz E-shaped 
Patch Antenna  

S. Anand*, Mayur Sudesh Darak, and D. Sriram Kumar 

Abstract. An optically transparent microstrip patch antenna is designed and its 
radiation characteristics are analyzed in 706 - 794 GHz band. Terahertz communi-
cation systems offer advantages such as broad bandwidth, low transmit power, se-
cured wireless communication and compactness. It has applications in various 
fields like hidden object detection, imaging and sensing. In the proposed antenna, 
transparent conducting indium tin oxide thin film is used as a radiating patch and a 
ground plane material. The entire antenna structure is optically transparent in the 
visible spectrum region. The proposed antenna is simulated using Ansoft – HFSS, 
a finite element method (FEM) based electromagnetic solver. 

Keywords: Transparent antenna, Terahertz, Transparent conducting materials, 
Patch antenna, Indium tin oxide, Terahertz antenna. 

1 Introduction 

Nanotechnology enables the system miniaturization and component development 
for future wireless communication systems [1-3]. Thin film deposition and nano 
lithography techniques made fabrication of MEMS and NEMS devices feasible  
[4, 5]. Today, advanced wireless sensors, actuators, tunable RF devices, etc. are 
realized at the nano scale, which has not only reduced the system size but has in-
creased the overall efficiency and accuracy of the system [6, 7]. Future wireless 
communication systems require higher data rate transmission capability and low 
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transmission power with reduced size [8]. The aforementioned requirements are 
met by usage of communication systems in terahertz spectrum, which offers se-
cured communication with free spectrum availability [9].  Antennas for terahertz 
communication systems are being developed and studied for their application to 
various fields viz. astronomy, spectroscopy, imaging and sensing. Its military ap-
plications include screening of explosives and bio-hazards, detecting concealed 
objects and water contents [10, 11]. In the terahertz spectrum, the microstrip patch 
antenna is best suited due to its advantages such as low profile, light weight, low 
power requirement and conformity to planar and non-planar surfaces [12]. But 
transparent microstrip patch antenna has got some limitations like impedance 
bandwidth (< 5%), gain (< 2dB) and poor radiation efficiency [13].  

The transparent conducting thin films are optically transparent and electrically 
conductive layers. They are widely used for the development of liquid crystal dis-
plays (LCD) [14], photovoltaic cells [15], light emitting diodes [16], optical dis-
plays [17] and transparent antennas [18]. Generally used transparent conducting 
materials for photo conductive devices are indium tin oxide (ITO), silver coated 
polyester film (AgHT), titanium-doped indium Oxide (TIO), gallium zinc oxide 
(GZO) and antimony tin oxide (ATO) [19, 20]. The challenge encountered in de-
signing the transparent patch antenna is to optimize the electrical conductivity of 
the transparent conductive thin film while retaining its optical transmittance [21].  

The work presented in this paper discusses design of an ITO based optically 
transparent microstrip patch antenna on a 20 μm thin substrate of polyimide in  
terahertz band (706 – 794 GHz). Following sections, present the optically  
transparent microstrip patch antenna design. Its impedance bandwidth, gain, direc-
tivity and radiation efficiency are analyzed in the desired band using the simulated 
results. 

2 Transparent Patch Antenna 

Microstrip antenna consists of a radiating patch, substrate and a ground plane. As 
shown in Fig. 1. The E-shaped patch of transparent conducting TIO is placed on a 
20 µm thick substrate of transparent polyimide. Polyimide has a relative permittiv-
ity of 3.5. Transparent TIO ground plane is on the other side of the substrate. 
Thickness of the patch is selected such that it is 0.001 times the free space wave-
length [22].  By tuning the arms of the E-shaped patch, antenna is made to reso-
nate at 750 GHz. A microstrip line is used for impedance transition from coaxial 
cable to the patch of the antenna. This enables microstrip line to feed the power 
from coaxial cable to antenna patch with minimum mismatch loss. Antenna per-
formance such as its bandwidth, radiation efficiency improves for substrates with 
lower dielectric constants and increasing thickness [23]. But this results in in-
creased size of the antenna. Hence there is a tradeoff between performance para-
meters of antenna such as bandwidth, radiation efficiency and compactness of the 
antenna.  The effect of fringing of electric field lines occurs at the edges of the 
patch as well as at the boundaries of microstrip line [24]. The majority of antenna 
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radiation is from fields fringed at the edges of the patch. Most of the field lines 
near the boundaries of microstrip line are confined in the substrate. However, parts 
of lines reside in air. Thus, the effective dielectric constant to account for the 
combined effect of air and substrate media must be calculated [25]. The dimen-
sions of the antenna structure are given in Table 1. 

 

Fig. 1 ITO based optically transparent antenna 

Table 1 Design parameters and dimensions of the optically transparent antenna 

Parameters Dimensions 

E-shaped patch length (L x L1) 88.98 μm x 83.9 μm 

E-shaped patch width (W x W1 x W2) 133.2 μm x 41.75 μm x 17. 9 μm 

Patch thickness (t) 0.4 μm 

Spacing (d) 5.08 μm 

Substrate length and width (Ls x Ws) 208.98 μm x 433.2 μm 

Substrate thickness (h) 20 μm 

Microstrip line length and width (L3 x W3) 143.9 μm x 13.9 μm 

3 Results and Discussion 

The proposed transparent antenna structure is simulated using electromagnetic 
solver, Ansoft – HFSS. The return loss (S11) and radiation characteristics are  
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Fig. 2 Return loss (S11) 

 

Fig. 3 Radiation efficiency (%) 

investigated in 706 – 794 GHz band. As shown in Fig. 2, at resonance frequency 
of 750 GHz, the return loss of -40.19dB is observed. An impedance bandwidth  
of 11.73% is achieved with respect to centre frequency / resonance frequency in 
706 – 794 GHz. 

From Fig. 3, the radiation efficiency of more than 40% is achieved in desired 
band. At resonance frequency, it is observed that the radiation efficiency is 
achieved to be 40.96 %. The peak radiation efficiency of 42.2% is observed at 794 
GHz. The radiation efficiency increases steeply after resonance frequency.  
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Fig. 4 E-plane (solid line) and H-plane (dashed line) far field radiation patterns at (a) 710 
GHz, (b) 730 GHz, (c) 750 GHz and (d) 780 GHz. 

The far field E and H plane radiation patterns for the designed antenna are 
shown in Fig. 4 (a) to (d). The antenna has minimum back lobe radiation of -
13.38dB at 730 GHz.The plot of antenna gain versus frequency in the desired 
band is shown in Fig. 5. Peak gain of 4.16 dB is observed at 711 GHz. Over the 
entire band of interest, the gain greater than 2.8 dB is obtained. 

 

 

(a) (b) 

 

  

(c) (d) 
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Fig. 5 Antenna Gain (dB) 

4 Conclusion 

Using ITO transparent conducting thin film an optically transparent terahertz 
patch antenna is proposed. It has achieved a gain of greater than 2.8dB and imped-
ance bandwidth of 11.73% in 706 – 794 GHz band. A peak gain of 4.16dB is 
achieved at 711GHz. The gain and bandwidth obtained are relatively good for a 
patch antenna. The highest radiation efficiency obtained is 42.20% at 794 GHz, 
which is less as compared to non-transparent conventional patch antennas.  
Although, it has a limitation in terms of radiation efficiency, the entire structure, 
being optically transparent can find applications in diverse fields like military,  
astronomy, imaging and sensing. Its unique applications include solar cell antenna 
for satellite to satellite communications and screening of concealed objects in  
advanced recognition systems.  
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Efficient Hardware Implementation of 1024 
Point Radix-4 FFT  

Senthilkumar Ranganathan, Ravikumar Krishnan, and H.S. Sriharsha 

Abstract. Since FFT algorithm is extremely demanding task and has several ap-
plications in the areas of signal processing and communication systems, it must be 
precisely designed to induce an efficient implementation of the parameters involv-
ing area and performance. To fulfill this requirement an optimized architecture is 
demonstrated in this paper for computing 1024-point, Radix-4 FFT using FPGA 
and is majorly compared with Xilinx LogiCoreTM FFT IP and found that proposed 
design is more efficient and effective in terms of area and performance. A novel 
architecture referred to as 2-D Vector Rotation and Complex Math Processor has 
been proposed in this paper. This single structure rotation helps in effectively 
carrying out the complex multiplications. The algorithm implements multiplexor 
hardware for computing the complex multipliers, thus consuming the minimal 
hardware resources. The entire RTL design is described using Verilog HDL and 
simulated using Xilinx ISim[TM]. This experimental result is tested on Spartan-6 
XC6SLX150T. The result shows 557 LUT’s, 837 Flip Flops, 3 DSP Slices, Max-
imum Frequency of 215 MHz. This is about 52% improvement in resource usage 
and 5% upgrade in the performance. 

Keywords: FPGA, FFT, 2-D Vector Rotation, Complex Math Processor. 

                                                           
Senthilkumar Ranganathan 
Institution of Engineers (India) 
e-mail: r.senthilkumar.in@ieee.org 

Ravikumar Krishnan 
KCG college of technology, Chennai 
e-mail: r.ravikumar.be@gmail.com 

H.S. Sriharsha 
Asmaitha Wireless Technologies Pvt. Ltd 
e-mail: sriharsha.suresh@gmail.com 



204 S. Ranganathan, R. Krishnan, and H.S. Sriharsha 

 

1 Introduction 

DFT is a very complicated task as it involves huge complex hardware [1]. Fast 
Fourier Transform is a tool to travel between the time domain and frequency do-
main that has wide application in the area of Communication, Astronomy, Earth 
science and in Optics [2]. So, there’s a need for low cost digital signal processing 
device which can compute FFT without negotiating on performance and flexibility 
ratio. Of the many interests in the Universal research, the prime is efficient utiliza-
tion of area without compromising performance. There is an endless demand for 
FPGA as a result of its simplicity in implementation and low cost compared to 
ASIC. FFT can be effectively enforced in FPGA because it is a low volume appli-
cation and cost efficient solution. In recent years, Fast Fourier transform of inter-
est are Split Radix algorithms [3], Twisted Radix algorithms [4], Parallel FFT [5], 
Mixed-Radix algorithms [6], Vector-Radix [7]. This paper proposes a design of 
1024 sampling point, DIF Radix-4 FFT [12, 13] considering area and power as the 
main factors. This design does not imply to any FFT architecture based on pipe-
line design [13, 14, 15, 16, 17], instead a unique architecture for computing the 
complex multiplications and additions has been administered using Complex Math 
processor and Rotational structures that is mentioned in the further sections. The 
design is compared with the prevailing Xilinx LogiCORETM  Fast Fourier Trans-
form IP and found that prescribed design is more effectual in terms of resource 
utilization and performance for the Spartan-6 for a speed grade of -2 thus making 
more appropriate in terms of arithmetic value and power. The rest of the work is 
organized as follows, section 2 describes the general architecture of Radix-4 FFT 
algorithm, section 3 explains the customised architecture and related optimization 
techniques. 4, describes the implementation and verification with FPGA board and 
elaborated comparison of results achieved with the Xilinx FFT IP core. The con-
clusion is given in section 5. 

2 Radix-4 FFT Algorithm 

The discrete Fourier Transform of a complex time series is given by,  

             
1

0

X(k) ( )   where k = 0,1,2...,N-1
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−

=
=                            

(1) 
According to the Divide and Conquer rule [8], the complex series will be 
decimated in time and frequency. In Radix-4 implementation, the problem is 
decimated by four time units with period of (N/4) after the twiddle factor 
 
 
 



Efficient Hardware Implementation of 1024 Point Radix-4 FFT 205 

 

generation [9]. The figure 1 shows the architecture of fundamental Radix-4 
Butterfly unit.  The four recurrent results of every butterfly unit is expressed as, 
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The detailed description of Radix-4 FFT is described in the paper [10].  
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X(2)

X(3)

Y(0)

Y(1)

Y(2)

Y(3)  

Fig. 1 Radix 4 Butterfly Diagram with 4 samples 

3 Proposed Radix 4 Butterfly Architecture 

The block diagram of four input sequence, Radix-4 Butterfly unit is shown in 
figure 2. This architecture contains the description of all the computations con-
cerned in single Butterfly unit. Two complex Math Processors (CMPs) are used to 
perform the real and complex arithmetic’s. Depending on the selector inputs, the 
output of CMP is obtained. The same selection lines are used for decisive addition 
or subtraction in the add/sub unit. The twiddle factors are multiplied with the out-
put of complex adder by using the standard complex multiplier. The table describ-
ing the selection techniques is as shown below, 

Table 1 Selection Technique performed by CMP 

Sel[1:0] CMP1 CMP2  ADD / SUB 

00 x(0) + x(1) x(2) + x(3) c1 + c2 

01 x(0) –jx(1) x(2) –jx(3) c1 – c2 

10 x(0)-x(1) x(2)-x(3) c1 + c2 

11 x(0)+jx(1) x(2)+jx(3) c1 - c2 

    

Whenever the select line is 00, twiddle factor is considered as unity. Depending on 
the least significant bit of select inputs addition or subtraction is performed. 

(2) 
 (3) 

(4) 

(5) 
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Fig. 2 Proposed Butterfly Architecture 

3.1 Complex Math Processor and 2 – D Vector Rotation  

This unit describes the methodology to calculate one single output of Radix-4 
complex butterfly unit. A common architecture is outlined to compute all Radix-4 
butterfly outputs considering just one twiddle factor input at a time. The processor 
simply uses the multiplexor, adder and subtractor hardware resources as shown in 
figure 3. The multiplication of imaginary term ‘j’ is achieved by the 2-D Vector 
Rotation technique. The vector rotation is performed for equation (3) and (5). The 
rotation is achieved using the multiplexor. The 2D quadrant is swapped with re-
spect to (+j) and (-j) corresponding to +90 degree and -90 degree rotation. This 
sign change technique is incorporated using adder / subtractor circuit. 
 

 

Fig. 3 Complex Math Processor Architecture 
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3.2 1024 Point DIF Radix-4 FFT Processor  

The 1024 Radix-4 point FFT uses two Block RAMs for accessing input and output 
data. These two Block RAMs acts as a Ping-Pong Buffers. A multiplexor at the 
input side selects the source of data and stores it in Block RAM 1. After processing 
the sequence, Block RAM 2 holds the output data. Address Generator unit (ADG) 
is responsible for generating the address in every stage based on indexing. The 
twiddle factors are stored serially in the ROM and accordingly select lines are 
chosen. The outputs are generated sequentially from the Block RAM 2. The figure 
4 shows the complete FFT Processor design. 

Initially, at the input stage of the computation, Block RAM 1 is used for read-
ing and Block RAM 2 will be idle. After computing the first stage of Butterfly 
unit, Block RAM 2 is used for writing the output sequences. The cycle of opera-
tion of two Block RAMs switches in every FFT stage as showed in the below 
table 2. 

Table 2 Block RAM usage in every stage of computation 

Stages Block RAM 1 Block RAM 2 

Input Write - 

Stage 0 Read Write 

Stage 1 Write Read 

Stage 2 Read Write 

Stage 3 Write Read 

Stage 4 Read Write 
Output  - Read 
   

4 Implementation Results 

The submitted novel design involving the Complex Math Processor and 2-D Vector 
Rotation is described in Verilog HDL and has been functionally verified. The 
timing simulations are carried out in Xilinx ISimTM as shown in figure 6. The entire 
RTL has been successfully synthesized using Spartan -6 XC6SLX150T FPGA. 

The presented design is compared with Xilinx LogiCORETM IP Fast Fourier 
Transform (v8.0) [11] and with [12] which is based on pointer FIFO embedded 
with gray code counters and found a major difference in performance and resource 
usage. The following table presents the architectural implementations when  
compared to the Xilinx LogiCoreTM FFT IP synthesized for specific Spartan-6 
architecture with speed grade of -2. The slice count, block RAM count, and  
XtremeDSP slice count are listed. The maximum clock frequency is also listed 
with the transform latency.  
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MUX Butterfly UNIT

ADDRESS GENERATOR UNIT

Block RAM 2
Block RAM 1

MUX
MUX

INPUT

Implementation resources, as reported by Xilinx® ISE 14.5 synthesis tool, are 
summarized in table 3 for the proposed FFT Processor. The performance of the 
FFT core can be estimated by the clock cycle number, required to compute a full 
1024-point input signal. There are 5 Butterfly stages containing 256 individual 
complex Butterflies. 1039 Clock cycle are required for the computation of each 
stage and then be schematized as shown in Figure 5.  FFT processor runs at 215 
MHz with the latency of 24.16μS as indicated in below table. 
 
 
 
 

 
 
 
 
 
Fig. 4 Radix -4 FFT Processor 

Table 3 Implementation Results of Xilinx LogiCORE IP and proposed design 

Parameter Xilinx LogiCORE FFT IP Our Design 
Channel  1 1 
Point Size 1k 1k 
Implementation R4 R4 
Configurable Point Size NO 1024 
Input Data Width 16 16 

Phase factor Width 16 16 
Scaling type  S S 
Rounding Mode  C C 
Output Ordering N N 
Memory Type B B 
Xilinx Part XC6SLX150T XC6SLX150T 
LUT/FF Paris 1750 837 
LUTs 1438 557 
FFs 1608 837 
9k Block RAMs 10 6 
XtremeDSP slices 9 3 
Max clock frequency 206 215 
Latency (clock cycles) 3453 5195 
Latency(Micro Sec) 18.27 24.16 
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Fig. 5 RTL Design of 1024 Point DIF FFT Processor 

 

Fig. 6 Xilinx ISim[TM] Simulation Result of FFT Processor 

5 Conclusion 

The cumulative work of this paper is to formulate an FFT algorithm that would 
consume less area and achieve the greater frequency of operation than the Xilinx 
LogiCoreTM FFT IP. This paper illustrates the custom designed Complex Math 
Processor and 2 – D Vector Rotation approach for multiplying the imaginary 
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terms. This architecture uses very minimal resource for complex manipulations 
thus creating the low power and optimized design of 1024 point Radix-4 FFT.  
Finally the Place and Route (PAR) report were compared as indicated in the Table 
3, where a significant difference in engaged resource and performance is noted. 
The comparison study shows that around 52% resource minimization and 5% 
increase in throughput with a little change rate in latency clock cycle is achieved.  

Acknowledgements. The authors would like to thank Prof. Chandrasekaran Subramaniam, 
Jaraline Kirubavathy, Subhashini Vaidyanathan for their valuable technical support and 
making it success. 
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Gaussian Approximation Using Integer
Sequences

Arulalan Rajan, Ashok Rao, R. Vittal Rao, and H.S. Jamadagni

Abstract. The need for generating samples that approximate statistical distributions
within reasonable error limits and with less computational cost, necessitates the
search for alternatives. In this work, we focus on the approximation of Gaussian dis-
tribution using the convolution of integer sequences. The results show that we can
approximate Gaussian profile within 1% error. Though Bessel function based dis-
crete kernels have been proposed earlier, they involve computations on real numbers
and hence increasing the computational complexity. However, the integer sequence
based Gaussian approximation, discussed in this paper, offer a low cost alternative
to the one using Bessel functions.

1 Introduction

Lindberg, in his work, [1], presents a family of kernels, which are the discrete ana-
logue of the Gaussian family of kernels. The discrete Gaussian kernel in [1] uses
modified Bessel function of integer order. It is well known that Bessel function
evaluation is a computationally demanding process. This necessitates the need for
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looking at computationally less-demanding alternatives to approximate Gaussian
profiles. Interestingly, while exploring the use of integer sequences [2] for generat-
ing window functions for digital signal processing applications [3], [4], we found
that the convolution of symmetrised integer sequences resulted in a Gaussian like
profile. This made it worth to explore the degree, to which, a single convolution
of two symmetrised integer sequences, approximate a Gaussian profile. It is well
known that the computations on integers and integer sequences are less demanding
in terms of power and complexity. The aim of this paper is to throw light on the use
of non-decreasing integer sequences to approximate discrete Gaussian profile. In
this regard, we provide two techniques, based on convolution of integer sequences,
to approximate Gaussian distribution, as listed below:

• Symmetrising the integer sequences, followed by their linear convolution.
• Linear convolution of non decreasing integer sequences and symmetrising the

resulting sequence about its maximum.

These techniques result in mean squared error, between the estimated probability
density function and the obtained density function, of the order of 10−8 or equiv-
alently about 1% error. We use some of the sequences listed in the Online Ency-
clopedia of Integer Sequences [2]. The following notations are used throughout this
paper:

• N : Sequence Length
• xi[n], x j[n]: Sequences used in linear convolution, of length L and M respectively
• y[n]: Sequence resulting from the linear convolution of two integer sequences,

given by

y[n] =
L−1

∑
k=0

xi[k]x j[n− k] n = 0,1,2, . . . ,L+M− 1 (1)

• Xsc
1, Xcs

2: Random variable that can assume values from the set {1,2,3, . . . ,N},
such that, the probability

P(X = n) =
y[n]

N

∑
k=1

y[k]

∀n = 1,2, . . . ,N (2)

In this paper, we restrict ourselves to integers, for the well known reason that, the
computations on integers are much less complex than those on fixed point or floating
point numbers. However, the comparison of complexity issues with regard to non-
integer but fixed point methods with integers is beyond the scope of this paper.

1 (.)sc : Non decreasing input sequences are first symmetrized and then convolved
2 (.)cs : Non decreasing input sequences are first convolved and then symmetrized
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2 Approximating Discrete Gaussian by Symmetrising
the Integer Sequences, Followed by Convolution

2.1 Convolution of Symmetrized Arithmetic Progression
Sequence

Consider, the arithmetic progression sequence p[n] = a+ nd, where a, d, n are all
integers. This sequence is labeled as A000027 in [2]. For a finite length, N,of the
sequence, we symmetrize the sequence at N/2 or (N +1)/2, depending on whether
the length is even or odd. Let us denote this symmetrized sequence by xs[n]. This
sequence is then convolved with itself to obtain y[n]. Let XN be the random variable
that can assume one of the values in the set {1,2,3, . . . ,2N − 1}. The probability
that XN can take a specific value, n, is given by

P(Xsc = n) =
y[n]

2N−1

∑
k=1

y[k]

, for all n = 1, 2, 3, . . . , 2N-1 (3)

The plot given in fig.1 illustrates that one can indeed approximate Gaussian distribu-
tion by the sequence obtained by convolution of symmetrized arithmetic progression
sequence, with a mean squared error of the order of 10−8. The obtained density func-
tion, in fig.1 is same as the convolution profile. For the profile obtained, we compute
the mean, μ , and variance, σ2. For this mean and variance, we then fit a Gaussian
distribution, using the MATLAB inbuilt function normpdf. This corresponds to the
estimated density function mentioned in fig.1.
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2.2 Convolution of n2 and Higher Powers of n

We now look at integer sequences generated by higher powers of n, say n2, n3 etc.
Fig. 2 gives the profiles obtained by convolving symmetrized integer sequences gen-
erated by various powers of n. The distributed square error, is given in fig. 3. We find
that, the sequence n2, after symmetrization and convolution, approximates discrete
Gaussian with an error of the order of 10−9 or even less. The sequence, n3, does a
poor approximation of discrete Gaussian. Thus, it appears that there is an optimal
value of the exponent, k, between 2 and 3. However, for 2 < k < 3, the sequence nk

ceases to be an integer sequence.
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Fig. 2 Approximating Discrete Gaussian by sequences of the form nk

Also, from fig. 4, we observe that, for higher powers of n, the variance saturates.
Moreover, the lowest exponent with which we can obtain an integer sequence in the
interval (2,3) is 2. Thus it appears that, it may not be possible to obtain discrete
Gaussian with different variance values, with integer sequences generated by nk,
for k > 2. We conjecture that the highest power k for which we can use nk to ap-

proximate discrete Gaussian is related to the golden ratio, ϕ = 1+
√

5
2 . However, this

sequence will not be an integer sequence. Therefore, it is necessary to look at other
integer sequences which are slow growing and are referred to as the metafibonacci
sequences [5]. In the subsections to follow, we look at the convolution of other sym-
metrized integer sequences. The sequences investigated include Golomb sequence
[2], A005229 sequence [2], apart from those discussed in the paper. We present the
simulation results for some of the integer sequences in the following subsections.
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2.3 Convolution of Symmetrized Hofstadter-Conway (HC)
Sequence

The next sequence that we look at is the Hofstadter-Conway sequence [2], generated
by the recurrence relation,

a[n] = a[a[n− 1]]+ a[n−a[n−1]] a[1] = a[2] = 1; (4)
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Fig.5 gives the profile obtained by the convolution of symmetrized Hofstadter
Conway sequence with itself. A plot of the estimated density function is given in
fig.5. This shows that a Gaussian density function can be approximated very closely
by convolving symmetrized HC sequence with itself.

2.4 Convolving Hofstadter-Conway Sequence and Sequence
A006158

We also found that convolving two different symmetric integer sequences also re-
sulted in a profile similar to Gaussian.

Now, we look at the convolution of symmetrized HC sequence and another se-
quence labelled as A006158, in the OEIS [2], generated by the recurrence relation,

a[n] = a[a[n− 3]]+ a[n−a[n−3]] a[1] = a[2] = 1; (5)

Both the sequences were considered to be equal in length and the length was
taken to be 100. From fig.5, we find that Gaussian distribution with a desired vari-
ance can be obtained by varying the length of the sequences to be convolved. Inter-
estingly, from fig.6, we can infer that, to approximate a Gaussian distribution with
a desired variance, using integer sequences, and with minimal mean squared error,
there are two options, namely,

• varying the lengths, N1 and N2, of the two symmetric sequences
• choice of the sequences.

The plots indicate that one can closely approximate a Gaussian distribution of a
specific variance by convolving symmetrized integer sequences. Fig.7 compares the
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manner in which the variance, of distributions generated by convolving symmetrized
integer sequences, depends on the length of the sequence.

From fig. 7 it is clear that we can obtain the length of the sequence required for
any particular variance of the Gaussian PDF. However, this automatically fixes the
mean. At present, it appears that only one of the two parameters - variance or mean,
can be realised by the choice of the lengths of the sequences.
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3 Approximating Gaussian Distribution by Convolving Integer
Sequences and Symmetrizing

In this approach, we convolve two finite length, non-decreasing sequences. Once
the convolution is done, we symmetrize the result at that N∗, where the convolution
result has its absolute maximum. The resulting sequence is used as the probability
density function of the discrete random variable, X .

3.1 Integer Sequence in Arithmetic Progression (AP)

Consider an arithmetic progression p[n] = a+nd, where a, d, n are all integers. We
then define a truncated sequence x[n] with N terms as

x[n] = p[n](u[n]− u[n−N]) (6)

where u[n] is the unit step function. Consider the convolution of this truncated se-
quence,(of length N) with itself. This results in a sequence, y[n], of length 2N − 1
and is defined by

y[n] =
N−1

∑
k=0

x[k]x[n− k] (7)

y[n] =
N−1

∑
k=0

p[k]p[n− k](u[n− k]− u[n− k−N]) (8)

Clearly y[n] = 0 for n < 0 and is defined differently for different regions namely
0 ≤ n ≤ N − 1 and N ≤ n ≤ 2N − 1. Thus

y[n] =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 n < 0
n

∑
k=0

p[k]p[n− k] 0 ≤ n ≤ N − 1

N−1

∑
k=n−N+1

p[k]p[n− k] N ≤ n ≤ 2N − 1

(9)

Evaluating the summations we get

y[n] =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 n < 0

a2(n+ 1)+ ad(n(n+ 1))+d2

[
n(n2 − 1)

6

]
0 ≤ n ≤ N − 1

a2(2N − n− 1)+ ad[n(2N− n− 1)]+ d2t1
N ≤ n ≤ 2N − 1

(10)
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where

t1 =

[
N(N − 1)(3n− 2N+ 1)− (n−N)(n−N+ 1)(n+ 2N− 1)

6

]
(11)

The closed form of convolution of arithmetic progression is given in eq.10. The
convolution plot is given in fig.8
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From fig.8, we find that, to get a Gaussian-like profile, we need to truncate the
convolved sequence at the point of its absolute maximum and employ symmetry.
To do so, it is necessary to obtain the point at which the absolute maximum occurs.
Let us denote this point as N∗, the point at which, y[n], defined by eq.10, attains its
absolute maximum. It can be shown that the maxima is obtained at

N∗ ≈ (2N − 1)√
2

− (2−√
2)a

d
(12)

Thus we get, from eq.12, the point at which the result of convolution of an AP
sequence with itself has its maximum value. At this N∗ we symmetrize the result
of convolution. This results in a sequence, y1[n], which closely approximates the
Gaussian curve. The length of y1[n] is 2N∗. In this case, where we convolve first and
then employ symmetry about the point of absolute maximum, the values that the
random number X can assume is from the set {1,2,3, . . . ,N∗, . . . ,2N∗}. Hence, the
probability that the random variable X can take is defined by

P(Xcs = n) =
y1[n]

2N∗

∑
k=1

y1[k]

(13)
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where y1[n] is the sequence obtained by the convolution of the AP sequence and em-
ploying symmetry at N∗. The following were the values taken for the AP sequence:
a = 1; d = 1; N = 100.
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Fig. 9 Comparison between the obtained and estimated PDF

Fig.9 compares the obtained density function with the estimated one. Further in-
vestigations show that convolution of various other metafibonacci sequences indeed
result in very close approximation of a Gaussian profile.

3.2 Validation Using Fourier Fit

To validate that the two techniques, presented in the previous sections, a four term
Fourier fit was done. This involved the following steps:

• Step 1: The integer sequences were symmetrized and then convolved or vice-
versa.

• Step 2: The mean and variance of the resulting sequence were obtained.
• Step 3: For that mean and variance, a discrete Gaussian distribution was obtained.

The mean squared error was found out.
• Step 4: Assuming that it is a continuous distribution, a four term Fourier fit was

obtained at random points. The number of points were the same as the length of
the sequence resulting from step 1. However, the sample points were randomly
chosen.

• Step 5: For this distribution, the mean and variance were obtained.
• Step 6: With this as the mean and variance, a Gaussian PDF was estimated.
• Step 7: The mean square error was obtained as the absolute difference between

the profile obtained in step 4 and step 6.
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The mean square error was found to be of the order of 10−8. This clearly shows
that the sequence obtained by convolution of integer sequences or the sequence
obtained by convolution of integer sequences and symmetrization, indeed, approx-
imated discrete Gaussian distribution with 1% error. Fig.10 illustrates the same,
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using sequence A006161, of length 100, convolved and symmetrized, while fig.11
compares the error distribution. The Fourier series coefficients, in this case, are:

a0 = 0.004277;a1 =−0.005424;a2 = 0.001288;a3 =−0.0002101;a4 = 9.588×10−5;

b1 =−0.0006025;b2 = 0.000289;b3 =−7.239×10−5 ;b4 = 4.543×10−5;w = 0.02688;

It can be seen from fig.10 that the sampling points are different from the ones used
in step 2 and step 3.

4 Conclusion

In this paper, we proposed two techniques to approximate discrete Gaussian distribu-
tion with integer sequences. We found that convolution of slow-growing sequences
can approximate a 4 term cosine fit within 1% error, which in turn approximates a
Gaussian distribution with very low approximation error of about 1%. We also found
that discrete Gaussian distribution with a specific variance and mean can be con-
trolled by varying the length of the integer sequences or by choosing the sequences
or both. Also, as operations on integers are known to be less demanding in terms of
computations, we find that the integer sequences can indeed be used as alternatives
to approximate probability distributions.
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Inbuilt Multiband Microstrip Antenna 
for Portable Devices 

Aditya Desai, Deepak C. Karia, and Madhuri Bhujbal 

1Abstract. With the recent introduction of the long term evolution (LTE) operation 
of mobile broadband services, the mobile devices like Smartphones, laptop 
computers and tablet computers are expected to meet the required bandwidths 
allocated for LTE/GSM/UMTS, GPS and WWAN applications. The proposed 
printed diamond-shaped-patch (DSP) antenna has the capability to provide 
multiband operation. To create this antenna, several narrow strips acting as 
resonance paths can be integrated with the DSP antenna. By changing the length 
of the added resonant strips in the notched region, the center frequency of the 
multi resonances below the UWB frequency can be fine tuned. This antenna is 
designed to merge multiple operating bands of at least 850MHz, 1.5, 2.4, 3.1 – 
10.6 GHz with a return loss better than 6 dB thereby avoiding usage of multiple 
antennas.Proposed antenna is planner and will be printed on both the sides of FR4 
substrate which adds compactness to antenna that can be embedded easily in any 
portable devices such as the Smartphones, laptop computers and tablet computers.  

Keywords: Small antenna, multi-band antenna, wireless communication 
frequencies, LTE/GSM/UMTS, Ultrawideband (UWB) antenna, GPS, WWAN. 

1 Introduction 

Communication systems require multiple antenna to support several allocated 
wireless frequency bands. Therefore the design of a multi-band antenna which 
also covers the UWB range without deteriorating the UWB performance is of 
interest. Also, a major issue in communication systems is to reduce the antenna 
size while providing good performance over all the multiple bands. Planar 
monopole antennas, due to their attractive features such as low cost, simple 
structure, ease of fabrication, wide bandwidth, and omnidirectional radiation 
pattern have received great attention for UWB systems [1], [2].  
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Fig. 1 (a) DSP UWB antenna. (b) DSP antenna with notched region 

Two techniques are reported in the literature to create multiband printed 
monopole antennas. In the first, a patch antenna is designed to cover the desired 
wide bandwidth. The lower limit of the frequency band increases the size of the 
antenna to be large. To create the multi-band behavior, notches are then 
introduced into the antenna. In the second technique, a small-size antenna can be 
designed to cover the highest frequency band and by adding extra resonant 
elements to the main body, lower frequency bands can be created.  In this paper 
the corner of a UWB monopole antenna, an L-shaped resonant element is added to 
integrate the lower frequency band with the existing UWB antenna [3]. 

In this communication, a base diamond-shaped-patch (DSP) antenna is 
considered to cover the entire UWB range. By inserting a notched region in the 
middle part of the DSP antenna and adding quarter-wavelength strips, a multi-
band antenna is achieved. The novelty of the present method is that Parallel 
Resonant (PR) strip are applied to base antenna without affecting the UWB 
behavior and get a wide lower band at about 900 MHz, this is because the PR strip 
can be directly connected to the antenna’s radiating patch, hence making the 
antenna easy to implement. The antenna covers WWAN or WLAN operation, and 
most of the band in LTE/GSM/UMTS operation. The size of the proposed multi-
band antenna substrate is kept the same as the base antenna [4] -[6]. The 
simulation is carried out via the HFSS software package [7]. 

2 Proposed Antenna Design 

The structure of a planar radiator that is used as the base for the eventual multi-
band antenna, operating over an entire UWB frequency range, is shown in Fig. 1 
(a). This base UWB antenna can be referred to as the DSP antenna. The antenna 
uses FR4 substrate with a dimension of 16 x 22 x 1 mm, with a dielectric constant 
of 4.4 and a loss tangent of 0.02. The width Wf of the Microstrip fed line is fixed at 
1.86 mm to achieve 50 ohm characteristic impedance, and is connected to the DSP 
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via a line of length Lf. A simple rectangular conducting ground plane of width Ws 

and length Lg is placed on the other side of the substrate. 
In designing the multi-band antenna, the DSP antenna is considered to cover 

the UWB range. As shown in Fig. 1 (a), there are four parameters a1, a2, b1 and 
b2 that could affect the performance of the UWB antenna. To obtain a compact 
size antenna that covers the UWB range, parametric studies for these four 
parameters are carried out and results of reflection coefficient are presented [1]. 

 

 
(a) 

 
(b) 

Fig. 2 (a) Simulated reflection coefficient of the simple DSP antenna (without the notched 
region) for a1 = 14 mm, a2 = 5 mm, b1 = 2 mm and b2 = 8 mm. (b) Simulated reflection 
coefficient of the simple DSP antenna with the notched region for d = 1 mm and  
Wc = 4 mm. 
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From Fig. 2 (a), it is clear that the DSP antenna of Fig. 1 (a) should be broader 
along the lower side (towards ground plane) to improve the reflection coefficient 
characteristic over the desired band. Furthermore, the value of b1 and b2 changes 
the lower cutoff frequency of the DSP antenna. An appropriate value of a1 can 
improve the reflection coefficient at higher frequencies and provide wider 
impedance matching over the UWB range.  

The current distribution over this DSP antenna is mostly concentrated over the 
outside edges of the patch with negligible current in the center region. Thus, a 
rectangular section along the axis of the DSP antenna can be removed as shown in 
Fig. 1 (b), without affecting the overall antenna impedance and radiation 
characteristics leading to the UWB antenna. This adjustment also ensures the 
asymmetrical design of the antenna. Results of Fig. 2 (b) show that the parameter 
does not have a significant effect on the reflection coefficient. But it is large 
enough so that when a rectangular section is removed, as shown in Fig. 1 (b), 
several resonant strips can be placed within the notched region to design a multi-
band antenna. Fig. 3 shows the reflection coefficient of the base DSP antenna and 
two different sizes of notched region. It is seen that narrow notched region has 
almost no effect on the reflection coefficient results. Also, increasing the notch 
size has no effect on cutoff frequency of the base DSP antenna patch. 

 

 

Fig. 3 Simulated reflection coefficient of the DSP antenna before and after inserting 
notched region for various widths of the cut out section Wc. (a1 = 14 mm, a2 = 5 mm, b1 = 
2 mm, b2 = 8 mm, Lf = 8mm and Lg = 8 mm). 

Center feed method is used to design small size dual and  triple band antennas as 
it is desired to have other frequency bands at specific wireless communication 
frequencies below the UWB [2]. A notched region is introduced in a UWB base 
antenna, resulting in reducing the effect of ground plane and RF cabling loss at 
lower frequencies. After the creation of the notched region, the resonant length of 
the created path is λ/2. As shown in the previous section, one can insert a notched 
region into the base patch antenna without affecting the characteristics of the 
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antenna. To obtain multi-band behavior, additional resonant strips can be placed in 
the notched region. These strips are efficiently excited, if placed along the direction 
of the current flow and near the main Microstrip feed line. This technique of creating 
a multi-band antenna can be referred to as the center feed method. 
 

 

(a)                              (b) 

Fig. 4 Multi-band DSP antenna configurations for (a) dual-band, (b) triple band applications 

Fig. 4 (a) shows a dual band antenna structure and Fig. 4 (b) shows a triple 
band antenna structure using this center feed method. By using the center feed 
method, a segment of the added strips can be placed within the notched region of 
the base patch while the remaining sections are brought back towards the patch. 
Even though strips are added to the base antenna, the overall substrate dimension 
has not changed, leading to small-size multi-band antenna.  

 
Fig. 5 Reflection coefficient of the dual-band WLAN/UWB antenna and Reflection 
coefficient of the tri-band GSM/WLAN/UWB antenna 
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In this section, the design of a dual- and triple-band antenna is presented. The 
structures of the proposed antennas are shown in Fig. 4. In all these structures, the 
width of the slot lines, between the added strips and the base patch, is set at 0.2 
mm and has negligible effect on the antenna performance. Fig. 5 shows the 
reflection coefficient of a dual-band antenna with a single strip. 

The results shown in Fig. 5 are suitable for WLAN/UWB applications. To obtain 
resonant frequencies between 750 MHz and 2.4 GHz (i.e. To integrate GPS, GSM or 
WLAN with UWB antenna) for the dual and triple-band structure, the length of the 
strips are to be set accordingly for the lower frequency band. Also, the dimension of 
the DSP antenna is kept fixed for the UWB range. As the operation frequency of the 
antenna increases, the guided wavelength of the structure decreases, resulting in the 
feed line length being several times that of the wavelengths. 

The dimensions of the two strips are considered to have triple-band 
GSM/WLAN/UWB antenna. It is seen that the triple- band antenna has good 
resonances at 1.4 and 2.4 GHz and also suitable reflection coefficient below 6 dB 
over the UWB range. 

3 Result and Discussion 

The HFSS full-wave simulation software has been used to obtain the simulation 
data [7]. The studies are developed through optimizing the parameters step by 
step. Fig. 5 displays the simulated and measured return loss, from 750 to 1005 
MHz, from 1670 to 3000 MHz and 3.1 to 10.6 GHz with VSWR < 3, the 
bandwidth of the desired lower and upper bands are observed, respectively [4].  

The radiation patterns of the base DSP, dual- and triple-band antennas are 
investigated. It is seen that the multi-band antennas provide omnidirectional 
radiation patterns in the H-plane (x-z plane) and stable patterns in the form of 
figure-eight in the E-plane (y-z plane). 
 

 
(a) 

Fig. 6 E - Plane radiation pattern of the triple-band antenna at various frequencies of (a) 
800MHz, (b) 1.3GHz, (c) 1.8 GHz, (d) 2.4 GHz, (e) 3 GHz, (f) 5 GHz, and (g) 8 GHz. 
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(b) 

 
(c) 

 
(d) 

Fig. 6. (continued) 
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(e) 

 

 
(f) 

 

 
(g) 

Fig. 6. (continued) 
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These results are similar to those of ordinary dipole antennas. Also, the 
measured and simulated E - plane radiation patterns of the proposed triple-band 
antenna of Fig. 6, at the desired frequencies of 0.8, 1.3, 1.8, 2.4, 3, 5 and 8 GHz 
are shown in Fig. 6. It is seen that the proposed antenna has stable radiation 
pattern characteristics over the triple-band frequencies. 

The three-dimensional (3-D) total-power radiation patterns are plotted in Fig. 7 
(a). The full 3-D pattern (the plane where the display ground is located) for six 
representative frequencies are shown. At lower frequencies (800, 1300 and 1700 
MHz in the bands), near-omnidirectional radiation is observed. While at higher 
frequencies (2400, 3000, 5000 and 8000 MHz in the bands), more variations are 
seen in the radiation patterns. This behavior is similar to that observed for the 
internal WWAN handset antennas [3]. The radiation patterns are not normalized to 
make it easy to read the gain of both components. 

 

 
(a)                                                                 (b) 

Fig. 7 (a) Simulated 3D Radiation Pattern of the proposed antenna. (b) Simulated 2D 
Radiation Pattern of the proposed antenna 

To analyze the effect of the resonant strip, Fig. 5 shows the comparison of the 
simulated return loss of the proposed antenna and the reference antenna [1]. From 
the results shown in Fig. 4 (a), it is seen that major bands for LTE/2300/2500, 
GSM850/900/UMTS, GSM/1800/1900/UMTS, and UWB (3.1-10.6 GHz) are 
supported by the proposed antenna. 

4 Conclusion 

A novel diamond shaped Microstrip patch antenna with a small-size, planar 
structure has been proposed. The technique of using a Parallel resonant strip, 
which generally does not increase the antenna size, has been shown to be 
promising in generating a resonant mode to enhance the bandwidth of the 
antenna’s lower band. By changing the length of the added resonant strips in the 
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notched region, the center frequency of the multi resonances below the UWB 
frequency can be finely tuned. The antenna can be easily printed on both sides of a 
thin FR4 substrate of size 16 X 22 X 1 mm only and support frequency bands 
from 0.85, 1.5, 2.4 and 3.1–10.6 GHz that covers the GPS, GSM, UMTS, LTE, 
WLAN and the UWB, respectively. The dual and triple-band antennas show stable 
omnidirectional radiation patterns over entire considered frequency bands. With 
the obtained results, the antenna is promising for practical portable devices, like 
tablet computer, cell phones, and various handheld GPS and other devices. 
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Mean-Variance Blind Noise Estimation for CT
Images

Alex Pappachen James and A.P. Kavitha

Abstract. Noise estimation is a precursor to de-noising techniques to improve the
signal and visual quality of medical images. We present a noise estimation algo-
rithm using the local image statistics of the CT images at voxel level. The algorithm
calculates the local mean variance distribution and detects the minimised error rates
for identifying the tolerance range of voxel to artificial noises. The reliability of the
method is experimentally verified using Gaussian noise and Speckle noise on CT
scan images.

1 Introduction

In practical cases of medical image processing, the image available will be corrupted
by noise. This situation is termed as the blind condition. De-noising an image will
improve the performance and accuracy of further signal processing steps which fol-
lows it such as image segmentation or recognition. But many of the successful noise
reduction algorithms require that the amount of noise in the image is known a-priori.
As these algorithms are realized assuming the a-priori knowhow of noise level, the
algorithms do not operate using any fixed parameters rather they are adapted to the
amount of noise level present in the image. So in order to cater these adaptive al-
gorithms, noise estimation becomes mandatory and forms the pre-cursor to image
de-noising.

Most of the denoising methods based on filtering set the exact value of the dis-
tribution of noise as one of the essential filter parameter [3, 1]. Therefore, the sta-
tistical properties of the original image or that of the corrupting noise signal such
as, the variance value or spectral distribution of power, etc must be first calculated
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solely from the noisy image signal before applying any type of image de-noising
algorithms.

A variety of methods like use of wavelets, anisotropic diffusion and bilateral
filtering provide highly promising and accurate denoising results [2, 13, 10, 9, 4].
But for the algorithms to work properly the basic assumption taken is that the level
of noise signal is constant for all values of brightness in the image and this level is
known and forms one of the input to the de-noising method. Noise is estimated either
from a single image or more than one image [6, 15, 14, 7]. Both has got advantages
as well as disadvantages. Multiple-image noise estimation is an over-constrained
problem, whereas estimation from a single image is an under-constrained problem
and as a remedial measure several other assumptions need to be considered for the
noise.

While analyzing and processing the medical image data captured using computed
tomography the most important factor to be considered is the estimation of variance
of noise signal present in the image. All known algorithms which are used for noise
removal, segmentation, clustering, image restoration and registration, etc depend
on the amount of noise variance. Also, many applications finalize their results on
statistical assumptions about the inherent noise characteristics, such as voxel-based
morphometry that employ statistical analysis techniques. Finally, the knowledge of
the level of noise or the value of the noise variance is useful in assessing the quality
of the imaging system itself such as to check the performance of the preamplifier or
noise characteristics of the receiver coil. The noise variance estimation algorithms
[12, 11, 5, 8] which were developed over the last two decades uses one or more
several common steps.

1) Separation of the signal from the noise
a) Pre-classification of homogeneous areas: Since the variance of intensity ex-

actly equals the noise variance over these areas of the image they are the best suited
for noise variance estimation.

b) Image filtering: A high-pass filter is used to convolve the processed image or
alternatively the response from a low-pass filter and the difference of the processed
image is computed. An edge detector is used to recognize the edges of the object
which are present along with the noise in the filtered result. After that the recognized
image edges are removed. Once this procedure is over what remains is only the
noise, which can be directly estimated for its variance.

c) Wavelet transform: Using wavelet transform and assuming that the noise is
resulted as the wavelet coefficients at the finest decomposition level gives the sim-
plest way of estimating noise in an image. But sometimes this procedure ends up
with significant over-estimates. The reason is that the image structures also affect
the wavelet coefficients.

2)Analysis of the local variance estimate distribution: The references give elabo-
rative description of the methods based on the analysis of the local variance estimate
distribution. A perfect separation of noise and the signal is not possible. Therefore
outliers are present in the distribution of variance estimates computed for image
blocks (local). Afterwards reliable statistical methods are applied, to compute the
variance of the noise present, which are insensitive to outliers.
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2 Proposed Noise Variance Estimator

The proposed method is also an estimator in the spatial domain or a block-based
method. The input images used are assumed to be noise-free signals. The images
used are 48-slice volume images of the oral cavity of human origin having pixel
resolution 512 × 512 pixels. These images are selected to eliminate the effect of
artifacts which affect the image and also the associated noise since this part of the
human body is mainly free of moving organs.

In computed tomography (CT), an X-ray tube is rotated around the patients body
and many two-dimensional radiographs are acquired. Using the Radon transform
the three-dimensional image can be constructed by a dedicated computer from the
2D projections obtained. Thus CT forms a 3D version of conventional X-ray ra-
diography. CT also offers very high contrast between bone and soft tissue, but the
contrast is low among different soft tissues. Therefore to artificially increase the con-
trast among layers of tissues and thereby enhancing the image quality, a chemical
solution which is opaque to the X-rays known as contrast agent is injected into the
body of the patient. The manufacturers of modern CT devices claim that the X-ray
dose is sufficiently low in their machines and such radiation exposure is not a major
health risk. Since CT is based on multiple radiographs and therefore the hazards and
deleterious effects of ionizing electromagnetic radiation should always be taken into
account. CT imaging is a modality of choice when it comes to capture images of the
thoracic cavity as the image can be acquired within a single breath hold. Further as
CT images are volume images, the estimator works on voxels rather than pixels.

Algorithm 1 shows the summary of steps in the proposed noise estimation tech-
nique. After acquisition of the image, the mean and standard deviation of the volume
image along the third dimension is evaluated. This procedure gives a 2-D represen-
tation of the entire tissue characteristics in the part of the human body which is
captured as a 3-D image. The tissue characteristic is represented by a statistical
model. After this a synthetic image is constructed pixel by pixel using the value of
mean and standard deviation of each pixel where an arbitrary value w is multiplied
with the standard deviation of each pixel and then added with the mean of that pixel.
The parameter w is a random variable whose value exist within a specific range.

The next step is to evaluate the difference between the original image intensity
value of the pixel and the constructed image value of the pixel and the error signal is
generated. The error signal is generated for the same pixel of each of the 48 volume
images and then averaged over all the 48 images. Then the value of w is varied and
the process is repeated for all the values within the specified range for w for that
single pixel. The estimator then identifies the value of w for which the error signal
is minimum. This value is denoted as wopt for that pixel. The same step is repeated
for all the pixels in the image and the distribution of wopt over the entire image is
plotted. The last step is the calculation of the mean value of wopt over the entire
image. This mean value of wopt is a direct measure of the approximate level of noise
in the image.

The experimental evaluation of the estimator is done by synthetic noise gen-
eration. The same noise free images are converted into noisy images by adding
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synthetic un-correlated Gaussian noise and Speckle noise to these images. Both the
Gaussian noise and Speckle noise is generated with zero mean and varying values
of variance. The same computational procedure as discussed above is done with the
noisy images and mean value of wopt is determined for each value of noise vari-
ance. The results show a one-to-one relationship between the value of applied noise
variance and the mean wopt . Thus the results obtained proves that the determination
of mean wopt gives a direct readout of the noise variance present in the image. The
results are similar for both Gaussian noise and Speckle noise. This mathematical
process when extended to all the 512 x 512 pixels, accounts for very large time for
the computation. An optimization of the code developed and the use of parallel pro-
cessing can considerably reduce this time while working with multi-core processors.

Data: A set of ordered image file names, F = { f 1, f 2, f 3, ..., f k} with a cardinality k. The width of the input
image is m and height is n. A row vector w of weights having values from -3 to +3 in steps of 0.01.

Result: The mean image, M created from all input images. The standard deviation image, SD created from all
input images. Graph showing change of mean value of Wopt vs noise variance σ .

for i ← 1 to k in steps of 1 do
Ii ← Read image fi .

end
for σ ← 0.2×10−9 to 0.2×100 in steps of 1 do

for z ← 1 to k in steps of 1 do
IZ = IZ+Gaussian noise with variance (* adding uncorrelated Gaussian noise of same with each
image *)

end
end
for x ← 1 to m in steps of 1 do

for y ← 1 to n in steps of 1 do

M(x,y)← ∑k
z=1 IZ(x,y)

k

SD(x,y)←
√

1

k−1
(IZ(x,y)−M(x,y))2

end
end
for x ← 1 to m in steps of 1 do

for y ← 1 to n in steps of 1 do
di f freg ←A zero matrix with 1 × 601 elements.
for z ← 1 to k in steps of 1 do

virimg ← M(x,y)+w×SD(x,y) (* multiplication is elementwise and virimg is a row vector*)
error ← |virimg − IZ (x,y)| (*elementwise subtraction*)
di f freg ← di f freg + error (*elementwise addition*)
di f fmin ← min(di f freg)/k (*elementwise addition*)
wopt ← The value of w corresponding to the minimum value in di f freg .
di f fmin(x,y)← di f fmin

Wopt (x,y)← wopt

end

meanwopt(σ)← ∑m
x=1 ∑n

y=1 Wopt(x,y)

m×n
end
Plot graph meanwopt(σ) vs σ .

end

Algorithm 1. Proposed noise estimation algorithm

2.1 Experiments and Results

The proposed algorithm is realized as two modules. The primary module performs
image acquisition using instructions from data acquisition tool box, specifies the
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characteristics and type of synthetic noise generated, convert noise-free images into
noisy samples, evaluate the mean value of wopt for the specific value of noise vari-
ance and plot the results in graphical form. The secondary module is addressed as
a sub-routine and called into the primary module to perform all computations. The
secondary module evaluates the statistical characteristics of the volume images, cre-
ates the virtual image using the statistical entities and random parameter w, evaluate
the error signal and the value of wopt .

The availability of noise-free CT scan images is the primary requirement for
performing the experiment. Not only the images should be noise-free, but also the
images can be obtained from medical institutions only after proper documentation
and consent of all concerned. For performing the experiments we obtained two dif-
ferent set of images of two patients from a leading medical institution which are
48 slice images of the oral cavity taken from the same CT scan machine at two
different days. The reliability of the scanner was verified by a medical practitioner
and radiographer at the institution. Both the set of images are shown in Fig. 1 and
Fig. 2. As stated earlier the images of the oral cavity and forehead are more or less
free of artefact and similar associated noise.

The CT scan images collected were of the DICOM format. So the images can
be viewed only using DICOM-Viewer software. In MATLAB 2009b version, the
Data Acquisition toolbox has got specific in-built functions to read the DICOM file
directly into MATLABs workspace.

Fig. 1 48-slice CT scan images - Sample 1

After the acquisition of image the mean and standard deviation of each pixel
along the third dimension, i.e., the mean and standard deviation of the same pixel
for all the 48 image slices is evaluated and plotted. The obtained result for the first
sample is given in the Fig 3 and Fig 4.
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Fig. 2 48-slice CT scan images - Sample 2

Fig. 3 The mean value of all the 48 images of sample-1

Fig. 4 The standard deviation of all the 48 images of sample - 1

The next step in the experiment is to generate a virtual image with the obtained
mean and standard deviation such that the synthetic image is the sum of mean and
the product of standard deviation and a random variable w. The range of values of w
is optimized after several trial and error operations. Initially it was specified from 0
to 6 with increments in steps of 0.01. Thus w is represented as a matrix of 601 values.
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After experimenting with different regions having varying texture in the image the
range of values of w is allowed to vary from -1 to +1 and in increments of 0.01 has
reduced the sample values to 201 instead of 601 which has given little advantage in
total computation time. Once the virtual image is constructed for a single pixel in
the image for all the possible values of w, the error signal (error) is generated for
each image by evaluating the difference between the pixel value of the virtual image
and the pixel value of the original image for each of the images in the group. Then
the simple average of error is calculated over all the images. Among this average
value of error, the minimum value of error (di f fmin) is detected and the value of w
corresponding to the value of di f fmin is denoted as wopt for that pixel in the volume
image. The following graph shows the variation of this error signal (di f freg) with
the values of w for a single pixel. Also it is possible to see the minimum value of
di f freg and the corresponding wopt from the graph shown in Fig. 5.

Fig. 5 Plot of di f freg versus w showing di f fmin occurrence at wopt

The above computation procedure is then extended to all the 512 x 512 pixels of
the image. This is a time consuming computation process. The next stage was the
generation of synthetic noise signal. For evaluating the reliability and performance
of the estimator, noisy images need to be used. To achieve this, the noise-free im-
ages available need to be corrupted with artificial noise signals. The evaluation of the
estimator is done for two different types of noise namely the Gaussian noise and
the Speckle noise. The reason for the selection of this type of noise is that Gaus-
sian being the most common type of noise affecting any image signal and which is
independent of the image signal and also the total noise distribution due to many
different types of noise affecting an image can be well approximated as Gaussian.
On the other hand Speckle noise is an image-dependant signal. So the evaluation of
the estimator using these two types of noise can give a generalized as well as com-
prehensive performance evaluation for the most common types of noise affecting
CT scan images.

The Gaussian noise and the Speckle noise signals are generated separately and
the performance of the estimator is evaluated separately for individual type of noise
acting alone. The common property for both the synthetic noise signals was that the
mean of the signal is zero and the values of variance can be varied in such a way
that the noise power varies from very small values to 20% of the peak image signal
power. Also both the noise signals used are uncorrelated noise signals affecting
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each image in the image matrix independently. The following figures show typical
examples of noisy images used in the experiment and the distribution of wopt for
those values of noise variance.

(a) (b) (c)

(d)

Fig. 6 (a) showing the image with noise variance = 0. (b) shows the distribution of wopt for
the image in (a). (c) shows the image with Gaussian noise having variance = 0.02. (d) shows
the distribution of wopt for the image in (c).

3 Conclusion

We presented a noise estimation technique for detecting the noise levels in CT images
using the variability changes of the images at local regions in the image. The error
based learning approach indicates a local minimum on the parameter w that is best in-
dicative of the noise level in the images. Since proposed approach is local region based
approach it can be applied to detect backgrounds and also to segment out the images.
The method is useful to be applied on images detected from any given CT device, and
the parameter estimated each time when using a new device. The advantage of the
method is its relative simplicity and general applicability of its use in multi-modal
images. The disadvantage is the need to retrain the weights when the imaging device
is calibrated with progress in time. The future application of the method involve the
noise estimated of imaging regions with variations in real-time situations.
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Real-Time Hard and Soft Shadow Compensation 
with Adaptive Patch Gradient Pairs  
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1Abstract. This research emphasizes an approach toward real-time shadow com-
pensation for dark/thick/hard and shallow/thin/soft shadows of captured scenes. 
While humans are very good at estimating objects size, position, color, environ-
mental changes, movements irrespective of occlusions and noise and hence, are 
able to smoothly visualize the scene. But, computing machines often lack the 
ability to sense their environment, in a manner comparable to humans. This dis-
crepancy prevents the automation of certain real-time jobs and the shadows make 
it more cumbersome. Therefore, enhancement of shadow detected region patches 
with suitable compensation might change object detection and scene visualization 
more plausible. The authors examine the patch in shadow and non-shadow regions 
and make the best similar patch pair. These pair characteristics are used to recon-
struct both soft and hard shadow regions. However, the hard shadows do not have 
scene information below the shadow area, that is filled with adaptive gradient 
patch in-painting technique using close neighboring information. This proposed 
hybrid framework shows improvement in the overall image quality in terms of 
both qualitative and qualitative evaluations.   

Keywords: Hard shadow compensation, shadow in-painting, shadow extraction, 
image reconstruction, shadow restitution, De-shadowing, Image Enhancement. 
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1 Introduction  

In computer vision unexpected shadows always make object detection difficult, 
since shadow causes problems, such as occlusion, object merging and shape dis-
tortion [1]. Therefore, shadow extraction removal is important for object detection 
[2]. However, shadow field estimation is a challenging task, because it is difficult 
to tell if the change of a pixel value is caused by the texture or the shadow. 
Though several approaches to shadow removal have been proposed in recent 
years, still it is a nightmare.  Image ,  formed by reflectance ,  and 
Illumination ,  along with the spectral color components  . 

A classical approach to shadow removal in a single image is to identify the 
shadow edges, zero the derivatives of those pixels and then integrate to obtain a 
shadow-free image [3]. Alternatively, shadow regions can be removed by adding a 
constant factor in the log domain to the intensities enclosed within the shadow 
edge. These approaches produce good results when the shadow edges are sharp 
and the shadow occurs on a flat non-textured surface. However, poor results are 
obtained when shadows are on curved and textured surfaces. This is due to the fact 
that both textural information and surface gradient information existing at the 
shadow boundary are removed [4].  

 
 
 
 
 
 
 
 
 
 
Our approach finds scale factors (uniform and non-uniform), which are used to 

compensate the effects of shadows.  This method finds the scale factor of a sha-
dow region by sampling pixels along the shadow edge, and estimating the value 
that minimizes the difference between pixels out-side the shadow region and those 
inside it [5]. However, it still does not account for scenes containing curved sur-
faces with shadows, since the minimization of differences between the pixels on 
either side of the shadow boundary assumes that the shadowed surface is geometr-
ically flat in the penumbra region [6]. The authors use adaptive patch similarity 
based gradient in-Painting to compensate the missing information at hard shadow 
boundaries [7]. 

2 Proposed Methodology 

Many researchers suggested different techniques for compensating shadow   
regions. However, they can be put into two groups: invariant color property based 

 
  (a)                      (b)                        (c)                     (d) 

Fig. 1 (a) Umbra/penumbra (b), (c) Hard, soft (d) Static/dynamic Shadows
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algorithms [8, 9] and the algorithms that assume some prior knowledge of the 
scene, such as geometry, color ratios [10] or object properties within the scene. 
This research suggests a novel reconstruction stage for shadow compensation [11] 
once they have been detected by any kind of method. Any shadow detection algo-
rithm can be used for shadow region identification [6], since the proposed method 
is not confined to images with certain illumination and /or environmental condi-
tions and specific applications. This research uses hybrid methodology to detect 
shadows from the captured scenes. 

In general, when the geometry, intensity surface of the scene, is not con-
strained, the problem of finding the correct scale factor along with the surface in 
the penumbra region is ill-posed [12]. A priori assumption is introduced that the 
intensity surface in the penumbra region may locally act as a deformable thin plate 
in the shadow-free image [13]. In practice, these require that the first and second 
order directional derivatives of penumbra pixels in the shadow-free surface are 
continuous. Although this seems a strong requirement for all natural images that 
needs to be examined [3]. The scale factor is a value c that minimizes the follow-
ing energy functional of the reconstructed deformable thin plate F: 

   (1) 

Such that  and  are the data fitting error and the smoothness meas-
ure, respectively, given below: 

Ω , | , , , |     (2) 

Ω 2           (3) 

and , 0   ,     1                                    (4) 

And since ,  is assumed constant in the shadow region, , ,  is a point inside the shadow region but not the penumbra and equals 0 
elsewhere [3].                                                                                                                 

Consider an image  of size  and its gradient magnitude field . The    
gradient magnitude distribution image  is calculated as follows: ,     (5) 

where, ,  is the probability of the gradient magnitude at pixel ,  
in the scene. Adaptively thresholds t1 and t2 are chosen based on the closest simi-
larity patch (if found) else the helinger distance neighbourhood pixels with similar 
energy, but differencing in edge probabilities energy, is penalized in the current  
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patch. If a hard shadow with abrupt changing shadow boundary is detected. Then 
adaptive similar patch gradient information near the shadow boundary region is  
used for in-painting [14]. The approach to stitch the derivatives of the input 
patches, is given as follows:  

1. Compute the derivatives of the similar patch pairs         ⁄ , ⁄ , ⁄ , ⁄  and associate the prominent features of inter-
est in the shadow region. 

2. Stitch the derivative images to form a fields , .   is obtained by     

stitching  and  and  is obtained by stitching ⁄ , ⁄ . 

3. Find the patch gradients are closest to F. This is equivalent to minimizing   , , , , where , entire image area and U is an uniform image. 

The algorithm for shadow compensation algorithm is as follows: 

i. Using hybrid techniques (Geometry, physical, texture and photometric 
properties) identify the shadow and non-shadow regions. 

ii. Classify the shadow regions based on edge information as soft shadow or 
hard shadow by using fuzzy support vector machines based on crisp sha-
dow edge or progressive shadow edge feature [15]. 

iii. If hard shadows edge boundary is found compensate it with adaptive simi-
lar gradient patch pair from non-shadow region (named as adaptive gradient 
patch pair in-painting) [14]. 

iv. Else if soft shadow edge boundary is found, it is compensated with global 
and local non-uniform scale factors wherever it is applicable.  

v. Apply post-processing image enhancement techniques to the entire scene. 

3 Experimental Results 

Several real scenario shadow images were tested and their resulting shadow-free 
images produced by our algorithm are in good quality. The obtained shadow-free 
images are able to recover the effects, from hard and soft shadows [16]. The tex-
tural information is preserved by this approach and produces the plausible visual   
scene as output. The approach is tested under benchmark datasets [17] and various 
shadow-illness criteria. Additionally, the shadow region in the curved scenes ap-
pears lighter in the exposed area and darker in the unexposed area [8] and to de-
rive the correct scale factor on curved surfaces, gradient approach is used.  
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     Input Scene               Result              Input Scene               Result 

 

Fig. 2 Hard and Soft Shadow 

Table 1 Comparative performance analysis in terms of percentage of accuracy  

Data Set Our Approach (%) Avg. Accuracy (in%) by our approach 
PETSV6 95.41 

96.94 

Football 93.18 
CVC 98.12 
PETS 2000 94.14 
HERMS 92.14 
ATON 93.48 
GITECH 93.52 
IMRA 95.12 
AVSS 98.75 
SOR 94.66 
LSVN 95.59 
NEMESIS 96.73 
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Table 2 Accuracy Assessment Report 

Data 
Set 

TP FP FN Error POD 

Cvc 37403 25087 10529 874 96.00 
Pets 35938 23721 11313 1418 94.15 

Hallway 45950 17428 21383 4832 96.64 
Campus 87520 27731 59917 1133 92.56 
Caviar 31299 12369 17300 2841 91.43 

Note: TP-True Positive, FP-False Positive, FN-False Nega-
tive, SF-Splitting Factor, MF-Merge Factor, POD- Percen-
tage of Object Detection, QP- Quality Percentage 

 
 

 

Fig. 3 ROC Curves for Various Authors Proposals 

 

Fig. 4 PR Curves for Various Authors Proposals 

4 Conclusion 

In this paper, we presented a de-shadowing method that can handle images       
containing shadows, cast on different kind of surfaces. In the proposed method,    
shadow is removed by determining a shadow scale factor for each shadow pixel, 
and then adding these scale factors in the log domain. It also demonstrate that 
simply  calculating the non-uniform scale factor for shadow regions, from the 
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pixels adjacent to shadow edges can result in a high-quality shadow-free image, in 
which the textural information of the original image is preserved. The approach 
performs well, even for images containing shadows with wide penumbra and 
dense hard shadows. The overall accuracy (96.94 %) and quality of scene is suffi-
ciently high in comparison with the methodologies proposed by peer researchers. 
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Classification and Retrieval of Focal and Diffuse 
Liver from Ultrasound Images Using Machine 
Learning Techniques 

Ramamoorthy Suganya, R. Kirubakaran, and S. Rajaram 

1Abstract Medical Diagnosis has been gaining importance in everyday life. The 
diseases and their symptoms are highly varying and there is always a need for a 
continuous update of knowledge needed for the doctors. This forces lots of chal-
lenges as the diagnostic tools need to visualize organs and soft tissues and further 
classify them for diagnosis. One such application of diagnostic ultrasound is liver 
imaging. The existing approaches for classification & retrieval system have the 
following issues: speckle noise, semantic gap, computational time, dimensionality 
reduction and accuracy of retrieved images from large dataset. This paper propos-
es a new method for the classification & retrieval of liver diseases from ultrasound 
image dataset. The proposed work concentrates on diagnosing both focal and dif-
fuse liver diseases from ultrasound images. The contribution of this paper relies on 
the following areas. Speckle reduction by Modified Laplacian Pyramid Nonlinear 
Diffusion (MLPND), Mutual Information (MI) based image registration, Image 
texture analysis by Haralick’s features, Image Classification & retrieval by ma-
chine learning algorithms. The dataset used in each phase of the work are authen-
ticated dataset provided by doctors. The results at each phase have been evaluated 
with doctors in the relevant field.  

The CNR value for MLPND has improved 95% compared to existing speckle 
reduction methods. The MI based registration with optimization techniques to re-
duce the computation time & monitor the growth of the liver diseases. The results 
retrieved from different machine learning techniques indicate that the proposed 
methods improve the image quality and overcome the fuzzy nature of dataset. 

Keywords: Speckle reduction, Mutual information, Haralick’s features, machine 
learning algorithms, ultrasound liver. 
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1 Introduction 

A rapid development in the field of medical and healthcare sectors are focused on 
the diagnosis, prevention and treatment of illness directly related to every citizen’s 
quality of life. Image based medical diagnosis is one of the important research 
area in this sector. A large number of diverse radiological and pathological images 
in digital format are generated by hospitals and medical centers with sophisticated 
image acquisition devices. In the radiology department of the University Hospital 
of Geneva alone, the number of images produced per day in 2002 was 12,000, and 
it is still rising. NLF (National Liver Foundation), a voluntary and non-profit  
organization reported that liver diseases are one of the most common diseases  
in India, causing lakhs of deaths every year (Nimer Assy et al 2009). Image  
classification and retrieval has played a vital role in the field of medical domain.  

Ultrasound imaging has several advantages over other medical imaging modali-
ties. It is safe, relatively low cost, and allows real-time imaging. A major problem 
for handling the ultrasound liver images is the presence of various granular struc-
tures such as speckles. The analysis of ultrasonic images containing speckles will 
lead to the problem in texture classification. Most of the existing approaches use 
artificial neural network classifiers. But the accuracy of retrieving similar images 
consists of classifying more irrelevant images. The process of using machine 
learning is generally flexible and therefore a lot of decisions are taken in ad-hoc 
manner. The proposed approach consists of four phases: Image pre-processing, 
Image Registration, Feature extraction and classification & retrieval which are 
shown in Fig 1. 

 

 

Fig. 1 Systematic flow diagram of the proposed work 

The existing approaches for classification & retrieval system have the follow-
ing issues: speckle noise, semantic gap, computation time, dimensionality reduc-
tion and accuracy of retrieved images from large dataset. The main objective of 
this paper is to suggest appropriate methods at each phase in classification & re-
trieval mechanisms that will eliminate speckles present in the ultrasound images 
and reduce the “semantic gap”. This improves the accuracy of relevant retrieved 
images from database at a low computational time. The paper is organized as fol-
lows: Section 2 and Section 3 presents the Modified Laplacian Pyramid Nonlinear 
Diffusion (MLPND) for Speckle reduction and Mutual Information (MI) based 
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Image Registration. Section 4 proposed a Haralick’s Feature Extraction. Section 5 
gives Image Classification & Retrieval by Support Vector Machine with Relev-
ance Feedback, Hybrid Kohonen Self Organizing Map (HKSOM) and Fuzzy  
classifiers. Section 6 discusses experimental results and Section 7 draws the  
conclusions and provides the future research directions. 

2 Modified Laplacian Pyramid Nonlinear Diffusion 
(MLPND) for Speckle Reduction  

The speckle refers to the variation in the intensity of pixels due to several factors. 
Speckle degrades the quality of ultrasound images and thereby reducing the ability 
of a human observer to discriminate intricate details of diagnostic examination. 
The presence of speckle in a medical image would hide the necessary pathological 
information leading to improper results in diagnosis. Several research works have 
been reported in the literature for analyzing the speckle removal in ultrasound im-
ages. The main reason for using Diffusion based spatial filter is to suppress the 
noise and preserve fine details of edges in ultrasound liver images. Yu et al (2002) 
and Abd-Elmoniem et al (2002) introduced the concept of diffusion based spatial 
filter. The above couple of methods have common limitation in retaining subtle 
features like cyst, lesions in ultrasound images. Zhang et al (2007) presented a 
Laplacian pyramid-based nonlinear diffusion (LPND) method for log compressed 
data.  

The proposed work in this paper concentrates on improving the LPND model 
considering the multiscale analysis in anisotropic diffusion for improving noise 
suppression, edge preservation and retaining subtle features. MLPND speckle  
reduction method consists of two stages: Laplacian pyramid decomposition  
and pyramid reconstruction. Zhang et al (2007) used diffusivity function in Lapla-
cian pyramid nonlinear diffusion method. The proposed work uses a modified  
diffusivity function Ι as  Ι 1 Ι / 2 1  

and gradient threshold   of the aforesaid work. The choice of the gradient thre-
shold plays an important role in determining the parts of an image that will be 
blurred or enhanced in the diffusion process. The value of gradient threshold is es-
timated using the robust median absolute deviation (MAD) estimator. The des-
peckled image is then passed to image registration or feature extraction depending 
up on the user needs. 

3 Mutual Information Based Image Registration 

Medical Image Registration is the process of transforming different sets of medi-
cal image data into one coordinate system to monitor the growth of the liver dis-
eases. Peng Wen (2008) recommended a medical image registration based on 
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points, contour and curves. The limitation of the above approach is due to selec-
tion of correlation based registration leading to poor results.  But in ultrasound im-
age classification & retrieval system, Mutual Information (MI) based image regis-
tration plays an important role in monitoring the growth of the liver diseases that 
motivates this work.  

The fundamental technique for mono-modal image registration involves the fol-
lowing steps: (i) pre-processing by proposed S-Mean filter (Speckle Reduction by 
Anisotropic Diffusion (SRAD) and median) on both the target image and refer-
ence image (ii) calculating MI with the help of entropy values. MI is a statistical 
measure that based on the marginal and joint image intensity distributions P(I), 
P(T(J) and P(I, T(J)), I and J being the images, T(J) the image J transformed by T 
and can be written mathematically as follows: , , log ,

,  

(iii) Applying a rigid body transformation to relate the target image and (iv) Ap-
plying two optimization technique namely DIRECT and Nelder-Mead method in 
order to bring the computation time to utmost accuracy. The computation time of 
mono modal liver image registration is reduced by DIRECT method compared to 
Nelder-Mead method. 

4 Haralick’s Feature Extraction 

Medical images are usually fused, subject to high inconsistency and composed of 
different minor structures. So there is necessity for feature extraction and classifi-
cation of images for easy retrieval. Among visual features, texture is widely used 
for content-based access to medical images. Since the liver images belong to ultra-
sound modality, gray scale features are sufficient for extracting more relevant fea-
tures. The Gray Level Co-occurrence Matrices (GLCM) is found effective in tex-
ture analysis method for medical images. Haralick et al (1973) proposed a general 
procedure for GLCM for extracting textural properties in medical images. Lee et 
al (2003) had chosen fractal feature vector based on wavelet transform for classifi-
cation of ultrasonic liver tissue.  

The despeckled image is then passed into feature extraction phase.  Selecting a 
minimal set of features for classification helps in dimensionality reduction and im-
proves the retrieval speed of the system. The main objective of this work is to  
select the most discriminating texture features (parameters) for classification and re-
trieval. The Twelve Haralick’s textural features are Contrast, Energy, Correlation, 
Entropy, Homogeneity, Maximum probability, Dissimilarity, Angular Second Mo-
mentum (ASM), Mean, Variance, Cluster prominence, and Cluster shade. Gray 
Level Co-occurrence Matrices (GLCM) represents the frequency of all possible  
pairs of adjacent gray level values in the entire image. The above twelve  
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Haralick’s features are applied in two steps: (i) In the first step, the whole image is 
considered for the calculations (ii) In the second step, only the selected Pathology 
Bearing Region (PBR) is considered for calculations. The main advantage of 
GLCM features is its construction of co-occurrence matrices that characterizes the 
spatial interrelationships of the gray tones in an ultrasound image. Out of twelve 
features, five predominant features namely Contrast, Cluster prominence, Auto 
correlation, Cluster Shade and Angular second moment are selected by Correla-
tion Feature Selection (CFS) for classification. The selected features are fed into 
image classification & retrieval. 

5 Image Classification and Retrieval 

Most of the existing approaches use artificial neural network classifiers. But the 
accuracy of retrieving similar images consists of classifying more irrelevant 
images. The objective of this research paper  is to develop an efficient 
classification & retrieval system for both focal and diffused liver by three machine 
learning techniques namely Support Vector Machine with Relevance Feedback, 
Hybrid Kohonen SOM and Fuzzy classifiers. The research concentrates on 
improving the learning capabilities of the model considering the fuzzy nature of 
the dataset. 

5.1 Support Vector Machine (SVM) with Relevance Feedback 
(RF) 

The proposed work on SVM-RF is used to address the main issue- ‘semantic gap’ 
in image classification & retrieval. The objective of SVM-RF method is to classify 
whether ultrasound liver image is normal or diseased one. An input query image is 
fed into the proposed SVM-RF system. After image registration, feature extraction 
and feature selection, it is compared with liver images in the database pool and the 
resultant images will be retrieved. The results obtained with SVM are further im-
proved by applying the relevance feedback technique. In this research work linear 
kernel function for SVM based classification is utilized. Linear kernel function for 
binary classification of medical images K (K-1)/2 models are constructed, where k 
is the number of categories. SVM classifies both positive (normal liver) and nega-
tive (diseased liver) samples based upon the input query. The future iteration will 
be preceded by the physician to select appropriate images from the retrieved im-
ages by applying relevance feedback technique. The system will refine the re-
trieval results based on the feedback and present the new list of images to the user. 
Methods for performing relevance feedback using the visual features as well as the 
associated keywords in unified frameworks have been performed by reducing the 
semantic gap. For the large dataset with different stages of liver diseases, the clas-
sification is switched to unsupervised learning algorithm.   
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5.2 Hybrid Kohonen SOM 

For a large dataset, unsupervised learning algorithm called Hybrid Kohonen SOM 
(HKSOM) uses a neighborhood function to preserve the topological properties of 
the input space. In the proposed HKSOM method, the network architecture con-
sists of an input layer followed by a single competitive layer. Input layer consists 
of the six neurons where six Haralick’s feature values are extracted from the im-
ages. Each unit in the input layer is connected to single neuron in the competitive 
layer. The merits of HKSOM are as follows: Accessing input patterns and cluster-
ing them into groups of similar patterns by modified Best Matching Unit (BMU) 
W (t+1) =W (t) + θ(t) L(t) (V(t) – W(t))/2 & (ii) Handling higher dimensional 
medical data more efficiently. The key findings from this work attains that classi-
fication of liver diseases like hepatoma and hemangioma are clearly distinguished 
with the help of SOM, but some samples of the liver cyst and fatty is grouped into 
one cluster which denotes fuzzy nature of texture characteristics in liver dataset.  

5.3 Fuzzy Classifier 

As the ultrasound liver dataset namely liver cyst and fatty are fuzzy in nature, the 
above machine learning method- SVM-RF and HKSOM cannot provide accurate 
results. Hence this part of the work is modelled by using Fuzzy classifier. Juan et 
al (2011) proposed Fuzzy Object Relational Database Management System for 
flexible retrieval of medical images. Our proposed method consists of the 
following steps: (i) Pre-process the query image by MLPND with and calculate 
entropy value for texture analysis (ii) Fuzzify the values by triangular membership 
function and identify its range for liver cyst, fatty and normal. (iii) Apply fuzzy 
classifier to compare the query value with the database and retrieve its result. In 
order to handle with the imprecision and overlapping bounds, fuzzy classifier is 
implemented, that reduces the misclassification error and improves 100% of 
retrieval accuracy. 

6 Experimental Results: 

The experiment is carried out with 2D ultrasound liver image dataset collected 
from GEM Hospital, Coimbatore. Each of these images is a clinical raw image 
taken for diagnosis or treatment purposes. The results in this research work have 
been evaluated with doctors in the relevant field. This dataset is formed from 300 
cases; 60 cysts, 45 cavernous hemangioma, 66 normal livers and 41 hepatoma, 40 
fatty liver and 48 Cirrhosis liver images. The performance measure of MLPND for 
speckle reduction is evaluated based on the contrast to noise ratio (CNR) is shown 
in Table 1. From the Table 1, it is inferred that the image clarity is not affected but 
improved using MLPND in comparison to existing speckle reduction methods. Fig 
2 shows the resultant image of applying MLPND on input liver image 



Classification and Retrieval of Focal and Diffuse Liver  259 

 

Table 1 Comparison of CNR values for liver images using Modified LPND with existing 
Non-linear Diffusion Filters 

Liver Diseases 
Filters Normal Cyst Hemangioma 

 
Hepatoma 

 
Fatty Cirrhosis 

Noisy 4.45 5.34 5.90 4.40 6.12 6.23 
ND 9.45 11.87 17.10 9.18 9.20 10.92 

SRAD 9.41 11.36 18.57 14.18 15.23 16.01 
LPND 9.46 10.89 19.01 14.63 15.61 16.94 

Modified 
LPND 

10.84 12.34 19.22 15.29 17.52 18.11 

 

 
Fig. 2 Resultant image of applying MLPND on input liver image 

During classification and retrieval, if the patient want to know about his history 
from the database which is already stored in ultrasound modality, his new ultrasound 
image is undergo the process of MI based image registration technique. The compar-
ison of performance measure for MI & Correlation Coefficients (CC) similarity 
measures are shown in Table 2. Fig 3 shows that the rigid body transformation on 
MI -Mono-modal Ultrasound liver images. The performance of the two optimization 
techniques namely DIRECT and Nelder-Mead method has been compared & in-
ferred that the computation time for DIRECT method is 0.719sec that produce op-
timal solution compared to Nealder- Mead method that computes 0.980sec for 50 
iterations. DIRECT method is very well suited for clinical applications. 

Table 2. Comparison of Mono-modal liver image registration by correlation coefficient and MI 
based method 

Liver 
images 

 

Rotation (degree) 
Rigid Body Transformation 

Before 
Registration 

CC MI 

 Target  
Image (US) 

Reference 
Image (US) 

After Registration 

Cyst 2 0 0.4423 0.4473 0.5658 

Hepatoma 2 0 0.5012 0.5639 1.9598 

Hemangioma 2 0 0.3367 0.4342 1.4821 

Fatty liver 2 0 0.5174 0.5174 1.5003 

Cirrhosis 2 0 0.4198 0.4667 1.5322 
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       (a) Source image          (b) Target image        (c) Rotated image         (d) Matched image 

Fig. 3 Rigid body transformation on MI -Mono-modal Ultrasound liver images  

The experimental results for Haralick’s texture feature extraction are discussed 
as follows: For fatty liver the value of cluster shade is around 75.5±0.6 and cluster 
prominence is about 1.75E+03. For cirrhosis liver, the value of ASM value should 
lay between 0.632-0.652. The analysis of the obtained results suggested that 
diseases like Cyst, Fatty Liver, and Cirrhosis could be diagnosed with minimal 
features and reduced overall retrieval time. 

In image classification and retrieval, Relevance feedback algorithm is incorpo-
rated with SVM to improve the accuracy of retrieval of relevant images from 150 
images in database. For large dataset (i.e. 300 liver images), the experiment is car-
ried out with HKSOM. It consists of training set and separate mapping set for the 
classification algorithm by segmenting sample regions of three patterns: liver cirr-
hosis, hepatoma, and cavernous hemangioma. Pathology Bearing Regions (PBRs) 
of size 23×23 pixels for each kind of patterns is sampled. The output from  
Kohonen SOM layer is passed to Multi-Layer Perceptron (MLP) to classify the 
abnormal liver images into Cirrhosis, Hepatoma and Hemangioma, by means of 
Kohonen map. By using HKSOM, classification of ultrasound liver images is 
achieved 96% correctly. However this result can vary with large number of dataset 
containing different types of speckle noise. HKSOM uses Modified BMU to pre-
serves the topological properties of the liver diseases like cirrhosis, hepatoma and 
hemangioma. But some samples of the liver cyst and fatty are grouped into one 
cluster which denotes fuzzy nature of texture characteristics in liver dataset. The 
Fuzzy classifier is implemented to overcome this issue. Triangular membership 
function is used to classify images like cyst and fatty which are fuzzy in nature. 
The experimental dataset used in the fuzzy classifier consists of a set of ultrasound 
liver images that include: Normal Images-40, Cyst-20, and fatty liver-25. The en-
tropy range of normal, cyst and fatty liver were found to be ranging from 4.3-5.8, 
4.1-6.2, and 3.3-5.4 respectively. From the entropy values it is concluded that for 
an image that has the entropy value of 4.1, it cannot be decided whether it has a 
cyst or fatty deposits. Therefore, to handle with the imprecision and overlapping 
bounds, fuzzy based classifier is implemented, that reduces the misclassification 
error. Results illustrate that the system developed in this paper significantly  
improves 100% the overall retrieval quality compared to the previous existing  
systems which is shown in Table 3. 
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Table 3. Comparison of Retrieval accuracy rate with different machine learning techniques  

Machine learning techniques Retrieval Accuracy rate 

SVM with Relevance Feedback 72.1% 

Hybrid Kohonen SOM (HKSOM) 96% 

Fuzzy classifier 100% 

7 Conclusion  

This paper in overall has suggested an efficient framework for performing classi-
fication & retrieval of ultrasound liver images. Appropriate techniques have been 
selected at each phase namely – Pre-processing for Speckle reduction, Image reg-
istration, Feature extraction, Image classification and retrieval. The proposed work 
has the advantage of combining image registration for growth monitoring of liver 
diseases and retrieval of fuzzy nature of liver dataset. The result has been eva-
luated at each phase by Doctors in the relevant field. This work in overall propos-
es a more automated decision making system. More focus in this research has 
been in classification approaches for automated decision making system. Retrieval 
is part of the classification mechanism in each phase of the research, without con-
centrating on content based retrieval algorithms. The future enhancement of this 
paper is to develop a complete web interface system integrating the challenges in 
handling medical image modalities could be presented. 
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Tampered Image Reconstruction with Global 
Scene Adaptive In-Painting  

Ravi Subban, Muthukumar Subramanyam, Pasupathi Perumalsamy, R. Seejamol,  
S. Gayathri Devi, and S. Selva Kumar  

1Abstract. The objective of in-painting is to reconstruct the mislaid region of an 
image. This paper presents a new in-painting algorithm from the goodwill of Ex-
emplar-based Greedy algorithms, which consist of two phases: making a decision 
of filling-in order and selection of good exemplars for the damaged regions. The 
proposed method overcomes these tribulations with the protection of edges, tex-
tures and also with lesser propagation error. This scheme upgrades the filling-in 
order that is based on the combination of priority terms, to encourage the early 
synthesis of linear structures. The subsequent contribution helps sinking the error 
propagation to an improved detection of outliers from the candidate patches. The 
proposed methodology is well suited in terms of both natural and artificial images 
with plausible output. This scheme dramatically outperforms earlier works in 
terms of both perceptual quality and computational efficiency. 

Keywords: Curvature Driven Delusion, Exemplar based Approach, Texture  
Synthesis, and Structure Synthesis. 

1 Introduction  

The process of repairing the damaged regions or modifying the regions of an im-
age into a non-detectable form is known as digital image in-painting [31]. Digital 
image in-painting  has a variety of applications such as restoration of damaged old  
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Fig. 1 Example Applications a) Texture Removal b) Scratch Removal c) Object Removal 

printing materials and old photographs, error recovery of images and videos, mul-
timedia editing and replacing large regions in an image or video for privacy  
protection ,creation of special effects to images and for instance specific object 
removal [35]. The main theme of the image in-painting is to alter the scratched 
regions of an image or video, so that the in-painted region is smooth to a neutral 
observer [18]. Therefore, image in-painting restores the lost information from the 
images, so that the image after in-painting looks natural [40]. There are many 
causes for the information loss in images, for instance, transmission loss, acciden-
tal damages or corruption of art works/photographs due to aging effects or damag-
es caused by occlusion. Image information can be classified into structure, texture 
and color [34]. Zhou and Zheng proposed an adaptive size patch based in-painting 
algorithm using gradient angle histogram. It solved the optimization problem by 
determining the optimal size of each patch [19]. Liu et.al derived an adaptive in-
painting method using local similarity and gradient magnitude [17].  

 

 

Fig. 2 (a) Tampered Image (b) In-painted Image (c) In-painting Problem (d) In-painting 
Methodology 

2 Literature Review 

There are many research proposals available for image in-painting or region filling 
problem. The prominent works are discussed below. An effective and simple algo-
rithm of texture synthesis by non parametric sampling was proposed by Efors and 
Leung. It is based on Markov Random Field and texture synthesis. But, this algo-
rithm is very slow because the filling-in is being done pixel by pixel [3]. Jing Xu 
et.al implemented the 8 neighborhood Fast sweeping Method removes the text and 
hidden errors on video [22]. This method is fast and feasible only for normal 
scenes. The method of nearest point and fast sweeping method is proposed by 
Tsai, which works with the distance between pixels [8]. A Curvature Driven  
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Delusion (CDD) is proposed by Chan and Shen use the Euler elastic encapsulate 
for both CCD in-painting and transportation in-painting [7]. Another algorithm for 
texture synthesis is introduced by Criminisi et.al, for filling the edges based on 
priority [12]. Fast Texture synthesis method using tree structured vector quantiza-
tion algorithm is created by Wei and Levoy. Though it is efficient, in specific 
scenes and also produces high quality fineable textures [4, 5]. But, the Partial Dif-
ferential Equation (PDE) needs lot of iterations before reaching the convergence 
and it is computationally expensive. Jiying-Wu developed a cross isophotes, ex-
emplar based in-painting algorithm based on the analysis of anisotropic diffusion 
[14, 36]. Wong projected a non-local means approach for exemplar inpainting 
algorithm, inferred by a non local mean set of candidate patches [20]. Roth and 
Black proposed a framework for learning image priors based on prior models 
[13,15]. The diffusion technique used for denoising approaches , is also applied to 
repair the damaged images. Bertalmio et al. developed a method which combines 
the advantages of partial equations and texture synthesis, decomposed into struc-
ture and texture component [6, 11]. Chen and Williams extended the idea to 3D 
images by calculating a linear warped between corresponding 3D points of two 
scenes and interpolated for views. The author also derived an in-painting model by 
considering the image as an element of the space of bounded variation (BV) im-
ages, endowed with the Total Variation (TV) norm. The solution of the in-painting 
problem comes from the minimization of an appropriate function over the region. 
The curvature and the connectivity principle according to the human eye principle, 
helps to reconstruct the broken edges. Their research tries to deal with both holes 
and visibility ordering [2, 33]. Zhaolin-Lu proposed Exemplar based image com-
pletion algorithm, in which the size of image patch can be decided by the gradient 
domain. The filling priority is decided by the geometrical structuring.  The known 
region instead of a single (best) match patches used as a feature of the image, es-
pecially in the curvature and the direction of the isophotes[23]. It introduces a 
better patch-matching scheme, which incorporates the curvature and color of the 
image. The determined source template is copied into the destination template and 
then the information of the destination template is updated [26]. Shen, et al, pro-
posed a patch based in-painting scheme, which distinguishes the damaged areas 
and non damaged areas based on structures and textures of frame work and also 
redefine confidence and illumination variation[21]. It is robust to the direction of 
the full-front. The method spreads the isophotes. It combines at the bounda-
ries/edges of the in-painting region, which is proposed by Bertalmio et al. This 
method preserves the arrival angle and smoothens the inside region. It is used in 
the same on text of copying the natural process to present a very simple algo-
rithm[25]. It efficiently synthesizes a wide variety of textures. The input consists 
of an example texture patch and a random noise image with size specified by the 
user [5, 28]. Masnou and Morel implemented their method to the early related 
work under the word “disocclusion” rather than in-painting was done [10].  
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Another in-painting model is proposed by Mumford and Shah, which takes extra 
care of the edges on the functional to be minimized [1]. Esedoglu and Shen made 
extension for curvature model that was proposed by using the Euler’s elastic [9]. 
Muthukumar et al. proposed algorithms for removing objects and in-painting 
damaged regions with patch based methodology. It is used in both one and two 
dimensional images. It improves the efficiency of filling, by Poisson method. To 
improve the computational cost successive elimination algorithm is employed to 
obtain global optimal solution for two dimensions and also proposed a methodol-
ogy of adaptive patch based image in-painting for tampered natural scenes [27, 
29]. They also analyze various techniques of in-painting [37]. Exemplar based 
algorithms have been proposed with adaptive patch size, to perk up the excellence 
of filling outcome with fast processing. This scheme reduces the computation time 
and produces better performance than other methods used in the literature [24]. 

3 Methodology 

In existing Exemplar-based methods, it is assumed that texture patterns in the 
source region are distinguishable with appropriate patch size.  They are not appro-
priate to fill the part of a target regions’ structure and texture information. If the 
size of each patch is too large, structure may be incorrectly reconstructed. On the 
contrary, if the patch is too small, it is time consuming to synthesize a large region 
that has similar texture patterns [41]. The scheme is based on the fact that natural 
images may contain redundant information. Greedy in-painting using exemplars, 
also known to use patches,  that consist of two major steps: select the patch to be 
filled and promulgate the texture and structure. The prior step chooses patches 
with linear structures, by giving them higher priority order. The latter has related 
to the selection of the k-most similar patches from which the information is co-
pied. These two steps are iterated until the holes in the image are fully restored 
[40]. The global in-painting optimization problem with a message passing to make 
the solution sequential, a scheduling is proposed that requires the computation of 
many distances at the initialization process. More precisely, for each patch located 
at the boundary between the known and the unknown region, the distance between 
this patch and other known patches have to be computed [32]. Let Ω stands for the 
region to be in-painted, and for its boundary. Intuitively, the technique proposed 
will prolong the isophote lines arriving at δΩ, while maintaining the angle of “ar-
rival.” We precede drawing from δΩ inward in this way, while curving the pro-
longation lines progressively to prevent them from crossing each other. 

3.1 The Proposed In-Painting Algorithm 

The robust in-painting algorithm based on region segmentation, can in-paint dam-
aged regions, as well as remove the objects. A segmentation map provides local  
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texture similarly and dominant structure region. It adaptively chooses weighting 
parameter values of the robust priority function for each segment with boundary 
information of a segmented image map.  

The foremost method constructs a segmentation map M using an input image 
I, where a target region T is manually selected. Then, it determines factor values 
of the robust priority function, in which factor values are chosen for the robust 
priority function.  To choose suitable factor values to reflect properties of every 
segment, the Difference of Gaussians (DoG) is used. In the robust exemplar in-
painting step, the proposed method computes the priority of target patches using 
robust priority function and searches the best matching source patch using  
Criminisi algorithm. To improve the efficiency of the proposed algorithm, we use 
adaptive patch size selection globally and search region reduction locally. 

 

 

Fig. 3 Block diagram of proposed method 

Detecting Global Structure 

A window based pattern matching, is used to detect global structures in the target 
area, instead of a pixel-wise gradient. A pattern selected as a form of rectangular 
window. A set of projection kernels applied on the regions near border line of 
target area. The projection results are combined with the priority function. This 
approach reserves restoration of global structures with higher priority and has 
noise immunization caused by local gradients. It reduces the rate of zero conver-
gence of the confidence term 

Propagating Texture and Structure 

Once the patch with maximum Ψp priority has been selected, the next step is to 
synthesize its missing region Ψp ∩Ω. This is achieved by searching K similar 
patches Ψqi, where Ψqi ε Ω and i=1,2,3,4…..,k to the patch to be filled Ψp. Then 
the unknown region of Ψp, is filled with equivalent extracted from the K similar 
patches Ψqi, eg using a linear combination or simply use the information from the 
best match [16]. 
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Robust Exemplar in-Painting 

The exemplar based approach consists of two basic steps, in the first step priority 
assignment and the second step consists of the selection of the best matching patch 
[38]. The exemplar based approach samples the best matching patches from the 
known region, whose similarity is measured by certain metrics, and pastes into the 
target patches in the missing region[. Exemplar based in-painting iteratively syn-
thesizes the unknown region, i.e., target region, by the most similar patch in the 
source region [39]. 

Convert to Buffered Image 

The regions that use these images, first convert them from that external format 
into an internal format. A Java 2D support loading these external images formats 
into its Buffered Image Format using its image I/O API which is in the ja-
vax.image.io package. Image I/O has built-in support for GIF, PNG, JPEG, BMP. 
Image I/O recognizes the contents of the file as a JPEG format image, and decodes 
it into a buffered Image which can be directly used by Java 2D 

Image Segmentation 

The local segmentation approaches may produce better separations for compli-
cated or detailed regions. Here, a local window (small area of image) is used over 
a segmentation region to perceive a need for more segmentation iterations. In this 
way, the image is segmented hierarchically until each object region becomes 
smooth. As a result, the segmentation of the main structures is kept, and the de-
tailed structures are detected. The most important advantage of this approach is 
that the segmentation result does not depend on the initial conditions and the me-
thod is relatively fast.  

Detecting Global Structure 

A window based pattern matching is used to detect global structures in the target 
area, instead of a pixel-wise gradient. A pattern can be given as a form of rectan-
gular window. A set of projection kernels is applied on the regions near border 
line of target area. The projection results are combined with the priority function. 
This approach reserves restoration of global structures with higher priority and has 
noise immunization caused by local gradients. It reduces the rate of zero conver-
gence of the confidence term. 
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Fig. 4 Flow chart for proposed method 
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Filling Order 
The most popular idea hitherto is propagating linear structures and then textures, 
in such a way that the formations of major peninsulas in the fill front are avoided.  
According to the filling order, the method fills structures in the missing regions 
using spatial information of neighboring regions. This method is an efficient ap-
proach for reconstructing large target regions. The filling order definition, is better 
encouraging the propagation of structures before the synthesis of textures 

4 Results and Discussion 

The proposed priority that utilizes the similarity of neighboring source patches, 
assigns priority to the structures in a more robustly way, that preserves the edge 
continuity and the texture consistency. The proposed algorithm achieves more 
pleasant results that align with the human visual perception. It takes an average 
of 15sec to fill in the missing region with 1025 missing pixels in the degraded 
image ∑ ∑ ,  ,                              (1) 

10                                                    (2) 

Table 1 Comparison of previous and proposed method (min) 

 Patch on 
Corner 

Patch on 
Edge 

Patch on 
Regular 
Texture 

Patch on 
Flat region 

Previous 
Method 

 
3.719 

 
0.518 

 
3.530 

 
0.330 

Proposed 
Method 

 
0.080 

0.064 
 
0.011 

 
0.002 

Table 2 Qualitative analysis Metrics (dB) 

Images 
  

PSNR/ 
SSIM 

30.336 / 
0.9977  

33.136 / 
0.996 

34.398 / 
0.9995 

33.331 / 
0.9998 

33.806 / 
0.997 

 Computa-
tion Time 2:16 1 : 12 0 : 26 0 : 31 2:47 

 



Tampered Image Reconstruction with Global Scene Adaptive In-Painting 271 

 

 

Fig. 5 a) Input b) Histogram of  a c) previous output d) hist of c e)Proposed method f) Hist 
of e 

5 Conclusion 

This proposed method connects the curves in a smooth manner and gives more 
visually plausible filling result. It determines the suitable patch size and selects 
candidate source regions for reducing unnatural artifacts. The proposed method 
produces good results for in-painting the multiple and large missing region in 
complex backgrounds also. This algorithm fills the target region on an average 2 
seconds, on a Pentium IV, 2.52GHz, 1GB RAM whereas similar methods, with 
the nearest in quality requires approximately 22 seconds. This algorithm can in-
paint both structure and textures of images. It is efficient in terms of reduced  
computational cost and the time required for in-painting tampered regions. The 
experiments show that our proposed scheme is capable of effectively maintaining 
the texture consistency and the edge continuity for a good visual quality. Moreo-
ver, the method is robust to the high-frequency components such as artifacts in the 
priority assignment.  
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Gray Level Image Enhancement Using Cuckoo 
Search Algorithm 

Soham Ghosh, Sourya Roy, Utkarsh Kumar, and Arijit Mallick 

1Abstract. In this work we have assessed the capability of a new optimization 
algorithm – the Cuckoo Search algorithm in tuning the image enhancement func-
tions for peak performance. The assessment has been conducted in comparison to 
two of the old optimization algorithm aided enhancement, namely, Genetic Algo-
rithms and Particle Swarm Optimization and previous enhancement techniques 
Histogram Equalization and Linear Contrast Stretch techniques. Results have been 
assimilated in this paper and conclusions have been drawn keeping the fitness of 
image and number of edgels in enhanced image as the benchmark. The results 
have illustrated the capability of Cuckoo search algorithm in optimizing the en-
hancement functions. 

Keywords: Cuckoo Search Optimization, Edgels, Enhancement, Image fitness, 
Levy flight, Metaheuristic Algorithm. 

1 Introduction 

Images are one of the most important modes for transmission and presentation of 
information. Various areas such as biomedical science, fault detection, machine 
learning, etc. mainly use images as input [7, 8, 12, 13]. It is therefore necessary 
that we be able to produce and transmit images which are uncorrupted. Also, it is 
important to ensure that the information required for a particular process is easily 
available from them [7, 8, 12, 13]. 

One may obtain many kinds of relevant information from an image. For exam-
ple, a task may require calculation of intensity from an image, whereas, in another 
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problem, we may be interested in highlighting the edges of an image. In such 
cases, images need to be transformed from one form to another such that the re-
quired features are emphasized, whereas those which are not required are either 
removed or reduced [7, 8, 12, 13]. Image processing enables us to achieve such 
results. The enhancement of an image is one such category under image 
processing [7, 8, 12, 13]. 

One fundamental property of every image, irrespective of what type it is, is that 
it is always in a discrete form. The smallest undividable part of an image is called 
a pixel. The pixels are function of spatial coordinates of an image represented as 
[7, 8, 12, 13]: 

 =( , ) (1) 

Where x and y are spatial coordinates of the image. The value returned by this 
function is the value of the pixel. This value may be anything from the intensity of 
the image at that point to grayscale value (in case of monochromatic image). 
Every image processing technique is essentially an application of the mathemati-
cal function at each pixel and/or its surrounding pixels [7, 8, 12, 13]. Every tech-
nique aims at drawing information from the pixel and its surrounding pixels, and 
then generating a new value for the subject pixel. 

Image enhancement, as the name suggests, is a class of image processing op-
erations which aims at producing a digital image which is visually more suitable 
as appearance for its visual examination by a human examiner or machine [7, 8, 
12, 13].  
A major problem that once use to lie with image processing, in this case with 
image enhancement, is that a human was needed to judge whether an image was 
suitable for the required task or not [7, 8, 12, 13]. There was no specific bench-
mark against which the measurement of enhancement could be drawn and only a 
human could evaluate a processed image as being suitable for the purpose [7, 8, 
12, 13]. 

The problem of eliminating a human interpreter was finally solved with the  
introduction of metaheuristic algorithms and genetic programs [1, 2, 3, 4]. The 
algorithms/programs would improve the enhancement functions and allow the 
functions to work optimally or as restricted by the user to produce the desired 
results. In one of the works, C. Munteanu & A. Rosa [2] have demonstrated  
the application of genetic algorithms to overcome the problem of a human judge 
to a large extent and also shown the improved capability of enhancement functions 
in transforming images. Such works have been instrumental in introducing  
metaheuristic algorithm aided enhancement operations. 

As further developments were made in the area of metaheuristic algorithms, it 
was found that as the algorithms became more capable, the efficiency of the func-
tions increased too. The genetic algorithm (GA) was followed by particle swarm 
optimization (PSO) and then cuckoo search optimization (CSO). 

As we are trying to display the power of CSO based optimization for enhance-
ment function, in this work we have also generated results for some classical  
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enhancement techniques Histogram equalization (HE) and Linear Contrast Stretch 
(CS) techniques. These algorithms do not include any other metaheuristic  
algorithms. 

In our work we have taken the aid of a novel algorithm known as the Cuckoo 
Search Optimization (CSO)  [5, 6, 9]. The algorithm’s efficiency is compared to 
the other algorithms and conclusions are drawn from the results illustrated. The 
CSO has shown to be more efficient at tuning the enhancement functions com-
pared to the other metaheuristic algorithms. In this work the resultant images have 
been shown after subjecting to the algorithms mentioned and the details for com-
parison of these generated images have been presented. The results clearly display 
the CSO algorithm’s capability. 

2 Enhancement Functions and Their Related Equations 

The transformation function for the enhancement generates a new intensity value 
based on the intensity value of each pixel of the original image. These intensity 
values generated correspond to each pixel of the enhanced image. We also require 
a function which will determine the quality of the enhanced image, known as the 
evaluation function or criterion [4, 7, 8, 12, 13]. 

2.1 Transformation Function 

In this case, we use a function that inputs the intensity value of each pixel of a P x 
Q image to produce an enhanced image. P is the number of columns and Q the 
number of rows of the image pixels. Local enhancement methods are used to ap-
ply transformation functions based on gray-level intensity, in the neighborhood of 
every pixel in an image.  

The transformation equation is given by: , , , . , ,                     (2) 

Here 0.5 < k < 1.5, a , b  , c  , with , ,     

Where σ(x, y) and m(x, y) are the local standard deviation and mean computed 
in the neighborhood centered at (x, y). M is the global mean of the image. F(x, y) 
And g(x, y) are the input and output grayscale intensities of the image used for 
enhancement. The ranges of a, b, c, k are given above. For a given pixel of an 
image, all the variables in g(x,y) are known. The values of a, b, c and k are chosen 
as needed. So the value of the transformation function depends entirely on them. 

The formula for local mean about an n X n window is given by: ,  ∗ ∑ ∑ ,                                           (3) 

And the formula for standard deviation is given by: 
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, ∗ ∑ ∑ , ,                       (4) 

The global mean of the image is given by: 

∗ ∑ ∑ ,                                      (5) 

2.2 Fitness Function 

In order to properly obtain the results of image enhancement, a function is re-
quired which objectively measures the fitness, i.e. the quality of the enhanced 
image without human interaction. An enhanced image must have a high intensity 
of the edges for the optimization technique to be successful. Hence the fitness 
function must be proportional to the intensity obtained [4, 7, 8, 12, 13]. Also, a 
good enhanced image must have a high number of edgels, i.e. pixels belonging to 
that edge. So the number of edgels is also proportional to the function. However, 
these criteria are not sufficient to determine the degree of enhancement of the 
image. This is due to the fact that a function that is proportional to number and 
intensities of edgels might be skewed towards an image that doesn’t have a natural 
contrast.  In order to avoid this, the entropy of the image is also taken into consid-
eration. The fitness function described below is seen to be a good fit for evaluation 
of image enhancement: log log ∗ _ ∗ ∗                (6) 

Here F(J) is the fitness function. I(J) is the image obtained after the transformation 
function is applied. The parameters a, b, c and k are given by the particle as J= (a 
b c k). E(I(J)) is the sum of intensity of edges. In this equation, it is obtained using 
a Sobel edge detector. Other operators such as Canny are also available [4, 7, 8, 
12, 13]. The edge detector used in this case is an automatic threshold detector. The 
Sum of the intensity of the edges is calculated using the following formula: ,  ,                                    (7) 

Where, , 1, 1  2 1,  1, 1 1, 1  2 1,  1, 1  , 1, 1  2 , 1  1, 1 1, 1  2 , 1  1, 1  
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The equation for entropy of the image is given as: ∑ log                                            (8) 

Where  is the probability of occurrence of  intensity value of the enhanced 
image. 

3 An Introduction to Cuckoo Search Optimization 
Algorithm 

Metaheuristic algorithms have been developed by drawing inspiration from natu-
rally evolved systems. The very fact that these natural systems have developed 
after millions of years of evolution and that they are as efficient as possible has 
tempted researchers to observe the patterns in these systems, and design and simu-
late algorithms based upon the systems. These algorithms are generally used in 
solving non-linear problems having huge number of constraints where a linear 
approach would either be extremely difficult or impossible to implement.  

The Cuckoo Search Algorithm is a newly developed metaheuristic algorithm. It 
was developed and presented by Xin-She Yang and Suash Deb [5, 6, 9]. They 
were inspired by the unique breeding behavior of cuckoo birds, and used the con-
cept in their development of the optimization algorithm. They also integrated the 
concept of the Levy flight of certain birds into this algorithm [9]. 

Most metaheuristic algorithms are imitations of a system already existing in na-
ture, such as Particle Search Optimization.  The most important aspects of these 
systems which are used in developing new algorithms, such as cuckoo search, are 
intensification and diversification. Intensification can be represented as the ability 
of the algorithm to generate the best possible outcomes after every major phase 
and Diversification as the ability of the algorithm to cover the entire breadth of the 
objective function as quickly as possible[5, 6].  

In Cuckoo Search algorithm, the best results, which survive after every phase, 
are generated by imitating the breeding pattern of the cuckoos. The extent of the 
range of optimization in the enhanced image for the next iteration is generated 
using the Levy flight distribution [5, 6]. The salient features of the cuckoo repro-
duction behavior and Levy flight mechanism and its analogy with the optimization 
algorithm is described below- 

• Each cuckoo lays one egg at a time, and dumps its egg in a randomly chosen 
nest. 

• The top nests containing the highest quality of eggs will carry over to the next 
iteration. 

• The number of vacant host nests is fixed, and the egg laid by each cuckoo may 
be discovered by the host bird with a probability 0,1 . [5, 6] 

Here, one of the eggs laid by the cuckoo represents a new solution to the search 
algorithm. Before advancing to the next stage, a distribution function determines 
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the number of surviving eggs. The new number of eggs serves as the populace for 
the next iteration. Higher the number of iterations, the better the optimized result 
obtained. The iterations keep running until some required optimization value is 
reached [5, 6]. 

The Cuckoo Search Algorithm uses Levy flight distribution for random-walk 
search. The distribution is based on the random flight pattern displayed by birds. 
The flight patterns are random and isotropic in nature and are punctuated with 
sudden right-angled turns. In mathematical terms, the Levy flight is a succession 
of random steps having a heavy tailed probability distribution. The next step of the 
bird utilizing Levy flight pattern depends on its present state and the length of its 
next step. This distribution gives the input for the next iteration of the search algo-
rithm [5, 6]. Therefore, each iteration gives a different value of the distribution. 
Mathematically, if f(x) is the number of solutions in the  stage, then1  . 

The pseudo-code for Cuckoo Search is given by: 

─ Objective function f(x), , … . , ; 
─ Initial a population of n host nests  (i = 1, 2... n); 
─ While (t <MaxGeneration) or (stop criterion); 
─ Get a cuckoo (say i) randomly by Levy flights; 
─ Evaluate its quality/fitness ; 
─ Choose a nest among n (say j) randomly; 
─ If ( ), 
─ Replace j by the new solution; 
─ End 
─ Abandon a fraction ( ) of worse nests 

[And build new ones at new locations via Levy flights]; 
─ Keep the best solutions (or nests with quality solutions); 
─ Rank the solutions and find the current best; 
─ End while [5, 6] 

4 Procedure 

We require the enhanced grayscale image as the output, for a given input grays-
cale image. For obtaining the enhanced image, the transformation function defined 
earlier is used on the basis of both local and global parameters of the input image, 
namely, local and global mean, and standard deviation of the input image. This 
transformation function contains the parameters a, b, c, k, which are varied in 
order to obtain the best possible result, that is, a better enhanced image.  

The tuning of the parameters a, b, c, k is carried out using the Cuckoo Search 
Algorithm, in order to maximize fitness of the function. Directly using the  
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transformation without tuning would be possible, but the results obtained might 
not give more detail. Hence the need for Optimization, which is carried out using 
CSO. Similarly, we have used other algorithms GA and PSO to optimize the pa-
rameters a, b, c, k and used classical HE and CS algorithms to compare the results 
with CSO. The use of CSO facilitates the optimization of the transformation func-
tion, and hence gives various values of a, b, c, k. The algorithm searches the entire 
breadth of the function and returns the set of values required for the maximization 
of the fitness evaluation function.  The fitness evaluation function is calculated 
using the sum of intensities of the edges of the image, as well as the entropy and 
number of edge pixels (edgels). This gives a measure of how well the image en-
hancement has been done. The results obtained using CSO is then compared to 
those obtained using different algorithms such as PSO and GA based enhancement 
and HE and CS enhancements. CSO algorithm has been found to be efficient and 
less time-consuming than PSO, GA, HE and CS. The comparison is shown in 
tabular form, along with the input images, and the final enhanced images.  

The initial values of the parameters used in the Cuckoo Search Algorithm are as 
follows: 

1.  The number of nests= 25 
2.  Discovery rate of Alien eggs per solution= 0.25 
3.  Number of eggs per nest= 1 

5 Results 

The method described previously is applied to various grayscale images. The 
results obtained for the images are displayed in this paper in Figure 1. In order to 
judge the capability of this cuckoo-search based enhancement method, we have 
compared the fitness values and number of edgels obtained, as well as the  
algorithm computation time, with those generated by using GA and PSO based 
enhancement, as displayed in Table 2. We have also displayed the fitness scores 
and number of edgels of the original images in Table 1. The images shown are of 
different sizes.  

Table 1 Characteristics of the Original Images 

Image Size(PxQ) Number of edgels Fitness 

Circuit 272x280 22254 4.7161 

Tire 232x205 9109 2.9952 

Forest 1216x1911 39978 3.3595 
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The Edgels were counted using The Sobel Edge Detector for both the original 
(Table 1) and enhanced images, with threshold 0.01. Higher edgel values indicate 
that more detail is present in the picture. The use of enhancement algorithms fur-
ther increase the value of the edgels, as more details become prominent on use of 
these. Higher the number of edgels obtained, better is the quality of the image in 
question, and lesser computational time gives better efficiency, as seen in the table 
below. 

The results generated have been summarized in the following table, and is fol-
lowed by the actual images. 

Table 2 Parameters for comparison after Optimization (A Summary of Results) 

Image Measured HE LCS GA PSO CSO 

Circuit 

Fitness 4.2694 4.7261 

 

  7.1799 10.9217 11.0064 

Edgels 23358 22358 

 

  29324 28680 29368 

Computa-
tion time (in 
seconds) 

0.059 0.067  197.675 1534.66 134.194 

Tire 

Fitness 3.8531 3.0263   9.7286 10.0824 10.6595 

Edgels 14234 9222   16612 16638 17470 

Computa-
tion time (in 
seconds) 

0.051 0.053   176.571 1495.36 127.326 

 
 
Forest 

Fitness 3.3841 3.4208   6.7340 10.0177 10.6278 

Edgels 47052 40646   50086 49097  50237 

Computa-
tion time           
(in seconds) 

0.033 0.045   486.699 3762.95 165.341 

6 Generated Images 

Abbreviations  - HE: Histogram Equalization method; CS: Contrast Stretching method 
                           GA: Genetic Algorithm aided enhancement 

                           PSO: Particle Swarm Algorithm aided enhancement 

                           CSO: Cuckoo Search algorithm aided enhancement 
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6.1 Circuit 

         Fig 1a: Original           

          Fig 1d: GA                  

6.2 Tire 

     Fig 2a: Original           

          Fig 2d: GA                  
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      Fig 1b: HE                                    Fig 1c: CS 

    
                    Fig 1e: PSO                                    Fig 1f: CSO 

    
        Fig 2b: HE                                  Fig 2c: CS 

    
                       Fig 2e: PSO                                Fig 2f: CSO 
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6.3 Forest 

     
         Fig 3a: Original                 Fig 3b: HE                         Fig 3c: CS 

 

     
          Fig 3d: GA                                Fig 3e: PSO                          Fig 3f: CSO 

7 Discussions and Future Work 

The paper may be summarized as follows: 

• Three monochromatic images were taken for experimentation 
• The enhancement functions were chosen. 
• The function was tuned using GA, then PSO and finally with CSO. The images 

were subjected to the optimized enhancement filter 
• The images are also enhanced using HE and CS enhancement methods 
• The results were measured in the form of fitness of enhanced image and num-

ber of edgels generated for HE, CS, GA aided, PSO aided and CSO aided. 

The results clearly depict the capability of Cuckoo Search Algorithm in opti-
mizing the enhancement filters. The images enhanced by CSO enabled enhance-
ment functions look more detailed. The edges have become extremely prominent 
in the case of CSO. The fitness quotient and the number of edgels are seen to be 
higher for CSO in all the cases compared to GA, PSO, HE and CS. (Table 2)  

The computational time taken by CSO is very low compared to other popula-
tion based algorithm such as GA and PSO. But in the case of HE and CS we find 
that the computational time is far below any other metaheuristic algorithm. The 
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results however generated by the HE and CS algorithms show very poor results 
compared to any other metaheuristic algorithm. (Table 2) 

Though the CSO based enhancement as shown in this work may not be able to 
generate results fast compared to the classical algorithms such as HE and CS, but 
it very effectively optimizes the enhancement function to generate best possible 
results. 

This work is of immense importance as the improvement over the previous al-
gorithms has been drastic. The algorithm has produced best results in a satisfac-
tory time. The work presented in this paper has very vast range of application 
areas as mentioned before. Enhanced images find wide applications in various 
places such as biomedical engineering, fingerprint detection [14, 15] etc.  

The work from here may approach two different directions now. As now the 
power of CSO based optimized enhancement has been displayed, the same method 
can be applied to other spheres of image processing to generate more efficient 
tools for analysis. Beyond image processing the CSO algorithm has also been 
found to be used effectively in various places such as classification [21], in devel-
oping data clustering method [16, 17], efficient noise suppression [19], feature 
selection [18], estimation techniques [20]. 

The other path that this work may take is optimization of enhancement func-
tions using a more capable metaheuristic algorithm. As more and more develop-
ments are made in the field of metaheuristic algorithms, we may find more  
powerful algorithms at our disposal. These algorithms may optimize enhancement 
functions better than CSO and yield better results. 
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Performance Improvement of Decision Median 
Filter for Suppression of Salt and Pepper Noise 

Vikrant Bhateja, Aviral Verma, Kartikeya Rastogi, Chirag Malhotra,  
and S.C. Satapathy. 

Abstract. Integration of decision based schemes with median filtering has been 
applied previously in numerous works to identify and process only the corrupted 
pixels during image denoising. However, these approaches are performance li-
mited owing to their dependency upon selection of pre-defined thresholds as a 
decision measure. This paper presents a novel algorithm for performance im-
provement of decision median filter for suppression of salt and pepper noise in 
digital images. The proposed algorithm performs decision (to adaptively increase 
the window size) by comparing the computed median with the minimum and max-
imum pixel values within a local window. Thereafter, the pixels are processed 
with the proposed algorithm; reaching a maximum window size limit of 9x9. Ob-
jective analysis of the obtained results is carried out using Peak Signal to Noise 
Ratio (PSNR) and Structural Similarity Index (SSIM) as quality parameters. As 
depicted from the simulations results the proposed algorithm is capable to sup-
press noise effectively even with the noise contamination levels as high as 90%.  

Keywords: Decision median filter, PSNR, salt and pepper noise, SSIM, variable 
window. 

1 Introduction 

The process of the image formation, transmission, receiving and processing  
involves various types of internal as well as external disturbances which are  
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unavoidable. There are generally two kinds of noise that corrupt the digital im-
ages: one is the additive Gaussian noise and the other is the impulse noise. In 
course of digital data traffic, impulse noise forms the main cause of error as this 
noise is present due to bit errors in transmission [1-7]. The two types of impulse 
noises include: salt and pepper noise and random valued noise. Salt and pepper 
noise can corrupt images where the corrupted pixel takes either maximum or min-
imum gray level value; leading to severe degradation of image quality and loss of 
fine details. The objective of noise suppression in such corrupted images is to 
filter the impulses (specks of salt and pepper) so that the noise free image is fully 
restored with minimum signal distortion [8-14]. Several non-linear filters have 
been proposed for restoration of images contaminated by salt and pepper noise 
[15-23]. Among them, the conventional filtering approaches include: Standard 
Median Filter (SMF) [24], Decision based median filtering (DMF) approaches 
[25-27] and Adaptive median filters (AMF) [28-29]. These approaches have been 
established to perform reliable filtering when the levels of noise contaminations 
are fairly low. For impulse noise levels of 50% and above, the major outcomes are 
edge jitter leading to compromise of fine details as well as prominent blurring 
[30]-[31].  Chan et al. proposed a new impulse detection and filtering method [32] 
that uses a 3x3 window for computation. Although the processing time is less but 
there occurs a heavy blurring at high noise levels. Wang et al. [33] proposed a 
modified switching median filter which was successful in preservation of edges, 
only at low noise levels. Vijaykumar  et al. proposed an algorithm [34] for detec-
tion of high density salt and pepper noise using robust estimation with a variable 
window of size 17x17. This enhanced the complexity and also the computation 
time. Jayaraj et al. presented a robust estimation technique [35] which efficiently 
removed the noise at low densities but reconstructed a poor quality image at high-
er densities using a maximum window size of 7x7. Recently other variants of  
median filters in terms of minimization of iterations and window size are also 
proposed by V. Bhateja et al. [36-40]. Hence, the algorithm proposed in this paper 
is capable of removing high density of salt and pepper noise by improving the 
performance of the DMF with minimal complexity (i.e. the maximum window 
size of 9x9). This algorithm performs robust decision (to adaptively increase the 
window size) by comparing the computed median with the minimum and maxi-
mum pixel values without the requirement of any preset thresholds. The obtained 
results demonstrated effective suppression of residual noise while satisfactorily 
preserving the fine details. The remaining paper is structured as follows: Section 2 
describes the proposed noise suppression methodology. Section 3 contains the 
obtained results and its discussion. Section 4 draws the conclusions. 

2 Proposed Methodology for Noise Suppression 

Standard median filters tend to modify both noisy and noise-free pixels during 
their non-linear filtering approach. Consequently, effective removal of salt and 
pepper noise causes blurring and distorted features in the restored image. Thus, to 
distinguish between noisy and non-noisy pixels (prior to median filtering); DMF 
are used. However, DMF yielded degradation in performance at high noise  
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densities because of their dependency on pre-defined thresholds; which are gener-
ally not standardized but vary with category of images. On the other hand, cor-
rupted pixel values and replaced median pixel values are less correlated in AMF. 
With an outcome of blurring effect due to failure in estimation of local informa-
tion as well as smeared edges [41]-[42]. Based on the above idea, the denoising 
algorithm proposed in this work uses a modified DMF employing a variable win-
dow. The key concept of the proposed method is to consider only the corrupted 
pixels as far as possible and then applying the filtering scheme to those pixels 
only, leaving the non-noisy pixels unprocessed. The proposed algorithm is in-
itiated by moving a spatially adaptive window (w) of size 3x3 over the noisy im-
age. The statistical parameters within this window are extracted which include 
minimum (min), maximum (max) and median values for the pixels. Two condi-
tional decisions are applied at this level on the basis of the extracted statistical 
parameters. Thus, if the median value lies between the minimum and the maxi-
mum pixel values; it is further verified if the centre pixel x(i,j) also lies within 
these limits. Upon fulfillment of the former condition, the centre pixel is left un-
processed; otherwise the centre pixel is replaced by the median value (where: 
y(i,j) denotes the restored pixel value). However, during the conditional check if 
the median value do not happens to lie within the minimum and the maximum 
pixel values; the size of the window is adaptively increased by a factor of 2. The-
reafter, again moving to the first step and extracting the parameters within this 
incremented window. It is worth noting that, the increment in the window size is 
permissible only to a maximum limit (Wmax) of 9x9; beyond which the centre 
pixel will be always replaced by the last processed pixel value. To attain effective 
filtering, the above process is carried out for two iterations for images corrupted 
with high density noise. The novelty of the proposed algorithm lies in the fact that 
optimal filtering is obtained without going beyond window sizes of 9x9; unlike the 
optimization approaches to denoising where the maximum size reaches to 39x39 
[43]. In addition, the computational complexity of this algorithm is also mini-
mized as residual filtering can be achieved without iterative application of the 
filter (beyond 2 iterations). The proposed denoising approach owing to its minimal 
complexity and feature preservation property can be well employed for pre-
filtering of medical images. This further catalyzes the enhancement and edge de-
tection process for computer-aided diagnosis of breast cancers [44-54]. 

 

3 Results and Discussions 

The proposed algorithm is tested using 256×256, 8-bits/pixel gray scale image of 
Lena as input images. This image is corrupted by salt and pepper noise at various 
densities and performance is objectively evaluated using the parameters such as 
Peak Signal to Noise Ratio (PSNR) in dB and Structural Similarity Index (SSIM) 
[55]-[59]. Fig. 1. (a)-(g) shows the images which have been corrupted by the salt 
and pepper noise of different intensities ranging from 10-70% respectively whe-
reas Fig. 1. (h)-(n) shows the denoised images obtained by the proposed denoising 
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Fig. 1 Shows the results of the proposed noise suppression method for different intensity of 
salt and pepper noise. (a)-(g) Noisy images. (h)-(n) Images denoised with the proposed 
(Modified DMF) method. 
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density (50%-90%), the performance of the proposed algorithm is still able to 
preserve the details of the image along with suppression of residual noise. It is 
clear from the table 1(a)-(b) that at low noise densities i.e. from 10% to 20% the 
performance of the existing [42] as well as proposed DMF methods is almost 
same but as the noise density increases the proposed (modified) DMF algorithm 
outperforms the existing one; as validated by the computed values PSNR and 
SSIM. Further, for a noise density of 35%, PSNR of conventional DMF [26] and 
the existing DMF are 24.95dB and 25.68dB respectively whereas that of the pro-
posed DMF is 30.26dB; which shows significant leap. The same is method (mod-
ified DMF algorithm). Fig. 2 shows comparison among the restored images ob-
tained by standard DMF [26], the recent variant of DMF in work of A. Jourabloo 
et al. [42] and the modified DMF algorithm proposed in this paper. The quantita-
tive performances in terms of PSNR and SSIM for all the above mentioned algo-
rithms are shown in Table 1 (a)-(b) and Table 2 respectively. It can be seen that 
the level of salt and pepper noise is considerably reduced and the visualization of 
the images is also improved to a great extent in the reconstructed images. It is 
evident that till 50% noise density, there is very less blurring in the restored image 
supported with higher PSNR and SSIM values. Even on increasing the noise also 
implicit from the visual quality of the restored images. The image recovered from 
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Fig. 2 Images restored by different denoising techniques. (a)-(d) shows the respone of con-
ventional DMF [26] (e)-(h) shows the responseof the existing (recent) DMF algorithm [42]. 
(i)-(l) shows the response of the proposed denoising method (modified DMF). 
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Table 1 (a) Computation of PSNR (dB) for 
Proposed and Existing DMF algorithms 

Intensity 
of Noise 

Existing 
DMF Algo-
rithm [42] 

Proposed 
DMF 
Algo-
rithm 

10% 31.06 32.4364 
20% 28.45 31.4279 
30% 26.60 30.6164 
40% 25.12 30.4228 
50% 23.89 29.3125 
60% 22.71 28.8264 
70% 21.65 27.1123 
80% 20.49 25.8800 
90% 18.94 24.4667 

 

Table 1 (b) Computation of SSIM for 
Proposed and Existing DMF algorithms 

Intensity 
of Noise 

Existing 
DMF Al-
gorithm 

[42] 

Proposed 
DMF 

Algorithm 

10% 0.989 0.9927 
20% 0.975 0.9909 
30% 0.958 0.9892 
40% 0.936 0.9875 
50% 0.909 0.9845 
60% 0.873 0.9813 
70% 0.828 0.9746 
80% 0.756 0.9647 
90% 0.619 0.9491 

 

Table 2 Comparison of Different Denoising Algorithms in terms of PSNR (in dB) and 
SSIM 

Parameter Intensity of 
salt and 

pepper noise 

  PSNR   SSIM 

Conventional  
DMF[26] 

 

0.35      24.9518 
 

0.9555 

0.75      12.8943 0.6411 

Existing DMF 
Algorithm [42] 

 

0.35 25.6802 0.9431 

0.75 21.0813  0.7971 
 

Proposed 
(Modified) DMF  

Algorithm 

0.35 30.2611 0.9880 

0.75 26.8392 0.9714 

conventional DMF (at 35% noise density) still contains traces of noise as shown in 
Fig. 2(b); on the other-hand  the outcome of the existing DMF method as in Fig. 
2.(f) shows streaking effect. But, the response obtained with the proposed DMF 
method shown in Fig. 2. (j) is quite clear and shows detail preservation. Fig. 2(d), 
(h), (l) shows image recovered from conventional DMF, existing DMF and the 
proposed DMF respectively at 75% noise density. The results shows that conven-
tional DMF fails at high noise density but the result of existing DMF are also not 
very promising. However, the response of proposed DMF (at 75% noise density) 
is promising. Thus, it can be visualized from the obtained results that the proposed  
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DMF algorithm tends to improves the performance of ordinary DMF approach; 
yielding above satisfactory results even for high density salt and pepper noise 
along with preservation of fine image details. The contrast and visualization of the 
restored images is reasonably maintained in terms of HVS [60-65]. 

4 Conclusion 

This paper focuses upon performance improvement of DMF for suppression of 
salt and pepper noise; across a wide range of noise densities. The modified DMF 
algorithm proposed in this work performs decision to adaptively increase the win-
dow size depending upon the number of corrupted pixels within the local window; 
expanding to a maximum window size of 9x9. This limit on window size reduces 
the computational complexity as well as blurring; which can be observed by im-
proved visual quality coupled with higher PSNR and SSIM values for restored 
images. The obtained results are above satisfactory even at high noise densities 
without usage of any complex optimization approach or iterative application of the 
filtering algorithm.  
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Emotion Recognition from Facial Expressions 
Using Frequency Domain Techniques 

P. Suja, Shikha Tripathi, and J. Deepthy  

Abstract. An emotion recognition system from facial expression is used for re-
cognizing expressions from the facial images and classifying them into one of the 
six basic emotions. Feature extraction and classification are the two main steps in 
an emotion recognition system. In this paper, two approaches viz., cropped face 
and whole face methods for feature extraction are implemented separately on the 
images taken from Cohn-Kanade (CK) and JAFFE database. Transform tech-
niques such as Dual – Tree Complex Wavelet Transform (DT-CWT) and Gabor 
Wavelet Transform are considered for the formation of feature vectors along with 
Neural Network (NN) and K-Nearest Neighbor (KNN) as the   Classifiers. These 
methods are combined in different possible   combinations with the two aforesaid 
approaches and the databases to explore their efficiency. The overall average ac-
curacy is 93% and 80% for NN and KNN respectively. The results are compared 
with those  existing in literature and prove to be more efficient. The results sug-
gest that cropped face approach gives better results compared to whole face ap-
proach. DT-CWT outperforms Gabor wavelet technique for both classifiers. 

Keywords: Frequency Domain, Feature Extraction, Classification, DT-CWT,  
Gabor Wavelet, Neural network, and KNN. 

1 Introduction 

Facial expressions are non-verbal signs that play an important role in interpersonal 
communications. Emotion recognition from facial expression system finds its  
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application in robotics, automobile, online gaming and text chat applications. The 
“Humanoid Robots” can carry out intellectual conversation with human beings. In 
order to enhance the communication between man and humanoid robots the emo-
tion recognition from facial expressions can be used. In automobile industry the 
driving assistance system can incorporate this system, which in turn helps to re-
duce the accidents due to driver mistakes. In text chat application the emotion rec-
ognition system would automatically insert emoticons based on the user’s  
facial expressions. 

Recognition of emotions from facial expressions consists of two steps, viz, fea-
ture extraction and classification. Extraction of relevant features from the input 
image is known as feature extraction and classification refers to the process of 
classifying the emotions using the extracted features into any one of the six basic 
expression classes. 

Feature extraction can be done either in time-domain or frequency domain. In 
this proposed work the DT-CWT and Gabor wavelet transform domain techniques 
are used for feature extraction. Neural network and K-Nearest Neighborhood with 
Euclidean Distance are used for classification. The results obtained are tabulated 
and analyzed. 

2 Background Work 

Automatic facial expression recognition system with high accuracy will help to 
create humanoid robots and machines that are truly intelligent and facilitate  
communication with humans. Recent research suggests that frequency domain 
techniques are giving better results compared to spatial domain techniques. 

Extraction of relevant feature is very important in emotion recognition. Several 
transform based recognition algorithms have been proposed in literature which use 
Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT), Discrete 
Wavelet Transform (DWT) Gabor Wavelet Transform, and Dual Tree Complex 
Wavelet transform (DT-CWT) to transform the original image into frequency  
domain. Most of the signal information tends to be concentrated in a few low-
frequency components of the DCT. DCT is real valued and provides a better ap-
proximation of a signal with fewer coefficients.2-D Discrete Cosine Transform 
can be used for facial feature extraction [1, 2, 3, 4]. 

Emotion recognition from facial expression system needs more information 
from the image. Wavelet transform decomposes the original image without loss of 
large amount of information. It has good time-frequency localization property and 
better energy compaction and also has the feature of natural pyramidal decomposi-
tion of the data. The 2-D DWT coefficients form the feature vector, which can be 
used for classification [6, 7]. 

A good feature extraction technique should have the following features: non re-
dundancy, shift invariance, low-computational complexity and directional sensi-
tivity in many scales [9]. Shift invariance and poor direction selectivity are the 
main disadvantages of DWT. Literature shows that DT-CWT and Gabor Wavelet 
methods can overcome the disadvantages of DWT method [5, 7, 10].  
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In this paper experiments have been carried out to explore the efficiency of DT-
CWT [9, 10] and Gabor Wavelet [5, 8]. They are applied on the features  extracted 
from the two approaches viz., whole face and cropped face to form  feature vector 
which are then fed to classifiers to classify it into one of the six  basic emotions. The 
results obtained are tabulated, analyzed and compared with the existing literature. 

The rest of the paper is organized as follows: Section 3 gives a description of the 
proposed methods. Experimental details are discussed in section 4. Results and analy-
sis is presented in section 5. Conclusion and future work is reported in section 6. 

3 Proposed Methods for Emotion Recognition 

Two techniques for emotion recognition have been proposed in this paper with an 
assumption that face has been already identified in the given image. In the first 
approach, the face region is segmented from the input image, resized and the  fea-
ture vector is formed using the two chosen transform techniques. This approach is 
called whole face method. In the second approach, the eye along with eyebrow 
and mouth regions are cropped manually separately from the input image, resized 
and the feature vector is formed using the two chosen transform techniques. This 
approach is called cropped face method. These approaches are represented in Fig 
1 and Fig 2. The transforms applied for feature vector formation are DT-CWT and 
Gabor Wavelet Transform. The feature vector formed from both these approaches 
is classified into one of the six basic emotions using Neural Network and KNN.  

 

Fig. 1 Whole face obtained from input image 

 

Fig. 2 Cropped Eye & eye brow and Mouth Region obtained from input image 

3.1 The Feature Vector Formation Using Gabor Wavelet 
Transform  

A family of Gabor kernel Ψk (z) is the product of a Gaussian envelope and a plane 
wave which is represented by (1) where z = (x, y), is the variable in spatial do-
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main. Different selection of subscript μ and ν gives different Gabor kernel. We 
have chosen μ = 0,1,2,…,7 and ν = 0,1,2, …,4 thus totally there are 40 Gabor  
functions to be used. 

For a given image I(x,y), the Gabor wavelet transform is obtained by convolution 
of image with Gabor kernels Ψk(x,y) as given in (2). Then the mean (m) and stan-
dard deviation (σ) of the magnitude of the transform coefficients are used  
to represent the image. Feature vector is constructed using mij and σij as feature 
components, where ‘i’ (0 to 4) and ‘j’ (0 to 7) indicate the orientation and scale  
respectively. 
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The algorithm for feature extraction is as follows: 

Step 1: Generate the Gabor kernels using equation (1) for five scales and eight 
orientations [8]. 

Step 2: Get the input image from database and crop the mouth and eye region/ 
whole face region from the image, then resize cropped regions.  

Step 3: Convolve the image with Gabor kernels to obtain Gabor wavelets. 
Step 4: Find the magnitude part of all the coefficients five sales and eight   orienta-

tions. 
Step 5:  Find the mean and standard deviation for 40 Gabor Wavelets. 
Step 6: Form feature vector by combining mean and standard deviation of   coeffi-

cients. In case of cropped face method concatenate the feature vector of 
eye and mouth regions to form the final feature vector. 

Feature vector for whole face method Fface= [ m00σ00 m01σ01…….. m47σ47 ]. Size of 
mean = 40, size of Standard Deviation = 40 and Size of final feature vector = 80. 
Feature vector for cropped face method Feye-mouth=[ Feye:Fmouth] 
Where Feye= [ m00σ00 m01σ01…….. m47σ47 ] and Fmouth=[ m00σ00 m01σ01…….. m47σ47 ] 
Size of Feye= 40+40=80, size of Fmouth= 40+40= 80 and Size of final feature vector 
= 160. 

3.2 The Feature Vector Formation Using Dual Tree-Complex 
Wavelet Transform (DT-CWT) 

DT-CWT was introduced to overcome some drawbacks in DWT. The DT-CWT 
employs two real DWTs, namely ‘Tree-a’ and ‘Tree-b’. The first DWT gives the 
real part of the transform while the second DWT gives the imaginary part. The 
two real wavelet transforms use two different sets of filters, with each satisfying 
the perfect reconstruction conditions. The two sets of filters are jointly designed so 
that the overall transform is approximately analytic.  

),(),(),( * yxkyxyxk IO ψ=
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2-D DT-CWT will yield 4 different sub-bands of the source image constituted 
of complex coefficients. There will be six oriented complex high pass sub-images 
at each level and a low frequency part of the image which contain most significant 
information. In 2-level DT-CWT implementation, magnitude part of six  sub-
images of all 2 levels and the low frequency part are used for representing the 
cropped eye and mouth regions. 

The algorithm for feature extraction is as follows: 

Step 1: Input image from database. 
Step 2: Extract the mouth and eye region / whole face region from the image, and 

then resize cropped regions. 
Step 3: Perform the 2-level DT-CWT on the normalized images. 
Step 4: Extract the low frequency part and magnitude part of complex high pass 

sub-band image regions  
Step 5: Select the highest 500 high pass sub-band image coefficients and all the 

low frequency coefficients to form the feature vector for whole face ap-
proach and in case of cropped face approach concatenate the feature vector 
of eye and mouth regions to form the final feature vector. 

In whole face approach, the whole face region is resized into 112*112 so as to  in-
clude eye and mouth. The 2-level DT-CWT decomposed of the resized image 
gives a low frequency image of size 56*56 and 6-high pass sub image of size 
56*56 and 28*28 at level-1 and level-2 respectively. To form feature vector, all 
the low frequency coefficients and the highest 500 high pass sub-band image   
coefficients are used. So the feature vector size becomes 3636 (56*56 + highest 
500 of 56*56*6+28*28*6). 

In cropped face approach, the cropped eye and mouth regions are resized into 
100*50. The 2-level DT-CWT is performed on the eye and mouth regions  sepa-
rately. The 2-level DT-CWT decomposed of the resized images gives a low fre-
quency image of size 50*26 and 6-high pass sub image of size 50*25 and 25*13 at 
level-1 and level-2 respectively. To form the feature vector of the eye, all the low 
frequency coefficients and the highest 500 high pass sub-band image  coefficients 
are used which result in a feature vector of size 1800 (50*26 + highest 500 of 
50*25*6+25*13*6). Feature vector of the mouth can be obtained using similar 
procedure. The final feature vector has been formed by concatenating the eye and 
mouth region feature vectors. So the final feature vector size becomes 3600.  

3.3 Classification Techniques 

3.3.1 Neural Network Classifier 

The feature vectors are randomly divided into Training, Validation and Test data. 
They are given to the neural network which consists of input layer, one hidden 
layer with 20 neurons and one output layer. The number of neurons in the input 
and output layer depends on the feature vector size and number of emotions. The 
network is trained with scaled conjugate gradient back propagation (trainscg) al-
gorithm. The network calculates the Mean Squared Error (MSE) and Regres-
sion(R) values for the given input data. After training the network with the feature 
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vector inputs and targets, the network is saved and is given to Neural Network 
Tool along with the testing data. Each test input is applied to the system with the 
trained network and the output is observed. 

3.3.2 KNN Classifier 

In KNN classifier suppose we have C classes of N samples each, then the distance 
between the test sample and each of the sample is calculated. The test data belongs 
to the class with which the distance is minimum. The distance measure used was 
‘Euclidean Distance’. Consider two points in the XY-plane; the shortest distance 
between the two points is along the hypotenuse, which is the Euclidean distance. 

Euclidean Distance =   where X = [x1, x2, x3,…… xn]   

and Y = [y1, y2, y3,…… yn] 

4 Experimental Details 

The feature extraction and classification algorithms have been implemented using 
MATLAB R2010a. JAFFE and Cohn-Kanade (CK) database have been  consi-
dered for the experiments. The main focus was on the applications where the us-
er’s expressions were stored in a database with slight change in their   expressions 
and the emotions expressed by the users need to be detected with at most 100% 
accuracy. Sequence image based approach was adopted for   implementing these 
cases. 

4.1 CK Database 

CK database consists of video sequence of subjects showing six basic prototypic 
emotions. But some video sequences do not show all six emotions. The images are 
of dimension 640*490 and in .png format. 

From the CK database 30 female subjects were selected. For each emotion last 
four most expressive frames in the sequence were used for implementation. Each 
emotion contains 120 images, so totally 720 images were used. One image from 
the sequence was used to form the test set and the remaining three were used to 
form the train set. The experiment was repeated four times by reselecting the test 
set and the train set and the average recognition rate was found. Then the train set 
and test set are interchanged and the experiment was repeated four times and the 
average recognition rate was found. This process was repeated for each emotion. 

4.2  JAFFE Database 

JAFFE database consists of 219 images taken from 10 Japanese women, where 
each person has six basic emotions and neutral. The resolution of the image is 256 
* 256 and in .tiff format. 
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10 subjects were taken from JAFFE database for each emotion including 
neutral and two sequence images were used for implementation. To classify seven 
emotions a total of 140 images were selected from which 70 were considered for 
testing and another 70 for training. The experiment was repeated twice by 
interchanging the test set and the train set and the average recognition rate was 
determined. The experiment was repeated for six emotions i.e. total 120 images 
were selected from which 60 was given for training and another 60 was given for 
testing. This process was repeated for each emotion. DT-CWT and Gabor Wavelet 
Transform techniques are applied on features extracted from both the datasets to 
form the feature vectors which are given to the classifiers separately. The results 
obtained for each transform technique with two different classifiers are tabulated.  

5 Results and Analysis 

DT-CWT feature extraction technique outperforms Gabor Wavelet feature extrac-
tion technique with both the classifiers. The upper part of the face region which 
includes eye, eyebrow regions and lower part which includes mouth region con-
tains the relevant information while in whole face region unwanted information 
also exists. So by using the cropped face approach, the feature vector size has been 
reduced with good recognition rate. 

For CK database with 540 train and 180 test images, DT-CWT with Neural  
Network classifier shows highest accuracy of 99.86% for both the approaches, 
whereas with 180 train and 540 test images DT-CWT with Neural Network clas-
sifier shows highest accuracy of about 98.06% for cropped face approach. With 
more number of train images than test images, DT-CWT technique with NN gives 
100% recognition rate for all the expressions except ‘fear’. ‘Happiness’ and ‘sur-
prise’ are the two emotions which show the high recognition rates in most cases. 
‘Fear’ gives the lowest recognition rate for the two cases of CK database.  

The Gabor wavelet transform method gives comparatively better results with 
KNN than NN for 540 train and 180 test data, whereas it is reverse for 180 train 
and 540 test data. This method gives 100% recognition rate for ‘surprise’ and 
‘disgust’ for cropped face method with NN. It also gives 100% recognition rate for 
‘anger’ and ‘happy’ for cropped face method when combined with KNN. 

In case of JAFFE database for whole face approach DT-CWT with NN shows 
highest accuracy of about 98.33% and 95.71% for both six class and seven class 
respectively. This is significantly higher than KNN. The Gabor wavelet transform 
method gives better results with NN than KNN for both 6 class and 7 class data. 
‘Neutral’ emotion is considered for JAFFE database and only DT-CWT in combi-
nation with NN gives 100% recognition rate. JAFFE database results are less effi-
cient compared to CK database due to less number of subjects and some of them 
being wrongly labeled. Tables 2 to 5 provide the recognition rates for all combina-
tions of extraction, classification techniques and approaches.   
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Table 1 Comparison of the results of proposed technique and related literature 

Reference Methodologies Used Database 
Feature         

Extraction   
Methods 

Recognition Rate 
With Different     
Classifiers (%) 

 Sidra Batool Kazmi, 
Qurat-ul-Ain and M. 

Arfan Jaffar[7]  
Whole Face JAFFE           

5-CLASS DWT+PCA  
BANK OF NN 

96.4 

Shishir Bashyal,  
Ganesh K.  

Venayagamoorthy [5] 
Whole Face JAFFE           

6-CLASS 
GABOR 

WAVELET 

LVQ 

87.51 

Yadong Li, Qiuqi Ruan, 
Xiaoli Li[10] Whole Face 

JAFFE           
7-CLASS 

4-LEVEL       
  DT-CWT+PCA  

ED 
88.6 

GABOR+PCA 78.6 
CK              

TRAIN-180 
TEST-540 

4-LEVEL       
  DT-CWT+PCA 96.83 

Proposed Methods 

Whole Face 

JAFFE           
7-CLASS 

2-LEVEL  
       DT-CWT  

NN KNN 
95.71 72.14 

GABOR 80 52.86 

JAFFE           
6-CLASS 

2-LEVEL        
DT-CWT  98.33 88.33 

GABOR  82.5 58.33 
CK              

TRAIN-540 
TEST-180 

2-LEVEL        
DT-CWT  99.86 99.45 

GABOR  95.29 95.69 
CK              

TRAIN-180 
TEST-540 

2-LEVEL         
DT-CWT  97.96 87.54 

GABOR  88.97 63.8 

Cropped Eye And Mouth 

JAFFE           
7-CLASS 

2-LEVEL        
DT-CWT  88.57 65 

GABOR 87.8 54.29 

JAFFE           
6-CLASS 

2-LEVEL        
DT-CWT  89.17 63.33 

GABOR  88.33 62.5 

CK              
TRAIN-540 
TEST-180 

2-LEVEL        
DT-CWT  99.86 99.45 

GABOR  98.34 95.69 

CK              
TRAIN-180 
TEST-540 

2-LEVEL        
DT-CWT  98.06 88.52 

GABOR  92.72 78.52  

 
The results are compared with those of existing literature and it is given in  

table 1. Whole face approach using JAFFE database has been found in majority of 
existing literature. The performance has improved in the proposed methods with 
different combination of transform techniques, classifiers and databases. The im-
plemented 2-level DWT gives better results than 4-level DWT for CK database 
with 180 train and 540 test data [10]. Gabor wavelet technique with NN for 
JAFFE 6 class using cropped face method yields an average accuracy of 88.83% 
which is slightly higher than LVQ as reported in [5]. The average accuracy using 
NN with   DT-CWT is again higher than DWT and PCA as reported in [7]. 
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Table 2 Recognition rate using DT-CWT & Gabor Wavelet transform and NN & KNN for 
CK Database Train-540 Test-180 

Expressions Feature extraction 
techniques 

Neural Network 
Classifier (%) 

KNN Classifier  
 (%) 

Cropped Whole 
face Cropped Whole face 

Anger 
DT-CWT 100 100 99.17 100 
GABOR 99.18 95.85 100 97.50 

Disgust 
DT-CWT 100 100 100 100 
GABOR 100 93.33 99.17 98.33 

Fear 
DT-CWT 99.18 99.18 95.84 96.67 
GABOR 95.85 90.85 96.67 88.34 

Sad 
DT-CWT 100 100 100 100 
GABOR 95.83 96.68 96.67 91.67 

Happy 
DT-CWT 100 100 99.17 100 
GABOR 99.18 97.5 100 98.34 

Surprise 
DT-CWT 100 100 100 100 
GABOR 100 97.53 99.17 100 

% Average  
Recognition Rate 

DT-CWT 99.86 99.86 99.03 99.45 

GABOR 98.34 95.29 98.61 95.69 

Table 3 Recognition rate using DT-CWT & Gabor Wavelet transform and NN & KNN for 
CK database Train-180 Test-540 

Expressions Feature extraction 
techniques 

Neural Network  clas-
sifier (%) 

KNN Classifier  
 (%) 

Cropped Whole face Cropped 
Whole 

face 

Anger 
DT-CWT 98.63 98.35 88.33 89.45 
GABOR 98.35 86.13 83.33 74.72 

Disgust 
DT-CWT 98.08 98.9 86.39 86.67 
GABOR 98.05 90 69.45 60.56 

Fear 
DT-CWT 96.68 93.6 75.28 74.72 
GABOR 86.38 83.9 66.11 46.11 

Sad 
DT-CWT 96.38 96.93 91.39 84.17 
GABOR 89.45 88.33 68.89 58.06 

Happy 
DT-CWT 99.18 100 95.56 94.45 
GABOR 91.4 96.98 85.95 78.06 

Surprise 
DT-CWT 99.45 100 99.17 95.28 
GABOR 89.73 94.48 96.39 65.28 

% Average 
Recognition 

Rate 

DT-CWT 98.06 97.96 88.52 87.54 

GABOR 92.23 89.97 78.52 63.80 
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Table 4 Recognition rate using DT-CWT & Gabor Wavelet transform and NN & KNN for 
JAFFE  Database Train-70 Test-70. (7 class) 

Expressions 
Feature  

extraction 
techniques 

Neural Network  
Classifier (%) 

KNN Classifier 
(%) 

Cropped Whole face Cropped Whole face 

Anger 
DT-CWT 85 100 80 85 
GABOR 90 85 55 70 

Disgust 
DT-CWT 80 100 60 100 
GABOR 85 95 30 85 

Fear 
DT-CWT 80 90 45 55 
GABOR 85 50 50 35 

Sad 
DT-CWT 90 100 60 55 
GABOR 95 80 45 25 

Happy 
DT-CWT 90 85 65 50 
GABOR 85 75 55 35 

Surprise 
DT-CWT 95 100 55 80 
GABOR 95 95 65 30 

Neutral 
DT-CWT 100 95 90 80 
GABOR 80 80 80 90 

% Average 
Recognition 

Rate 

DT-CWT 88.57 95.71 65 72.14 

GABOR 87.86 80 54.29 52.86 

 

Table 5 Recognition rate using DT-CWT & Gabor Wavelet transform and NN & KNN for 
JAFFE Database Train-60 Test-60. (6 class) 

Expressions 
Feature extraction 

techniques 

Neural Network  
Classifier (%) 

KNN Classifier  
 (%) 

Cropped Whole face Cropped Whole face 

Anger 
DT-CWT 95 100 65 90 
GABOR 95 85 70 75 

Disgust 
DT-CWT 70 100 65 100 
GABOR 85 95 45 85 

Fear 
DT-CWT 90 95 45 70 
GABOR 80 65 50 40 

Sad 
DT-CWT 90 95 55 70 
GABOR 80 90 70 50 

Happy 
DT-CWT 90 100 70 80 
GABOR 100 85 75 55 

Surprise 
DT-CWT 100 100 80 90 
GABOR 90 95 65 45 

% Average Rec-
ognition Rate 

DT-CWT 89.17 98.33 63.33 88.33 
GABOR 88.33 85.83 62.50 58.33 
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6 Conclusion and Future Work 

Extensive tests have been carried out for emotion recognition using different com-
binations of chosen transform techniques and classification methods on CK and 
JAFFE databases using the two approaches. This work has been carried out to  
explore the efficiency of transform techniques. DT-CWT technique outperforms 
Gabor wavelet technique for both classifiers used. 2-level DT-CWT with  norma-
lization of images is computationally more efficient compared to 4-level DT-CWT 
technique proposed by Yadong et al [10].  

Cropped face method reduces the size of feature vector and hence the storage  
requirement with improvement in time compared to whole face approach. In case 
of CK database, cropped face method is found to be more effective than the whole 
face method, while in JAFFE database it is vice versa. ‘Fear’ and ‘sad’ gives low 
recognition rate and the other entire expressions gives 100% recognition rate in 
CK database with more number of train images, than less number of train images. 
In JAFFE database surprise, anger and neutral shows high recognition rate whe-
reas sad, happy and fear shows low recognition rate. Selection of the classifier is 
also important for achieving high recognition rate. Neural Network is found to be 
better than KNN classifier since the classification efficiency in KNN is greatly af-
fected by the number of training samples.  

Research can be continued using CMU PITTSBURG database which contain  
images with different poses and illumination. In future dimensionality reduction 
techniques could be applied to further reduce the size of feature vector.  
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Systolic Array Implementation of DFT  
with Reduced Multipliers Using Triple 
Matrix Product  

I. Mamatha, Shikha Tripathi, T.S.B. Sudarshan, and Nikhil Bhattar 

Abstract. A generic 2D systolic array for N point Discrete Fourier Transform using 
triple matrix product algorithm is proposed. The array can be used for a non power 
of two sized N point DFT where N=N1N2 is a composite number. It uses an array of 
size N2×(N1+1) which requires(2N+4N2) multipliers. For a DFT of size 4N2 (i.e 
multiple of four), an optimized design which requires 4N2 number of multipliers is 
proposed. It is observed that the proposed optimized structure reduces the number of 
multipliers by 66.6% as compared to the generic array structure while maintaining 
the same time complexity. Two examples are illustrated, one with non power of two 
size DFT and another with a DFT of size 4N2. Both the generic and optimized 
structures use the triple matrix product representation of DFT. The two structures are 
synthesized using Xilinx ISE 11.1 using the target device as xc5vtx240t-2ff1759 
Virtex-5 FPGA. The proposed structure produces unscrambled stream of DFT 
sequence at output avoiding a necessity of reordering buffer. The array can be used 
for matrix -matrix multiplication and to compute the diagonal elements of a triple-
matrix multiplication. 

Keywords: Discrete Fourier Transform, Systolic Array, FPGA. 

1 Introduction 

Discrete Fourier Transform (DFT) is an efficient tool used in various digital signal 
processing applications. As it is computationally intensive, it is always desirous to 
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compute DFT faster to meet the requirement of real time applications. In addition, 
low power consumption is an added requirement by portable devices. Several 
algorithms and architectures are reported in literature to meet this requirement. 
Several architectures are proposed for FFT algorithm [1,10,11]. The algorithm 
proposed in [11] for fast computation of DFT though reduces the number of 
multipliers results in increase in other elements like adders and  multiplexers. 
However, for Very Large Scale Integrated circuit implementation it is desirous to 
have more local communications rather than global communications which  
improves the speed of computation.  Systolic array architectures [3] are best suited 
for this purpose due to simplicity, local interconnections, high level of pipelining 
and its similarity to Field Programmable Gate Array (FPGA) fabric. FFT structure 
proposed by Cooley and Tukey [4] is not well suited for systolic array 
implementation due to their complex global communications. Several systolic 
architectures were proposed in literature for implementing DFT.  

Further, FFT based architectures are applicable only for radix 2/4/8 which 
restricts on the DFT size N which needs to be a power of two, four or eight. There 
are applications where non power of two sized DFT are used [6], thereby,  it is 
required to develop efficient computational structures for N point DFT where N 
can be a composite number. Prime factor algorithm, row- column decomposition 
are few such approaches used to develop an efficient architecture. An architecture 
developed in [6] based on the decomposition of N as small sized DFTs N1 and N2 

is proven to be efficient for base-4 (N2=4) and can compute DFT of size 256n. The 
cyclic convolution based structures for DFT is another popular and efficient 
technique to compute DFT [2,8]. These architectures require lot of preprocessing 
and post processing stages before and after representing the cyclic convolution 
form. A design for general transform length is also proposed in [9].  

Reference paper [5] describes a triple- matrix product  algorithm from the 
theoretical point of view. In this paper, a new approach for realizing the N-point 
Discrete Fourier Transform where N=N1N2 is a composite number, is presented. 
Here, an algorithm is developed to represent N point  DFT as triple- matrix 
product and is mapped onto a 2- D systolic array of processors. The structure 
hence developed is termed as generic structure for convenience. Further, the 
architecture is optimized to reduce the number of multipliers when N is a multiple 
of four.  The total time required to compute an N-point DFT is (3N2 - 2)+N time 
units. To describe the generic architecture implementation, the implementation of 
a 16-point and 15-point DFT is shown. For computing lager size DFTs, the 
smaller DFT block can be used repeatedly. The implementation of 16- point and 
64- point DFT using optimized structure is illustrated as an example for multiple 
of four . The architecture can be used for matrix-matrix multiplication and also for 
the computation of the diagonal terms of triple matrix multiplication. 

Rest of the paper is organized as follows. Session 2 describes the triple-matrix 
product based algorithm for  N point DFT which is applicable for power of two 
and non-power of two sized DFTs. The 2-D systolic array architecture using 
processing elements for the algorithm proposed  is developed in session 3. The 
performance evaluation of the architecture is also explained in session 3. Session 4 
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details about the architecture optimization for multiple of four sized DFT. 
Hardware implementation of both generic and optimized design for different 
examples and a comparison of the device utilization of optimized design with that 
of generic design are reported in session 5.Ths session also compares the proposed 
architecture with that of the other architectures reported in literature. Session 6 
concludes the work carried out and briefs about the future scope. 

2 Triple Matrix Product Algorithm 

In this session, we develop the triple matrix product algorithm for DFT. N point 
DFT is decomposed into smaller length and a re-indexing technique is used in 
order to represent as matrix-matrix-matrix product.  

N point DFT of a sequence x(n) is  
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Here, the signal sequence nx can be rearranged to a rectangular array. For 

example, let N=16= 4x4 (i.e multiple of four) where N1=4, N2=4;  
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The signal sequence x(n) can be represented by a matrix X. 
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DFT can now be expressed as, 
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where,  

1

16
1

4 kn
WknaA ==

is a 16x4 matrix ,                           (6) 

2

16
2

kn
WknbB ==

is a 4x16 matrix.              (7) 

16x16 ismatrix  C of size  theandproductmatrixtripleais.. BXAC =
 

kkk CX =
 

DFT given by Xk is the diagonal elements of matrix C. 

Further, the matrix A can be partitioned into four identical matrices. Each of the 
partitioned matrices is a 4x4 square matrix for N=16. 

TAAAAA ][ 4321=                            (8) 

Due to periodicity property of exponential function i.e, ek= ek+2π 

4321 AAAA ===                             (9) 

This property of the matrix based DFT algorithm is significant as it reduces the 
memory required to store the coefficient matrix A. Only one 4x4 matrix needs to 
be stored instead of the entire 16x4 matrix. This property is made use of in the 
DFT implementation by looping each column of the A column matrix so that the 
same 4x4 matrix can be reused. Fig.3 shows the systolic architecture. 

2.1 Triple Matrix Product Form When N is Composite Number 

The proposed triple-matrix based algorithm is applicable for non power of two 
sized DFT also. Consider N=15 = 3 x 5 , where N1=3, N2=5. Using the algorithm, 
x(n) is written as a 3x5 matrix 


=


=

+=
+4

0

2

0
)3(

1 2

21

21

)3(
15

n n
WnnxX

nnk

k                      (10) 

[ ]















===

1514131211

109876

54321

21

xxxxx

xxxxx

xxxxx

XX nn

 

kn
kn Wa 1

1

3
15=

is 15x3 matrix 
2

2 15
nk

kn Wb =
is  3x15 matrix 

The systolic array of size N2x(N1+1) i.e 5x4 is used to compute the DFT. 
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3 Two-D Systolic Array Architecture for DFT 

The triple-matrix based algorithm developed in session 2 is mapped onto a 2-
dimensional systolic array composed of an array of processing elements, each of 
which compute inner-product step of the algorithm. 

3.1  Two-D Systolic Generic Architecture 

The row-column multiplication (inner product) which involves multiply and 
accumulates operation (MAC) is given by,  

inininout XADD *+=
                      (11) 

First step is to carry out the AX matrix multiplication. A systolic array for 
matrix multiplication is designed which uses an array of processing elements (PE). 
Each PE does a multiply and an add operation on the individual inputs as shown in 
Fig.1. This processing element is termed as processing element A, since it uses the 
A coefficient matrix. 

 

Fig. 1 Processing Element ( PE) 

The processing element has inputs Ain (coefficient A), Xin (signal sample from 
matrix X) and Din (inner product from the previous stage). The new inner product 
is calculated and is registered, so that it can be used by the next stage in the 
systolic array. Xin and Ain are also registered and passed on to the next stage.  

As has been discussed earlier, only the diagonal elements of the resulting 
matrix C have to be computed. For this purpose, another column of PEs namely 
PE ‘B’ is used which does the same computation as PE ‘A’ but on inputs B and D 
which are complex numbers. Therefore this PE will require a complex-complex 
multiplier and two adders for adding two complex quantities. Thus PE ‘B’ 
requires more hardware than PE ‘A’. The complete systolic array for DFT 
computation is shown in Fig.2. It must be noted that the inputs to the systolic array 
and the elements of the B coefficient matrix have to be ordered appropriately. This 
is done by zero padding, as is the case for the elements of the A coefficient matrix. 
At each clock cycle, the left most column of systolic array A will emit one row of 
matrix D in a staggered manner. At t=7, A11 emits D11, at t=8, A21 emits D12, and 
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so on. At t=10, A41 emits D14. The first diagonal element of the final result matrix 
C will be emitted by cell B41 at t=11. According to (11) this forms the first 
element of the DFT, i.e. X1. At t=12 the second diagonal element of the resultant  
matrix C will be emitted by B41, which forms the second element of the DFT,  
i.e. X2 and so on. It follows that the last element X16 will be emitted by B41 at  
time t=26. 

 

Fig. 2 2D Systolic Array for computing 16 point DFT 

When xij (j=1, 2, 3, 4) reaches the right most PE, the systolic motion of data xij 
is stopped. At this point, each cell of array A will hold one value of the input data. 
The elements of coefficient matrix A keep moving in the vertical direction, while 
the elements of matrix X do not move any more. As described by (9), the matrix A 
has a recurrence property. Taking advantage of the same, the coefficients of 
matrix A are fed back to the top of each column after they are emitted by the 
bottom most cell of the systolic array. In this manner, it is required to store only 
the 4x4 matrix A1 of (8). This leads to reduction in memory required to store the 
coefficients. 

Fig.3 shows a similar structure for a non power of two size DFT considering 
N=15. Here the array size is 5x4 as stated earlier. The first DFT output is obtained 
at t=10. 

3.2 Performance Evaluation 

PE 'A' does complex-real multiplication and PE 'B' does complex-complex 
multiplication. There are N numbers of A processing elements and √N (if N is a 
square number) or N2 number of B processing elements. Hence, the generic 
architecture requires (2N+4√N) number of real multipliers if N is a square number 
or (2N+4N2) number of multipliers if N is a multiple of four or any composite 
number.   
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The total computation time required to compute the N-point DFT is 
Total time units = Initialization time + N time units. 
From the foregoing example, 10 time units are required to completely initialize 

the array before the first result appears at the end of the leftmost column PE (B41). 
In general, it takes (3n-2) time units to initialize the array. Therefore, 

Total time = (3n -2) + N time units. 
Where N= Total number of points in the signal sequence 
n = total number of rows in the DFT processor 
The overhead of initialization is small compared to N, when N in large. Hence, 

the total time required to compute a N-point DFT is O(N). 
The time required to compute an N-point (if N is perfect square) DFT by using 

a √N (√N +1) DFT processor is 
Total time = (3√N -2) + N time units. 
If N=N1N2 is composite number, then total time is  
Total time = (3N2 -2) + N time units 
Here, N is assumed to be the square of an integer. However, this does not limit 

the selection of the size of DFT. The 2-D systolic array processor can be designed 
for any N which can be represented as N=N1xN2.    

 

Fig. 3 2D Systolic Array for computing 15 point DFT 

4 Architecture Optimization 

The above generic architecture is observed to be hardware intensive, primarily 
because of the use of multipliers. For a √N (√N +1) DFT processor, the number of 
multipliers required is 2N + 4√N, which can be prohibitively high for large N.  
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In this session, we optimize the architecture which dramatically reduces the 
number of multipliers required for the array processor when N is a multiple of 
four. Recall that the elements of the coefficient matrix A are given as: 

2

)1(

16

)14(2
1

1

4
16

nk
j

nk
j

eeWa
kn

kn

ππ
−−

===
               (12)

 

        
It is observed that the coefficients are of the form exp (-jπ(kn1)/2) and (kn1) is 

always an integer. Hence, the coefficient will be either 0, ±1 or ±j. This property 
allows us to eliminate the multipliers in the AX array. All that is required is one 
adder/subtractor each for real and complex portions of the running sum Din. 
Depending on the value of the coefficient, the running sum Din is either left 
unchanged (when Aij is 0) or the data xij is added/subtracted to/from it. The 
coefficient matrix A for 4 x 5 DFT processor (generated with the help of 
MATLAB) is given below.  
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Hence, the multipliers in the AX array are not required. The PE ‘A’ has to 
add/subtract the data value xij to the running sum Din. Apart from the reduction of 
hardware and simplification of PE ‘A’, the real and imaginary parts can be coded 
in two bits each (signed magnitude format). This means a reduction of about 8x in 
the amount of memory required to store the coefficient matrix A can be achieved. 
This also means that fewer flip-flops are needed in each PE of matrix AX to store 
the coefficient A. Smaller bit-width for A also means lesser routing in between the 
cells. At the same time, the number of inputs to the systolic array also reduces. 
Another observation is that, in this scheme, the first and the third column of the 
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coefficient matrix A does not have an imaginary part. Hence, the adder required 
for the imaginary part in the first and the third columns of the AX array can be 
eliminated. 

Though the above optimization is carried out for the 4x5 array, i.e. 16-point 
DFT, the same approach can be applied to any other DFT array. The only 
constraint here is that the re-arranged array X for signal values xn should have 
exactly four rows. This will always result in coefficient matrix A having entries 
only 0, ±1 or ±j. This way, a DFT processor can be designed for any N which is a 
multiple of 4, i.e. N = 4N1, where N1 is an integer. As an example, a 64- point 
DFT requires an array processor of size 16 x 5. The 16 x 4 cells comprising of PE 
‘A’ with no multipliers. Only the left most column of PEs, i.e. PEs ‘B’ will have 
multipliers. Hence, the number of multipliers required is N/4 * 4 = N. An N-point 
DFT now requires only N integer multipliers or N/4 complex multipliers. 

The latency for the optimized design will be 7+15 = 22 time units which is the 
same if a √N (√N +1) array processor would have been used. The generic formula 
for latency can be derived as: 

Latency = ((2x4)-1) + (N/4)-1= N/4 + 6 time units 
Total time required is again N time units of processing time + latency 
Total time = N + N/4 +6 time units = 5N/4 +6 time units. 
Hence, the optimized design has the same computation time as that of the 

generic architecture. 

5 Hardware Implementation 

5.1 Proposed Generic 2D Systolic Array Architecture 

The 2-D systolic architecture for 16 point DFT and 15 point DFT was 
implemented on target FPGA, Xilinx VIRTEX V. This FPGA device has DSP48 
elements for implementing multiply and accumulate (MAC) operation. The design 
was coded in Verilog Hardware Description Language (HDL). A 15 bit, two’s 
complement representation was chosen for data as well as coefficients. This 
facilitates maximum use of the multipliers while maintaining a good accuracy. 
The range of numbers represented is -1 to +1-2-14. The design was tested by 
feeding different inputs and is observed that the output obtained from ModelSim is 
matching with the output obtained from MATLAB. The design was then 
synthesized to xc5vtx240t-2ff1759 Virtex-V FPGA using the Xilinx Synthesis 
Technology (XST) tool Xilinx ISE 11.1. Out of the 96 DSP48 elements available 
48 were used by the generic design for 16 point DFT. Table 1 shows the resource 
utilization for the generic architecture for 16 point and 15 point DFT and 
optimized design for 16 point and 64 point DFT. 
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Table 1 Device Utilization 

Device 
xc5vtx240t-

2ff1759 

Generic 
Design 

Optimized Design 
Generic 
Design 

Available 
resources 

N=16 N=16 N=64 N=15 
Slice registers 1408 996 3281 1326 149760 

Slice LUTs 989 929 3589 1007 149760 
Fully used LUT 

FF Pairs 
860 624 2442 840 5128 

DSP48s 48 16 64 50 96 
Maximum 
frequency 

152.88MHz 

5.2 Proposed Optimized 2D Systolic DFT Architecture 

To examine the hardware utilization of the optimized systolic array processor, the 
designs for 16-point and 64- point DFT processors were coded in Verilog HDL 
and were synthesized on xc5vtx240t-2ff1759 Virtex-V FPGA. However, the 
optimized design for 16 point DFT uses only 16 of them by reducing the number 
of multipliers by 66.6% compared to generic design. In addition, optimized design 
uses about 27% less number of Look Up Table - Flip Flop (LUT FF) pairs 
compared to generic design. The data representation was similar to the one used in 
the case of generic architecture. However, the coefficients akn1 are now coded 
using only two bits. It is interesting to note that the optimized design is compact 
and uses much lesser hardware than its generic counterpart. Going by the above 
results, it has been estimated that a 64 x 5 array for 128-point DFT can fit onto a 
SPARTAN 3 xc3s2000 device, occupying about 80% of the LUTs available. 

5.3 Comparison with the Other Architectures 

Table 2 shows the comparison of the number of multipliers used for various other 
designs and proposed design. The structure in [1, 10, 11] are for Culey & Tukey 
Butterfly structures for various radix schemes.  

Though these structures require less number of multipliers but will restrict on N 
which should be power of 2, 4 or 8. Design in [4] requires more number of 
multipliers than our design. The design in [5] reduces multipliers significantly but 
uses N number of data memories and 3N/8 Read Only Memories (ROM) to store 
twiddle factors as reported. Convolution based DFT architecture proposed in [8] 
and 2D array in [7] gives more choice on the DFT size but requires more number 
of multipliers than the proposed optimized design. Hence, the optimized design 
not only allows the designer to choose a wide range of DFT size but also reduces 
the number of multipliers significantly.  
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Table 2 Comparison 

Architecture 
No.of complex multipliers 

Limits on N 
In general N=28 N=64 

1D  array [1] (N-1) 27 63 N=2n 
Pipelined FFT 

[11] 
(log8N-1) NA 1 N=8n 

Parhi [10] 3(log4N-1) NA 6 N=4n 
Meher [7] (N-1)2 729 3969 none 

Meher[8] 2N-8 48 NA 
N=2M, M is 

prime 
Generic Design 

(proposed) 
((N/2)+N2) 18 36 N=N1N2 

Optimized 
Design 

(Proposed) 
N/4 7 16 N=4N2 

6 Conclusion and Future Work 

2D systolic array architecture for implementing DFT is proposed. The architecture 
uses triple matrix product based algorithm for DFT. The structure is suitable for 
computing DFT of any size N where N is a composite number. The design is 
implemented for power of two (16 point) and non power of two (15 point) sized 
DFTs. Further, an optimized design which considerably reduces the number of 
multipliers is proposed for N being a multiple of four. The designs are simulated 
for various inputs and synthesized using Xilinx ISE with xc5vtx240t-2ff1759 
Virtex-V as the target FPGA.  It is observed that the optimized design uses 66.6% 
less multipliers and about 26% less memory elements as compared to generic 
design. Both the generic and optimized designs operate at a maximum frequency 
of 152.88 MHz. As the number of multiplications is reduced drastically, it reduces 
the amount of time taken for DFT computation and reduction in power and area. 
As the multiple of four gives more choice for the selection of DFT size than power 
of two, the proposed architecture is more suitable for any application as it requires 
less hardware. The algorithm and the architecture is scalable, hence, 2D DFT 
implementation is planned for future work. Triple matrix product form of other 
transforms like discrete sine transform (DST) and discrete cosine transform (DCT) 
are also needs to be explored. 
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An Effective Approach Towards Video Text
Recognition

Prakash Sudir and M. Ravishankar

Abstract. With the rapid increase in digital video capture and editing technologies
in recent times there is a great demand for Semantic-based Video Analysis and in-
dexing algorithms. Video Text is an important semantic clue in video content anal-
ysis such as video information retrieval and summarization.In this paper, a Video
text detection and localization algorithm is proposed that extracts the Eigen feature
embodied in wavelet edge map. Also described is an iterative variance based thresh-
old calculation method for Video text binarization. Experimental results on diverse
videos demonstrate the robustness and efficiency of proposed method for detecting
and recognizing superimposed text and multi-oriented scene text.

Keywords: Wavelet, Eigen value, Stroke width Transform, Binarization.

1 Introduction

With the advancements in digital media from text, images to videos and rapidly
developing internet traffic there is a growing demand for automatic content-based
video indexing. Text extracted from video sequence provides natural, meaningful
keywords that reflect the videos content.Detection of videotext helps in number
of Computer Vision applications, such as computerized aid for visually impaired,
automatic geocoding of businesses, and robotic navigation in urban environments.
Superimposed text or Caption text usually provides high-level semantic informa-
tion about video content. News Broadcast and documentary captions annotate in-
formation about an event. Scene text is a textual content that was captured as a
part of scene, e.g. Road signs, Billboards or Building Names. Although embedded
videotexts provide useful information about the scene, it poses numerous difficul-
ties in extracting and recognizing it. A single frame can have multiple sizes, multiple
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fonts and Multi-Orientation Characters. Cluttered background, bleeding Colors due
to compression and movement of Special effect texts further add to the challenge
of video text detection and extraction. During the past decades numerous methods
have been applied to text detection in videos and achieved good experimental re-
sults. Connected Components (CC) methods [LR00, MK00, CWLK03] which are
based on color or intensity homogeneity of characters perform satisfactorily only
on high quality videos and are computationally expensive. On the other hand, Edge
based methods [CLD05, JX01] give more false alarms and are not robust for com-
plex background images. Texture-based approaches, such as the salient point de-
tection and the wavelet transform, have also been used to detect the text regions.
Zhong et al.[YZ00] detect text in JPEG/MPEG compressed domain using texture
features from DCT coefficients. Ye et al. [QYZ05] compute the wavelet energy fea-
tures at different scales and perform adaptive thresholding to find candidate text
pixels, which are then merged into candidate text lines.

After the text detection step, the text extraction step should be employed be-
fore OCR is applied. The text extraction methods can be classified into color-based
[MK00] and stroke based methods [TSS98] , since color of text is generally different
from that of background, text strings can be extracted by thresholding. Threshold-
ing can be categorized into local [JM00, W.N86] and global [Ots79] , both of which
have poor accuracy for the superimposed and scene texts as they involve hand tuning
of parameters and sensitivity to parameter choice. In [AM11],Anand et al. proposed
an automatic graph cut seeding method for binarization of Natural Scene text. Fore-
ground and background colors were modeled in GMMRF (Gaussian Mixture Mode
Random Field) to make binarization robust to variations in colors. Saidane and Gra-
cia [SG07] proposed a Video Text Binarization scheme based on Convolutional neu-
ral network whose performance depends on training samples. In [MM09], Michele
Merler et al. employed local Adaptive Otsu based binarization approach for low
quality of Video Scene text which is implemented with integral histograms.

Based on above survey, one arrives at conclusion that although many methods
have been proposed for text detection, very few of them address superimposed and
scene texts with multi-oriented alignments and also majority of binarization meth-
ods are still chained to type of videotexts and limited by text type, contrast and
background complexity. Hence in this paper a new approach for Videotext Detec-
tion using Wavelet Edge Map and Block Eigen values followed by new iterative
variance based threshold calculation method for Video text binarization for both
Superimposed and Multi-Oriented Scene text is proposed. The main contribution of
this paper lies in the following two aspects: (1) A Novel Text Detection approach
for both Superimposed and Scene Video text (2) A Novel Video Text Binarization
scheme independent of type of videotext.

2 System Overview

The Block Diagram of the proposed method is shown in Figure.1. Limiting our-
selves to only English Characters and resizing video frames to a size of 512×512
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for ease in computation, Edge map is first obtained using wavelets because wavelet
decomposition generally enhances the high contrast pixels by suppressing low con-
trast pixels [WW02].Next, a Sliding window of size 8×8 is moved over edge map
to obtain Eigen Feature vector. The Fuzzy C-means algorithm is applied to classify
the feature vector into two clusters: background and text candidates. SWT (Stroke
Width Transform) based verification is adapted to remove the non-text blocks fol-
lowed by Connected Components (CC) based false positive elimination. Next Text
orientation is determined and Alignment corrected Videotext blocks are extracted
and then subjected to binarization by iterative variance based threshold calculation
method. Recognition of Videotext is accomplished using commercial OCR ABBYY
fine reader 9.0.

Fig. 1 Block Diagram of the proposed approach

3 Proposed Methodology

3.1 Wavelet based Edge Map generation

Wavelet Analysis is a popular tool for identifying the spatial frequency content of an
image and the local regions within the image where those spatial frequencies exist.
In [HO00], Li captured wavelet texture property by mean, second-and third order
central moments features in Haar-wavelet domain. In [QY03], Ye et al, Captured
wavelet texture property by statistical and co-occurrence features in the wavelet do-
main. Proposed method employs the Eigen feature in the wavelet domain to capture
the Texture property. In our case Haar wavelet based decomposition at level 1 is
adopted.

In the first level of decomposition of 2D Discrete Wavelet Transform, the im-
age is separated into four parts. Each of them has a quarter size of the original
image. They are called approximation coefficients ( LowLow or LL), horizontal (
LowHigh or LH), vertical ( HighLow or HL) and detail coefficients ( HighHigh
or HH).Approximation coefficients obtained in the first level can be used for the
next decomposition level. The principle of the simplest method of edge detection
is based on replacing of all approximation coefficients by zeros. This modification
removes low frequencies from the image. The image is reconstructed using only the
remaining wavelet coefficients. By means of this method the most expressive edges
are found which include the text pixels as shown in Figure 2b.
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3.2 Eigen Feature Extraction

Edge map obtained by above procedure is divided into k blocks of size m×m where
m is power of two (m=8 in our case). For each k block compute Eigen values of the
covariance matrix of the blocks as per the equation 1.

Ψ =
1
m

m

∑
j=1

((
k j − k̄

)2 (
k j − k̄

))
(1)

where k j is the intensity value in every jth column and k is the mean of all ele-
ments in kth block.The Eigen values λi j of the covariance matrix Ψ of the block are
computed. Maximum Eigen value of each block is stored in a k× k matrix.The fea-
ture vector thus obtained is employed as the input of the Fuzzy C-Means Clustering
(FCM) classifier.

3.3 Fuzzy C-Means (FCM) Clustering

The FCM algorithm is essentially Hill-Climbing technique which was developed by
Dunn in 1973[J.C73]. This algorithm is proposed as an improvement to the fuzzy
k-means clustering. The FCM partition the collection of n vector into C groups
and finds a cluster center in each group such that a cost function of dissimilarity
measure is minimized. The FCM algorithm assigns pixels to each category using
fuzzy membership functions. Let fa j be the text block which is to be clustered into C
clusters. The algorithm is an iterative optimization that minimizes the cost function
defined as follows

m×n

∑
k=1

C

∑
i=1

μm
ik

∥∥ fa jik −Vi
∥∥ 1 ∀ m ∀ ∞ (2)

where ’m’ is the any real number greater than 1,μ0 is the degree of membership
of fa jik in cluster I, Vi is the ith cluster center,∈.∈ is a norm metric. The parameter
’m’ controls the fuzziness of the resulting partition. The cost function is minimized
when pixels close to the centroid of their clusters are assigned high membership
values and low membership values are assigned to pixels far from the centroid. The
membership function represents the probability that a pixel belong to a specific clus-
ter. In the FCM algorithm, the probability is dependent on the distance between the
pixel and each individual cluster center in the feature domain. Let E={e1,e2, ...,eN}
be the dataset of N Eigen Values. Let C=2 be the number of clusters in which the
dataset E is to be partitioned. The objective of FCM clustering is to minimize the
function
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N
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(3)
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where m=2 is the fuzzification constant. The membership μi j and cluster centers v j

are updated using

μi j =
1

∑C
k=1

⎧∈ei−v j∈
∈ei−vk∈

⎪ 2
m−1

(4)

where v j =
∑N

i=1 μm
i j ∗ ei

∑N
i=1 μm

i j

(5)

Initial membership matrix μ is determined using the formula

μi j =
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Δ (ei,v j) is the Euclidian distance between the eigen value ei and centre v j. After
the clustering process has converged the Eigen value is classified to belong to the
cluster with a maximum membership value. The two clusters with the lowest mean
value is merged into one and a new cluster is calculated. After the initialization with
the new center is done, the pixels are clustered again. The Clustering process is
repeated until C=2.Area of the two clusters is computed to separate text and back-
ground. A cluster is classified as text if its area is less than to area of other cluster.
The sample output of the FCM algorithm is shown by separating the background
and the text in Figure 2c.

3.4 Stroke Width Based Text Verification

SWT based Text Verification is next adopted on the text regions obtained from pre-
vious steps. Ephstein et al.[BY10] had proved that stroke width determination is a
robust approach for detection of text in complex images.SWT is a local image oper-
ator which computes per pixel width of the most likely stroke containing the pixel.
The output of SWT is a feature map, where each pixel contains the potential stroke
width value of input image pixels. Restricting Stroke width to less than 10 probable
text pixels are determined as shown in Figure 2d.

3.5 False Positive Elimination

Heuristic filter methods are adopted in order to reject falsely detected regions like
too small, too thin CCs, large CCs based on aspect ratio and size of CCs. Figure 2e
shows the result after the refinement process, which is the final output of the text
detection process. Some samples of text detection are shown in Figure.2,g,h,i.
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3.6 Determination of Orientation of Text Regions

Traditional Bounding box (BBs) calculation and plot leads to lot of false Positive as
shown in Figure.3a especially for Oriented Scene text because BBs tend to overlap
on each other when characters are closely spaced. A method is proposed to prevent
overlap wherein oriented BBs are generated as follows
• Each Connected Component (CC) is extracted using the label number, a sample
CC is as shown in Figure 3b.
• With every rotation of CC ranging from i=0 √ to i=180 √.Mean value of the hori-
zontal projection is calculated.
• Mean of Projection vs. Angle plot is obtained as shown in Figure 3c for a sample
CC shown in Figure 3b. From the plot one can observe that least mean value occurs
when the alignment of text is perfectly horizontal. Thus angle at which least mean
value occurs gives the orientation angle of the CC.

4 Video Text Binarization

Text Binarization Process usually follows text detection and text localization Pro-
cess in a standard framework of Video OCR. A binarization technique is proposed

Fig. 2 (a) Original Video frame (b) Wavelet based Edge Map (c) Fuzzy C-means threshold
output (d) SWT verification output (e) Morphological Operation output (f) Detected Text
Region (g),(h),(i) Examples of text detection
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that is robust to segment text in Video frames with complex background, arbitrary
font, color, orientation and size. The Binarization Process is divided into two steps.

4.1 Back Ground Estimation by Using Median Filter

Background Estimation is a vital step in estimating the foreground and text pixels
in the CCs obtained from Localization Process. Initially obtain the Median Filter
output of the CC using Window size of 5×5 as shown in Figure.4b.After subtracting
the Median Filter Output from the original Grayscale image as shown in Figure.4c.
One can observe that the complex background has been almost been removed.

4.2 Iterative Variance Based Threshold Calculation Method

Proposed approach shows that it is convenient to threshold the gray level that is
slowly varying function of the position in an image based on global variance value
of the CC. Following steps are used to obtain a binarized CC.
i) Initial Threshold T0 =

Gmin+Gmax
2 where,T0 = {Tk/k = 0} is calculated

ii) Obtain Thresholded Image X by using Threshold value T0

iii) Obtain Maximum Variance of Vk the thresholded image X of size M×N and
mean value μ given by

Vx = Max

{
1

M×N

M

∑
i=1

N

∑
i=1

(Xi j − μ)2

}
(7)

iv) Update the Gray scale values of the thresholded image by adding Vk to them.

v) Repeat Procedure (ii) ,(iii) ,(iv) until variance Vk=Vk−1

Fig. 3 (a) Erroneous text detection result (b) Sample CC (c) Plot of Mean of projection vs
Angle for sample CC (d) Multi oriented text detection result (e) Extracted Text Region
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5 Experimental Results

5.1 Datasets Used

Proposed Text Detection and Text Localization methodology has been evaluated on
three datasets
1) Since there is no benchmark database, our own dataset is created for the pur-
pose of experimentation which include 50 Indoor and outdoor video clips contain-
ing scene texts.
2) Microsoft Common Dataset: A Collected 104 Video frame set from German TV
news Program and the test set from the Mediaglobe project, which are subsequently
referred to as MS testset, TV news testset and MG testset respectively [MZK10].
3) MSRA Text Detection 500 database (MSRA-TD500): It contains 500 natural
images. These include indoor (office and mall) and outdoor (street) scenes. The res-
olutions of the images vary from 1296×864 to 1920×1280. Manual annotations are
available at [CYT12].

5.2 Evaluation of Video Text Detection and Localization
Procedure

(i) Super Imposed Text: The evaluation procedure proposed in [MZK10] from MS
Test set is employed for performance evaluation. The comparisons results on MS test
set with existing methods is shown in Table 1 and some experimental results com-
pared to Yang et al.[[HY13] are shown in Figure 5. Table 1 shows that all though our
proposed method is not able to outperform the results of [MZK10], it surpasses all
the other methods for the MS test set range of datasets provided in the MS test set.
(ii) Multi-Oriented Scene text: The Evaluation procedure proposed in [CYT12]
is used for performance evaluation. The Evaluation and Comparison results as
illustrated in Table1 shows that proposed method has achieved significantly

Fig. 4 (a),(b),(c) Sample CCs (d),(e),(f) Median Filter output (g),(h),(i) Background elimi-
nated CCs (j),(k),(l) Binarized output (m),(n),(o) OCR output
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Fig. 5 (a),(b),(c),(d) Text Detection result for Yang method (e),(f),(g),(h) Text Detection
result for proposed method (i),(j)Text Detection result for MSRA Database (k),(l) Text
Detection result for own Database

Table 1 Performances of different text detection methods evaluated on the various dataset
Text Type Method Precision Recall F-Measure
Caption Proposed 0.95 0.95 0.95

Zhao[MZK10] 0.98 0.94 0.96
Shivakumar[PS08] 0.9 0.92 0.91
Gllavata [JGBFST09] 0.87 0.9 0.88
Yang [HY13] 0.94 0.93 0.93

Scene Proposed 0.69 0.65 0.67
Ephshtein[BY10] 0.25 0.25 0.25
Cong yao [CYT12] 0.63 0.63 0.6

enhanced performance over existing methods on texts of arbitrary orientations. Sam-
ple
examples are shown in Figure 5.

5.3 Evaluation of Videotext Recognition Procedure

Evaluation of proposed text binarization method is done on the following two test
sets using commercial OCR ABBYY fine reader 9.0.
(i)Caption text set: The proposed binarization method is compared with the well-
known thresholding based binarization techniques like Otsu [Ots79], Sauvola [JM00],
Niblack [W.N86] and Yang [JGBFST09].The Achieved text recognition accuracy is
as shown in table 2 which proves that the proposed method outperforms the results
of all other reference procedures.
(ii) Scene text set: Since our aim is also to evaluate the Text Recognition procedure
with respect to multi-oriented scene text hence 100 sample images (530 words, 3478
characters) are carefully chosen from MSRA text detection 500 database in such a
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Fig. 6 Some Example Binarization and OCR results of the proposed and existing methods

Table 2 Performances of different text detection methods evaluated on the various dataset≤s
database

Method Correct Characters Correct Words Char Accuracy Word Accuracy
Otsu 2087 301 0.60 0.57
Niblack(k=0.5) 1986 287 0.57 0.54
Sauvola(k=-.01) 1400 213 0.40 0.40
Proposed 2191 323 0.63 0.61

way that the set covers most of the challenges of a scene text such as low con-
trast and Noisy background. Proposed Binarization of Multi-oriented scene text has
been compared with Standard thresholding based binarization techniques like Otsu,
Sauvola, Niblack and the achieved text recognition accuracy has been tabulated in
table. 2. Sample recognition results are shown in Figure.5. Since there is no other
binarization evaluation result published from this test set yet hence our recognition
results is reported to establish a new baseline for comparison.

6 Conclusion

This paper presents a Text detection and recognition system that detects and recog-
nizes both Caption and Multi-Oriented Video text. The Experimental results reveal
that our method is quite robust over texts of unconstrained size and orientation. Fu-
ture work would focus on detection of text of Curve orientation, the case where our
method gives poor result. Our binarization algorithm handles text of arbitrary color
superimposed on complex color backgrounds. Our binarization algorithm works
well with most font sizes. However in some broadcast videos the stroke width is
less than 1, causing our binarization to fail. Future work would focus on binariz-
ing small size text. Proposed work also suggests focusing more on designing OCR
modules to handle unique challenges posed by Video texts.
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Local Search Method for Image Reconstruction
with Same Concentration in Tomography

Ahlem Ouaddah and Dalila Boughaci

Abstract. Image reconstruction in tomography is an attractive research area that
has received considerable attention in recent years. The image reconstruction can
be viewed as an optimization problem where the main objective is to obtain high
quality reconstructed images. In this paper, we proposed a local search (LS) method
to improve the quality of reconstructed images in tomography in supposed case of
similar concentration of physical phenomena. The proposed method starts with an
initial image solution and tries to enhance its quality. A solution is a set of points
where each point represents a distribution of a physical quantity resulting by ra-
dius emission. Each point is evaluated by a function that estimates the difference
between the estimated and the measured projections. The LS makes use of a move
operator that permits to generate neighbour solutions and helps in finding the op-
timal correctness of distribution in each point. The LS is an iterative process that
tries to optimize position of the physical parameter on the image in order to obtain a
solution corresponding to the reconstructed image. To measure the performance of
the proposed approach, we have implemented it and compared it with the Filtered
back-projection (FBP). Further, we compared the reconstructed images of LS with
the source ones. The numerical results are promising and demonstrate the benefits
of the proposed approach.

1 Introduction

The meta-heuristics are optimization techniques used for solving difficult problems
and finding optimal solutions when the exact techniques fail to do it. Meta-heuristics
have been used successfully in various optimization domains such as scheduling, job
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shop, industry and son on [2]. However in tomography reconstruction, there is only
a few research dealing with meta-heuristic for tomographic images reconstruction
[4, 7, 11, 12, 13, 17]. The image reconstruction in tomography is an inverse problem
that can be stated as follows: let us consider a set of measures; the problem is to
finding which object produced these measures. The ill-posed problem is that the
solution isn’t unique and the solution does not exist necessary. We can conclude that
this problem could be solved as an optimization problem and as we say previously,
the meta-heuristics could be used on this case [2].

The medical image reconstruction is a technique used to have representation in
image that gives information about a part or all of human body or animals. Such
image is used to comprehend function or anatomy of different organs or to detect
diseases and for this, the quality of reconstruction has a direct impact on the preci-
sion of the diagnostic.

The image reconstruction is an important search area. In this paper, we propose
a Local Search (LS) method to reconstruct an image. In this work, we demonstrate
that a local search met-heuristic could be used to reconstruct and improve the quality
of images from projections and only with restraint number of projections.

The image reconstruction in tomography can be divided into two parts:

1. The acquisition of the projections,
2. from this projections we reconstruct the image that corresponding to distribution

of the physical phenomenon [8].

The data acquisition could be modelled analytically by the Radon Transform
[10], all measured data are recorded into matrix called sinogram.

In continuous case, using Radon Transform, Projections P(s,θ ) with s is the dis-
tance between each point of the ray of projection and the center for an angle θ , such
as (1), consist to measure the integral of an infinite domain of all points (x,y) of a
function f(x,y) representing an object, these points are the points that contribute in
the projection P such as (2).

s = xcos(θ )+ ysin(θ ) (1)

P(s,θ ) =
∫ +∞

−∞
f (x,y)dv (2)

By analogy, in discrete case, Radon Transform consist to sum the values of all pixels
(x,y) that contribute in each projection Pi also called bin, such as (3); ri j is the value
of contribution of pixel j at the projection Pi ; f j is the value of this pixel [3].

Pi =
m

∑
j=1

ri j f j (3)

Added to this transform, John Radon has proved in 1917, that the reconstruction
of the object from its projections is possible and could be exact if we have an infinite
number of projections, and in reality it’s impossible [14].
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After publication of this theory and many years later, several methods are pro-
posed to reconstruct image from its projections.

We could divide standard methods of image reconstruction in tomography in two
major categories: analytical methods and iterative methods.

i The analytical methods are based on continuous modelling, it consist to inverse
measurements equations.

ii The basic principle for iterative methods could be summary as:

a. Estimate image,
b. compute projections of estimated image,
c. compare between estimated projections (b) and measured projections,
d. use factor of correction to correct error resulted by step (c),
e. update the projections to create a new estimated image, and go to (a),
f. The stopping condition could be a fixed number of iterations or when differ-

ence is minimized between estimated projections and measured projections.

The goal of iterative method is to minimize the difference between estimated
projections and measured projections using a factor of correction.

Filtered back-projection (FBP) [6] is the most frequently used analytical method,
and in general, analytical methods are fast but the quality of reconstruction is dis-
puted, for this reason iterative methods have been introduced to improve the quality
of reconstructed image, such as maximum likelihood expectation (MLEM) [15] or
ordered subset expectation maximization (OSEM) [9]. In general, iterative meth-
ods provide a better quality than analytical methods, however these methods need
heavy computing power and the noises increase proportionally with the number of
iterations. Using them is still limited actually.

In the best of our knowledge, there is few research works about reconstruction
using metahueristics approaches. We can cite for example the genetic and fly algo-
rithm in medical imaging reconstruction [4, 7, 11, 12, 13, 17]

The most proposed approach is based on genetic algorithm and these methods
are till now, in experimental stage. But in general, some of them improve highly the
quality of reconstruction and others less than. We believe that, these approaches can
still improve more the reconstruction and it’s our goal.

The problem is still open, because there is no exact solution for this problem for
all cases and mainly most of them use complete number of projections and gives
good results under some conditions.

In this paper, we propose a local search method (LS) in image reconstruction, to
improve the quality of reconstruction with a limited number of projections.

The rest of the paper is organized as follow: the second section presents the prin-
ciple of the proposed method. Then in the third section, we present preliminary
results and discussion about the results. Finally, we conclude with the conclusion.
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2 Proposed Approach

2.1 Main Principle

The input is a set of measured projections data produced analytically [10] and
recorded into sinogram H(s,θ ) where s is the position of the ray of projection ac-
cording to angle θ , see Fig. 1, each line of the sinogram represent sets of projections
for a given angle θ . Different main data types could be used in medical image re-
construction, but the most used data format is sinogram [5], this is why we choose
for a first approach a sinogram mode.

Fig. 1 Data acquisition illustrated. Each projection P(s,θ ) in s position at θ angle is recorded
into sinogram H(s,θ )[1]

In summary, the step one consist in producing the projections that we store into
sinogram see Fig. 2 and the second step consist to reconstruct the image from its
projections (sinogram) see Fig. 3.

Fig. 2 Example of sinogram (b) estimated for the image source (a)
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Fig. 3 Example that explains the problematic: How reconstruct the image (b) only with its
projections (sinogram) (a).

The initial space search represent image generated by the method SBP or by
uniform distribution, for each projection in a specific angle, for each point that con-
tribute in this projection, we apply a set of moves and estimate for each move its
projections in the same specific angle and using function of evaluation, we estimate
the convergence of the estimated projection to the measured projection, than select
the best solution corresponding to the solution that containing the changed point
which has maximum of convergence, and in other term, minimum of distance be-
tween its estimated projection and measured projection, in final we get better quality
of reconstructed image, which means, a better distribution of the physical quantity.

2.2 Function of Evaluation

The function of evaluation corresponds at the distance between the measured pro-
jections and estimated projections.
Distance of Manhattan [16], is used because it’s given a high quality of precision
and it’s a fast method.
We supposed that the projections were recorded into sinogram H(s,θ ).
We calculate the distance (Dc) between the estimated projection of changed pixel
that recorded into sinogram Hc(s,θ ) and measured projection for the same angle θ
of the same point recorded into sinogram Hm(s,θ ), such (4):

Dc = |Hc(s,θ )−Hm(s,θ )| (4)

2.3 Selection

In this algorithm, selection is used to optimize founding of the best distribution
and concentration of the physical phenomenon. Selection operator, correspond at
selection of the solution that have the lowest value of distance Dc see Section 2.3.
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2.4 Operator of Move

For each point of initial solution, two moves are accomplished for finding the best
estimation of this point that has improved the convergence of its projection to mea-
sured projection in each specific angle θ .

2.5 Stopping Condition

The LS is an iterative process. The boucle stopped when the current solution is the
same then the previous one, that means no improvement is noted in the new solution.
In other term, when all points are mutated with values having minimum distance
between estimated projection and measured projection thus provide a convergence
criteria.
In the case where each iteration is always slightly different from the previous, the
LS is applied for all points of the images for all measured projections.
The iteration process is stopped if no improvement is noted in the new solution
compared to the previous or if LS is applied for all points of the images for all
measured projections or until time of computation becomes superior of some fixed
value t.

2.6 The LS Algorithm

• Step0: Initialization: Initial solution corresponding to the initial estimation of
the image generated by simple back projection (SBP) or by uniform distribution.

• Step1: Number of projections is a restraint and small number comparing to the
initial number of projections that always used to reconstruct image.

• Step2: Each point of the solution is changed with two values 0 or 1, projection
data are estimated for the two cases.
The operator of move is used to optimize the position of the physical parameter
then we can say it allows performing the global optimization.

• Step3: Function of evaluation: This function that used to select the best so-
lution containing new changed point. It estimates the distance between current
projection and measured projection for a specific angle θ for the same point that
contributes in this projection.
For each point that contributes in each projection, we compute this function and
proceed to selection of the best new solutions.

• Step4: Selection: This step concern selection process, we select the solution
which its changed point has the function of evaluation correspond to the min-
imum of distance between the current estimated projection and the measured
projection.

• Step5: Stopping condition: The algorithm is stopped when the algorithm con-
verge to the same solution for a maximum number of iterations or if all points
are treated for all projections or if the time of computation became huge.
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3 Numerical Results

To validate the proposed method, we developed a set of numerical phantoms. Nu-
merical phantoms are with different small resolutions. The size of different objects
is not the same but the concentration of physical phenomena is the same. We can
say with a small number of projections, optimization of reconstruction is better than
FBP with a large number of projections. The next section presents a series of tests
to show the performance of the proposed approach.

3.1 Test1

We test objects with same, different small sizes, different resolutions of the nu-
merical phantom and same concentration of the physical phenomena, with a few
numbers of angles of projections. Our goal is to asses, if our approach presents a
higher quality of reconstructed image, see Fig. 4.

3.2 Test2

This test case has been introduced to compare our method with FBP method, tested
on small resolution of numerical phantom. Applied FBP method is used with all
angles of projections ([0..180]). The results show that our method using few number
of projections, gives better results for reconstruction than FBP, see Fig. 5.

3.3 Test3

This test case has been introduced to prove the power and efficiency of our method,
comparing our results and FBP results on small resolution of numerical phantom case.

Applied FBP method is used with the same numbers and angles degrees of pro-
jections used in our method. The results show that LS method is better for recon-
struction than FBP despite we have a small number of projections, see Fig. 6.

To show clearly the performance of LS in image reconstruction, we draw the curves
in Fig. 7 that compare LS and FBP in term of reconstruction quality point of view.

We estimate the grayscale values of reconstructed image using our method, FBP
method and the original one for image test 01. The curves of reconstructed image
by LS method and the original one are superimposed unlike the reconstructed image
by FBP method that is greatly different from the original one.

Table 1 gives a quantitative comparison between LS and FBP on all tested im-
ages. The column gap is the difference between the reconstructed image and the
original one. The column time is the computation time needed for each reconstruc-
tion for each method.

As shown in Table 1, LS succeeds to give high quality of images compared to
FBP. However the search process in LS is time consuming compared to the recon-
struction process in FBP.
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Table 1 Table of gap and computation time needed for each reconstruction using our method
and FBP method

Image test LS FBP
gap time(s) gap time(s)

Image test 01 0 2.2004 3.4981 0.1746
Image test 02 0 1.3640 0.1058 0.1370
Image test 03 0 0.6571 3.5494 0.0860
Image test 04 0 2.1569 6.7300 0.0840
Image test 05 0 3.8657 12.0027 0.0845
Image test 06 0 2.6712 6.7553 0.0835
Image test 07 0 7.6690 9.0000 0.0952
Image test 08 0 6.5062 2 0.0925
Image test 09 0 0.7278 1.6060 0.0830
Image test 10 0 0.4492 2.9482 0.0905

(a) Image test 01 (b) Reconstructed image (a) Image test 02 (b) Reconstructed image

(a) Image test 03 (b) Reconstructed image (a) Image test 04 (b) Reconstructed image

(a) Image test 05 (b) Reconstructed image (a) Image test 06 (b) Reconstructed image

Fig. 4 Reconstruction results for Test 3.1

FBP fails in finding good quality of reconstructed image for all the checked tests.
The gap between the images given by FBP is > 0.

Figure 7 confirms the efficiency of LS in reconstruction of images compared to
FBP.



LS Method for Image Reconstruction with Same Concentration in Tomography 343

(a) Image test 07 (b) FBP (c) Reconstructed image

(a) Image test 08 (b) FBP (c) Reconstructed image

(a) Image test 03 (b) FBP (c) Reconstructed image

(a) Image test 09 (b) FBP (c) Reconstructed image

(a) Image test 10 (b) FBP (c) Reconstructed image

Fig. 5 Reconstruction results for Test 3.2



344 A. Ouaddah and D. Boughaci

(a) Image test (b) FBP (c) Reconstructed image

Fig. 6 Reconstruction results for Test 3.3

Fig. 7 The graph represents quality of reconstructed image by LS and FBP compared to the
original one for image test 01

Fig. 8 The graph represents the relation between computation time and number of projections
in image test 01

This is due to the good exploration of the search space and using our operators
such as the function of evaluation that takes into account the comparison between
the estimated projections and the measured projections and selection based on tak-
ing the point having the minimum of this difference, which permits to locate each
good point that correspond to the position of the physical parameter.

To show clearly how the time of computation depends on the number of projec-
tions, we draw the curves in Fig. 8 that represent the evolution of time computation
according to the number of projections.
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According to the drawn line, the time of computation increase rapidly for the
first small number of projections, after a specified value, the time of computation
increase slower compared to the beginning, but keeps increasing; we can conclude
that the number of projections has a direct impact on time of computation needed for
reconstruction, therefore restrict this parameter back to reduce time of computation.

4 Discussion

The data reconstruction is an exact reconstruction, although the number of angles of
projections is limited and low compared to those for example to FBP.
Despite the number of angles of projections is wide in FBP, the quality of recon-
struction is lower than our method.
According to our research, any proposed approach till now present an exact recon-
struction with small numbers of angles of projections.

Using a few numbers of projections is a big advantage because it reduced time of
computation principally of reconstruction and in other side reduces time of acquisi-
tion.

We think that these preliminary results prove that’s a promising approach in to-
mographic reconstruction, we intend validate this approach in big size data and dif-
ferent concentration of objects.

Because the time of computation is important, despite we use a restraint number
of angles of projections for reducing time of computation, we are going to detect
the area of the object, and apply our operators only in detected area.

5 Conclusion

In this paper we proposed a local search method (LS) for image reconstruction in
tomography. To measure the performance of the proposed method, we have im-
plemented it and compared it with some other well-known method. The numerical
results are promising and demonstrate the benefits of LS in image reconstruction.
Further refinements will include detection of the area of the objects and apply our
algorithm only in the area of the objects. We plan to improve the current work by
handling large data size and different concentration of objects with different sizes.
We also intend to include evaluation using Shepp-Logan Model, Hoffman simulated
phantom data and real phantom data. Further we plan to introduce the parallelism
in LS to reduce the computation time.The exploration of the search space could be
done by using threads or process working in parallel. It would be nice to compare
LS with other iteratives method such as MLEM and/or OSEM.
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A Novel Color Image Coding Technique Using 
Improved BTC with k-means Quad Clustering  

Jayamol Mathews, Madhu S. Nair, and Liza Jo 

Abstract. A new approach to color image compression on HSV model with good 
quality of reconstructed images and better compression ratio using Improved 
Block Truncation Coding algorithm with k-means Quad Clustering (IBTC-KQ) is 
proposed in this paper.  The RGB plane of the color image is transformed into 
HSV plane in order to reduce the high degree of correlation between the RGB 
planes.  Each HSV plane is then encoded using IBTC-KQ method.  The block 
sizes are chosen based on the information content of the respective plane.  The 
result of the proposed method is compared with that of other BTC based methods 
on RGB model and it shows a better performance both in the visual quality and 
compression ratio.  Also the proposed method involves only less number of simple 
computations when compared with other BTC methods.   

Keywords: Color image compression, HSV color model, Block Truncation 
Coding, k-means quad clustering. 

1 Introduction 

Digital image processing is a rapidly emerging field with growing applications in 
Science and Engineering.  It has a wide range of applications such as remote 
sensing data via satellite, medical image processing, radar and robotics. 
Nowadays, most of the information in computer processing is done online which 
is either graphical or pictorial in nature and since it is represented by images, the 
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storage and communication requirements are immense.  A color image normally 
contains a great deal of data redundancy and requires a large quantity of storage 
space.  These storage and transmission challenges can be managed by image 
compression techniques [1].  The objective of an image compression technique is 
to remove as much redundant information as possible without destroying the 
image quality.  Color image compression using color quantization is used in order 
to reduce the number of possible colors and thus lower the transmission and 
storage cost [2].  In this work, moment preserving principle is studied in the image 
compression process to keep the visual quality of the resulting image good and 
acceptable for the human visual system.  Block Truncation coding (BTC) is a 
comparatively simple image compression method developed in 1979 [3].  Though 
it is a simple technique, it has an important role in the history of digital image 
coding, as many advanced coding techniques have been developed based on BTC.  
Even though the compression ratio achievable by BTC have long been exceeded 
by many other image coding techniques such as DCT (JPEG) [4] and wavelet [5], 
the computational complexity of BTC like image coding techniques has made it 
attractive in applications where the real time fast implementation is needed.  
Another feature of this coding is the high processing speed of the compression and 
decompression algorithms.  The compressed file is normally an object of a data 
transmission operation. Visual comparison of the original and transmitted 
(decoded) images gives a direct evaluation of the robustness.  By using BTC 
coding, we can eliminate transmission errors and achieve robustness.  Some other 
interesting features of this coding technique are its ease of implementation and 
minimum use of working storage space. 

The standard BTC algorithm is a simple block based lossy image compression 
algorithm for grayscale images that preserves the block mean and the block 
standard deviation.  Although this method keeps the visual quality of the 
reconstructed image it creates some artifacts like staircase effect, etc. near the 
edges.  Several modifications on this compression technique have been developed 
during the last many years and most of the techniques focus on the extraction and 
retention of visual information of the image.  The absolute moments BTC [6], 
upper and lower mean BTC [7] and adaptive BTC [8] were implemented to 
improve the quality of coded images.  Some other modified or hybrid BTC 
algorithms have been developed to further reduce the bit rate either regarding the 
mean vector [9] or the bit-map [10] [11] [12] or both [13] [14].  All of them use 
the moment preserving principle first and then apply other techniques to truncate 
the image data.  These algorithms were originally implemented on grayscale 
images but we can apply these methods separately on each color plane of color 
images, and then merge the resulting triple set mean vectors and bit-maps by using 
some other method.  Therefore, reducing the three planes of bit maps becomes an 
important factor in the process of compressing color images.  Wu and Coll [15] 
used a single bit map to quantize all the three color planes so that only one out of 
three bit maps need to be preserved.  Kurita and Otsu [16] used the mean vector 
and the covariance matrix of color vectors to compute the principal score for the 
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pixels in an image block, and classified the pixels in the block into two classes.  
Two mean vectors and a bit map are preserved.   

In this study, a lossy color image compression algorithm giving better 
compression ratio with good reconstructed image quality is proposed.  Most color 
images are represented in RGB model.  In this paper, the compression of color 
images is done by converting color images from RGB to HSV color space.  The 
RGB color space defines colors as a linear combination of three additive primary 
colors; red, green and blue.  The color space which is commonly used and matches 
more naturally to human perception is the HSV color space, with the three 
components hue, saturation and value.  Color vision can be controlled using RGB 
color space or HSV color space.  In cases where color description plays an 
inherent role, the HSV color model is frequently used alternatively of RGB model.  
The HSV model depicts colors in a similar way to that of how the human eye 
tends to perceive color.  For many applications, processing HSV component 
images provides superior results [17].  RGB color space is not perceptually 
uniform.  The three components in this color space have equal importance and 
hence with the same precision these values have to be quantized [18].  The human 
visual system is more sensitive to information in the luminance component than to 
information in the chrominance component.  Hence, the RGB components are 
linearly transformed into the HSV components, and the luminance and the 
chrominance components are treated differently at the time of coding and 
decoding.  When we apply conventional BTC method on each of the three RGB 
planes of a color image it gives a better compression ratio without much 
degradation on the reconstructed image.  But it shows some artifacts like staircase 
effect or raggedness near the edges.  

In this color image coding technique using Improved Block Truncation Coding 
Algorithm with k-means Quad Clustering (IBTC-KQ) [19] the image is converted 
from RGB model to HSV model and then applied IBTC-KQ on each plane.  In 
IBTC-KQ, instead of the bi-clustering technique used in the conventional BTC, 
quad clusters are formed for each block in each plane using k-means clustering 
algorithm [20] so that similar pixel values come under the same cluster.  And by 
getting the means of the pixel values of each cluster, the reconstructed image is 
generated.  In the HSV color model, value represents the brightness or luminance 
of the color, which gives the dominant description.  Hence the block size for 
luminance component (i.e., value) is  taken as 4 and variable block sizes are used 
in other two components.  This will yield generally better visual quality for the 
reconstructed image with better compression ratio. 

2 Proposed Method  

The proposed method converts the image from RGB model to HSV model and 
applies IBTC-KQ on each plane of the HSV color space.  The algorithm for this 
method is as follows.   
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2.1 Encoding 

Step 1:  Input a color image of size M×N×3 pixels.   
Step 2: Convert the input color image in RGB model (rgb) to HSV model (hsv).    
Step 3:  Extract the individual planes h, s and v from hsv. 
Step 4: Divide the planes h, s and v into blocks, each of size k×k.  Value of k 

can be 4, 8, 16, and so on for h and s planes and for v plane, the value 
of k is fixed as 4.  Then each block in h, s and v planes can be 
represented as, 

 HW =          

 SW =          and 

              VW =          respectively. 

Step 5:  Segment the blocks HW, SW and VW into 4 clusters (hc0, hc1, hc2, 
hc3), (sc0, sc1, sc2, sc3) and (vc0, vc1, vc2, vc3) respectively using k-
means algorithm so that similar pixels are grouped into the same 
cluster.               

s             

v             

Step 6:  Compute the mean (hµ0, hµ1, hµ2, hµ3), (sµ0, sµ1, sµ2, sµ3) and (vµ0, 
vµ1, vµ2, vµ3) of the pixel values corresponding to each cluster in 
each plane.  

Step 7: Based on these 4 clusters of each plane the bit maps HB, SB and VB 
are generated.   

HB =         here     00,    01,    10,   11,     

SB =        where     00,    01,    10,   11,     

       VB =    where     00,    01,    10,   11,     

Only 2 bits per pixel are required to represent each hbj, sbj and vbj. 

…. (1) 

 (2) 
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Step 8:  Repeat the steps 5 to 7 for each block in each h, s & v planes.  The 
resultant bit maps represent the encoded planes.  

2.2 Decoding 

For the reconstruction of each plane of the image, the bit map and the four means 
of each cluster in every block of each plane are transmitted to the decoder.  The 
decoding procedure is as follows: 

 
Step 1:   Divide the bit map of each plane into k×k blocks.   
Step 2:  Decode bitmap block with the four means of each cluster in such a 

way that the elements assigned 00 are replaced with mean of cluster 
0, elements assigned 01 are replaced with mean of cluster 1, elements 
assigned 10 are replaced with mean of cluster 2 and elements 
assigned 11 are replaced with mean of cluster 3.  Then the decoded 
image block Z for each plane h, s & v can be represented as, 

 HZ =        where     , 00, 01, 10, 11 

 SZ =          where     , 00, 01, 10, 11 

 VZ =        where     , 00, 01, 10, 11 

Step 3:  Repeat Step 2 for each block of each plane and the resultant matrix 
represents the reconstructed plane of the image. 

Step 4: Combine all the three decoded planes into a decoded HSV image (chsv). 
Step 5: Convert the decoded HSV image (chsv) into RGB color image (crgb) 

which results the reconstructed color image. 

The flowchart for illustrating the encoding and decoding process is given in Fig. 1. 

3 Performance Measures 

Once an image compression system has been designed and implemented, 
performance evaluation based on some image quality measures should be done in 
order to compare results against other image compression techniques.  In this 
work we focus on measures such as Mean Square Error (MSE), Peak Signal to 
Noise Ratio (PSNR) and Compression ratio (CR) [14, 15].  MSE and PSNR 

  (3) 
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values give the measure of quality of reconstruction of lossy compression.  PSNR 
is a qualitative measure based on MSE of the reconstructed image. The 
compression ratio is used to measure the ability of data compression by comparing 
the size of the compressed image and the size of the original image.  

 

 

 

 

 

 

 

 

 

 

Fig. 1 Flowchart illustrating Encoding and Decoding process 

4 Experimental Analysis 

Performance of the proposed method has been evaluated for a set of test images of 
different sizes, viz., ‘baboon’, ‘lena’, ‘airplane’, ‘pepper’ and ‘satellite’.  The test 
images in RGB color space are converted into HSV color space and then extracted 
each individual components viz., hue (h), saturation (s) and value (v) of the HSV  
 

Convert the decoded HSV image 
into reconstructed RGB image 

Segment HW, SW and VW into 4 clusters 
using k-means algorithm using equation (1) 

Compute mean (hµ0, hµ1, hµ2, hµ3), (sµ0, 
sµ1, sµ2, sµ3) and (vµ0, vµ1, vµ2, vµ3) of the 
pixel values of each cluster in each plane 

Encoding 

    Start 

Input color image 
of size M×N×3 

Convert RGB into HSV and 
extract h, s, and v planes 

Divide the planes h, s, v into k×k blocks, 
viz., HW, SW, VW; k Є {4, 8, 16, …) 

Bit maps HB, SB, VB for each plane is 
generated using equation (2) which 
represents the encoded planes 

      Stop 

Decoding 

     Start 

Get the bitmaps HB, SB, 
VB and 4 means (hµ0, 
hµ1, hµ2, hµ3), (sµ0, sµ1, 
sµ2, sµ3), (vµ0, vµ1, vµ2, 
vµ3) of each cluster 

Divide HB,SB & VB into  k×k 
blocks, k Є {4, 8, 16, …) 

Decode the bitmap blocks using 
equation (3) and get the decoded 
image planes HZ, SZ & VZ  

Combine all the three decoded 
planes HZ, SZ & VZ into the 
decoded HSV image 

     Stop 
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Table 1 Performance analysis of proposed method on a set of test images for different 
block sizes for h & s planes and constant block size 4 for v plane 

Block size PSNR in dB CR 
s ↓  /  h → 4 8 16 32 4 8 16 32 
lena (256×256)  
4 38.8147 37.5182 36.2483 35.0551 2 2.2857 2.3704 2.3925 
8 38.0867 37.0234 35.8597 34.6957 2.2857 2.6667 2.7826 2.8132 
16 37.0963 36.2659 35.3122 34.2350 2.3704 2.7826 2.9091 2.9425 
32 35.1461 34.8912 33.8618 33.5340 2.3925 2.8132 2.9425 2.9767 
lena (512×512)  
4 40.8243 40.0340 39.1380 38.3322 2 2.2857 2.3704 2.3925 
8 40.6212 39.8660 39.0592 38.2163 2.2857 2.6667 2.7826 2.8132 
16 40.2530 39.5556 38.7624 38.0455 2.3704 2.7826 2.9091 2.9425 
32 39.8231 39.2105 38.4457 37.7852 2.3925 2.8132 2.9425 2.9767 
airplane (512×512)  
4 40.0848 38.9146 37.8221 36.7505 2 2.2857 2.3704 2.3925 
8 39.5928 38.6350 37.6177 36.5840 2.2857 2.6667 2.7826 2.8132 
16 38.9921 37.8003 36.9431 36.1053 2.3704 2.7826 2.9091 2.9425 
32 37.8115 37.0685 36.4810 35.5037 2.3925 2.8132 2.9425 2.9767 
pepper (512×512)  
4 40.8718 39.2747 37.5448 35.7779 2 2.2857 2.3704 2.3925 
8 39.1006 37.9665 36.5610 35.0657 2.2857 2.6667 2.7826 2.8132 
16 36.6312 35.9277 35.2589 33.9682 2.3704 2.7826 2.9091 2.9425 
32 34.6617 33.2834 33.2841 32.7727 2.3925 2.8132 2.9425 2.9767 
satellite (1024×1024)  
4 32.3240 32.0592 31.7768 31.5273 2 2.2857 2.3704 2.3925 
8 32.2671 31.9815 31.7069 31.4877 2.2857 2.6667 2.7826 2.8132 
16 32.1580 31.9038 31.6032 31.3756 2.3704 2.7826 2.9091 2.9425 
32 32.0225 31.7531 31.4769 31.2542 2.3925 2.8132 2.9425 2.9767 

 
color image.  In RGB model, since (r, g, b) components are correlated, with the 
same precision these values have to be quantized.  Hence, each plane is coded 
with same block sizes.  In the HSV color model, value represents the brightness of 
the color, which is more sensitive to the human eye.  Therefore, for achieving 
good visual quality in the reconstructed image, the block size for the component v 
is taken as constant, say, 4 and variable block sizes ranging from 4 to 32 are taken 
for the other two components h and s.   The performance is measured based on the 
parameters PSNR and CR.  Table 1 shows the performance analysis on test images 
for different block sizes for h & s with the constant block size 4 for v plane.  Table 
2 shows the performance analysis of IBTC-KQ, AMBTC and BTC on r, g & b 
planes separately with different block sizes.   

When we compare the values in Table 1 & 2 for different test images, we can 
see the increasing variation in PSNR values with better compression ratio.  For 
example, in the case of 512×512 ‘lena’ image, the PSNR value achieved for block 
size 4 in (r, g, b) plane is 40.1465dB with a compression ratio of 2 (in Table 2) 
whereas the PSNR value for block sizes (4, 4, 4) in (h, s, v) plane 40.8243dB with 
same compression ratio of 2 (in Table 1).  And with BTC and AMBTC the PSNR 
value obtained is only 29.4556dB and 33.1843dB.    
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Table 2 Performance analysis of IBTC-KQ, AMBTC and BTC on each r, g, b planes with 
different block sizes 

Method 
Block size – 4 Block size – 8 Block size – 16 Block size – 32 
 PSNR CR  PSNR CR PSNR CR  PSNR CR 

lena (256×256) 
BTC 26.7184 4 23.8559 6.4 21.7470 7.5294 19.8585 7.8769 
AMBTC 30.9400 4 27.8555 6.4 25.5719 7.5294 23.6503 7.8769 
IBTC-KQ 38.2529 2 34.5424 3.2 32.2239 3.7647 30.1786 3.9385 
lena512 (512×512) 
BTC 29.4556 4 26.4548 6.4 24.0347 7.5294 22.1325 7.8769 
AMBTC 33.1843 4 30.3392 6.4 27.9862 7.5294 25.8793 7.8769 
IBTC-KQ 40.1465 2 36.4591 3.2 34.1803 3.7647 32.3672 3.9385 
airplane (512×512) 
BTC 26.4967 4 23.8153 6.4 21.8808 7.5294 20.1680 7.8769 
AMBTC 31.8545 4 28.5812 6.4 26.4854 7.5294 24.9702 7.8769 
IBTC-KQ 39.2827 2 35.5515 3.2 33.5078 3.7647 31.9910 3.9385 
babbon (512×512) 
BTC 23.0003 4 21.1752 6.4 19.8415 7.5294 18.5215 7.8769 
AMBTC 26.9687 4 25.0069 6.4 23.6425 7.5294 22.6878 7.8769 
IBTC-KQ 33.8076 2 30.9736 3.2 29.6361 3.7647 28.5184 3.9385 
pepper (512×512) 
BTC 27.7787 4 24.6092 6.4 21.7688 7.5294 19.7993 7.8769 
AMBTC 33.3755 4 29.3254 6.4 26.2391 7.5294 23.7962 7.8769 
IBTC-KQ 40.5899 2 36.0965 3.2 33.1570 3.7647 30.6388 3.9385 
satellite (1024×1024) 
BTC 21.0127 4 18.7240 6.4 17.3198 7.5294 16.5737 7.8769 
AMBTC 24.7687 4 22.2407 6.4 20.6722 7.5294 19.7676 7.8769 
IBTC-KQ 31.8253 2 28.5514 3.2 26.9108 3.7647 25.9544 3.9385 

 
When we are increasing the block size value for ‘s’ (saturation) by keeping the 

other two values of block sizes same, the PSNR value is still high when compared 
with PSNR value in (r, g, b) plane (40.1465dB) and it also achieves a compression 
ratio greater than 2.  For example,  (h, s, v)  PSNR in dB CR 

(4, 8, 4)  40.6212 
 2.2852 

         (4, 16, 4)  40.2530 
 2.3704 

Similarly for other images including the ‘satellite image’ having large size, we 
can see the same increase in PSNR value from the two tables.  In the case of satellite 
image, in (r, g, b) plane the PSNR value achieved is 28.5514dB with a compression 
ratio of 3.2 (in Table 1).  With an approximately same compression ratio of 2.9767 
the PSNR value achieved is 31.2542dB in (h, s, v) plane with block sizes (32, 32, 4) 
(in Table 2).  This increasing variation in PSNR value shows betterment in the 
visual quality of the reconstructed image.  The variation in PSNR value for different 
block sizes in HSV and RGB model with IBTC-KQ, AMBTC and BTC on a test 
image ‘lena’ (512×512) is shown in Fig. 2. Some of the test images of different sizes 
and the corresponding reconstructed images are shown in Fig. 3. and Fig. 4.  
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Fig. 2 Variation of PSNR value in HSV model and RGB model 

Fig. 3 Original images 

Fig. 4 Reconstructed images using IBTC-KQ in HSV plane 

The visual quality of the reconstructed images is much more enhanced in HSV 
model than in RGB model using IBTC-KQ.  This improvement is clearer by the 
variation of PSNR values shown in the graph in Figure 2. Thus the proposed 
method produces perceptually superior quality reconstructed image with minimum 
distortions near the edges.  Since this method involves quad clustering the time 
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taken for encoding is relatively higher but it is still comparable. The proposed 
method involves only simple computations such as calculating the mean of the 
pixel values making it suitable for real time transmission .  

5 Conclusion 

A new approach to color image compression on HSV model using IBTC-KQ for 
enhancing the other compression techniques in RGB model is proposed.  This 
method transforms the RGB plane of the input image into HSV plane and by using 
k-means quad clustering each plane is encoded.  The block sizes are given based 
on the information content of each plane.  Since the luminance component is more 
prominent for the human visual system, the block size for v plane is defined as 
constant and use varying block sizes for other two planes.  Also the proposed 
method involves only less number of simple computations when compared with 
other BTC methods making it suitable for real time transmission.  
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Block Matching Algorithms for Motion 
Estimation – A Comparison Study 

Abir Jaafar Hussain, Liam Knight, Dhiya Al-Jumeily,  
Paul Fergus, and Hani Hamdan 

1Abstract. Motion estimation procedures are employed in order to achieve 
reductions in the amount of resources required for data retention and therefore 
alleviate transmission demands of steaming digital video sequences across 
Information System infrastructures. The process comes at high computational 
expense, however there are a number of techniques in which attempt to expedite 
processing times for the compression of video streams by increasing the efficiency 
of resource utilisation through a minimisation of superfluous calculations incurred 
by imprudent video compression applications. A variety of fast, block-based 
matching algorithms have been developed to address such issues within the 
motion estimation process and to also exploit the assumptions made in regards to 
the behaviours exhibited by distortion distributions. This investigation will analyse 
a number of such methodologies through a literature review of their 
accompanying publications and will enable the development comparative analysis 
based on various performance indicators.   

Keywords: Motion estimation, block matching algorithms, video compression. 

1 Introduction 

The impact of media content provision on the Information Technology and 
entertainment industries has been hugely significant, the estimated revenue from 
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advertisement in 2011 reached over three billion dollars and is expected to be a 
seven billion dollar enterprise by 2015 [1]. The distribution of digital video via the 
internet has effectively given rise to new source of entertainment media and has 
shifted the focus of major traditional media outlets such as Channel 4 and ITV, 
who are currently providing online content in order to capitalise on emerging 
revenue streams. A collection of these factors have also helped to drive innovation 
of video compression technologies as competition for user viewing time has 
increased. 

The increasing popularity of the internet as a source for entertainment media 
consumption and the remarkable development data transfer capabilities have 
helped video streaming become a viable source for media content provision. 
Traditionally, the main methods of delivering entertainment media to consumers 
have been limited to television and radio vendors. Technological advancements 
have given rise to the online availability of digital video content allowing 
consumers to stream content directly to their computational devices. The 
emergence of high-definition video displays with provisional storage media 
formats such as Blu-Ray and HD discs place an ever greater exertion on the 
facilitating computational resources. Ubiquitous availability of such applications 
has become viable thanks to the progressive increase in internet bandwidth speeds 
and more significantly, the development of video compression techniques. 

The video coding environment incorporates a number of different 
methodologies such as the lossy and lossless techniques, of which demonstrate 
contrasting operational characteristics and therefore use within practical 
applications is largely dependent on the requirement of the user. There are several 
formats associated with the encoding and decoding of digital video streams such 
as the ISO/IEC MPEG and ITU-U H.26x formats [2], developed with the intention 
of providing a framework for the standardisation of data compression within this 
environment. Full Search (FS) motion estimation procedures are able to exploit 
the redundancies that exist in temporal domains of moving video sequences 
through the process of motion compensation [3]. This is the activity in which 
motion differences occurring between digitally sampled frames of video 
sequences are encoded as opposed to retaining the structural integrity of each. 
Frame segmentation is applied in order divide a spatial image into a group of 
sections referred to as Macroblocks, enabling the displacement in which is 
observed between temporal positions to be predicted. This process is known as 
block-based motion estimation and whilst a reasonable ratio of compression can 
be achieved using the FS technique, it is both highly resource intensive and time 
consuming to accomplish. A variety of fast block matching algorithms have been 
proposed in order to alleviate the computational demands of FS motion estimation 
procedures and also obtain comparable levels of fidelity. 

Information yielded from our research investigations intend to provide pertinent 
information in relation to a number of block-based motion estimation techniques 
so that the optimum method for application within a video coding environment 
can be determined. Knowledge on this subject is ascertained from a literature 
review on the publications in which such techniques are proposed and will include 
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a detailed analysis of the experimental data contained within. Conclusions made in 
respect to which solution provides the least computational complexity, time for 
processing and levels of distortion will be firmly reinforced by the empirical 
evidence supplied in the proposal paper simulations. Correlations demonstrated by 
such techniques in relation to their beneficial characteristics and their operational 
functionalities will be identified, thus enabling suggestions on their successfulness 
for implementation within motion estimation procedures. 

2 Motion Compensation and Estimation 

One of the most effective methods for eliminating temporal redundancy from 
within digital video streams is through the use of block-based motion estimation 
techniques in which provide compensation of the movement that occurs between 
temporal samples (Interframe). The process begins[2] by arranging the pixels 
within the current frame into a selection of blocks (Macroblocks, commonly 16 x 
16 pixels) as shown in Fig.1 (a) , also known as frame segmentation and is 
represented by Fig.1 (b). 

 

Fig. 1 (a) Macroblock. (b) The process of frame segmentations. 

A search is then conducted to identify an area of a reference frame (Motion 
Vector) that best matches the current macroblock and the displacement between 
the two is then taken into account, referred to as motion estimation (demonstrated 
by Fig.2). The source content of certain frames has to be encoded in order to 
provide reference frames for the motion estimation process. Motion vectors 
identified within the reference frame are known as residual macroblocks. When 
each macroblock within the candidate frame is assigned a residual macroblock 
they are then used to create a residual frame, of which is deducted from the 
matching areas within the current frame in order to provide motion compensation. 
The compensated movement between the two matching blocks is used to predict 
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the arrangement of pixels on the current frame. This can provide a significant 
reduction in data size as the bit sequences for every frame do not have to be 
retained in the encoded video file. 

 

Fig. 2 The process of motion estimation 

The block based motion estimation and compensation techniques are utilised by 
the majority of video compression standards due to their capability for eliminating 
redundancy from raw video streams. The standards that employ this technology 
include the MPEG-4 and H.264 formats [4], however there are various methods in 
which the motion estimation and compensation is achieved. The demand on 
computational resources from the block matching process can be reduced through 
the implementation of various algorithms that determine the behaviour of search 
operations. The block matching algorithms are employed in order to increase the 
efficiency of the search operations and therefore improve the overall effectiveness 
of video compression process. These techniques exploit consistencies that are 
exhibited by the behaviours in the distortion levels of potential matching areas. 
The suitability of macroblocks within a reference area for their inclusion in the 
residual frame is determined by the implementation of various distortion metrics 
such as Mean Squared Error (MSE), Mean Absolute Error (MAE), and Sum of 
Absolute Errors (SAE). 

3 Evaluation Metrics 

Distortion metrics are implemented in order to measure the homogeneity between 
the current macroblock and predicted reference area; this however does not 
provide an indication for the perceived quality of the resulting decoded video 
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output. Human perception of visual quality is difficult to accurately quantify as 
this process is largely subjective and evaluation of fidelity can deviate 
significantly due to individual interpretations of content matter. Endeavours have 
been undertaken to provide methods in which the performance of the motion 
estimation process can be measured quantitatively and effectively dehumanise the 
evaluation of decoded visual quality. 

There are a variety of evaluation metrics which are utilised to determine the 
perceived fidelity of decompressed video output including the Peak Signal-to-
Noise Ratio (PSNR) and the Structural Similarity Index (SSIM). The PSNR is the 
most commonly employed evaluation metric, being the preferred method due to its 
simplicity and potential for fast calculations. Evaluation metrics are able to supply 
an objective determination of visual quality and in certain instances this does not 
correlate with the subjective perceptions of the HVS. A calculation for the MSE is 
required in order to obtain the PSNR figures for video sequences and the equation 
used to do so is as follows: 10     

 

4 Comparison of Block-Based Matching Algorithms 

Primal video coding applications in which the estimation of temporally inhabited 
motions were conducted, incurred a heavy demand on resource availability due to 
the appreciable number of computations required in order to achieve such. This is 
demonstrated by the large number of search point calculations required by the Full 
Search (FS) motion estimation technique [3] to identify appropriate motion 
vectors for candidate macroblocks under examination. The vertical scaling of 
hardware components is a relatively common undertaking within modern day 
system architectures in order to address these issues. In the formative years of 
motion estimation application however, commodity physical devices were of 
limited availability and also of a diminutive potency compared to contemporary 
device specifications. Thus, the heavy computational cost of FS operations placed 
further constraints on individuals concerned with compression of digital video 
sequences in which motion estimation is rendered. The development of fast block 
matching algorithms sought to address this consequence through a reduction in the 
computations involved for motion vector assignment and also by increasing the 
rapidity in which it is achieved. 

The inception of fast block matching algorithms commenced in the early 
Eighties with solutions such as the Three Step Search (TSS) [5] and 2-D 
Logarithmic Search (TDL) [6] proposed during this era. Intending to address the 
resource intensity of exhaustive displacement region excavations, the TSS and 
TDL algorithms are able to significantly reduce the computational expenditures of 
motion estimation procedures. This however, is not without recourse as the 
decrease in search point locations is mitigated by a potential for impairments in 
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the perceived fidelity of decompressed video sequences. The major disadvantage 
of fast block matching algorithms is that the path of search is tempted towards a 
local minimum point of distortion as opposed to the identification of the true 
motion vector location. Incorrect specification of motion vector for the candidate 
macroblock does not provide a true representation of the source information and 
therefore results in a lossy form of data compression. 

Conceptualisation of the both TSS and TDL would not have successfully 
reduced computational complexity, whilst maintaining reasonable fidelity, unless 
the dispersion of distortion exhibited a certain level of correlation. Development 
of such solutions is dependent on valid logical reasoning to facilitate 
programmable algorithms that can be executed sequentially in order to render a 
desired outcome. Pattern-based, fast block matching algorithms owe their 
operational efficiency to the fact that measured distortion levels decrease 
uniformly on approach to the motion vector position considered as the optimum 
match. 

Supported by the homogeneity of distortion distribution, the TSS and TDL are 
able to both minimise motion vector calculations and expedite FS search 
procedures. In a commonly employed displacement region scenario of ±7, the TSS 
is able reduce permutations of search by a factor of nine. Motion estimation 
procedures can therefore be achieved in approximately ten percent of the amount 
of time that is required by the FS method. 

Proposal of the New Three Steps Search (NTSS) [7] in the mid-nineties 
prompted the speculation of an additional assumption in relation to the behaviours 
exhibited by distortion distributions. This technique relied heavily on the 
suggestion that the motion vectors assigned from reference frames are in a 
centralised locality accordant to that of the candidate macroblock coordinates. 
This reasoning is exploited by the NTSS [7] through the inclusion of an additional 
3 x 3 coordinate search pattern during distortion level assessments in order to 
identify static macroblocks, at which point execution of the algorithm may be 
terminated. Implementation of two search patterns at the first step will incur 
seventeen Block Distortion Measures (BDM) calculations and is therefore highly 
dependent of the validity of said assumption to ensure computational demands are 
not overly exuberant for motion estimations procedures. 

Simulations were conducted by the developers of the NTSS with the TSS 
placed under identical testing conditions. The findings were particularly 
significant as the NTSS was shown to be consistently closer to point of global 
minimum distortion, but more significantly it is the most likely to identify the 
optimum motion vector match. The study does not however, indicate the required 
number of search locations for application of the NTSS within the tested video 
sequences. The NTSS is liable to incur an increased number of BDM calculations 
per step compared to that of the TSS; however this is mitigated by the innovative 
half-way stop technique which can also reduce processing times for static 
macroblocks. 

The success demonstrated by the NTSS in adopting centre-biased search 
functionality stimulated the emergence of a number of similar, block-based 
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matching techniques in the years to follow. This is the framework in which 
algorithms such as the Four Step Search (4SS) [9] and Block-Based Gradient 
Decent Search (BBGDS) [8], are configured to exploit in order to increase the 
efficiency of motion estimation procedures whilst maintaining acceptable levels of 
fidelity. The two solutions were proposed in the simultaneous year and both 
incorporate a square conformation of search locations that navigate along the path 
of least distortion from the displacement region centre. The findings of 
simulations conducted within each accompanying publication[8][9] were 
significant in that their suggestions of centralised motion vector residency were 
affirmed through the performance levels in which were exhibited by both 
solutions in comparison to previously developed block matching techniques. 

Transformations made by the 4SS and BBGDS algorithms during the 
implementation of block matching, motion estimation were variable in regards to 
both computational complexity and also levels of observable distortion. Distortion 
levels incurred by the BBGDS in the tested video sequences were comparable 
with that of the NTSS, whilst computations were reduced by a factor of six. The 
ramifications of such, are that the computational resources required to achieve 
motion vector assignment are considerably less and the time required in order 
process such is also attenuated. 

The 4SS also made reasonable progressions in regards to computational 
complexity, however the minimisation of motion vector assessments is less 
remarkable and on average, it eliminated such calculations by ten percent in 
comparison to that as is observed by the results of the NTSS. Yet, fidelity levels 
exhibited during the 4SS simulated exercises [9] were a more noteworthy 
disclosure, as the average MSE results indicate a considerable improvement in the 
quality of encoded video streams over that of the NTSS. This generation of centre-
biased, block matching algorithms helped to reinforce the convictions made by the 
developers of NTSS, whilst also augmenting their functionality in order to achieve 
distinguishable levels of improvement. Implementation of either the 4SS or 
BBGDS within motion estimation procedures is largely conditional based on 
users' requirements in relation to the rate-distortion trade off as they are beneficial 
to this process for contrasting reasons. 

The beginning of the following decade witnessed the proposal of another 
method for pattern-based, motion estimation operations called the DS algorithm. 
The Diamond search (DS) [10] is also heavily reliant on a centre-biased dispersion 
of true motion vectors as its search pattern conformation is of condensed 
proportions, compared to that of earlier techniques such as the TSS and TDL. 
Whilst the DS operates within the same logical foundations as the 4SS and 
BBGDS, its distribution of search point locations were a novel feature at this time. 
The majority of preceding solutions apply their points of search using either a 
square or cross-based distribution. The diamond-like positioning of possible 
motion vector coordinates results in a reduced number of locations for subsequent 
operations due to the intersection of points in which occurs. The DS simulations 
indicated that the technique is successful for achieving such in comparison to the 
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NTSS and 4SS; however the BBGDS is shown to be the optimum performer in 
regards to computational complexity. 

The distinguishing feature of the DS is that it can provide comparable fidelity 
levels with the 4SS (Even with the FS in certain scenarios) and also achieve 
reductions in the calculations necessary to do so. Although the BBGDS can be 
considered less resource intensive than the DS, this is sacrificed through increased 
levels of distortion and in certain scenarios is able to achieve a twenty-five percent 
increase in visual quality. Due to the desirable levels of fidelity observed by this 
technique compared to the 4SS, would have made the DS the optimum fast block 
matching solution if high-fidelity, compressed video streams are the preferred 
requirement. 

The performance gains achieved by Zhu et al. [10] in the instance of the DS, 
provided the motivation for the development of a similar pattern-based technique 
called the Hexagonal Search (HEXBS). Also developed by Zhu et al. [11], further 
innovation was evident in this methodology as the distribution of search locations 
are arranged in a hexagonal formation, of which had not been observed in 
previous block matching solutions. This search pattern configuration results in 
three additional assessed motion vector locations for each subsequent stage of 
execution, therefore increasing the simplicity of motion estimation procedures. 
The experimental results confirmed such and a twenty-five percent reduction of 
computational complexity in comparison to that of the DS is demonstrated. This 
however, is not without consequence as the HEXBS is unable to provide a 
comparable representation of the source content and fidelity levels are not as 
desirable as the DS.  This is understandable due to the main operational benefit of 
the DS is its ability accurately identify suitable motion vectors and therefore if 
efficient processing times are the preferred functionality for motion estimation 
procedures, the HEXBS would be considered the optimum solution in comparison 
to the currently available techniques. 

The same year in which the HEXBS was proposed saw the introduction of 
another pioneering block matching solution, named the Adaptive Rood Pattern 
Search (ARPS) algorithm [12]. The ARPS incorporates, what were at this period 
in time, two novel features; zero motion prejudgement (ZMP) for stationary or 
quasi-stationary macroblocks and a predicted motion vector location within the 
primary search event. ZMP was shown to be effective for eliminating the 
superfluous computations that are incurred by previous algorithms for 
macroblocks with zero or minimal amounts of motion in the temporal domain of 
digital video sequences. The reasoning behind implementation of an additional, 
predicted motion vector location is that this ensures the path of search originates 
in an auspicious location and removes the likelihood of becoming trapped into a 
local minimum as is apparent in earlier techniques. The DS was shown the 
optimum performer from the analysis of previous experimental results and within 
the ARPS publication is tested alongside the proposed solution. The two 
algorithms performed competitively in this regard and the ARPS was even shown 
to demonstrate near perfect fidelity levels based on FS BDM calculations as the 
optimum distortion values. More significantly, the results show that the ARPS 
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incurs substantially fewer computations in order to achieve such comparable 
quality in the assignment of suitable motion vectors. Scenarios in which the ARPS 
is applied without the implementation of ZMP, the number of motion vector 
assessments is reduced by a factor of two in comparison to the DS. Instances in 
which ZMP is utilised are shown to make further decreases in necessary 
computations, however this is less remarkable for high resolution video sequences 
due to the increases in paths of movement which obviously result in greater 
dispersion of motion vector locations between current and reference frames. 

DS simulations indicated that it was the most desirable solution to this point in 
regards to the distortion levels in which it provides, demonstrated by Fig.3. The 
BBGDS was also shown to be the most suitable solution at this time for video 
coding environments with significant hardware and processing time constraints as 
it requires considerably less points of search than that of the DS. A collective 
review of the simulations conducted to date, show that the reductions made by 
ARPS in terms of the computational complexity of the DS are more remarkable 
than the BBGDS and it can therefore be considered the optimum solution for 
rending such qualities. 

 
Fig. 3 Simulation results for various fast block matching algorithms. 

ARPS experimental data provides empirical evidence showing that its observed 
distortion levels are comparable with that of the DS (demonstrated by Fig. 4), but 
also demonstrates that approximately half the calculations are required in order to 
achieve such. Thus, from our investigation into a variety of fast block matching 
algorithms it can be determined that the optimum solution for application within 
motion estimation of video sequences is the ARPS due to its computational 
simplicity and the desirable levels of fidelity in which are achieved. Simulations  
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conducted within [13] reaffirm our suggestion that the ARPS can be considered 
the best contemporary solution for such computational activities. Our belief is that 
the innovative components of the ARPS, such as the ZMP and predicted motion 
vector locations are extremely effective instruments for increasing the efficiency 
of block-based matching procedures. 

 
Fig. 4 The PSNR using the DS, ARPS and ARPS using ZMP. 

5 Conclusion 

Early methods of video production involved the capture of analogue signals to 
record moving objects or sequences within a particular scene, referred to as optical 
information. The video coding process can therefore only be achieved when the 
information is represented in a digital format due to the fact that computational 
devices are unable to process analogous signals. The development of 
contemporary digital camcorders has enabled the capture of video signals in 
binary format which can then be processed and transmitted by digital devices. 
Recent advances in technology have made this possible, however in earlier video 
production applications an analogue-to-digital converter was required in order to 
achieve such undertakings. In this paper a comparison study for various fast block 
matching algorithms were conducted. 
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An Impact of PCA-Mixture Models and
Different Similarity Distance Measure
Techniques to Identify Latent Image Features
for Object Categorization

K. Mahantesh, V.N. Manjunath Aradhya, and C. Naveena

Abstract. In the current image retrieval systems, there exists a problem of defining
and identifying efficient features in order to successfully bridge the gap between low
level and high level semantics. In this regard, we propose an approach of efficiently
extracting semantic features by combination of EM algorithm and PCA techniques,
and thereby exploring PCA-Mixture Model with various similarity techniques for
image retrieval system. Firstly, Expectation Maximization (EM) algorithm is ap-
plied to learn mixture of eigen values to obtain optimized maximum likelihood
clusters. secondly, Principal Component Analysis (PCA) is applied for different
mixtures in order to extract efficient features. Further classification is performed
using five different distance metrics. Our proposed method reported state-of-the-art
classification rate with lesser features and achieved promising results in classifying
Caltech-101 object categories compared with other baseline methods performed on
the same dataset.

Keywords: Image Retrieval, latent variable, EM algorithm, PCA, Similar distance
metrics, Semantic gap.

1 Introduction

The main objective of this paper is to classify the image based on the object category
in the large image datasets. Image categorization and retrieval has become increas-
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ingly an exigent task for developing methods to archive, query and retrieve color
images from the most challenging datasets (eg. Caltech-101 dataset which possess
the images belonging to multiple classes with high intensity variations)[1]. One of
the early approach of text based image retrieval system searches images through
keywords in a manually annotated image database. Since large image databases are
context sensitive, prejudiced and incomplete, manual annotation of images are ex-
pensive, time consuming and requires much human intervention as well. Some of
the interesting works on text based image retrieval can be seen in [2, 3]. Content
Based Image Retrieval (CBIR) is an effective and alternative approach of image re-
trieval, which uses visual features such as color, shape and texture for representation
and automatic annotation of images.

Color is the most comprehensively used visual content, color distributions of im-
ages are represented using color moments and further color histogram can be used to
characterize it into global and local [4], partitioning histogram into coherent and in-
coherent regions to incorporate spatial information using Color Coherence Vectors
(CCV) and color auto-correlograms extracts spatial correlation between identical
colors was noticed in [5, 6]. Gabor wavelets are very popular in representing texture
features but variant to scale and rotation. Modified Gabor and Circular Gabor Filter
(CGF) were proposed in [7] and found to be rotation and scale invariant. Energy
distributions of the texture image at different scales obtained from radon wavelet
domain [8] and low level texture features extracted from multi resolution subband
coefficients which are derived from orthogonal polynomial models [9]. Wang et. al.
[10], proposed a statistical approach known as color co-occurrence matrix to iden-
tify the relative position of the neighboring pixels which represents color as well as
texture correlation to measure the relevancy between two color images. Many color,
shape and texture descriptors proposed by MPEG-7 have faced some limitations in
object-based image retrieval for large image datasets, to overcome such limitation
MPEG-7 DCD (Dominant Color Descriptor) was proposed in [11] which provides
condensed representation of colors with in a region of interest of an image.

Although many efforts have been made to extract low level features, evaluating
different distance metrics and looking for efficient image retrieval schemes [3], but
failed to narrow down the semantic gap between low level features and high level
semantics. Machine learning approach is adopted in bridging the semantic gap by
using training set to tune the parameters of an adaptive model. Hence the problem
of image recognition and retrieval has now become a statistical learning problem
[12]. Fei-Fei et al. presented an incremental Bayesian model by incorporating prior
information into the category learning process by training very few images, features
related to salient regions are extracted and PCA is applied to reduce the dimension
of the features. Single mixture component along with first 10 principal components
was chosen to obtain prior distribution and obtained better performance compared to
both Bayesian and maximum likelihood algorithms [13]. Kristen et al. introduced
a new kernel function which extracts desired set of significant features in Eucle-
dian space and mapped to multi-resolution histograms to obtain discriminant fea-
tures, later classified using weighted histogram intersection between the feature set
[14]. In [15], Zhang et al. proposed hybrid classifier model by integrating nearest
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neighbor classifier and SVM (Support Vector Machine), to find close neighbor of
a query sample and to train them using SVM. Spatial pyramids are constructed
by partitioning the image into sub-regions and then computing histograms of lo-
cal features at increasingly fine resolutions yielding high accuracy on Caltech-101
database compared to ”bag of features” approach that ignored the locations of in-
dividual features [16]. Mutch and Lowe introduced biologically inspired sparsity
constraint for learning localized features by matching only the dominant orienta-
tion (obtained after applying Gabor filters at different scales and positions) and also
discarding features with lesser weights giving significant improvement in general-
ization performance [17].

Several approaches found in the literature highlighted about constructing efficient
feature descriptors and similarity metrics for better retrieval and recognition accu-
racy. But the data is indeed a latent variables due to the problem with/or limitation
of the observation process [21]. Due to inefficient handling of these variables there
may be a decline in classification rate. EM algorithm is a powerful tool to effectively
handle these latent variables. Also, PCA being very significant in extracting effec-
tive features in reduced feature space. Hence motivated by these issues, through this
paper we present combination of EM and PCA algorithms developing PCA-Mixture
model and also exploring significance of various distance metrics for classification
in image retrieval system.

The paper is organized as following: Proposed methodology is explained in sec-
tion 2, section 3 describes experimental results and performance analysis, finally
conclusions are drawn.

2 Proposed Method

Mixture models characterizes object class into number of clusters and its density
function of the observed data can be represented as a linear combination of parti-
tioned clusters [23]. The EM algorithm becoming a popular tool in statistical esti-
mation problems involving incomplete data or in problems which can be posed in
a similar form, such as mixture estimation [19]. It is an observable fact that low
level features are not a local phenomenon and has to be analyzed globally consider-
ing different mixtures of good discriminant features in compact domain. Principal
Component Analysis (PCA) is a widely used dimensionality reduction technique
in data analysis and used as a best feature extractor in recognition. Hence we took
the advantages of EM and PCA, to present EM algorithm for PCA and developed
PCA mixture model. The algorithm allows a few eigen vectors and eigen values to
be extracted from large collections of high dimensional data. It is computationally
very efficient in space and time. It also naturally accommodates missing information
with a help of estimation-maximization strategy. The details of PCA mixture model
is explained in following paragraphs.

A dataset of observation X = x1, ......xn. The dimensionality of xn is D. These
observed data can be expressed in terms of a marginalization over a continuous
latent space z, for each data point xn there is a corresponding latent variable zn [19].
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Hence, the complete log likelihood function can be expressed in the form:

lnp(X ,Z|μ ,W,σ2) =
N

∑
n=1

ln(xn|zn)+ lnp(zn) (1)

Where, the nth row of the matrix Z is given by zn. W is the general linear function
of Z. μ & σ are the mean and covariance of the observed data. By the help of latent
and conditional distribution we can obtain expectation with respect to the posterior
distribution over latent variables as follows:

E[lnp(X ,Z|μ ,W,σ2)] = −∑N
n=1{D

2 ln(2πσ2)+ 1
2 Tr(E[znzT

n ])

+ 1
σ 2 ||xn − μ ||2 − 1

σ 2 E[zn]
TW T (xn − μ)

+ 1
2σ 2 Tr(E[znzT

n ]W
TW )}

This posterior distribution depends only through the sufficient statistics of the
Gaussian. Therefore in E-step, we use old parameters to find:

E[zn] = M−1W T (xn − x) (2)

E[znzT
n ] = σ2M−1 +E[zn]E[zn]

T (3)

In M step, the likelihood function is maximized with respect to W and σ2, keep-
ing the posterior statistics fixed which can be computed using following equations.

Wnew = [
N

∑
n=1

(xn − x)E[zn]
T ][

N

∑
n=1

E[znzT
n ]]

−1 (4)

σ2
new =

1
ND

N

∑
n=1

{||xn − x||2 − 2E[zn]
TW T

new(xn − n)+Tr(E[znzT
n ])W

T
newWnew} (5)

The parameter estimation is conducted by an iterative process using EM al-
gorithm. The process is repeated, and in each iteration E and M step are com-
puted alternatively until the value of W and σ finds better convergence. One of the
benefits of the EM algorithm for PCA is computational efficiency for large-scale
applications.

Further, for classification purpose we are using five different distance measure
techniques such as Minkowski distance, Eucledian distance, Modified Squared Eu-
cledian distance, Correlation coefficient based distance and Angle Based distance.

3 Experimental Results and Performance Analysis

This section reports on PCA Mixture model exhibiting best classification of an
image based on convincingly homogeneous visual appearance corresponding to
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objects. The proposed methodology was experimented on entire Caltech-101 dataset
(collected by Fei-Fei et al. [13]) containing 9,197 images of 101 different object
categories with varying pose, color and lighting intensity. Sample images of the
dataset are shown in Fig 1.

Fig. 1 Sample images of Caltech-101 dataset

The process of the system was initiated by collecting training samples, then EM
algorithm is applied to obtain mixture of eigen values and the procedure leads to
several iterations until better convergence. The model was trained with 15 and 30
images/category respectively, classified using Minkowski, Eucledian, MSE, Corre-
lation coefficient, Angle Based distance metrics at different mixtures such as K= 2, 3
& 4 respectively. The obtained classification rate for K=2 & 3 mixtures are shown in
Table 1. In this, we computed results for our model using 15 and 30 training images
per category. The Obtained result is the best of 5 runs, where each runs signifies 5
different distance metrics used for classification.

Table 1 Breakdown of classification rates for K= 2 & 3 mixtures

K 2 3

Classification rate(%) 23.2 41.16

For the purpose of experimental evaluation, we have followed the training proce-
dure i.e. 30 images/category as considered in Grauman et al. [14] and zhang et al.
[15]. Remaining images are tested to evaluate the performance with the well known
existing techniques [18, 22, 17, 15, 14]. The obtained results summarized in Table
2 is the best of 5 runs, where each run signifies 5 different distance metrics used for
classification. So the obtained classification rate with K=4 mixtures for 15 and 30
train images are 36%, and 57.2% respectively. The classification rate with K=4 mix-
tures is better compared to K=2 and 3 mixtures. Thus, K=4 mixtures proved to yield
better classification compare to well known existing methods and the performance
evaluation of the system is provided.
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Table 2 Performance analysis for Caltech-101 dataset. Experimental results of our model
shows best of 5 independent runs as the average recognition accuracy per category in %.

Model 15 Training
images/cat

30 Training
images/cat

Serrre et al. [18] 35 42
Holub et al. [22] 37 43
Berg et al. [15] 45 -
Grauman & Darrell [14] 49.5 58.2
Mutch & Lowe [17] 33 & 51 41 & 56
Proposed 36 57.2

From the experiment it is noticed that, identifying more latent features are consid-
erably high when K=4 and hence the classification rate increases compared to K= 2
& 3 clusters. In the experiment, The overall classification rate of 57.2% found to be
promising in improving generalization performance compared with 56% obtained
by recent biologically inspired model mentioned in [17], 42% and 43% of visual
cortex inspired features and hybrid object Classifier respectively found in [18, 22].
Fig 2 shows few successful classes such as minaret, butterfly and ant. Least success-
ful classes like panda, car and crocodile.

Fig. 2 Caltech-101 results for some categories, Top: High recognition rate. Bottom: Low
recognition rate.

4 Discussion and Conclusion

Various feature descriptors along with different similarity measures are mostly ad-
dressed in improving the performance of classification in pattern recognition prob-
lems. Kernel based clusters discriminates unordered sets of local features, Bayesian
and maximum likelihood methods incorporates prior information in learning pro-
cess to extract shape features belonging to the object on small training sets, in-
creasing sparsity may also be considered to improve classification rate. Experiments
indeed showed that EM is an effective algorithm for fitting a mixture model in un-
supervised context to identify hidden structure in unlabeled data and also provides
the best reasonable parameter estimates. We also discovered mixing different nor-
mal distributions (K=4 mixtures) influences better convergence in assigning object
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membership for improving classification rate. PCA recognizes average features that
reflects global statistical properties in compressed domain. In terms of Gaussian
mixture models, the mixture of principal components data is modeled with rela-
tively fewer parameters impacting covariance structure and the number of parame-
ters is controlled by the choice of latent space dimension.

In the proposed work, PCA-mixture models efficiently extracts latent features by
capturing covariance structure of observed data in low dimensional feature space for
fewer training images and also investigated the impact of PCA-Mixture Model with
different similarity metrics and choice of Gaussian mixture component for image
retrieval system. First, and rather surprisingly, we have found increasing mixtures
as an effective approach in improving generalization performance with multi class
dataset and showed significant boost in increasing the classification performance
for various distance metrics in comparison with the base line papers considering
Caltech-101 benchmark dataset, making it good for attuning newer datasets in order
to evaluate further contemporary approaches.
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Bouncy Detector to Differentiate between GSM 
and WiMAX Signals 

Ammar Abdul-Hamed Khader, Mainuddin, and Mirza Tariq Beg 

Abstract. This work considered the differentiation and discrimination between 
GSM and WiMAX signals in noisy environment. Our new discriminator   (Boun-
cy Detector (BD)) is an extension of the work of Hop Rate Detector (HRD) and it 
is exploited for differentiation and discrimination process between GSM and Wi-
MAX signals. HRD was basically designed to detect and estimate the hop rate of 
frequency hopping signals only. Other kind of detectors like Matched Filter detec-
tor, Energy Detector and Feature Detector cannot give us an indication about the 
type of signals and also suffer from many drawbacks like complexity in design, 
determining the value of threshold level and increasing probability of false alarm 
(Pf) in high noise level etc. The simulation results show that BD can work proper-
ly and accurately without confusion between the signals, even in highly noise 
environment.   

Keywords: Bouncy Detector (BD); Hop Rate Detector (HRD); Frequency Hop-
ping (FH); GSM, WiMAX. 

1 Introduction1 

Rapid growth in the development of new wireless devices demands more radio 
spectrum. The poor utilization of licensed spectrum is noticed by the spectrum 
regulatory bodies to review their policy so that unutilized spectrum can be utilized 
by other unlicensed user.  Unlicensed user should have ability to sense and get the 
information from the surrounding environment. One of the important information 
is to know about the type of the signal (GSM or WiMAX etc.) present in the envi-
ronment. This will help unlicensed user to sense which portion of the spectrum are 
available so that best available spectrum can be identified. 
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In the European Conference of Postal and Telecommunications Administra-
tions (CEPT) the frequency bands 880-915 MHz (Uplink) and 925-960 MHz 
(Downlink) are allocated to mobile services and are currently used for Global 
System for Mobile Communication (GSM) and Universal Mobile Telecommuni-
cations System (UMTS) networks but also planned for the usage by Long Term 
Evolution (LTE) and Worldwide Interoperability for Microwave Access (Wi-
MAX) and in the future other public mobile networks [1]. Multiple wireless       
interfaces like (GSM), Wireless Fidelity (Wi-Fi), Bluetooth, and Global Position-
ing System (GPS) receiver, etc. are being integrated into mobile devices. Wi-
MAX, an IEEE802.16-based wireless access technology recently included in the 
IMT-2000 set of standards by ITU-R. But main problem is that how to  
operate these radios networks concurrently without interference and hardware 
conflicts due to congested spectrum allocation and component sharing with radio 
integration [2]. 

Today, different types of cellular networks are actively working on the radio 
links. For instance, the GSM is being used in nearly all of the countries of the 
world; it has around three billion users all over the world. It is the fully digital 
system it is considered as a 2G standard and was driven by ETSI (European tele-
communication standard institute), which is evolution of (1G) analog system using 
900, 1800 MHZ frequency bands. It has become popular very quickly because it 
provides improved speech quality and, a uniform international standard, makes it 
possible to use a single telephone number and mobile unit around the world.  

The use of Frequency Hopping (FH) in GSM is the most important FH applica-
tion. FH can introduce frequency diversity and interference diversity. It can be an 
effective technique for combating Rayleigh fading, reducing interleaving depth 
and associated delay, and enabling efficient frequency reuse in a multiple access 
communication   system. Frequency Hopping Spread Spectrum (FHSS) technique 
has been used widely not only in public safety communications but also in  
commercial communications such as home RF and Bluetooth, with interference 
avoidance and multiple access capability [3]. WiMAX Forum is a worldwide or-
ganization created to promote and certify compatibility and interoperability of 
broadband wireless products based on the IEEE 802.16 standard. Evolution and 
deployment of WiMAX technology rely on cooperative and complementary ef-
forts in the WiMAX forum and IEEE 802.16 standard. The important features of 
WiMAX are scalable OFDMA, multiple input multiple output (MIMO) antenna, 
beam forming and adaptive modulation and coding (AMC), support time division 
duplexing (TDD) and frequency division duplexing (FDD), space time coding, 
strong security and multiple QoS classes [4-6].   

In these cellular technologies and others, we have very limited resources and 
we have to make best use of them by proper management. The types of signals 
that presented in the environment are important to be known for the interceptors, 
cognitive users (CU) and other spectrum’s users. This enables us to exploit the 
unutilized available spectral resources in different manner. Nowadays many com-
mission and researchers are trying to use (800MHz) of TV for WiMAX, LTE and 
GSM. After switching to this band, the frequencies will become very convergence 
or very close and it is unavoidable to interfere the neighbouring commercial  
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mobile networks when mobile systems are deployed.  However efforts are made 
by different workers to maximizing the spectrum utilization with minimum inter-
ference [7, 8]. The main objective of this work is to scan the spectrum, detect the 
type of signals and differentiate among them. So our new bouncy detector (BD) 
can be used to differentiate between GSM and WiMAX signals accurately 

2 Literature Survey 

The problem of co-existence with other mobile systems is studied by Yi Zhang 
and et al [9]. They started with the realistic problem, and provided the detailed 
research method and simulation results. Guihua Piao and David, K. [10] studied 
Multi-standard radio resource management (MxRRM), based on a user data rate 
optimised algorithm, for non-real-time (NRT) services in a heterogeneous Wi-
MAX/UMTS/GSM scenario. They used an algorithm using a parameter, namely 
NRT load information, which is mapped from the average user throughput in a  
respective network. Shaukat R. and Cheema A.R. [11] dealt with the issue of  
interoperability between heterogeneous networks using Mobile IP. They men-
tioned some handover solutions based on prior networks between GSM and Wi-
MAX. Weiss J. et al. [12] elaborated that by adding elements for signalling of the 
current spectrum usage of the underlying GSM system to the WiMAX frame, the 
WiMAX overlay system is able to react very fast to changing utilizations of the 
spectrum. In 2009, K. Sridhara et al [13] found out the distributed server-based 
dynamic spectrum allocation (DSA) within liberalized spectrum sharing regulation 
concept as an alternative to existing regulation based on fixed frequency spectrum 
allocation schemes towards development of cognitive radio. They investigated a 
scenario where a block of spectrum is shared among four different kinds of exem-
plary air interface standards i.e., GSM, CDMA, UMTS and WiMAX. Two 
mechanisms [14] have been proposed independently by IEEE and 3GPP; namely, 
Media Independent Handover (MIH) and Access Network Discovery & Selection 
Function (ANDSF), respectively. These mechanisms enable a seamless Vertical 
Handover (VHO) between the different types of technologies (3GPP and non-
3GPP), such as GSM, Wireless Fidelity (Wi-Fi), WiMAX, UMTS and LTE.  

So, from the previous related work, researchers went through co-existence, 
RRM, interoperability, DSA and VHO problems among different types of tech-
nologies. But the novelty in our paper is how to differentiate between GSM and 
WiMAX signals in noisy environment with little amount of errors. 

3 Conventional Signal’s Detection Methods 

There are a number of methods in which cognitive radios are able to perform 
spectrum sensing like: energy detection, matched filter detection and 
cyclostationary detection. 
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3.1 Energy Detector 

Energy detection is a non coherent detection technique in which no prior know-
ledge of pilot data is required. The detection is based on some function of the re-
ceived samples which is compared to a predetermined threshold level. The signal 
detection problem led us to a binary hypothesis-testing problem. In this problem, 
we need to decide between two hypotheses, the signal is not present (the observa-
tion consist of noise only (N[n])) or the signal (X[n]) is present. 

H0:  Y[n] = N[n]        signal is not present 

H1:  Y[n] = X[n] + N[n]        signal is present 

n (vector element) = 1, 2,…, N;      where N is observation interval             (1) 

 The noise is generally assumed to be additive white Gaussian noise (AWGN) 
with zero mean and variance (σw

2) [15]. The detection (Pd) and false alarm (Pf)             
probabilities are given as in (2) and (3) where (Pr) is the received power, (λ)            
denotes the threshold level, (v) is the energy detector output, Г (x) and Г (x, y) are 
the complete and incomplete gamma functions respectively, (W) is the signal 
bandwidth, (T) signal duration and (γ) is defined as μ/2. 

     Pf =Pr (v > λ: H1) = [ Г(TW/2, λ/2) / ( Г(TW) ) ]                            (2) 

              Pd =Pr (v > λ: H0) = QTW ( 2γ, √2λ                                      (3)  

                                 Pm = 1 –Pd                                                             (4) 

     Where, The expression Qx(α, γ) is known as Marcum’s Q function and Pm de-
notes the probability of missed detection. 
The fixed threshold (λ) is determined by the false alarm probability (Pf) and the   
number of sample points (N). It can be calculated as follows [16]  

                                       λ = Q-1 (Pf) + N                                                  (5)  

where  

                  Q(x) = 1/ √2π  exp u /2  du X                                   (6) 

An increased sensing time is not the only disadvantage of the energy detector. 
More importantly, there is a minimum SNR below which signal cannot be de-
tected. This minimum SNR level is referred to SNRwall. There are two very strong               
assumptions. First, assuming a white noise additive and Gaussian with zero mean 
and known variance. However, noise is combination of various sources including 
not only thermal noise at the receiver and underlined circuits, but also interference 
due to nearby unintended emissions, weak signals from transmitters, etc. Second, 
assuming that noise variance is precisely known to the receiver, so that the thre-
shold can be set accordingly. However, this is practically impossible as noise 
could vary over time due to temperature change, environment interference, filter-
ing, etc. Even if the receiver estimates it, there is a resulting estimation error due 
to limited amount of time [17-18].  
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3.2 Matched Filter Detector or Coherent Detector 

Matched filter detection is the optimal way for any signal detection, since it           
maximizes received signal-to-noise ratio. It is generally used to detect a signal by 
comparing a known signal with the input signal. However, a matched filter effec-
tively requires demodulation of a received signal. This means that receiver has a 
priori knowledge of received signal at both PHY and MAC layers. Such informa-
tion might be pre-stored in its memory. This is still possible since most transmitted 
signals have pilots, preambles, synchronization words or spreading codes that can 
be used for coherent detection. The main advantage of matched filtering is the 
short time to achieve a certain probability of false alarm or probability of miss 
detection as compared to other methods that are discussed in this section [17-19]. 

3.3 Feature Detection or Cyclostationarity-Based Sensing 

Cyclostationarity feature detection is a method for detecting transmitted signal by  
exploiting the cyclostationarity features of the received signals. The transmitted 
signal generally has a periodic pattern. This periodic pattern (cyclostationarity 
characteristic), can be used to detect the presence of a signal in the spectrum. A 
signal is cyclostationary (in the wide sense) if the autocorrelation is a periodic 
function. With this periodic pattern, the transmitted signal from a licensed user can 
be distinguished from noise, which is a wide-sense stationary signal. In general, 
cyclostationary detection can provide a more accurate sensing result and it is ro-
bust to variations in noise power. However, the detection is complex and requires 
long  observation periods to obtain sensing result [18, 19]. 

Conventional signal detection methods have several drawbacks as discussed 
above and shown in Table 1 [29]. So we propose the extension of the work of Hop 
Rate Detector (HRD) and exploit it for differentiation and discrimination process 
between GSM and WiMAX signals.   

4 Bouncy Detector (BD) 

A block diagram of BD is shown in Fig. 1 [20-22]. The whole input band (Wss) is 
subdivided into two sequential half bands (an upper band (B.sub.u) and lower 
band (B.sub.d)), and the signal is collapsed by magnitude squaring. The outputs of 
the squaring devices are then subtracted to form a bipolar signal. The input signal 
hops randomly between the two half bands, and thus the first stage output signal is 
a random direct sequence (DS) waveform with transitions occurring at the hop 
rate. The BD generates a spectral line at the hop rate with a delay-and-mix circuit, 
with the delay set to approximately half the hop period (Th/2). However, the BD 
delay-and-mix circuit generates a square wave with one-half the input signal am-
plitude, and thus one-fourth the signal power. The delay and multiply circuit in-
volves a delay circuit which feeds a first signal input to the multiplier. The second 
input to the multiplier comes direct from the LPF, to provide the final output of 
signal-to-noise  ratio SNRo.  
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Table 1 Advantages and disadvantages of conventional signal detection methods 

 Signal’s Detection Methods Advantages Disadvantages 
Energy Detection Does not need any prior 

 information 
Low Computational Cost 
 

Cannot work in low SNR 
Cannot distinguish users 
sharing the same channel 

Matched Filter 
 detection 

Optimal Detection Perfor-
mance 
Low Computational Cost 
 

Requires a prior know-
ledge of the primary user  

Cyclostationary 
Detection 

Robust in low SNR 
Robust to Interference 

Requires partial informa-
tion about primary user  
High Computational Cost 

  

Fig. 1 Bouncy Detector (BD) Simulation Block 

The probability of crossing the threshold while the FH signal is “present” is 
much higher than for the “noise only” case and thus, with Lth properly set (Lth is 
the threshold level that depends on the input signal-to-noise ratio), the detector 
sensitivity can be improved. Though amplitude information is lost by single-bit 
quantization, it may be understood that, while the signal is present in a particular 
channel, the signal at the output of the squaring device unit is a DC level. It can 
thus be seen that information relating to the presence of “signal” is preserved by 
single-bit quantization of the channel. 

The term “false alarm” is used to denote the crossing of a threshold value “Lth” 
when no-signal is present in the channel. The optimal probability of a “false 
alarm” is designated as popt [22]. 

                                             popt = e  LσL                                                           (7) 

where  is variance of band pass Gaussian noise present in channel. The “detec-
tion probability “q” is the probability that the threshold value Lth, will be crossed 
when a signal is present in the channel. The “first stage” signal-noise ratio, SNRf 
can be   written: 

                       SNRf  = (p - q)2 / ((L - 1)(p - p2) + (q - q2))                             (8) 

where (p) is the probability of false alarm. Thus given popt, as a function of the 
input signal-noise ratio, SNRi , then the  detection probability (q) , can be calcu-
lated:  

                                 q = Q
   A   
σL , 2 log p                                                     9    
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where A = signal at output of squaring device, and Marcum Q function is: 

                     Q = Q(X , Y)=  re / ∗ Io xr dr                             10∞
 

Where; Io= Modified Bessel function of first kind order 0; x = First variable of 
Marcum-Q function; y = Second variable of Marcum-Q function; r = Dummy 
variable for integration; dr = Differential of r [22]. 

5 Simulation Model 

Matlab Simulink has been used to design FH-GSM, WiMAX transmitters and 
noisy channel as shown in Fig. 2.  

5.1 GSM Transmitter 

The GSM Air-interface uses two different multiplexing schemes: TDMA (Time      
Division Multiplexing) and FDMA (Frequency Division Multiplexing). The          
spectrum is divided into 200 kHz channels (FDMA) and each channel is divided 
into 8 time slots (TDMA). Each 8 time slot TDMA frame has a duration of 4.6 ms 
(577 micro sec./ time slot). The GSM system uses slow frequency hopping which 
means that the frequency changes after each burst (once every 4.6 ms). Where the 
use of FH is optional in GSM but all phones must support it. All physical channels 
except the  0 time slot of Broadcast Control Channel (BCCH) can hop.  

5.1.1 Hopping Sequence Generation 

The hopping sequence use up to 64 different frequencies, with speed of just over  
200 hop/s [22]. For a given set of parameters, the index to an Absolute Radio        
Frequency Channel Number (ARFCN) within the mobile allocation indexing 
(MAI),  (MAI from 0 to N-1, where MAI=0 represents the lowest ARFCN in the 
mobile allocation (MA), ARFCN is in the range 0 to 7023 and the frequency value 
can be determined with n = ARFCN and 1 ≤ N ≤ 64 ), is obtained with the follow-
ing algorithm [23]: 
 

If  HSN= 0 (cyclic hopping) then: 
MAI, integer (0 ... N-1): MAI = (FN + MAIO)modulo N 
  else: 
M, integer (0 ... 152) : M = T2 + RNTABLE((HSN XOR  
T1R) + T3) 
S, integer (0 ... N-1): M' = M modulo (2NBIN) 
      T' = T3 modulo (2NBIN) 
      if M' < N then: 
      S = M' 
  else: 
          S = (M'+T') modulo N 
MAI, integer (0 ... N-1): MAI = (S + MAIO) modulo N 
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Where; HSN = Hopping Sequence Number; FN = TDMA Frame Number; 
T1R= Time parameter T; T3 =Time parameter from 0 to 50 (6 bits); T2= Time        
parameter from 0 to 25 (5 bits); NBIN= Number of bits required to represent             
N = INTEGER (log2 (N) +1); XOR = Bit-wise exclusive OR of 8 bit binary  
operands. 

Table 2  RNTABLE: defined table of 114 integer numbers 

Address Contents 
000...009 48, 98, 63, 1, 36, 95, 78, 102, 94, 73 
010...019 0, 64, 25, 81, 76, 59, 124, 23, 104, 100 
020...029 101, 47, 118, 85, 18, 56, 96, 86, 54, 2 
030...039 80, 34, 127, 13, 6, 89, 57, 103, 12, 74 
040...049 55, 111, 75, 38, 109, 71, 112, 29, 11, 88 
050...059 87, 19, 3, 68, 110, 26, 33, 31, 8, 45 
060...069 82, 58, 40, 107, 32, 5, 106, 92, 62, 67 
070...079 77, 108, 122, 37, 60, 66, 121, 42, 51, 126 
080...089 117, 114, 4, 90, 43, 52, 53, 113, 120, 72 
090...099 16, 49, 7, 79, 119, 61, 22, 84, 9, 97 
100...109 91, 15, 21, 24, 46, 39, 93, 105, 65, 70 
110...113 125, 99, 17, 123 

5.2 WiMAX Transmitter and Channel 

The WiMAX (802.16-2004) transmitted signal’s parameters are: Frequency          
Band- 2GHz, OFDM carriers -256, Adaptive Modulation -QPSK, 16QAM, 
64QAM, Duplexing TDD and Channel Bandwidth 3.5MHz. After these signals 
crossing noisy channel (Rayleigh and Gaussian Noise), and applying a multipath 
Rayleigh fading channel model for complex signals, a Bouncy Detector (BD) or 
Hop Rate Detector is used to differentiate between the shape of these received 
signals. 

5.3 Signals at BD 

The signal present at the BD output is a time domain signal which contains only 
noise components when no FH signal is present at the input of the detector. But 
when an FH signal is present, the signal at the output will contain an additive sinu-
soidal component with frequency equal to that of the hop rate of the FH signal. 
The power spectrum of this signal will, therefore, contain a spectral line at the hop 
rate. The spectral line is a line which indicates a particular frequency in the fre-
quency spectrum which denotes the presence of an additive sinusoidal component 
in the signal with the corresponding spectrum. 
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Fig. 3 FH-GSM and WiMAX Transmitted 
Signals in Time Domain 

Fig. 4 FH-GSM and WiMAX Transmitted 
Signals in Frequency Domain 

 
Fig. 5 Signals without Noise, 100hop/s for 
FH-GSM and 1/ 8cyclic prefix for WiMAX 

Fig. 6 Signals without Noise, 200hop/s for 
FH-GSM and 1/ 16 cyclic prefix for WiMAX 

 
Fig. 7 Signals without Noise, 500hop/s for 
FH-GSM and 1/ 32cyclic prefix for Wi-
MAX 

Fig. 8 Signals with SNR= -10 dB, 100hop/s 
for FH-GSM and 1/8 cyclic prefix WiMAX 
 

It is evident from the above results that the effect of increasing noise power is    
appeared only in the amplitude of FH-GSM signal and in the tail of the WiMAX   
signal. Further it is noticeable that the shape of these two signals is clearly              
distinguishable under different SNR condition. Hence it is concluded from these      
results that possibility of error in differentiating these signals is negligible.   
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Fig. 9 Signals with SNR = 0 dB, 200hop/s 
for FH-GSM and 1/16 cyclic prefix WiMAX 

Fig. 10 Signals with SNR =10 dB, 500hop/s 
for FH-GSM and 1/32 cyclic prefix WiMAX 

7 Conclusions 

With the expected growth of both GSM and WiMAX networks, the number of         
interference cases will increase. So Coordination carried out between public mo-
bile networks and GSM operators shows that there exist remedies to differentiate 
them when deployed in adjacent frequencies and in geographical close vicinity. 
Expanding the function of HRD for differentiation and discrimination between 
GSM and WiMAX signal is very useful. Matlab software has been used to simu-
late the two transmitters and the noisy channel (Multipath Rayleigh fading channel 
plus AWGN channel). The Bouncy Detector’s output shows that, it can work to 
differentiate  between FH-GSM and WiMAX signals accurately with negligible 
error even in low SNR value. This is a big advantage of BD along with its simplic-
ity over conventional methods (matched filter detector, energy detector and  
feature detector), which suffers from many problems like design complexity, 
threshold level value and false alarm probability in high noise level.   
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Modified Gossip Protocol in Wireless Sensor 
Networks Using Chebyshev Distance  
and Fuzzy Logic 

Raju Dutta, Shishir Gupta, and Mukul K. Das 

Abstract. 1The Flooding is a traditional flat based routing protocol where 
unlimited broadcasting of the packets in the flooding scheme will cause the huge 
energy consumption to send the packets from source to sink due to implosion, 
overlap, resource blindness and consequently creates broadcast storm. However 
Gossiping routing protocol in WSNs is very much effective due to its simplicity, 
robustness, distributed and capability to work in noisy and uncertain 
environments. But due to recirculation of information and repeated data 
communication of randomized gossip protocol which can lead to a significant 
energy consumption of the network. This paper proposes an energy efficient 
routing protocol based on Fuzzy Logic and Chebyshev Distance, which is a 
modification of gossip protocol. The new protocol determines the optimal routing 
path from source to destination by selected the best node from candidate nodes in 
the forwarding paths by favoring highest remaining energy and the lowest distance 
to the sink. Simulation results shows that the proposed method is efficient to 
control messages forwarding and improves the performance which minimizes the 
overall energy consumption and maximize WSNs lifespan.  
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1 Introduction 

A Wireless Sensor Network (WSN) is composed of sensor nodes that are deployed 
in specified area for monitoring different environmental conditions such as 
temperature, air pressure, humidity, vibration etc. The sensor nodes are monitoring 
the environment and usually collect data from environment and send that data 
information to the sink for remote user access through various communication 
technologies [1]. In WSNs, the routing protocols are effectively taking part of 
these data communication and the main objective of the routing protocols is 
delivery of information between sensors and the sink efficiently as because of 
energy consumption is the main issue in the development of any routing protocol 
for WSNs. Due to limited energy resources of sensor nodes, the most energy-
efficient manner for data delivery to be adopted by network without 
compromising the accuracy of the information content [2]. Since, in routing 
algorithm, the best path is chosen for transmission of data from source to 
destination and in many routing metrics the shortest path algorithm may not be 
suitable over a period of time. If all communications is done in the same path for 
quick transmission, then the battery power of those nodes on this path will get 
drained fast [3, 4, 5]. Instead, the reasons for energy consumption should be 
carefully investigated and new energy-efficient routing metrics developed for 
WSNs. The exchange of information between its neighbors can vary according to 
the routing techniques. In each case, the overhead of the protocol is increases and 
nodes consume more energy in exchanging this information through the wireless 
medium. A simple strategy to disseminate information into a network or to reach a 
node at an unknown location is to flood the entire network. A sender node 
broadcasts packets to its immediate neighbors and neighbor nodes are 
rebroadcasting the packets to its immediate neighbors and so on. This process will 
repeat until all nodes have received the packets or the packets have traveled for a 
maximum number of hops. In Flooding routing protocol, if there exists a path to 
the destination, the destination is sure to receive the data. The main advantage of 
flooding is its simplicity, while its main disadvantage is that it causes heavy 
traffic. Gossip protocol is therefore proposed to an enhancement Flooding and to 
overcome the drawbacks of it, i.e. implosion, overlap and resource blindness [6, 
7]. An alternative to forwarding the packet to all neighbors is to forward it to an 
arbitrary one. Such gossip results in the packet randomly traversing the network in 
the hope of eventually finding on the destination node. Fig.3, Fig.4 and Fig.5 
shows an example of the forwarding packet mechanisms for Flooding, Gossiping 
and Modified Gossiping protocols. However, using a traditional randomized 
gossip protocol can lead to a significant waste of energy due to repeated and 
recirculation of redundant information. Due to this conception, some of 
researchers have received significant attention to enhancement of gossip 
performance. The authors [8] proposed an alternative gossip scheme that exploits 
geographic information. The key issue in this method is the number of iterations 
for gossip algorithm to converge the network. In [9], the authors using Markov 
chain to show how to optimize the neighbor selection probabilities for each node. 
However, for sensor network graphs, even an optimized gossip algorithm can 
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result in excess energy consumption. The authors [10] proposed a Flossiping 
routing protocol for WSNs. It combines a single branch Gossiping and a 
controllable low-probability random selective relaying. Although the Flossiping 
reduced the amount of packets, it suffers longer delay. S. Kheiri et al. in [11] 
presented LGossiping, an improved Gossiping data distribution technique based 
on the location of nodes. This protocol assumed that, each node knows the 
position of the other nodes. This allowed each sensor to send its data reliably to 
one of known neighbors instead of sending data blindly to one of neighbors. 
Although in this protocol they deals with delay problem and solved to some extent 
but there is still problem of many events not reaching the base station. In [12] the 
authors presented a Energy Lactation based Gossiping protocol (ELGossiping) to 
determined the optimal path of energy consumption viewpoint for information 
transfer from sensor nodes to base station. In this protocol when a sensor detects 
an event, the node that was in transmission radius of sensor and it had a high 
energy and minimum distance to Sink is selected as next hop. In many traditional 
optimal path routing schemes each node selects specific nodes to transmit data 
based on some criteria to maximize network lifespan.  

This paper proposes an energy efficient routing protocol based on Fuzzy Logic 
and Chebyshev Distance to select the neighbor node for the next hop in Modified 
Gossip protocol. Here node will be selected based on node’s residual energy using 
fuzzy logic and distance. This routing protocol reduces routing messages, 
balancing energy consumption and maximization of network lifetime for WSNs. 
The new protocol reduces number of retransmission for the optimal routing path 
from source to destination by selecting the best node from source nodes by 
favoring highest remaining energy and the lowest distance to the sink. 

2 Fuzzy Logic and Chebyshev Distance Based Routing 
Protocol 

2.1 Fuzzy Rules for Antecedents and Consequents   

Fuzzy logic was first introduced by Lotfi-Zadeh in [13]. Recently, its applications 
have rapidly expanded in adaptive control systems, system identification and so 
many different fields of Science, Engineering and Technology. It has grate 
advantages because of its easy implementation, robustness, and ability to 
approximate to any nonlinear mapping [14]. In fuzzy systems, the dynamic 
behavior of a system is characterized by a set of linguistic fuzzy rules based on the 
knowledge of a human expert. The heart of a fuzzy system is the fuzzy rules and 
may be provided by experts or can be extracted from numerical data. In either 
case, the rules that we are interested in can be expressed as a collection of IF-
THEN statements (IF antecedents THEN consequents). Antecedents and 
consequents of a fuzzy rule form the fuzzy input space and fuzzy output space 
respectively are defined by combinations of fuzzy sets. Considering a fuzzy 
system with p inputs and one output with M rules, then the Lth rule has the form 
[13]: RL : IF x1 is F1

L and ………….and xP is FP
L THEN y is GL Where F1

L ,…….. 
FP

L and GL denote the linguistic variables defined by fuzzy sets and L=1…M.  
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Fig. 1 shows the typical structure of a fuzzy system. It consists of four components 
namely; fuzzification, rule base, inference engine and defuzzification [13]. 

The processes of making crisp inputs are mapped to their fuzzy representation 
in the process called fuzzification. This involves application of membership 
functions such as triangular, trapezoidal, Gaussian etc. The inference engine 
process maps fuzzified inputs to the rule base to produce a fuzzy output. A 
consequent of the rule and its membership to the output sets are determined here. 
The defuzzification process converts the output of a fuzzy rule into crisp outputs 
by one of defuzzification strategies [15]. 

2.2 Proposed Routing Method  

In this paper, the topology of a WSN is modeled as a graph G (N, E), where N is 
the set of sensor nodes, and E is the set of direct edge between the sensor nodes. A 
sink node is responsible for collecting data from all other nodes within its 
transmission range. In our protocol when a node detects an event and wants to 
transmit packets, it selects an optimal neighbor node (height residual energy) 
using fuzzy logic and the minimum distance within transmission radius as its next 
hop. The objective of distance based fuzzy logic is to determine the Optimum 
node ON(n) that depended on the energy R(n) and the Chebyshev distance D(n) to 
the Sink of the node n. The proposed method uses three membership functions for 
each input (R and D) and an output variable (BN), as shown in Fig. 2. In the fuzzy, 
the fuzzified values are processed by the inference engine, which consists of a rule 
base and various methods to inference the rules. Fig.2 shows the IF-THEN rules 
used in the proposed method, with a total number of 33=27 for the fuzzy rule base. 
As an example, IF R(n) is  High and D(n) is Near THEN ON(n) is Selected. 

Based on these it calculates optimal routing schedule and broadcasts it. The 
process of finding the optimal path and broadcasting it in the network and sending 
data from all nodes to the base station by following this routing schedule is 
repeated in every round. The base station can then determine the routing schedule 
based on this updated information. The proposed method assumes that: i) all 
sensor nodes are randomly distributed in the area and every sensor node knows its 
own position and its neighbor’s position and the sink; ii) all sensor nodes have the 
same transmission range and initial energy. 

 

Fig. 1 Typical structure of Fuzzy Inference Engine 
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     (a) 

 
     (b) 

 
                 (c) 

Fig. 2 Member graph for the inputs as (a) Energy, Distance and Transmission range, (b) 
Energy membership function and (c) Surface view of selection of optimum node based on 
Remaining Energy and Chebyshev distance. 
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2.3 Neighbor Node Selection Using Chebyshev Distance 

To reduce energy consumption and minimize overhead in WSNs we have 
implemented new techniques to select the one of the neighbor nodes for the next 
hop. Instead of Euclidian distance we incorporated here the Chebyshev distance, 
defined on a vector field where the distance between two vectors is the greatest of 
their differences along any coordinate dimension. Between two vector or points p 

and q, with coordinates sp as source node and iq as any neighbor node based on 

our protocol respectively. Then the Chebyshev distance between sp  and iq is 

given by ( )is
i

isChebyshev qpqpD −= max),(  

In two dimensions, Chebyshev distance between two points sp and iq which 

have Cartesian coordinate ( )ss yx ,  and ( )ii yx , , is given by 

( ),max sisiChebyshev yyxxD −−=
               (1) 

3 Result Analysis 

Here extensive simulation of Flooding, Gossiping and Modified Gossiping has 
been carried out by using MATLAB. In Fig. 3 shows the transmission diagram 
of nodes in Flooding protocol. In Fig. 4(a) randomly selected node has been 
considered for next hop to forward data packets to the other nodes and Fig. 4(b) 
shows the final network diagram of 100 sensors node in Gossiping protocol. In 
Fig. 5(a) selection of node has been considered for forwarding data packets to 
the other nodes in our protocol considering the concept of Fuzzy Logic and 
Chebyshev distance between the nodes and Fig. 5(b) shows the final network 
diagram of 100 sensors node in our protocol. In Fig. 6 shows more number of 
retransmissions saved in Modified Gossiping. Fig. 7(a) shows the number of 
dead node is less in Modified Gossiping, which prolong the system lifetime and 
in Fig.7 (b) shows Modified Gossiping consumes less energy to broadcast data 
from source to sink compare to Flooding and Gossiping. Fig. 8 shows the energy 
consumption of Flooding, Gossiping and Modified Gossiping protocol with 
hopcount. In Table 1 and Table 2 shows the distance matrix by both the 
protocol, considering 5 and 8 nodes respectively and it is clear from the distance 
matrix that Modified Gossiping  selects optimum distance for selecting node for 
next hop. 
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Fig. 3 Flooding Protocol (selected all nodes in forwarding packets) 
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Fig. 4 Gossiping protocol (a) Runtime selection of nodes in forwarding packets,  
(b) Complete Network diagram of 100 nodes. 



398 R. Dutta, S. Gupta, and M.K. Das 

 

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

sink

 
(a) 

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

sink

x dimension

y 
di

m
en

si
on

Network design of 100 Sensor node by Modified Gossiping Algorithm

 
(b) 

Fig. 5 Modified Gossiping protocol (a) runtime selection nodes based on our protocol in 
forwarding packets, (b) Complete Network diagram of 100 nodes. 
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Fig. 6 Number of retransmission saved in forwarding packets 
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Fig. 7 Comparison (a) number of dead node is more in Gossiping (b) Energy consumption 
with nodes by different protocol. 
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Fig. 8 Comparison of energy consumption with hopcounts. 
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Table 1. Distance matrix considering 5 
nodes.  

Distance matrix by Modified Gossiping 
    0 39.1125 66.3715 9.2003 6.7908 
39.1125      0 70.6039 29.9122 33.2985 
66.3715 70.6039      0 65.9247 59.5807 
9.2003 29.9122 65.9247 0 6.3440 
6.7908 33.2985 59.5807 6.3440 0 

 

 

 
Distance matrix by Gossiping 
0 39.3409 69.4521 9.2112 8.9397 
39.3409 0 73.0275 30.2760 35.0756 
69.4521 73.0275 0 66.8785 61.3533 

9.2112 30.2760 66.8785 0 7.1911 
8.9397 35.0756 61.3533 7.1911      0 

Table 2.  Distance matrix considering 8 nodes.  

Distance matrix by Gossiping  
0 5.4204 69.8119 29.6477 45.7589 65.1307 34.2662 63.3293 

5.4204 0 72.9268 26.6717 49.8719 70.5464 39.1263 68.4212 
69.8119 72.9268 0 66.4082 89.5833 61.6653 75.0082 83.5749 
29.6477 26.6717 66.4082 0 75.1647 85.7552 62.5266 89.9840 
45.7589 49.8719 89.5833 75.1647 0 46.2777 15.2685 26.9855 
65.1307 70.5464 61.6653 85.7552 46.2777 0 39.7235 26.0497 
34.2662 39.1263 75.0082 62.5266 15.2685 39.7235 0 29.6702 
63.3293 68.4212 83.5749 89.9840 26.9855 26.0497 29.6702 0 

 
Distance matrix by Modified Gossiping using expression (1) 
   0 4.2325 66.3715 29.6443 45.2522 52.5665 31.5144 54.5844 

4.2325 0 70.6039 26.2581 48.6385 56.7990 34.9007 57.9707 
66.3715 70.6039 0 65.9247 66.8977 60.1002 53.1599 76.2299 
29.6443 26.2581 65.9247 0 74.8965 68.0991 61.1587 84.2288 
45.2522 48.6385 66.8977 74.8965 0 45.7758 13.7378 25.3205 
52.5665 56.7990 60.1002 68.0991 45.7758 0 39.1125 20.4553 
31.5144 34.9007 53.1599 61.1587 13.7378 39.1125 0 23.0700 
54.5844 57.9707 76.2299 84.2288 25.3205 20.4553 23.0700 0 

4 Conclusion 

To send data from source node to the destination efficiently through transmission 
and to prolong the overall lifetime of a WSNs. We proposed an energy efficient 
routing protocol based on Fuzzy logic and Chebyshev Distance to consider node 
for next hop in our protocol. This method is capable of selecting optimal data 
transmission route from the source node to the sink by favoring highest remaining 
energy and optimum distance in successive hops within different radio ranges of 
leading nodes. Based on that it divided different phases where the optimum node 
has been selected. The performance of the proposed method is evaluated and 
compared with other protocol under the same criteria. Simulation results 
demonstrate the effectiveness of our approach with regards to prolong the lifespan 
of wireless sensor networks.  
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A Novel Cluster Head Selection and Routing 
Scheme for Wireless Sensor Networks  

Dhirendra Pratap Singh, Vikrant Bhateja,  
Surender Kumar Soni, and Awanish Kumar Shukla  

1Abstract. The communication subsystem in Wireless Sensor Networks (WSNs) is 
primarily responsible for energy consumption; therefore minimization of energy 
consumption is a challenging issue in these networks. The present work 
incorporates data reduction using GM (1, 1) as prediction model to propose an 
efficient routing scheme for WSNs. In this paper, two approaches have been 
devised involving energy efficient cluster based routing protocol with residual 
energy and distance based cluster head selection method. This leads to a reduction 
in overheads during cluster formation. Further, inter-cluster and intra-cluster 
transmissions are also minimized using proposed prediction based data reduction 
scheme resulting in an overall reduction in energy consumption of WSNs. 

Keywords: Energy Consumption, GM (1, 1) Model, LEACH, Measure of First 
Node Dead (FND) & Half Node Dead (HND). 

1 Introduction 

Initially Wireless Sensor Networks were mainly used and motivated by military 
applications. Later on, their utility has been extended for many other civilian 
applications, like environmental and species monitoring, smart home automation 
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etc. [1-5]. In addition, they find applications in biomedical arena in performing 
computer-aided diagnosis of life-threatening diseases like breast cancer [6-23], 
brain tumor [24-26] and cardiovascular disorders [27-34]. To optimize the usage 
of WSNs for various applicative trends, energy consumption forms the major 
cause of concern due to the energy consumed during transmission of data. This is 
so, because WSNs are mostly used in such areas where human approach is nearly 
impossible; and non-rechargeable batteries of sensor nodes cannot be recharged 
which leading to network failure. Hierarchical routing using multi-hop mode 
reduces a good amount of energy consumption of WSNs. In this scheme, the 
entire network is divided into clustered layers and Hierarchical routing can be 
performed using a basic protocol LEACH. It is self- organizing protocol that 
incorporates adaptive clustering and uses randomization to distribute the energy 
consumption evenly among the sensor nodes (in the network). This protocol aims 
at increasing the lifetime and reducing the latency for transferring the data. To 
make energy consumption uniform among the nodes in the network, the role of the 
CH is rotated among all the cluster members. Data sensed by the cluster members 
is sent to the CH; where CH aggregates the data coming from non-CHs and sends 
aggregated data to the BS [35]. Lu Tao et al. introduces an energy-efficient 
protocol [36] that utilizes cluster member threshold to avoid the presence of 
uneven cluster size at the same time and uses energy rating to prevent uneven 
distribution of energy. V-LEACH [37] introduces the concept of vice-CH, where a 
node becomes acting CH if the existing CH dies; ensuring an uninterrupted data 
delivery to the base station in a particular round. MS-LEACH [38] is another 
protocol based on the critical value of the cluster area size which analyzes the 
problem of energy consumption of the single-hop and multi-hop transmissions 
within a single cluster. In MR-LEACH [39], a multi-hop routing protocol with low 
energy dynamic cluster hierarchy has been designed to minimize the energy 
consumption of sensor nodes. In the sequence of improvements made in the 
existing LEACH protocol; the present work utilizes the role of node residual 
energy and distance of sensors from sink to develop an efficient CH election and 
routing scheme. The same has been achieved with the proposed cluster based 
routing scheme. The remaining part of the paper has been organized as follows: 
Section 2 presents proposed protocol of cluster-based routing along with two 
devised approaches for CH selection. Section 3 gives the simulation results along 
with their analysis and finally, the conclusions are drawn in section 4. 

2 Proposed Approach 

In the present work, two new clustering approaches have been proposed which are 
proved to be more energy efficient than LEACH. In these approaches, Approach 1 
(A1) and Approach 2 (A2), CH election is done by considering residual energy of 
sensor nodes and their distance from sink which is different from the election of 
CHs phase as in LEACH.  
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2.1 Background 

Energy consumption in the WSNs can be calculated according to the set of 
equation according to which the depleted energy of the sensor nodes to transmit a 
single bit over a distance ‘d’ from sensor nodes to BS is given by the expressions as 
in Eq. (1)-(2) [35].  

    ( ) 4
Tx elec mp 0,E , d E d for d d     l l l є= × + × × >   (1) 

    ( ) 2
Tx elec fs 0,E , d E d  for d dl l l є= × + × × ≤        (2) 

where: 

1

2
fs

0
mp

.d            
є

є
=
 
  
 

 

Energy consumed in receiving packet of l bits can therefore be expressed as in 
Eq. (3). 

 ( ) ( )Rx Rx elec elecE   E El l l−= = ×    (3) 

Energy consumed in computation of Grey model for packet of l bits can be 
expressed as in Eq. (4), 

 ( )Grey-computation GreyE  El l= ×    (4) 

Eelec represents power consumed by launching circuit or receiving circuit, єmp 
and єfs represent energy consumed by the circuit to launch a single bit of 
information to 1 square meter in multi-path channel and free space respectively. 
EGrey is the energy consumption in computation of Grey model for 1 bit while l is 
the size of data packets in bits. 

2.2 Prediction Based Data Reduction Approach 

The prediction based data reduction approach relies on the prediction based 
cooperation between sensor and the sink nodes. Both these nodes will use the same 
prediction model as well as data for prediction. Sensor node need not to send the 
data to the sink every time when there is a change in data. Sink node can predict the 
data in each sensor for that particular round. Thus, a significant amount of energy 
can be saved by reducing number of transmissions of data if sensor node and sink 
node efficiently predict the data [40-44]. 

2.3 GM (1, 1) Model 

Grey prediction model is used for predicting the future values of a time series data 
using past values. GM (1, 1) i.e., a Grey model with first order one variable; this is 
computationally efficient and less complex to be widely used in many applications. 
The mathematical equations of GM (1, 1) model which have been used in the 
proposed approach A2 can be taken from the previous researches of GM (1, 1)  
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model [43-48]. According to the grey system theory, the GM (1, 1) model is 
defined as: 

(1)
(1)dx

+ax =b
dt

    (5) 

where: x(1) is defined as the 1st AGO of x(0); the actual sequence of data.  
‘a’ (developing coefficient) and ‘b’ (driving input) are the grey model parameters 
and can be calculated by Least square method in Eq. (5). The predicted value for 
(k+1)th round corresponding to accumulated data can be expressed as 

(1)x̂ (k+1) using Eq. (6). 

 (1) (0) bb - akx̂ (k+1) = x (1) - e  + 
aa

 
  

   (6) 

Predicted value (0)x̂ (k+1) corresponding to original data can be calculated as in 

Eq. (7). 
 (0) (0) b - ak ax̂ (k+1) = x (1) - e (1 - e )

a

 
  

       (7) 

The percentage prediction error of GM (1, 1) model for kth round is defined as 
e(k) given in Eq. (8). 

 
(0) (0)

(0) 100
ˆx (k) - x (k)

% e(k) = 
x (k)

×    (8) 

where: (0)x (k) is the actual value and (0)x̂ (k) is the predicted value for kth round. 

2.4 Proposed Protocol 

For the proposed hierarchical cluster based routing, a set of assumptions are 
made according to which N sensor nodes are distributed randomly in an (D × D) 
square field. Communication between CHs and BS as well as between sensors and 
CHs should be reliable; BS knows the location of all the sensor nodes and every 
node knows the location of other sensor nodes as well as BS. BS is outside the 
sensor field and has unlimited energy and memory resources and each node has an 
identity (ID). The proposed hierarchical cluster based routing performs the entire 
operation in three different phases: Cluster Head Election Phase, Scheduling 
Phase and Steady State Phase.  

1. In Cluster Head Election Phase, first BS divides the sensor field into the 
desired number of grids. Each grid is called cluster and BS sends a 
message to all sensor nodes about their corresponding clusters. For the 
first time, BS will calculate the Residual energy- Distance factor denoted 
as F expressed as in Eq. (9). 

ij ij
ij

1
= E +

D
F

 
 
  

    (9) 

where: Fij is the Residual energy- Distance factor and Dij is the 
distance of Sij sensor node which is the ith node of jth cluster from BS. BS 
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selects the node having the maximum Fij for all j clusters shown in  
Eq. (10). 

ijjCH =max[F ]    (10) 

where: CHj is the cluster head of jth cluster. After completing first 
round operation, cluster head election will again take place using the Eq. 
(9) & (10) the but this time, the last CHs will take the energy information 
of all the sensor nodes of their corresponding clusters while distance of 
sensor nodes from BS will be considered as in previous round. Election 
process will be same as discussed earlier. After electing next CHs, 
previous CHs will discard the energy information provided by the nodes. 
Election of CHs will take place in every round. 

2. Scheduling Phase provides every sensor node a dedicated time slot in 
which it can send data to the cluster head. After being elected as the CH, 
node will have the information of all cluster members provided by BS. 
This information is related to identity (ID) of the particular sensor node 
and its distance from BS. The CH node sets up a TDMA schedule and 
assigns each node a time slot when it can transmit. This schedule 
message is then broadcasted to all the nodes within the cluster. Intra-
cluster scheduling is done using TDMA while inter-cluster scheduling is 
done using CDMA. 

3. Now, during Steady State Phase, after receiving the TDMA schedule 
created by their CH nodes, the non-CH nodes start transmitting data 
depending on the TDMA schedule. To synchronize and start the steady 
state phase at the same time, the BS can issue the corresponding 
synchronization pulses to all the nodes. The steady state phase is further 
divided into frames. During the assigned frame, the sensor node can 
transmit the data to the CH node. The duration of each frame is constant 
and depends on the number of nodes in cluster. CHs then start 
transmitting their data to the sink node within their CDMA schedule.  

Using the same protocol mentioned above, two approaches have been designed 
in this work. In A1, the proposed clustering scheme has been implemented without 
using prediction based data reduction scheme. This approach reduces the energy 
consumption by reducing overheads in cluster formation and deciding CHs in each 
cluster. In A2, the GM (1, 1) prediction model has been implemented to minimize 
the number of data transmissions thereby reducing the energy consumption by 
suppressing overheads during cluster formation and deciding CHs (in each 
cluster). There is a further reduction in energy consumption with A2 by 
incorporating reduced data transmissions among each CH and BS. As, energy is 
more consumed during transmission of data; A2 reduces more number of data 
transmissions in comparison to LEACH and A1depending on the accuracy of the 
model.                          
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3 Results and Discussions 

3.1 Evaluation Parameters 

In the setup of simulation, the proposed network model consists of 100 sensor 
nodes deployed over a field of (D × D) square unit area and simulation has been 
done for single iteration. In this work, network has been divided into four equal 
parts; division into optimal number of clusters is an important issue to cover the 
entire field and all the sensor nodes. Table 1 illustrates the parameters with their 
values and units which have been used in simulations. Time series prediction 
based data reduction scheme using GM (1, 1) model is implemented in designing 
an energy efficient cluster based routing protocol. Performance evaluation at this 
stage is carried out using objective evaluation measures of signal fidelity [49-52]. 
The comparisons among LEACH, A1 and A2 (using GM (1, 1) model with 
prediction error threshold, є = 3% and є = 5%) is made and results have been 
analyzed in terms of various parameters using the figures 1-3. 

Table 1 Parameters used in Simulation of Proposed Protocol 

Parameters Value(s) 

Number of Sensor Nodes 100 
Network Area (in Meter2) (50×50) ~ (250×250) 
BS Location (in Meters) (0,0) 
Initial Energy of Nodes (in Joules) 0.1 
Data Packet Length (in bits) 800 
Energy Packet Size (in bits) 400 
Control Packet Size (in bits) 200 
Eelec (nJ/bit) 50 
єmp (in nJ/bit/m4) 0.0013 
єfs (in nJ/bit/m2) 10 
EDA and EGrey (in nJ/bit) 5 
Window Size 3 

 

The various parameters for evaluation and comparison of results are FND, 
HND and Energy consumption [53]-[55]. FND is measured in terms of number of 
rounds to which all the sensor nodes of sensor network can serve the desired task 
whereas HND is measured in terms of number of rounds after which only 50% 
nodes remain for serving the task. Energy consumption per round shows the 
depleted energy per round. 

3.2 Simulated Results 

Figure 1 shows the graphical comparison among the LEACH and proposed 
approaches (A1, & A2) for different values of network side. From these figures, it 
can be interpreted that the proposed approaches yields better results for FND in 
comparison to LEACH. 
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Fig. 1 Comparison of LEACH, A1 and A2 in terms of FND at 3% and 5% threshold 
prediction error 

It can be further seen that A2 with є = 5% is giving the superior results. A 
tabulation of these FND values is made in Table 2.    

Table 2 Comparison of LEACH, A1and A2 in terms of FND parameter 

From the results given in table 2, and figure 2, it has been observed that A1 & 
A2 have shown improvement over LEACH (in terms of FND) as the first node of 
network dies in LEACH after completing 441 rounds in case of 50 m network side 
whereas for A1, the first node dies after completing 565 rounds. In approach A2 
(with Є=3% and Є=5%) completes 620 and 660 rounds respectively for FND. 
Even for the higher network sides, it can be seen that both the approaches (A1 & 
A2) are showing better performance in comparison to LEACH. Amongst all 
approaches, A2 with Є=5%, completes more number of rounds for FND. Figure 3 
shows the comparison among the LEACH, A1 and A2 based on computed values 
of HND for different values of network side. From the figures, again it can be seen 
that A2 with є = 5% is giving the superior results (These values are also shown 
tabulated in Table 3). 

N/W Side(m) LEACH A1 A2 
Є=3

% 
Є=5

% 
    

50 441 565 620 660 
100 411 518 610 625 
150 326 495 560 545 
200 153 376 410 430 
250 67 230 245 285 
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Fig. 2 Comparison of LEACH, A1 and A2 in terms of HND at 3% and 5% threshold 
prediction error 

Proposed approaches (A1 & A2) have also shown improvement over LEACH 
in terms of network lifetime. Here, A1 is improving network lifetime by a factor 
of 1.63 while A2 does same by a factor of 1.91 and 2.19 (for є = 3% and 5% 
respectively). Hence, this comparison shows that the A2 with є = 5% is giving the 
best results between the two proposed approaches (A1 & A2) in terms of network 
lifetime making it a robust algorithm for routing in WSNs. 

Table 3 Comparison of LEACH, A1and A2 in terms of HND parameter 

In the later part, figure 3 illustrates the comparison among LEACH, A1 and A2 
with same values of prediction errors in terms of energy consumption per round. 
The results with the proposed approaches show energy depletion at a slower rate 
in comparison to LEACH. In addition, as the network side increases, energy is 
consumed with very high rate in LEACH whereas this consumption is least with 
A2 (for є = 5%).   

 

N/W Side(m) LEACH A1 A2 
Є=3

% 
Є=5

% 
    

50 584 847 953 985 
100 526 749 769 778 
150 412 602 655 738 
200 258 450 532 555 
250 158 368 505 517 
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Fig. 3 Comparison of LEACH, A1 and A2 in terms of Energy consumption at 3% and 5% 
threshold prediction error 

4 Conclusion 

Most of the WSNs are used in such areas where human approach in nearly 
impossible. Due to the usage of sensor with non-rechargeable battery having 
limited power supply, power consumption is the major issue in designing WSNs. 
Various methods and routing schemes are available to reduce the energy 
consumption of WSNs so that network can perform the specific task without 
network failure. It can be concluded from the results obtained with the proposed 
approaches, a significant amount of energy can be saved by reducing the 
overheads in CH election process. Further, Time series prediction based data 
reduction scheme has minimized the energy consumption by reducing the number 
of data transmissions in intra-cluster and inter-cluster region. GM (1, 1) model 
serves to provide a reasonably good accuracy by reduction in significant number 
of data transmissions. The proposed approaches: A1 and A2 have significantly 
improved the network lifetime as depicted by the computed values of FND and 
HND; thereby demonstrating improvements over LEACH.    
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Identifying Sources of Misinformation in Online
Social Networks

K.P. Krishna Kumar and G. Geethakumari

Abstract. The importance of online social networks as a media for dissemination of
news has increased in the last decade. The real time nature of the contents and the
speed and volume of propagation have posed great challenges to assess the quality of
information in an acceptable time frame. Collusion of users to spread false informa-
tion and simultaneous spread of multiple false messages have made their detection
a challenging task. In this paper we propose a methodology based on principles of
cognitive psychology for detecting and monitoring sources who collude with each
other to spread misinformation. We use social network as a social computing plat-
form to classify sources as credible or non-credible based on the level of acceptance
of their messages by other users and patterns of propagation. The proposed method-
ology could form a framework for an effective social media monitoring system. We
have implemented our algorithm in the online social network ‘Twitter’.

1 Introduction

Online Social Networks (OSN) have become an important source of information
for a large number of people in the recent years. As the usage of social networks is
increased, the abuse of the media to spread disinformation and misinformation has
also been rapidly increased. The spread of information or misinformation in OSNs
is context specific and studies have revealed topics such as health, politics, finances
and technology trends are prime sources of misinformation and disinformation in
different contexts to include business, government and everyday life [8]. The detec-
tion of misinformation in large volumes of data is a challenging task. Methods using
machine learning and Natural Language Processing (NLP) techniques exist to auto-
mate the process to some extent (ref Section 2). However, because of the semantic
nature of the contents, the accuracy of automated methods is limited and quite often
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require manual intervention. The amount of data generated in OSNs is huge. This
makes the task computationally expensive to be done in real time.

In this paper, we have proposed a framework for detecting sources of misinforma-
tion in OSNs using social networks as social computing systems. In particular we
are interested in identifying sources of disinformation, where the sources collude
with each other in deliberately spreading false information in the network. Deliber-
ate spread of false information with a view to affect the behaviour and perceptions of
others is part of semantic attacks. Once the false information has been inserted, the
flow of misinformation and disinformation would not be able to be distinguished.
We identify the sources of misinformation by measuring the level of acceptance of
messages of each source user by the others. We have proposed a novel method of
measuring acceptance based on gini coefficient. The proposed method is also com-
putationally efficient for use by any social media monitoring system. The rest of the
paper is organized as follows. In Section 2 we summarise the latest work done in
the field. We describe our proposed methodology and the implementation in Twitter
data sets in Section 3. In Section 4, we show the results obtained and in Section 5
we conclude and outline our future work.

2 Related Work

Social computing systems like Recommender systems and Reputation systems are
being increasingly used in the web. OSNs are also social computing systems. A
detailed survey of the various techniques used in Recommender systems can be
found in [1] [2]. The collaborative filter techniques used in Recommender systems
to include user based systems, item based systems and hybrid systems have been
described in [15]. As per the authors, the collaborative filter systems provide much
better recommendations than content based systems and are more scalable when the
volume of data is very large. Manipulation of recommender systems in the form
of Shilling attacks and their possible counter measures are described in [12] [13].
A study of the various types of Shilling attacks on collaborative filter systems like
bandwagon attack, average attack, sampling attack, random attack etc would reveal
that the manipulation of the ratings are done to either improve the ratings of the
target items - called push attacks, or pull down the ratings of items - called nuke
attacks. In all these cases, for the attack to become successful, the attackers inject
false profiles into the systems in sufficient numbers to achieve their aim. These
attacks prove that collusion of users could result in altering the correct behavior of
the systems, if not detected.

The use of collaborative filter mechanisms to predict information propagation
trends in social networks has been recently studied. The role of underlying core-
periphery structure and community structure in the diffusion of information in social
networks was brought out in [5]. The authors have proposed algorithms for early
warning analysis of large-scale protests and other such events in social networks.

The collective intelligence of the web in deciding the quality of the web pages
by means of PageRank algorithm has been demonstrated by Google [14]. Google’s
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PageRank algorithm uses information which is external to the web pages them-
selves. The back links proposed by them are a sort of peer review. Hence, collective
evaluation of quality of an item is bound to produce better results than expert eval-
uation in most of the social computing systems. In our work, we use a similar idea
to estimate the quality of information in social networks based on a peer review
process of using re-propagation links.

Twitter has emerged as one of the most popular micro-blogging platforms. The
information propagation process in Twitter has been a subject of research in the
recent years. The use of Twitter as a social filter has been established. The credibility
of tweets propagated through Twitter has been analyzed in [4]. While validating the
best features to be used for automatic determination of credibility of tweets, the
propagation based features were ranked the best. The measure of influence as given
by the retweet mechanism offers an ideal mechanism to study large scale information
diffusion in Twitter [9]. The text and author based features alone are not sufficient
to determine the credibility of tweets. The use of Twitter as a collaborative-filter
mechanism has been studied for critical events in [6] [11]. Reliability of Twitter
under extreme circumstances was also investigated in [11]. The authors confirm that
the propagation of rumours in Twitter is different from spread of credible news as
rumours tend to be questioned more. The studies validate our approach of using
the retweet mechanism in evaluating the spread of information and determining its
quality. However, our work differs from them in devising a methodology to use the
collective intelligence of social network to determine the credibility of source of
messages as well as detect patterns of manipulation of the diffusion process.

Our contributions in this paper are:-

1. We have proposed a methodology for automatic detection of collusion between
sources to spread misinformation.

2. We have proposed an algorithm based on principles of cognitive psychology and
acceptance level of messages in OSNs to detect sources of misinformation.

3. Our algorithm would enable developing an effective social media monitoring
system.

3 Proposed Algorithm

3.1 Basic Idea

Our aim is to use social network as a social computing platform to discern the level
of acceptance of messages and then segregate possible sources of misinformation.
Initially, we analyse the data sets using principles of cognitive psychology to iden-
tify cues of deception. We model the network as a graph which would enable us to
measure the difference in acceptance levels. We use appropriate metrics like the gini
coefficient to segregate sources of misinformation and also estimate the spread of
their messages. The steps involved are shown in Fig 1.
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Fig. 1 Process of determination of sources of misinformation

3.2 Identifying Cues of Deception Using Cognitive Psychology

The presence of misinformation in the society and real world social networks have
been studied from the psychological point of view extensively. An excellent review
of the mechanisms by which misinformation is propagated and how effective cor-
rective measures can be implemented based on cognitive psychology can be found
in [10]. As per the authors, the spread of misinformation is a result of a cognitive
process by the receivers based on their assessment of the truth value of information.
This decision by the receiver is based on a set of parameters which can be char-
acterised by asking four relevant questions. These questions are given below and
illustrated in Fig. 2.

Assess truth value
of input statement

Consistency of message?

Credibility of Source?

Coherency of message?

General Acceptability?

Information

Misinformation

Disinformation

Logical 
compatibility

Knowledge 
consistency

Compatibility with 
preexisting beliefs

Receiver

Fits a broader
 story

Sense and coherency of the 
individual elements

Internal
 contradictions

Credibility

Expertise

Influential

Repeated 
exposure

Perceived 
social consensus

(Pluralist ignorance)

Perceived 
truth value

Fig. 2 Cognitive process of assessing cues of misinformation or deception

1. Consistency of message. Is the information compatible and consistent with the
other things that he believes?

2. Coherency of message. Is the information internally coherent without contra-
dictions to form a plausible story?
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3. Credibility of source. Is the information from a credible source?
4. General Acceptability. Do others believe this information?

Information is more likely to be accepted by people when it is consistent with
other things that they believe is true. If the logical compatibility of a news item
has been evaluated to be consistent with their inherent beliefs, the likelihood of
acceptance of the misinformation by the receiver increases and the probability of
correcting the misinformation goes down. Preexisting beliefs play an important part
in the acceptance of messages. Stories are easily accepted when the individual ele-
ments which make them up are coherent and without internal contradictions. Such
stories are easier to process and easily processed stories are more readily believed.
The familiarity with the sender of a message, and the sender’s perceived credibility
and expertise ensure greater acceptance of the message. The acceptability of a news
item increases if the persons are subjected to repeated exposure of the same item.
Information is readily believed to be true if there is a perceived social consensus
and hence general acceptability of the same. Corrections to the misinformation
need not work all the time once misinformation is accepted by a receiver. Efforts to
use collaborative filtering to estimate the quality of information in social networks
should keep the above aspects in mind. Any proposed algorithm should be able to
evaluate the credibility of the source of information as well as measure the extent of
spread of information.

An analysis of the four aspects would reveal that the aspects of coherency and
consistency of messages are decided based on the intrinsic characteristics of the
messages. To typically understand this, content analysis of the messages using NLP
techniques would have to be used. While feasible, we would like to filter the mes-
sages based on the cues of credibility of messages revealed by the other two factors
viz credibility of source and general acceptability. By using successive filters based
on the above principle, we intend to develop a framework for a practical social me-
dia monitoring system.

3.3 Analysis of Credibility of Sources of Information

The credibility of sources is decided by the level of acceptance of messages by the
users. In order to study this aspect, we obtained data from Twitter. The classification
of information as genuine information or misinformation is with respect to the con-
text in which they are studied. We obtained data from Twitter for different contexts
as defined in Table 1. We used Twitter API to collect the tweets. The spreadsheet
tool TAGS v5 used for collection of tweets using the Search API was provided by
Martin Hawskey [7].

• Bodhgaya. The spread of information about terrorist attacks on 7 Jul 2013 at
‘Bodhgaya’ temple in India was tracked for a period of nineteen days from 07 Jul
2013 to 25 Jul 2013. The tweets were collected using the keyword ‘bodhgaya’.

• MyJihad. We tracked a particular hashtag ‘MyJihad’ which we observed had
contents which were controversial and the frequency of tweets were quite high.
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The tweets were collected over a period of eight days between 20 Jul 2013 and
27 Jul 2013.

• Telangana. The spread of politically sensitive information in India over the de-
mand for a separate state of Telangana was studied using the keyword ‘telan-
gana’. The tweets were collected over a period of eight days between 23 Jul
2013 and 30 Jul 2013 prior to the government decision being announced.

• Egypt. We investigated the spread of news related to the political unrest and
massive protests in Egypt during the period from 13 Aug 2013 to 23 Sep 2013.
The tweets were collected using the keyword ‘egypt’.

• Syria. We tracked the events of use of chemical agents in Syria and all news
related to it using the keyword ‘syria’. The tweets were collected over the period
between 25 Aug 2013 and 21 Sep 2013.

Table 1 Details of data sets

Data set Users Tweets Sources Retweets Period Type

Bodhgaya 4573 8457 660 4230 07 Jul 2013 to 25 Jul 2013 Terrorism
MyJihad 1166 5925 140 3232 20 Jul 2013 to 27 Jul 2013 Religious
Telangana 2671 6787 464 2177 23 Jul 2013 to 30 Jul 2013 Political
Syria 25415 104867 11452 44671 25 Aug 2013 to 21 Sep 2013 Political
Egypt 27532 141682 10850 51723 13 Aug 2013 to 23 Sep 2013 Civil

Movement

We used the ‘retweet’ mechanism in Twitter to study the patterns of spread of
messages of each source. Users propagate any news item they receive by retweet-
ing it to their followers. This could be considered as a positive affirmation by the
retweeting node about the acceptance of the message. It also enables us to monitor
the spread of a particular news item in the network.

3.4 Establishment of Ground Truth

We used human annotation to classify the tweets and their sources. We concentrated
only on tweets which have been retweeted, as we were interested only in misinfor-
mation which has the potential to spread in the network. We classified each of the
retweeted tweets as possible misinformation or genuine information. Each of the
original source was also classified as a potential source of misinformation even if
one of his tweets were retweeted and classified as misinformation. We repeated the
procedure with all the data sets. Finally, we had a list of sources which are consid-
ered spreading misinformation as well as a list of messages.

3.5 Analysis of Sources

Having classified the data sets, we performed a detailed analysis of all the sources.
We plot graphs for each source of tweets - both misinformation and genuine
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information. For each source we plotted the percentage of tweets made by the source
and the percentage of users who have retweeted them out of the total users who have
retweeted at least a single tweet of the source. Fig.3 is for four sample sources whose
messages have been classified as normal users and Fig. 4 are for a sample set of four
users classified as misinformers.

Fig. 3 Distribution of retweets of four different sources of genuine information amongst users
retweeting their tweets

Fig. 4 Distribution of retweets of four misinforming sources amongst users retweeting their
tweets

The difference in types of acceptance levels of the two types of sources are clear
from Fig 3 and Fig.4. In the case of misinforming sources, there seems to be a
smaller set of users who are retweeting most of the tweets of the source. The dispar-
ity in retweeting between the retweeting nodes is much sharper in the case of sources
who misinform as compared to sources who do not. This also points towards the fact
that there could be collusion of users who retweet each others tweets in order to en-
sure their spread in the network. This in turn would result in greater communication
links between the colluding nodes as compared to their communication with others.
The presence of such colluding nodes and disparity in their retweet behaviour can
be detected using suitable network algorithms like core and community detection
algorithms in graphs.
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4 Results and Discussion

The difference in levels of acceptance of different sources were measured by draw-
ing a retweet graph and calculating the gini coefficients of the distribution of
retweets of the sources.

4.1 Retweet Graph

The pattern of distribution of tweets and retweets could be studied by constructing
a retweet graph. We construct a bipartite graph with user nodes and tweet nodes.
Directed edges are made from the tweets to the source and also from the retweeters
to the tweet nodes. The representation of the complete retweets in this form has the
following implications:-

1. The complete propagation of tweets in the network could be identified. The graph
would depict as to who ‘infected’ whom and the tweets involved.

2. The graph would enable the use of standard PageRank algorithm [14] to calculate
the general acceptance level of the user nodes and the message nodes. The rating
of the source nodes would depend on the rating of their tweets which in turn
would be decided by the rating of the retweeter nodes

3. The disparity between the retweeters of a particular source node could be calcu-
lated using Gini coefficient as would be explained subsequently.

4. The possibility of collusion between users in propagating misinformation in the
network by retweeting each others messages could be identified using commu-
nity detection and core identification algorithms. Frequent retweet behaviour be-
tween the nodes would result in formation of cycles and the nodes falling in the
same community or core of the graph.

4.2 Gini Coefficient as a Measure of Disparity

Gini coefficient is often used as a measure of disparity in the distribution of any
measurable quantity in a target population. Often used to measure the distribution of
incomes in a target population, we measure how the retweets are distributed amongst
the retweeters of a particular source node. We calculate the Gini coefficient, G using
the equation given below. Let Xk be the cumulative proportion of the population
variable, for k=0,...n and X0 =0 and Xn=1 and let Yk be the cumulative proportion
of the re-propagated news items, for k=0,..,n and Y0=0 and Yn=1. If Xk and Yk are
indexed such that Xk−1 < Xk and Yk−1 < Yk, the Gini coefficient, G is given by

G = 1−
n

∑
k=1

(Xk −Xk−1)(Yk +Yk−1) (1)

The Gini coefficients calculated for the four normal users shown in Fig 3 and
misinforming users in Fig 4 are given in Fig 5. The gini coefficients vary between 0
and 1. Perfect equality of distribution is denoted by gini coefficient of 0 and perfect
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inequality by 1. The actual values vary in between with normal users having a value
closer to 0. A high value of gini coefficient for a source node would indicate greater
difference in acceptance levels of his tweets and consequent reduction in credibility.
The gini coefficients of misinforming sources had higher values as compared to the
normal users and indicated their suitability for classification of sources.

Fig. 5 Gini coefficients for four sample users spreading genuine information (top set of fig-
ures) and for four sample users spreading disinformation (bottom set of figures).

4.3 Construction of a Binary Classifier

The classification of sources as credible or non-credible is based on a binary classi-
fier. The binary classifier bases its decision on the threshold value of gini coefficient
for the sources in the data set. This value is normally above 0.4. However, the ex-
act value needs to be determined by evaluating the sources which have higher gini
values. Following the heavy tailed distribution, these numbers are small. When we
decrease the threshold values, false positives would increase. Similarly, an increase
in threshold value result in some misinforming sources being left out. We arrive at
a threshold figure by starting with the maximum gini value in the graph and slowly
reducing them till we continue to get sources of misinformation.

The collusion of sources also enables their detection. Even if one non credible
source is identified, the others could be detected by using standard community de-
tection algorithms based on modularity [3] in the retweet graph. We present the
whole methodology of the binary classifier for detection of colluding nodes in Al-
gorithm 1.
4.4 Validation of Results

We validated the proposed methodology based on its ability to detect all the collud-
ing nodes, i.e, True positives and the computation requirements for the same. The
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Algorithm 1. Methodology for detection of colluding nodes to spread misinforma-
tion

Input: Details of users and messages (tweets) involved in the spread of information for
specific ‘context’
Preprocessing Step: repropagationgraph ← re-propagation bi-partite graph with user
nodes and message nodes
sourcelist ← List of sources of messages in the repropagation graph
ginithreshold ← Threshold value of Gini coefficient for disinforming sources (usually 0.4)
k ← length(sourcelist)
for (i = 1 → k) do

sourcesubgraph[i] ← subgraph of messages (tweets) and users retweeting them for
sourcelist[i]

Gini[i] ← Gini coefficient of distribution of degree of all user nodes only in sourcesub-
graph[i]
end for
for ( i = k → 1) do

if (Gini[i] > ginithreshold) then
potentialdisinformers[i] ← sourcelist[i]

end if
end for
for (i = 1 → length(potentialdisinformers)) do

colludingnodes[i] ← Interacting nodes with potentialdisinformers[i] in the same com-
munity using modularity based community detection algorithm
end for
Output: potentialdisinformers: List of potential disinformers in the data set.
Output: colludingnodes: List of colluding nodes for each of the potentialdisinformers.
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Fig. 6 Distribution of Gini coefficients in all the data sets

distribution of gini coefficients of degree distribution of all retweeting nodes of the
source nodes in all the data sets being studied is given at Fig 6. The graph shows a
heavy tailed distribution with few source nodes having higher gini coefficients. This
also is intuitive in that the social network is mainly used by genuine users to spread
information rather than misinformation.
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The number of source nodes with gini coefficients above the threshold value
(taken as 0.4 in our data sets) varied from 0.5% to 1.6% of the total users nodes. All
the sources of disinformation had high gini coefficients, while all nodes with high
gini coefficients were not spreading misinformation. The use of semi automated
means of segregating the disinforming sources is limited to less than 2 % of the
source nodes and hence the algorithm is computationally very efficient. The iden-
tification of colluding nodes using community detection algorithm [3] with these
sources nodes enabled detection of all misinforming user nodes. Thus the algorithm
could identify all sources spreading misinformation through collusion by inspecting
less than 2% of the user nodes. The results validate the suitability of the algorithm
for any social network monitoring system. The worst case complexity of the algo-
rithm is proportional to the number of nodes in the graph. However, we are inter-
ested in monitoring the social media and once the Gini coefficient values are initially
calculated, we would need to monitor only the changes.

5 Conclusion

In this paper we have proposed a methodology for automated detection of sources of
misinformation in a social network. Based on the principles of cognitive psychology
and using gini coefficient as a measure of acceptability of a source, we could achieve
good results in identifying sources of misinformation especially deliberate efforts to
spread false information. The methodology adopted by us in identifying the sources
of misinformation rather than the messages seem more robust and implementable
for large social media monitoring systems. Integrating the proposed algorithm with
NLP techniques would help us to further improve the results obtained.
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Modified Teacher Learning Based Optimization 
Method for Data Clustering 

Anoop J. Sahoo and Yugal Kumar 

Abstract. Clustering is an important task in engineering domain which can be 
applied in many applications. Clustering is a process to group the data items in the 
form of clusters such that data items in one cluster have more similarity to other 
clusters. On the other side, Teaching–Learning Based Optimization (TLBO) 
algorithm is a latest population based optimization technique that has been 
effectively applied to solve mechanical design problems and also utilized to solve 
clustering problem. This algorithm is based on unique ability of teacher i.e. how 
the teacher influence the learners through its teaching skills. This algorithm has 
shown good potential to solve clustering problems but it is still suffering with 
some problems. In this paper, two modifications have been proposed for TLBO 
method to enhance its performance in clustering domain instead of random 
initialization a predefined method previously used to exploit initial cluster centers 
as well as to deal the data vectors that cross the boundary condition. The 
performance of proposed modified TLBO algorithm is evaluated with six dataset 
using quantization error, intra cluster distance and inters cluster distance 
parameters and compared with K-Means, Particle Swarm Optimization (PSO) and 
TLBO. From the experimental results, it is clearly obvious that the proposed 
modifications have shown better results as compared to previously ones.  1 

Keywords: Clustering, K-Means, PSO, TLBO. 

1 Introduction 

Clustering has important applications in pattern recognition, data mining and 
machine learning domain. It is NP Complete problem when number of cluster is 
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greater than three. It can be defined to find out unknown patterns, knowledge and 
information from a given dataset D which was previously undiscovered using some 
criterion function [1]. In clustering problem, a dataset is divided into K number of 
sub-groups such that elements in one group are more similar to another group.  In 
last two decades large number of algorithms have been developed based on swarms, 
insects and natural phenomena’s to solve optimization problems. Some of these are 
Artificial Bee Colony (ABC) [2], Ant Colony Optimization (ACO) [3], Genetic 
Algorithm (GA) [4], Particle Swarm Optimization (PSO) [5], Cat Swarm 
Optimization (CSO) [7], Black Hole (BH) [6], Gravitational Search Algorithm 
(GSA) [8], TLBO [9] and many more. These algorithms have shown tremendous 
potential over traditional algorithms such as K-Means algorithm [10]. Naik et al. 
[11] has applied the Teacher Learning based optimization (TLBO) method to solve 
the data clustering problem and compared it to K-Means and PSO method in which 
TLBO provides better results than other two. From the study of [9, 11, 12],first it has 
been found that initial population for TLBO algorithm is randomly generated and 
experimentally it has also been proved that random initialization of population does 
not exploit the data vectors uniformly from dataset. But in clustering task, the 
performance of clustering techniques depends on the initial cluster centers. If initial 
cluster center has not been generated well then, there is a chance that the TLBO 
algorithm of trapping in local optima and convergence of algorithm is also affected. 
Second, there is no mechanism to deal with data vectors which crosses the boundary 
values of a dataset (especially in clustering task). These are the two main drawbacks 
of TLBO method. So, in this paper we have proposed a modified TLBO algorithm 
to overcome the above mentioned limitations. 

2 Teacher Learning Based Optimization (TLBO) Method 

Rao et al. [9] have developed Teacher Learning based optimization (TLBO) 
method and applied this algorithm to solve constrained mechanical design 
optimization problems. It is based on influence capability of a teacher on learners 
i. e. how a teacher influence the students through its teaching capability. As all we 
know, a good teacher has great impact on students. Thus, the TLBO method 
sketches out this relationship of teacher and student. TLBO method contains two 
phases: Teacher phase and Learner phase. Teacher phase correspondents to 
learning from the teacher while learning phase correspondent to learning among 
learners through interaction. A   mathematical model has been formed to show the 
influence of a teacher on the learners. This mathematical model contains a 
probability density function which illustrates the performance of learners as well 
as influence of teachers on learners. Similar to other nature-inspired algorithms; 
TLBO is also a population based method that uses a population of solutions to 
proceed to the global solution. For TLBO, the population is considered as a group 
of learners or a class of learners. In optimization algorithms, the population 
consists of different design variables. In TLBO, different design variables will be 
analogous to different subjects offered to learners and the learners’ result is 
analogous to the ‘fitness’, as in other population-based optimization techniques. 
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The teacher is considered as the best solution obtained so far. The process of 
TLBO is divided into two parts. The first part consists of the Teacher Phase and 
the second part consists of the ‘Learner Phase’. The ‘Teacher Phase’ means 
learning from the teacher and the learner Phase means learning through the 
interaction between learners. 

2.1 Teacher Phase 

As shown in Fig. 2, the mean of a class increases from MA to MB depending upon 
a good teacher. A good teacher is one who brings his or her learners up to his or 
her level in terms of knowledge. But in practice this is not possible and a teacher 
can only move the mean of a class up to some extent depending on the capability 
of the class. This follows a random process depending on many factors. 

Let Mi be the mean and Ti be the teacher at any iteration i. Ti will try to move 
mean Mi towards its own level, so now the new mean will be Ti designated as 
Mnew. The solution is updated according to the difference between the existing and 
the new mean given by 

                            (1) 

where TF is a teaching factor that decides the value of mean to be changed and 
ri is a random number in the range [0, 1]. The value of TF can be either 1 or 2, 
which is again a heuristic step and decided randomly with equal probability as  

 
This difference modifies the existing solution according to the following 

expression 

                                   (2) 

2.2 Learner Phase 

Learners increase their knowledge by two different means: one through input from 
the teacher and the other through interaction between themselves. A learner 
interacts randomly with other learners with the help of group discussions, 
presentations, formal communications, etc. A learner learns something new if the 
other learner has more knowledge than him or her. Learner modification is 
expressed as 

For i = 1 : Pn 
Randomly select two learners Xi and Xj, where i = j 
If f (Xi) < f (Xj) 
Xnew, i = Xold,i + ri(Xi − Xj) 
Else 
Xnew,i = Xold,i + ri(Xj − Xi) 
End If 
End For 
Accept Xnew if it gives a better function value. 
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3 Modified TLBO 

TLBO is the latest population based meta-heuristic algorithm which has been 
applied to various mechanical design problems as well as clustering problem. But 
this algorithm mostly suffered with initialization and boundary values problems. 
In TLBO, initial cluster centers are defined randomly and there is no mention of 
mechanism to deal with the data vectors which cross the boundary values of a 
dataset. Hence, to overcome these problems, two modifications have been 
proposed in TLBO method.  

• First, instead of random initialization of initial cluster centers, the equation 
1 is used to find the value of initial cluster centers in a given dataset D. 

 
Where, K is total number of cluster centers, M represents total features, 
minimum (Dj) is minimum value of jth feature in dataset D, maximum (Dj) 
represents the maximum value of jth feature in dataset D. 

• Second, a data vector which crosses the boundary of dataset has been killed 
and regenerated using equation 2. Equation 2 can be defined as 

                     (4) 

Where, M represents the total features,  is minimum value of jth feature 

in dataset D,  represents the maximum value of jth feature in dataset D. 
Hence, in original TLBO method, these two modifications have been done to 

overcome the limitations of TLBO. Now, the steps of TLBO algorithm can be 
given as 

Pseudo Code of Modified TLBO algorithm for clustering 
Algorithm (Input (training dataset, K), Output (cluster centers)) 

Step 1: Load the dataset and specify the number of initial cluster centers i.e.  
      Teachers (K). 
Step 2: for each k=1 to K 

 for each j=1 to m 
 

  Determine the initial position of Cluster Centers (Ck) using  
   equation 1; 

 end 
end 
Iteration =0; 

Step 3: Calculate the value of objective function (SSE). 
Step 4: Find the best solution with minimum objective function value called teacher. 
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Step 5: Update the solution based on the best solution using given equation. 
  ∗  

Step 6: if ( <  )) 
              then Q   
                         else go to step 5 
Step 7: Randomly pick any two solutions from Q 

If (SSE (Xi) ≤ SSE (Xj)) 
then    

else     

Step 8: if ( <  )) 
              then Q   
                         else go to step 7 
 Iteration = iteration+1 
Step 9: if {  ||  }  

then generate new cluster center using 
 for each j=1 to m 0,1     
 end 

Step 10: Repeat the steps 5 to 10 until the termination condition satisfied. 
Step 11: Obtain final cluster centers. 

4 Experimental Results 

The performance of proposed modified TLBO method is investigated on six datasets 
out of which five datasets are real and one is artificial dataset using quantization 
error, intra cluster distance and inters cluster distance parameters. The five real 
datasets are iris, glass, wine, cancer, haberman survival which are downloaded from 
UCI repository. Synthetic dataset 1 is two dimensional artificial dataset, generated in 
matlab to test the effectiveness of proposed algorithm. This dataset includes 300 
instances with the two attributes and three classes. The classes in dataset are 
disseminated using μ and λ where μ is the mean vector and λ is the variance matrix. 
The data has generated using given μi and λi values where i= 1,2,3.  

μ1  4, 6 , μ2  1, 3 , μ3  7, 9   
λ1  0.3, 0.5 , λ2  0.7, 0.4 , λ3  0.4, 0.6  

The Figure 1(a) depicts the distribution of data into synthetic dataset 1 and 
Figure 1(b) shows the clustering of same data using proposed method. Table 1 
show the characteristics of all these datasets which are used to investigate the 
performance of proposed modified TLBO method. The proposed algorithm is 
implemented in Matlab 2010a environment on a core i5 processor with 4 GB 
using window operating system. The quality of solutions are measured using intra 
cluster distances, inter cluster distances and quantization error. Intra cluster 
distances can be defined as average distance between the instances placed in a 
cluster to the corresponding cluster center while minimum distance between any 
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two instances of cluster centers known as inter cluster distance. Quantization error 
can be described as cost function for a clustering algorithm. It can be defined as 

 
where K is total number of cluster centers,  is kth cluster center,  represents 
center points of kth cluster and  represents ith data instance of a dataset. 

To check efficiency and adaptability of proposed modification in TLBO 
algorithm, the investigational results are compared with K-Means, PSO and TLBO 
algorithms which are given in Table 2.   

Table 1 Characteristics of dataset 

Name of 
data set 

No. of 
classes 

No. of 
features 

Total 
instance in 

dataset 

Number of classes in 
dataset and Instance in 

each classes 
Synthetic 
dataset 1 

3 2 300 3 and  (100, 100, 100) 

Iris 3 4 150 3 and  (50, 50, 50) 

Glass 6 9 214 
6 and (70,17, 76, 13, 9, 

29) 

Cancer 2 9 683 2 and (444, 239) 

Haber man 
Survival 

2 3 306 2 and (225,81) 

Wine 3 13 178 3 and (59, 71, 48) 

 

 
(a)                                                                (b) 

Fig. 1 (a) shows the distribution of data in synthetic dataset1 and 1(b) shows the 
corresponding cluster centers using proposed method. 

Table 2 summarizes experimental results obtained from all four clustering 
algorithms. From this table, it is concluded that modification in TLBO algorithm 
is enhanced its performance as compare to original TLBO and all other methods. 
Modified TLBO provides low quantization error among all these techniques and 
lowest inter and intra cluster distance expect Haberman’s Survival datasets 
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(50.386 and 16.4236). While the value of quantization error K-Means algorithm is 
high as compare to others except wine dataset.   

Table 2 Shows the comparative results with six different datasets 

Dataset Name Algorithms 
Name 

Parameters 

Quantization Error Intra Cluster Distance Inter Cluster Distance 

Iris Data 

K-Means 0.6505± 0.0124 2.5147±0.0064 1.7928±0.0045 

PSO 0.3023±0.0263 3.2806±0.2314 1.5403±0.1693 

TLBO 0.2845±0.0047 3.1350±0.2187 1.6939±0.2173 

Modified 
TLBO 0.2561 2.8343 1.4162 

   

Wine Data 

K-Means 101.9587±4.1863 458.6488±3.6020 327.0094±58.2466 

PSO 342.2986±9.5387 456.6758±4.8859 279.7534±56.4985 

TLBO 345.0649±20.7124 450.7811±23.9000 278.1714±29.5149 

Modified 
TLBO 334.216 443.3276 275.9876 

   

Breast Cancer 
Data 

K-Means 5.2318±0.0016 18.5776±0.00 13.8972±0.0060 

PSO 0.4719±0.2333 20.665±.0.00 13.4433±0.00 

TLBO 0.0514±0.0171 20.6651±0.00 13.4433±0.00 

Modified 
TLBO 0.0496 19.6783 13.4256 

     

Haberman's 
Data 

K-Means 8.5926±0.0199 50.8811±2.7782 17.5622±0.3637 

PSO 6.8734±0.7443 50.6146±2.2313 17.6723±3.8535 

TLBO 6.1354±0.3461 50.2354±1.5903 16.2889±2.8530 

Modified 
TLBO 6.0321 50.386 16.4236 

   

Glass Data 

K-Means 0.8912±0.0156 3.8371±1.5920 3.6852±1.5902 

PSO 0.0574±0.0037 6.6325±0.8561 0.5290±0.2149 

TLBO 0.0507±0.0106 5.9905±0.6239 0.4924±0.1411 

Modified 
TLBO 0.0502 5.6187 0.4673 

     

Artificial Data 

K-Means 4.2526±0.2154 11.6157±0.6482 5.9458±1.2367 

PSO 3.8675±0.3256 10.4561±1.2650 5.6480±2.1464 

TLBO 3.0238±0.1623 10.2135±0.2352 5.2134±1.2610 

Modified 
TLBO 2.8783 9.8374 4.3486 
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Figure 2 demonstrates the convergence behavior of proposed algorithm for iris 
dataset. From Figure 2, it is observed that K-means algorithm is faster but it 
exhibits premature convergence such as large quantization error, while the 
Modified TLBO algorithm provides slow convergence rate among all these 
methods and low quantization errors. From the experimental setup, it is found that 
K-means. PSO, TLBO and Modified TLBO algorithms have converged after 15, 
90, 130 and 140 function evaluations respectively.  

 
Fig. 2 Convergence of proposed algorithm with iris dataset 

5 Conclusion 

This paper focuses on the drawbacks of teaching learning based optimization 
(TLBO) to cluster the data and their solutions. To overcome the drawbacks of 
TLBO algorithm, two modifications have been proposed- First, a method is 
proposed to exploit the initial cluster centers without random initialization because 
in clustering, the performance of an algorithm is highly depends on initial cluster 
centers and it is also found that random initialization does not explore the data 
vectors uniformly from a dataset.  Second, a mechanism is introduced to deal with 
the data vectors that cross the boundary values. In our approach, data vectors that 
cross the boundary values are killed and generated using equation 2. These 
modifications not only enhance the performance of TLBO algorithm but also 
improve the convergence rate of TLBO. In addition to it, the proposed 
modification in TLBO can produce high quality clusters and there is no need to 
run the algorithms multiple times. In future, the TLBO method may be exploited 
in other applications, such as image segmentation, scheduling problem, 
classification and feature selection. The combination of the TLBO with other 
heuristic approaches and their application to data clustering is also another 
research direction to the curious academicians and researchers. 
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A Novel Disease Outbreak Prediction Model  
for Compact Spatial-Temporal Environments 

Kam Kin Lao, Suash Deb, Sabu M. Thampi, and Simon Fong 

Abstract. One of the popular research areas in clinical decision supporting system 
(CDSS) is Spatial and temporal (ST) data mining. The basic concept of ST con-
cerns about two combined dimensions of analyzing: time and space. For predic-
tion of disease outbreak, we attempt to locate any potential uninfected by the  
predicted virus prevalence. A popular ST-clustering software called “SaTScan” 
works by predicting the next likely infested areas by considering the history 
records of infested zones and the radius of the zone. However, it is argued that us-
ing radius as a spatial measure suits large and perhaps evenly populated area. In 
urban city, the population density is relatively high and uneven. In this paper, we 
present a novel algorithm, by following the concept of SaTScan, but in considera-
tion of spatial information in relation to local populations and full demographic in-
formation in proximity (e.g. that of a street or a cluster of buildings). This higher 
resolution of ST data mining has an advantage of precision and applicability in 
some very compact urban cities. For proving the concept a computer simulation 
model is presented that is based on empirical but anonymized and processed data.  

1 Introduction 

Clinical information system is in imperative need for the human society, especial-
ly when people experienced some epidemic diseases like severe acute respiratory 
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syndrome (SARS), swine flu and enterovirus, etc., which has a high prevalence 
rate. They outbreak at a very rapid speed, and spread wide and far. There are re-
search papers which advocate developing the clinical decision support system 
which predicts the time series and space area. However, the efficacy of clinical 
decision support system is based on the underlying analysis model. Some data re-
lated challenges are like: what kind of data attributes the system need to use? How 
about the scope of data? Is the data useful or not? Which analyzing method is effi-
cient and effective? Any other parameter need to be concerned? What is the trend 
of disease outbreak? Etc. 

Many researchers suggested embedding the clinical decision support system in-
to the GIS (Geographic Information System) as it seems to be more accurate to 
detect the area whether is in a high prevalence rate and their adjacency areas [1], 
or even using the ST analyzing method to focus on the analyzing risk of the dis-
ease outbreak [2]. Actually these research papers assume the field of analysis is of 
large terrain or vast piece of land. It is useful for large countries. However, it may 
not be so applicable for compact urban cities like Macao, Hong Kong, Taipei etc. 
where the human population is very dense, but they are not necessarily evenly dis-
tributed. In the words, the radius approach might not work well in estimating the 
next infested areas. Different from the other researchers, we introduce a new and 
simple approach by dividing the city into respective regular polygons, each poly-
gon which is square cell as assumed in this case, is of equal size; and they form 
grid over the coverage of the city regardless what shape the city is. The number of 
the square cells to be defined can be selected arbitrarily by the user that depends 
on the land area and the resolution required.  

As a demonstrative case in this paper we use the data simulation of the entorvi-
rus as the experiment part of our research, Macao land and the Tapai land will be 
separately divided by various numbers of cells and combined for analysis. At the 
start, the risk of the virus would be evaluated in order to find co-relationship 
among the areas, the analyzing model will predict how risky of each zone of the 
city, depends on the risk analyze (some factors may need to reference the previous 
disease record of the zone and the risk analyzing in the surrounding zones). After 
locating the high risk areas, the analyzer can group these zones and focus on the 
relations and/or correlations of them as try to know more about virus and its 
spread. The associated relationships among the areas are those that have the dis-
ease outbreak simultaneously. Technically it will involve using various classifiers 
of the decision tree and association rules analyzing model. 

After applying these two models, some high risk areas and the relationship which 
the areas almost have the disease outbreak in the same time will be found. The ana-
lyzers can concentrate on analyzing the specific characteristic of the areas and decid-
ing which attributes will have the significant relationship between the inflected 
areas. As the demographic information changes and the risk evaluation suggest, the 
experiment will vary for different time-series. Finally the analyzers can trace back 
the source of virus and identify the “flow” of various attributes; and investigate 
whether the virus has been mutated. This analyzing method will be novel as the part 
of risk evaluation for detecting among various areas, especially when the forecast  
of the disease outbreak is changing obviously, the risk index and the associated  
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relationship can reflect the status of the virus extension. On the other hand, this me-
thod could be quite effective and efficient that the users can refer to the spatial and 
temporal analyzing model to adjust the whole analyzing model, as the learning 
process to develop a more accurate schema for detecting the disease outbreak. 

2 Related Work 

Spatial and temporal (Spatio-temporal analyzing, ST) analyzing model is a hot re-
search topic in the last decade, concerning the time and geographic factors to pre-
dict the result. The ST analyzing should be based on the spatial analyzing, with an 
extension part of analyzing the geographic phenomena, which combined with the 
time sequences. Its purpose is on tracing back or trending the future result. Many 
researchers advocated their method and framework for the ST analyzing, most of 
them have a great contribution through their experiment to prove their ST  
analyzing model is feasible [3, 4, 5]. The details of the classification of the ST da-
ta mining task and techniques can be found in [6], ST analyzing can be engaged in 
various classifiers as clustering [7] and the association rules for ST analyzing [8]. 
Just like for the traffic jam detection [9], the users can use the ST data about the 
traffic conditions to simulate the real time traffic surveillance system, warning the 
drivers which road occurred traffic jam. ST analyzing can also be engaged as the 
utilization of the land cover change [10], combined with the association rules me-
thod, the analyzers can find out which demographic information will impact the 
utilization of the land reasonably, the relationship between antecedent and conse-
quence can be determined, and the analyzers are able to utilize the result to make 
the land allocation more scalable. 

One of the most popular topics for ST analyzing is applying in the disease out-
break. Many researchers issue various ideas and conducting experiments about it, 
for their report they are more concerning the serious disease outbreak occurred in 
a big country, different formulas and external factors like the demographic infor-
mation, natural disaster like hazard, exposure and vulnerability [11]. As above-
mentioned, the direction of the ST analyzing is inclined towards the geographic 
information with the polygon pattern as the original GIS of the country. In fact, it 
will be bias as the virus extension should not only be analyzing the geographic 
framework like the predefined map, may be the serious outbreak area is in the 
edge of the various regions. Nevertheless, how about when the disease outbreak 
occurred in small urban city like Macao? So far there is no literature on about ST 
analysis for small cities. 

3 Our Proposed Model 

Our proposed analysis framework has two parts: locating the risk areas and study-
ing the association between those areas of high risks. 
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3.1 Risk Analysis via a Spiral Model 

The risk of disease outbreak for each specific small cell is computed in a spiral fa-
shion. The computation in terms of risk grades or indices is taken into account of 
the distance between the adjunct cells and the active cell, the timing, and the 
strength of the virus dissemination, and other information. For example, a quantit-
ative risk index for a particular cell (called active cell) in a grid is calculated based 
on the facts about its risk in the previous years, demographic (density, age, race, 
visitors’ traffic) and geographic (climate, number of buildings) factors that will af-
fect the virus dissemination. The risk index would be normalized between 0 and 1 
where 0 means it has not ever been infested before. For consideration of risks over 
certain years, an overall index can be defined by I where:  
 

I = (ri-1 +ri-2 +ri-3+… +r1) / number of referenced years   (1) 
 
i is the concurrent year need to evaluate, and r is the risk factor of the year. This 
index I of the particular cell can illustrate the “virus record per history” of the spe-
cific zone. It consists of the temporal factors in the analysis when combined with 
the spatial information. Here, for doing the spatial risk evaluation of each cell in 
the grid, the coordinates of each grid cell, for the cell i (with coordinate X = n,  
Y = m), for estimating the risk index of its adjacency area. 
 

Zone 1 
(n-1,m+1) 

Zone 2 
(n,m+1) 

Zone 3 
(n+1,m+1) 

Zone 4  
(n-1,m) 

Active Zone 
(Zone 5) 

(n,m) 

Zone 6 
(n+1,m) 

Zone 7 
(n-1,m-1) 

Zone 8 
(n,m-1) 

Zone 9 
(n+1,m-1) 

Fig. 1 Illustration of grids 

The risk index of an active cell in consideration of its neighbor adjacent is 
 defined by: 

Ri = I x [(Rz1 + Rz2 + Rz3 + Rz4+ Rz6 + Rz7 + Rz8 + Rz9) /9] (2) 
 
The computation starts at the top left corner and goes in a spiral fashion around 
each zone, updating the corresponding risk indices along the way. Considering the 
history of risk of each area is very important. As an infested area is likely to be in-
fested again, given the same conditions arise. In this spiral model, the factor of 
distance among the zones would impact the dissemination rate and the outspread. 
It is assumed that the closer where it is to the infested zone, the more likely the 
disease will propagate over.  
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Since square grid is used in partitioning the region of a city into square cells, 
the level or the gravity of the contagiousness is abstracted into some estimates of 
distance effects. An example is shown in Fig. 3 where concentric rings are logical-
ly laid over the grid, with each ring position at the outer area decreases in  
contagiousness proportionally.  

 

 

Fig. 2 The effects of the disease are represented by different rings around the zones 

In the spiral approach, the “rings” represent various levels of effects measuring 
from the center (target zone) to how close the designated area by the ring are. In 
computation, the spiral model generalizes the concept of contagiousness over the 
distance apart. The spiral index (Si) to represent this “distance effect” of each area. 
Moreover, the analyzers can reference from the previous disease outbreaks and ca-
librated the distance impact index of each level. As in level 1, the distance im-
pacted index is be defined as 0.8 by the user as the previous result illustrated it is 
not really impacted the specific area significantly. So a moderate factor 0.8 is as-
sumed this time. 

In addition to the spatial factors, spatial and temporal analyzing is combining 
the elements of the time-series with a purpose of predicting the result more rea-
sonable and sensible in consideration of space-and-time. Time series factors are 
being considered in our model, and it is coined as  Seasonality. For instance, 
Enterovirus is the virus that recognized as it will be disseminated in the middle or 
later of summer to the beginning of autumn. Actually, for analyzing specific virus, 
its cycle time should be checked and the seasonal index should be estimated. Giv-
en an example as shown in Fig. 3, for the target area 3, we would want to calculate 
the adjacency areas’ risks as well. By considering the time-series factor, the risk 
(R) value is calculated as 

 
D(area) = {N(t,area) , N(t+1,area) , N(t+2,area) , N(t+3,area) .. N(12,area)}   (3) 
 

where D(area) is the data collection of specific area’s patients number, and 



444 K.K. Lao et al. 

 

I(area) = {I(t,area) , I(t+1,area) , I(t+2,area) , I(t+3,area)…. I(12,area)}   (4) 
 
where I = N(specific month)/N(year). Therefore, the seasonality index is computed as: 

 
S(area) = {S(t,area) , S(t+1,area) , S(t+2,area) , S(t+3,area)…. S(12,area) }    (5) 

 
And, 
 

R(Adjacency area) = Average (D(Adjacency area) × I(target area) × S(target area) × P(Adjacency area) × 
(A(Adjacency area))       (6) 

 
where N  is the total number of observed case, P is the population density, and A is 
the spatial index of the surrounding level.  

 

Fig. 3 Illustration of how the seasonality of the Enterovirus outbreaks is incorporated into 
the spatial-temporal computation model 

3.2 Data Mining the Relationships among the Infested Areas 

In order to extract the potential rules of co-relationship of inflected areas in a small 
city, some tasks are needed: 1.) Finding decision rules on the likeliness of having the 
disease outbreaks that happened simultaneously across multiple areas. 2.) Based on 
the decision rules, applying our pre-defined formulas to the evaluation of each area, 
so to determine whether the areas belong to those serious areas of disease outbreak 
or otherwise. 3.) Through the ranking of the evaluation, analyze the demographic in-
formation of different ranked areas across various periods. 4.) Predicting the trend 
line of disease outbreak and the prevalence rate of each zone, with options of mining 
deeper for the demographic information of co-effected areas.  

3.2.1 Decision Rules Generation of Co-inflected Areas 

Extracting decision rules from the disease cases is necessary at the beginning  
of our method. Above all, the city will be divided by the equal cells as a grid.  
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The disease outbreak in the small city will be simulated and using the data mining 
software to find out the co-relationship of this area. Two analyzing methods are used 
to extract the useful rules. They are decision tree and association rule analyzing mod-
els. They estimate the degrees of co-relations of the related areas and provide the 
measures on how reliable the rules are, in terms of Accuracy rate, lift, Confidence, 
Leverage, and Conviction. Moreover, for each analyzing model, various classifiers 
and associates rule miner will be applied, (J48, RadomTree, Apriori and HotSpot, 
etc.) for ensuring the fairness. Default parameters are assumed in each method. 

After applying the various models and classifiers, many sets of rules are ex-
tracted. The subsequent step is to rank them, and judge on which rules are useful 
for further processing. In the decision tree model we can use the accuracy rate to 
decide which rules are acceptable or not. But for the association rules model, four 
performance results (Lift, Conf, Lev, Conv, in short) are considered. Assuming 
Lift = L, Conf = Cf, Lev = Lv, and Conv = Cv, Max  is the maximum number of 
the total number of rules we selected, for the number i of Rule, a referenced Score 
can be calculated as: 

Si = (Li/LMax)/4 + (Cfi/CfMax)/4 + (Lvi/LvMax)/4 + (Cvi/CvMax)/4  (7) 

As we are concerning the co-relationship of related inflected area, we opt to filter 
out any rule disqualified. The workflow of the whole is shown in Fig. 4. 
 

 

Fig. 4 Concept of rule generation 

3.2.2 Analysis with Demographic Information 

The likelihood of an area being infested, in addition to its adjacent neighbor  
areas, is determined by the demographic factors such as transportation, population 
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density, mobility of the residents, and the vulnerability of the age group of those 
resides and travelers in the vicinity.   

In the previous step, the analyzers can find which areas are relatively more  
directly impacted and their co-inflected areas as the same group of the disease 
outbreak. The inflected zone will be extended as like as they have some identical 
characteristics of these areas (it can also applied in the risk evaluation part of this 
research paper as finding the characteristics of the high risk areas), just like  
demographic information by evening the units of the habitant buildings/homes. 
Combing the analysis results of the demographic and geographic data, we merge 
information such as how many residents they are born in Macao, their age groups, 
how long they have stayed in the city, how many schools, human traffic flows etc. 
in each various area.  

After that we will apply various classifiers of the decision tree model for pre-
dicting whether the area is highly impacted or potentially a highly impacted area. 
By using this method, some important attributes of the areas which may signifi-
cantly impact the prevalence rate will be shown. 

3.2.3 Trend-Line for the Prediction of the ST Data 

Analyzers can apply this model into various time units as it is flexible to recognize 
the occurred cases of each area if the disease outbreak happened. Users can define 
various time unit of the experiment period like day, month, year or even decade.  
Nevertheless the analyzers can combine with different periods of result to identify 
the updated status of the virus and decide whether they are mutated or not. Like-
wise the demographic information is changing over time, and the system can 
combine with different years’ factors to infer the rules, which might have ap-
peared and the cases can be pieced as a sequence. An example is shown in Fig. 5. 
 

 

Fig. 5 An example of factors that form a trend 

In this example, the factor G is found to have a strong co-relationship of the in-
flected areas no matter how much the time goes by. It can be illustrated that this 
factor should be paid more attention as it may be as important as the core factors 
to impact the disease outbreak. But for factor A it skips one stage and there exists 
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an association relationship between stage 1 and stage 3. As for this kind of rela-
tionship, we call it the “gap” as the interval among different stages for evaluating 
how strong of these factors through frequency counting in the referenced years. 
We would observe if such trend has a relation to the prevalence of the virus over 
the years. 

4 Experiment 

In order to valid our proposed model, empirical data obtained from the Health Bu-
reau of Macao Special Administrative Region of Macao, are used. The URL to the 
website is: http://www.ssm.gov.mo/statistic/2012/index.html. A total of 9 years of 
records which are the number of enterovirus infected patients are obtained in the 
past nine years. They are, chronologically, 218, 1023, 144, 822,1678, 1023, 1188, 
2030 and 1017. A general regression trend indicates that the number critically in-
creased over the years. The r-square value of the regression is 0.4114 which is not 
a bad fitting of forecast trend and the actual data. The rapid increase in recent year 
is quite uncommon. Allegedly it is concerned that the virus might have mutated 
and the disseminated rate probably escalates.  

For the population, we assume a parameter called human mobility that is the 
sum of averaged tourists number over that area and the number of original habi-
tants. In 2012, Macao population is 582,000. On the other hand, the total tourists’ 
number is 28,082,292, especially for 13,577,298 tourists will stay overnight. In 
average there are at least 37,198 tourists stay in Macao every day. Such numbers 
are approximately divided into different areas in the grid model. 

The objective is by conducting an experiment for the enterovirus surveillance, 
to predict the likely areas to be infested in the near future. Refer to the infected 
case of various areas in referenced period and its related population, the index is 
called the ’basic risk index” (Rbi) which calculates by the formula we develop. It 
illustrates how risky an area will be infected in accordance to their inflected histo-
ry. The formula of Rbi is defined as: 
 

Rbi = (Ni / N) × (I / P)      (8) 
 
where Ni is the number of years (can be months, or even years) that there are de-
tected of infected cases in the target area. N is the surveillance period of time for 
the analysis. I is the number of infected cases that had been observed in the target 
area. P is the target area population in terms of human mobility; basically it will 
be assumed as how many people spend most of time here, regardless of tourist or 
permanent residents. After Rbi is calculated, the spiral model (as in Fig. 2) will be 
applied to calculate the new risk index which concerning the geographic position 
and other factors. The idea of spiral model is centered on the target area as the 
center point, then the effects of the adjacency areas which surround the target area 
are estimated accordingly with various levels of effect. Each level is inputted with 
a user-defined value as a parameter, such as level 1=0.9 or 0.7, level 2=0.6 and so 
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on. Later on the level parameter will be multiplied by the risk index of the corres-
ponding area that it associates with. Here assuming there are some residents who 
are already infested with enterovirus infection in the surveillance period, Ni. Fur-
ther, each area will be set as a target area in turn, and the spiral computation tra-
verses to re-calculate the risk index with reference to the other adjacent areas. In 
our case there are 30 areas in the grid of the city. There will be 30 target areas to 
be considered in turn by the spiral model to analyze the related risk index (Sr). Fi-
nally all the 30 risk indices would be computed in preparation for the next step – 
that is to judge according to some user-defined rules on whether this area is 
deemed as risky area.  

For example, area 1 is set as the target area. By utilizing the spiral model to 
calculate the risk index in relation to its adjacent areas, we use the data set Dr = { 
Sr1, Sr2, Sr3, Sr4, Sr5 … etc }. Then we use the ranking method to select the several 
highest risk area. The types of risks are predefined as the following Table 1. 

Table 1 Descriptions of the levels of risks 

  Over average Risk Under average Risk 

Over or reach 

4/6 

Breaking Point, High dis-

seminated rate 

Target risk > 0 Target risk = 0 

Safe but potentially risky Safe and observed area 

Under 4/6 
Breaking Point, Low dis-

seminated rate 
Safe and observed area Safe and observed area 

 
The computed results assist the user to determine this area is a center point of 

disease outbreak or potentially risky areas. Moreover, the risk standard as assumed 
in Table 1 is calculated by the averaging the risk index (AR) of the area in the se-
lected level and the mean of this list of number (MR), the formula goes like this: 
the risk standard (SR) = (AR + MR) / 2. From the computed results, analyzer can 
study specific target areas by their disease breaking point and the propagation rate, 
potential intermediate or even safety zone. 

The operation steps of the spiral approach are as follow: 
Step 1: Set each area as the target area,  
Step 2: Compute the influential risk from the adjacent areas for the target area. 
Step 3: By referring to the Table 1, identify the area type.   
Step 4: Move to the next target area. Repeat step 1 until all the area is coved.  

Through the spiral model the risk index for each area of the city is calculated. 
The corresponding color code of risk by Table 1 applies. The left hand side of Fig. 
6 is an extract of Macao map over which is a translucent layer. The colored boxes 
simply indicate the number of residents contracted with enterovirus infection. 
However, the right side of Fig. 6 is a predicted risk distribution computed by the 
spiral model. It shows also the potential areas which will likely be infested, the 
next potential disease out-breaking point or safe zones, etc. Therefore personnel 
from CDC can well fine-tune their resources and pay attention to the predicted 
next outbreak areas. 
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An Exploration of Mixture Models to Maximize
between Class Scatter for Object Classification
in Large Image Datasets

K. Mahantesh, V.N. Manjunath Aradhya, and C. Naveena

Abstract. This paper presents a method for determining the significant features of
an image within a maximum likelihood framework by remarkably reducing the se-
mantic gap between high level and low level features. With this concern, we pro-
pose a FLD-Mixture Models and analyzed the effect of different distance metrics
for Image Retrieval System. In this method, first Expectation Maximization (EM)
algorithm method is applied to learn mixture of Gaussian distributions to obtain
best possible maximum likelihood clusters. Gaussian Mixture Models is used for
clustering data in unsupervised context. Further, Fisher’s Linear Discriminant Anal-
ysis(FLDA) is applied for K = 4 mixtures to preserve useful discriminatory infor-
mation in reduced feature space. Finally, six different distance measures are used
for classification purpose to obtain an average classification rate. We examined our
proposed model on Caltech-101, Caltech-256 & Corel-1k datasets and achieved
state-of-the-art classification rates compared to several well known benchmarking
techniques on the same datasets.
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1 Introduction

In this paper, we address the problem of statistical inference of classifying and rec-
ognizing the relevant images in the large image datasets. Images considered as high
dimensional data subjected to random variation of intensity, scales, poses, and lay-
outs has heaved many challenges in pattern recognition and machine learning appli-
cations. The crisis of developing good visual descriptors to reduce the semantic gap
between low level and high level features for image retrieval system seems to be
continuous and rigid [1]. Multiple Kernel Learning (MKL) in [2], combined set of
diverse and complementary features based on color, shape and texture information
to learn correct weighting of different features from training data thereby improving
the classification rate.

Color, shape and texture features are the predominant visual features used for
image representation and classification. Color plays a vital role in describing image
content, the idea of color histograms along with histogram intersection and color
moments can be seen in [3, 4]. Color Coherence Vector (CCV) partitions image into
coherent and incoherent regions of histogram bins [5]. Color correlograms holds
spatial information between pair of colors along with color distribution of the pixels
[6]. Some remarkable color feature based Content Based Image Retrieval (CBIR)
techniques can be found in [7, 8, 9]. Wang et al., computed structure elements his-
togram in quantized HSV color space creating spatial correlation between color
& texture and derived structural elements descriptor for CBIR [10]. Texture fea-
tures such as energy, inertia, entropy and uniformity are extracted using 8 connected
neighbors in gray level co-ocurrene matrix [11]. Orthogonal polynomial model coef-
ficients are restructured into multi resolution sub bands, edge features are extracted
using gradient magnitudes of the sub bands and Pseudo Zernike moment was com-
puted to generate global shape feature vector and are used for image retrieval [12].

A popular Bag of Features(BoF) model failed to identify the spatial order of local
descriptor for image representation and was conquered by Spatial Pyramid Match-
ing (SPM) by partioning image into segments and computing BoF histograms,
thereby increasing the descriptive power for image representation and classification
[13]. Jianchao et al., extended SPM using sparse codes thereby generalizing Vec-
tor quantization showed considerable improvement over linear SPM kernel on his-
togram in categorizing the sparsity of image data [14]. Boiman et al. [16] proposed
Naive Bayes Nearest Neighbor (NBNN) and proved decrease in discriminativity of
the data due to the quantization of descriptors in the BoF. The significant contribu-
tion made by Local NBNN in representing classes with greater reliability towards
their posterior probability estimates can be seen in [17]. Turk and pentland were first
to explore the use of PCA (Principal Component Analysis) in obtaining significant
features for recognition by computing eigen vectors over high dimensional feature
space which describes the data at the best but suffers at the varying intensity direc-
tions [15]. Since PCA operates in an unsupervised context with the absence of class
label information, it maximizes within-class scatter which is considered to be redun-
dant for the purpose of classification. To overcome this drawback, Fisher’s Linear
Discriminant Analysis (FLDA) was proposed [18]. To improve the performance of
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PCA and LDA based recognition models, Gaussian Mixture Model is used to extract
multiple set of features [19].

With the motivation by the aforesaid facts and also due to intrinsic benefit of in-
tegrating subspace methods with mixture models, we have explored FLD-Mixture
Models to outline the scatter in order to make it more reliable in improving classifi-
cation rate. The rest of the paper is structured as: Section 2 explains proposed FLD-
Mixture Models. Section 3 presents experimental results and performance analysis.
Conclusion and future work are drawn at the end.

2 Proposed Method

In this section, we propose a method based on FLD and mixture models. This is
driven by the idea that the classification rate is improved by representing each class
into a mixture of several features and by executing the classification in the com-
pressed feature space [19]. To obtain this, each object class is partitioned into several
clusters and each cluster density is estimated by a Gaussian distribution function in
the FLD transformed space. The parameter estimation is performed by an iterative
EM algorithm. Detail description is given in the following sub sections.

2.1 Fisher’s Linear Discriminant Analysis(FLDA)

Linear Discriminant Analysis (LDA) with an objective to reduce the dimension of
the data by preserving class discriminatory feature information by projecting the
samples on to the line [20]. Fisher suggested maximizing the difference between
the means, normalized by a measure of the within-class scatter leads to better clas-
sification [21]. let x1,x2, . . . ,xk be samples of ′k′ set of images of ′c′ classes. In order
to select projection that gives large separation between the class and small variance
within class we compute between-class scatter matrix and within-class scatter ma-
trix as given in equations 1 & 2.

SB =
c

∑
i=1

Ni(μi − μ)(μi − μ)T (1)

SW =
c

∑
i=1

∑
xk∈Xi

(xk − μi)(xk − μi)
T (2)

where μi is the mean image of class Xi and Ni is the number of samples in class
Xi. Recall that we are looking for the projection that maximizes the ratio of between
class to within class, it has C−1 dimensions and the objective function is defined as

W = argmaxw

∣∣W T SBW
∣∣

|W T SWW | = [w1w2 . . .wm] (3)

Where w1,w2, . . . ,wm is the set of generalized eigen vectors of SB and SW corre-
sponding to the m largest generalized eigen values. Since the obtained within class
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covariance is singular, PCA is applied to reduce the dimension and later FLDA is
used to achieve resulting nonsingular within-class scatter matrix Sw.

2.2 Gaussian Mixtures

The centers and variances of the Gaussian components along with the mixing co-
efficients are considered to be as regulating parameters in the learning process of
classification. Analysis of complex probability distribution is formulated in terms of
discrete latent variables. Gaussian mixtures are used to find clusters in a set of data
points [22]. Gaussian mixture distribution defined as weighted sum of ′M′ Gaussian
component densities written as:

p

(
X
λ

)
=

M

∑
i=1

Wi ∗ g

(
X
μi
,Σi

)
(4)

where Wi, i = 1,2,3, . . . ,M are the mixture weights and g
(

X
μi
,Σi

)
are component

Gaussian densities of D-variate Gaussian function.

2.3 FLD-Mixture Models

As mentioned in section 2.1, FLD projects high-dimensional data onto a line and
perform classification in this one-dimensional space among overall classes. The
transformed matrix (space) failed to clasp adequate amount of features for classi-
fying complex data with many classes which are subjected to high intensity varia-
tions. To overcome this drawback, we use subspace mixture models [23] that uses
several transformation matrices (also known as mixtures) among over all classes and
developed FLD-Mixture Models for better image representation and classification.

In particular, we apply PCA to the set of mean mi of each category with k-
different mixtures and obtained cluster mean Ck, transformed matrix Tk & diagonal
matrix Uk along with eigen values ′λ k

′
d as diagonal elements which is the dth largest

eigen value of co-variance matrix. With these results we tend to obtain between-
class scatter matrix and within-class scatter matrix for the kth mixture component
which can be formulated as:

SBk = TkUkT T
k (5)

SW = ∑
l∈Lk

1
nl

∑
x∈ci

(x−ml)(x−ml)
T (6)

By considering equations 5 & 6, we compute transformation matrix Wk for the kth
mixture component with an objective to maximize the following criterion function
to obtain generalized eigen vectors corresponding to largest eigen values.
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SJk(U) =

∣∣UT SBU
∣∣

|UT SW kU | (7)

In order to measure the similarity between feature vectors of trained and query
(test) images for classification purpose, we have used six different distance metrics
such as Manhattan, Eucledian, Minkowski, Modified Squarred Eucledian, Correla-
tion coefficient based, Angle based distance measures.

3 Experimental Results and Performance Analysis

This section presents the results based on three widely used benchmarking image
datasets: Caltech-101 [24], Caltech-256 [25] and Corel 1K [26] consisting of various
object categories. Gray scale images are used as input and scaled to give a sensible
number of features per image. Based on our preliminary experiments, we have wit-
nessed that selecting k = 4 Gaussian mixtures are optimal in order to achieve com-
petitive classification rates. We initialized the system by gathering training samples
and vectorizing each image from 2-D to 1-D clusters.The parameter estimation is
performed by an iterative EM algorithm and obtained estimated weights, estimated
mean vectors, estimated covariance matrices, log likelihood of estimates of Gaus-
sian mixtures for k = 4 mixtures and constructed feature vectors in reduced feature
space. Further, for classification six different distance measures are used and con-
sidered as an individual run under each distance metric to measure the similarity
between train feature dataset and query feature vector.

We followed standard experimental procedure [25] by dividing the entire dataset
into train & test, with two different settings i.e. by randomly choosing 15 & 30
image/category separately as train dataset and the remaining considered to be as test.
Experiment is repeated for six times with different distance metrics, and recorded
an average of per class recognition under each category for all runs. classification
rate for benchmarking datasets are given in the following subsections.

3.1 Caltech-101

Caltech-101 dataset consists of 9,144 images of 101 different categories (animals,
aeroplanes, cars, flowers, human face, etc.), ranging from 31 to 800 images per cate-
gory collected by Fei-Fei et al.[24]. In this dataset, most of the images are centered,
few of them are occluded and affected by corner artifacts, and mostly one of the
challenging dataset available with large intensity variations. We demonstrated our
method on an entire Caltech-101 dataset by randomly selecting and training nlabels

= 15 & 30 images per category individually and remaining unlabeled images as test.
Our highest classification rate was obtained at k = 4 mixtures, where as Breakdown
of classification rates for K= 2 & 3 mixtures for 15 train images are as shown in
Table 1. In our Experiment, totally 11 classes and 16 classes reached 100% classi-
fication rate for 15 & 30 train image per category respectively and found to be the
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best compared to that of Locality-constrained Linear Coding technique mentioned
in [27]. Figire 1 illustrates three out of those 16 classes which has atleast 10 test
images. An experimental result exhibited in Table 2 proves that the proposed model
is superior compared with the most popular techniques found in the literature con-
sidering similar dataset and experimental procedures.

Table 1 Breakdown of classification rates for K= 2 & 3 mixtures

K Classification
rate(%)

2 28.6

3 45.12

With reference to the Table 2, we noticed that the proposed FLD-Mixture Models
in compressed feature space efficiently preserve the neighborhood structure of the
dataset. Proposed mixture model conferred the leading result when compared to the
conventional classifiers mentioned in [28, 29, 30] and found competitive with Bags
of features [13] and nearest neighbor classifier methods [16],

Fig. 1 Few sample images of Caltech-101 dataset with 100 % classification rate

3.2 Caltech-256

Griffin et al. introduced a challenging set of 256 object categories containing a total
of 30607 images [25]. Caltech-256 is collected by downloading google images and
manually screening out which does not fit with the category. It presents high varia-
tions in intensity, clutter, object size, location, pose, and also increased the number
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Table 2 Performance analysis for Caltech-101 dataset(Average of per class recognition for
six runs in %)

Method 15 Training
images/cat

30
Training
images/cat

Serrre et al. [28] 35 42
Holub et al. [29] 37 43
Berg et al. [30] 45 -
Lazebnik et al. [13] 56.4 64.6
Griffin et al. [25] 59 67.5
Boiman et al. [16] 59 67.5
Proposed 54.6 62.2

of category with atleast 80 images per category. We have considered the standard
experimental procedure mentioned in [25], trained 15 & 30 images per category
respectively and rest are considered to be as the test images, and the overall classi-
fication rate is computed as the average of six runs. Each run signifies the diverse
distance metric used for classification considering k = 4 mixtures(optimal value of
K based on previous section results) and obtained result is summarized in Table 3. It
is evident that, we have considered the entire set of images for testing purpose and
seems to be competitive and promising compared to Local NBNN and vector quan-
tization benchmarking techniques which uses not more than 50 images per category
in testing phase [17, 14]. Figure 2 shows few samples of Caltech-256 dataset with
high classification rate.

Fig. 2 Few classes of Caltech-256 dataset with high classification rate
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Table 3 Performance analysis for Caltech-256 dataset (Average of per class recognition for
six runs in %)

Method 15 Training
images/cat

30
Training
images/cat

Griffin et al. [25] 28.30 34.10
Sancho et al. [17] 33.5 40.1
Jianchao et al. [14] 28 34.02
Proposed 27.2 33.56

Note: we have considered the entire set of images for testing purpose, where as
benchmarking techniques mentioned in [17, 14] uses not more than 50 images per
category in testing phase.

3.3 Corel-1K

Corel-1K was initially created for CBIR applications comprising 1000 images clas-
sified into 10 object classes and 100 images per class. Corel-1K dataset containing
natural images such as African tribal people, horse, beach, food items, etc [26].
We experimented the proposed method with k = 4 mixtures and considered 50
images per category as training and remaining 50 images for testing. With these
the performance of the proposed method is evaluated and compared with the ex-
isting methods. Table 4 exhibits the results on Corel-1K dataset and highlighted
improved discriminativity in terms of high classification rate of 89.20% in com-
parison with 77.90%, 86.20% & 88.40% mentioned in [31], [14] and [32] respec-
tively. Figure 3 illustrates few classes of Corel-1K dataset which has achieved 100 %
classification rate.

Table 4 Result performed on Corel-1K dataset

Method Classification
rate (%)

Lu et al. [31] 77.90
Jianchao et al. [14] 86.20
Gao et al. [32] 88.40
Proposed 89.20
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Fig. 3 Few sample images of Corel-1K with 100 % classifiaction rate

4 Discussion and Conclusion

Despite the fact that there are wide variety of feature extraction techniques available
in literature of image retrieval systems, the complex distributions over transformed
space of observed and latent variables has gained lot of importance in pattern recog-
nition and machine learning. In this paper, we have introduced FLD-Mixture Mod-
els to investigate the efficient training method and influence of linear combination
of Gaussian mixture distributions to observe latent variables in finding the posterior
distribution over objects. An effort to integrate over all possible positions and ori-
entations of an object in reduced feature space and the choice of K = 4 mixtures is
highly prejudiced and noteworthy to achieve better classification rate. Since Mix-
ture models contains smaller number of components compared to training data, it
results in faster evaluation during testing phase with increase in numerical stabil-
ity. The use of different similarity distance measure techniques to obtain an average
classification rate is first of its kind in the literature and affirmed to yield progressive
result.

Experiments were conducted on different datasets with diverse distance metrics
for improving classification rate and obtained leading results for correlation and an-
gle based distances. Experimental results proves that the proposed model extracts
significant features in compressed domain which outperforms generalized vector
quantization model [14], spatial pyramid matching technique which conquered lo-
cal descriptors for image representation and recognition [13], and NN classifier
model for visual category recognition [30].In general, our method achieves ex-
tremely promising and state-of-the-art classification rate on benchmarking image
datasets. In the near future, we would like to examine more about feature based
transformation models with the impact of different distance metrics for conventional
classifiers and also it is very crucial to analyze image dataset.
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An Efficient Variable Step Size Least Mean 
Square Adaptive Algorithm Used to Enhance  
the Quality of Electrocardiogram Signal 

Thumbur Gowri, P. Rajesh Kumar, and D.V. Rama Koti Reddy 

Abstract. The main aim of this paper is to present an efficient method to cancel the 
noise in the ECG signal, due to various sources, by applying adaptive filtering 
techniques. The adaptive filter essentially reduces the mean-squared error between a 
primary input, which is the noisy ECG, and a reference input, which is either noise 
that is correlated in some way with the noise in the primary input or a signal that is 
correlated only with ECG in the primary input. The Least Mean Square (LMS) 
algorithm is familiar and simple to use for cancellation of noises. However, the low 
convergence rate and low signal to noise ratio are the limitations for this LMS 
algorithm. To  enhance the performance of  LMS algorithm, in this paper, we  
present an efficient variable  step  size LMS  algorithms  which will provide  fast 
convergence at early stages and  less misadjustment in  later  stages. Different kinds 
of variable step size algorithms are used to eliminate artifacts in ECG by considering 
the noises such as power line interference and baseline wander. The simulation 
results shows that the performance of the variable step size LMS algorithm is 
superior to the conventional LMS algorithm, while for sign based, the sign regressor 
variable step size LMS algorithm is equally efficient as that of variable step size 
LMS with additional advantage of less computational complexity. 

Keywords: Adaptive filtering, Variable Step Size LMS, Signal to Noise Ratio. 
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1 Introduction 

Biological signals originating from human body are usually very weak and so 
easily surrounded by background noise. To detect the heart disease problem, one 
need to know how best approach we are diagnosing the electrocardiogram (ECG) 
signal. The ECG signal gives important information related to the functionality of 
the heart condition. The electrical activity of the heart muscles can be measured by 
placing the electrodes on the surface of a body. The predominate artifacts of an 
electrocardiogram are: Power Line Interference (PLI), Muscle Artifact (MA), 
Electrode Motion artifact (EM), and Baseline Wander (BW). Along with these, the 
channel noise is added during transmission which will mask the microscopic 
features of ECG signal. These artifacts reduce the signal quality, frequency 
resolution and strongly effect the ST segment of the ECG. Sometimes these 
artifacts may produce large amplitude signals in ECG that can favour PQRST 
waveform and disguise tiny features in ECG, which are important for proper 
clinical monitoring and diagnosis. Hence it is very important to eliminate these 
noises for better clinical diagnosis.  

Telecardiology is transmission of electrocardiogram data to a remote health 
monitoring centre that has the capability to interpret the data and affect decision-
making. These wireless ECG biotelemetry implantable systems play a vital role 
when the measuring point is far from the monitoring place. For example, on the 
emergency medical helicopter, doctor scan hardly hear the heartbeat and 
respiratory sound of a patient due to blade flapping noise. For better diagnosis, it 
is necessary to eliminate artifacts in ECG signal to improve the accuracy and 
reliability. There are several methods have been implemented to reduce the noises 
in the ECG signal. The basic methods are non-adaptive filtering methods; these 
are static filters, because their coefficients are fixed which cannot reduce the time 
varying behaviour of the instrumentation noise. Different adaptive filtering 
methods have been developed to overcome the limitations in static filter.  

Several approaches are reported in the literature regarding the filtering techniques 
that include both adaptive and non-adaptive; to denoise the power line interface and 
baseline wander in the ECG signal [1, 2, 3, 4, 5, and 6]. The adaptive filtering 
techniques are used to detect the periodic interference in the ECG signal. In [2], 
Salvador Olmos et al. proposed an Mean Square Error (MSE) convergence of the 
least mean square (LMS) algorithm using the adaptive orthogonal linear combiner 
when the reference input is a deterministic signal. In [3], Karthik et al. proposed a 
high resolution cardiac signal using different adaptive Least Mean Forth (LMF) 
algorithms, which will result a better steady state error compared to LMS.  

The gradient based adaptive step size LMS algorithms and zero-attracting 
variable step size LMS algorithm leads to less mean square error which is due to 
the changing of the step size parameter [7, 8]. In [9, 10, 11], Rahaman et al. 
presented variations on LMS algorithm. Namely Block Leaky  LMS, Block 
Normalized LLMS, Block Error Normalized LLMS and Normalized Sign 
Regressor LMS etc. algorithms.  These algorithms are used to improve the 
capability of filtering and to eliminate artifacts in ECG in time domain as well as 
frequency domain with fixed step size. For less computational complexity 
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Normalized Sign Regressor LMS algorithm was used. In [12] Abadi et al. 
proposed  Variable step size block least mean  square  (VSSBLMS) adaptive filter  
which will give the fast  convergence rate than the BLMS adaptive filter. Hyun-
Chool Shin et al. [13] proposed Variable Step Size Normalized LMS and affine 
projection algorithms, these algorithms led to improved convergence rate and 
lower misadjustment error. 

In this paper, we propose an efficient Variable Step Size LMS (VSSLMS) 
algorithm for analysing the ECG signal. It gives not only a better convergence rate 
but also high signal to noise ratio when compared to LMS, Normalised LMS 
(NLMS) and Sign regressive normalized LMS (SRNLMS) algorithms; because in 
these algorithms the step size is fixed to that of the maximum Eigen value of the 
auto correlation matrix for the given reference input, but in the case of variable 
step size, step size is varied. To eliminate artifacts in ECG signal, we have 
presented various VSSLMS based adaptive structures such as Error Normalized 
Variable Step Size LMS (ENVSSLMS), Sign Variable Step Size LMS 
(SVSSLMS), Sign Regressor Variable Step Size LMS (SRVSSLMS) and Error 
Normalized Sign Regressor Variable Step Size LMS (ENSRVSSLMS) 
algorithms. Sign based algorithms provides the right solution with less 
complexity.  When the order of the filter is increased, it gives better signal to noise 
ratio. The rest of the paper is organised as follows. In Section 2, we discuss about 
the basic LMS adaptive filter theory and then we propose efficient variable step 
size algorithms. In Section 3, we present the performance results for the proposed 
algorithms. Finally, conclusions are given in Section 4. 

2 Adaptive Noise Cancelling 

The block diagram of adaptive noise canceller system is depicted in Fig.1. In this 
system, primary input D of the adaptive filter is the combination of   a desired 
signal S and a noise N. The reference input X1 is equal to noise X. Noise N is 
derived from X after passing an unknown (channel) system. 

 

 

Fig. 1 Adaptive FIR filter 
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The reference input X1 is filtered to produce an output Y, this output is then 
subtracted from the primary input to produce the system output (error signal), 
equals to S+N-Y. The main aim of adaptive algorithm is to estimate the 
transmission characteristics of the unknown system when X passes. After 
convergence, the weight vector of filter to be close to that of the unknown system, 
then Y becomes a close replica of N, and system output error signal is nearly 
equals to the source signal S. 

2.1 Least Mean Square Algorithm 

The most popularly used Least Mean Square algorithm has been applied to a large 
number of filtering applications such as biomedicine, speech processing, signal 
modeling and beam forming [14, 15]. The LMS algorithm is easy to compute and 
was introduced by Widrow and Hoff in 1959; they used a gradient-based method 
of steepest decent [16]. Consider a input vector , the output , the 
corresponding set of adjustable weight vector  , and the estimated output 

 as   the output estimated error  is – . From the method of steepest decent, weight update equation for the 
adaptive noise canceller is  
 1 12 μ E e p . (1) 

                      

Where µ is the step size parameter which controls the convergence rate, and .  
is the expectation value. 

In order to find the minimum value of , choose R as  
and  be defined as  . Now, E e p  can be written as  
 2 . (2) 

 

So we use  to estimate the gradient vector as 
 2  

(3) 

 
From the steepest descent equations (1) & (3), we have 
 1 . (4) 
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The equation (4) is the LMS algorithm, where  the present weight vector 
and 1  is the updated weight vector. The parameter  is a positive constant 
called step size of the input signal that controls both the rate of convergence and 
the stability of the algorithm. The value of the step size  has to be smaller than 2/  (or 2/ ), where  is the highest Eigen value of the autocorrelation 
matrix R, and  is denotes the trace of R. The step size rate  can be selected 
as small as possible so that it gives a better result, but the training sequence takes 
longer time (learning rate).  

2.2 Variable Step Size LMS Algorithms 

It can be observed that the LMS algorithm updates the adaptive filter coefficients, 
by choosing a suitable  which is of great importance to the convergence as well 
as the stability margin of the LMS algorithm. The results shows that, when smaller 
step size is chosen then the convergence rate is slower, which leads to low steady 
state misadjustmnet (SSM); on the other hand, if the larger step size is chosen, it 
leads to fast convergence rate and larger SSM. To solve this problem, the Variable 
step size LMS (VSSLMS) is used. VSSLMS algorithm uses a large step size in the 
initial stage to speed up the convergence rate and later the step size is gradually 
adjusted to a smaller value during the convergence, so that both the convergence 
rate and the misadjustment are better. 

There are many Variable step-size LMS-based algorithms have been proposed 
in [17, 18], to improve the fundamental trade-off between convergence rate with 
less mean square error (MSE). This algorithm converges, as the step size 
decreases in value with the decreasing of MSE. But these algorithms results a high 
SSM and low signal to noise ratio (SNR). To improve this, an efficient variable 
step size LMS algorithm has been used. The weight update equation (5) for the 
VSSLMS algorithm can be written as 

 1 . (5) 

 

Where  is the variable step-size parameter and it is constant in LMS. In the 
Kwong’s [17] the step size parameter is given as 1 , 
where  and  are positive control parameters. The main motivation for this 
algorithm is strongly dependent on the additive noise, which reduces its 
performance for a low signal-to-noise ratio (SNR) environment. Aboulnasr’s [18] 
algorithm includes a change in Kwong’s Algorithm, by adjusting the step-size 
parameter considering the autocorrelation between  and 1 , instead of 
the square error , but Aboulnasr’s algorithm, lag(1) error autocorrelation 
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function could reduce the step-size value too early in some situations, resulting in 
a slower convergence. The proposed efficient variable step size is 

µ
µ

, 0.5 1,for =1, 2, 3,….. (6) 

where p is the occurrence number in the iteration filter. The equation (6) produces 
good estimation of fast convergence for the beginning signal occurrences, because 
the variable step size is large (for p=1 then 1 0.5), and decreasing step size 
in the latter cases leads (for p=1000, µ=0.7 then 1000 0.15) to a less 
misadjustment error ratio, and it finally reaches to a steady state value. This 
decreasing step size is the main variation in the VSSLMS which is not possible in 
LMS. If   value is nearer to one, then variable step size LMS gives better result. 

Sign based VSSLMS algorithms that make use of the signum (polarity) of 
either the error or the input signal, or both have been derived from the LMS 
algorithm for the simplicity of implementation, and less computational 
complexity.  The Sign Regressor Variable Step Size LMS (SRVSSLMS) weight 
updating vector (7) which will give less computational complexity than VSSLMS 
is given as 1 . (7) 

Where ‘sgn’ is the well-known signum function, i.e. 1: 00: 01: 0  
(8) 

The Sign VSSLMS weight updating vector is   1 . (9) 

When the variable step size is normalised with reference to error, it gives good 
filtering capability, and this algorithm is called as Error Normalised Variable Step 
Size LMS (ENVSSLMS). This algorithm enjoys less computational complexity if 
we include signum function. The Error Normalized VSSLMS (10) and Error 
Normalised Sign Regressor Variable Step Size (ENSRVSSLMS) (11) weight 
update equation is as follows 

1 p . (10) 
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1 , (11) 

where  .        

The main drawback of adaptive noise cancellers in LMS based algorithms is  
the large value of excess mean square error which will produce signal distortion in 
the noise cancelled signal. In the ENVSSLMS and ENSRVSSLMS algorithms, the 
time-varying step-size is inversely proportional to the squared norm of error vector 
rather than the input data vector as in the Normalised LMS algorithm. This 
algorithm provides a significant improvement in reducing the mean squared error 
and consequently minimizing the signal distortion. 

3 Performance Results 

The performances of the LMS algorithm and different VSSLMS algorithms have 
been studied in the presence of an external reference signal. These methods have 
been validated using ECG recordings from MIT-BIH arrhythmia data base [19] 
with various morphologies. We have taken the non-stationary (BW) and stationary 
(PLI) noises, from the benchmark MIT-BIH arrhythmia database, as the reference 
for our work. The BW real noise is obtained from MIT-BIH Normal Sinus 
Rhythm Database (NSTDB). The arrhythmia database contains 23 records of the 
‘100 series’ and 25 records of the ‘200 series’ ECG signals.   

The MIT-BIH database consists of ECG recordings, which were obtained from 
47 subjects, including 25 men aged 32-89 years, and 22 women aged 23-89 years 
(Records 201 and 202 came from the same male subject). Each record is slightly 
over 30 minutes of duration in length. Each signal file contains two signals 
sampled at 360 Hz (samples per second) with 11-bit resolution over a 10 m V 
range. The header file contains information about the leads used, the patient's age, 
sex, and medications. 

3.1 Power Line Interference Cancellation 

In our simulations we used the data base records of 102, 103, 104,105 and 108 to 
demonstrate power line interference (PLI) cancellation with a amplitude of 1mv 
and frequency 60Hz, and sampled at 200Hz. Using different algorithms,  the 
simulation filtered results for record 105 are shown in Fig.2 and Fig.3 (due to 
space constraint only one record output is shown). For all the figures, number of 
samples is taken on x-axis and amplitude on y-axis, unless stated. In our 
experiment we used 4500 samples of ECG signal with random noise variance of 
0.001 is added for evaluating different factors using different algorithms with 
length of the filter is five chosen. 
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Fig. 2 (Rec. No.105) Typical filtering results of PLI cancellation (a) ECG signal, (b) ECG 
signal with real noise, (c) filtered signal with LMS algorithm, (d) filtered signal with 
VSSMS algorithm. 

For evaluating the performance of the proposed adaptive filters, we measured 
the Signal to Noise Ratio (SNR) for different database records as shown in Table 
1. In SNR measurements, it is found that VSSLMS algorithm gets better SNR 
with of 12.5166dB compared to all other algorithms; when less computations with 
closer SNR of VSSLMS are considered then we choose SRVSSLMS algorithm 
with SNR of 12.3055dB for the record No. 105 as shown in Table 1.  Convergence 
characteristics of various algorithms are as shown in Fig 4. It is clear that 
VSSLMS algorithm gives better convergence rate. 

The reference input signal and noise present in the primary input signal are 
perfectly correlated in the adaptive filter as shown in Fig. 1, then the output error 
signal is called as Minimum mean square error (MMSE) [20]. The steady state 
Excess mean square error (EMSEss) is the state when the adaptive filter converges 
and the filter coefficients no longer have significant changes [9]. The 
misadjustment (M) is a common factor which is a normalized measure of the noise 
in the filter output in the steady-state due to the fluctuations in the filter 
coefficients. The MMSE, MSE, EMSEss and misadjustment (M) factor, which all 
are compared for different algorithms and for different ECG records as shown in 
Table 2. For a VSSLMS the misadjustment is of 2.9871e-06, which is less value 
compared to all other algorithms. 
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Fig. 3 (Rec. No.105) Typical filtering results of PLI cancellation (a) filtered signal with 
SVSSLMS algorithm, (b) filtered signal with SRVSSLMS algorithm, (c) filtered signal 
with ENVSSLMS algorithm, (d) filtered signal with ENSRVSSMS algorithm. 

 

 
Fig. 4 (Rec. No.105) Convergence characteristics of different algorithms 
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3.2 Reduction of Baseline Wander Artifact (BW) 

In our experiment, we collected pure ECG signal of  4500 samples from the MIT-
BIH arrhythmia database (data105) and it is corrupted with real baseline wander 
(BW) taken from the MIT-BIH Noise Stress Test Database (NSTDB). The noisy 
ECG signal is applied at primary input of the adaptive filter and the real BW is 
given as reference signal. Various filter structures were applied using the LMS and 
 

Table 1 Performance of various algorithms for the removal of PLI and BW artifacts from 
ECG signals interms of SNR (all values are in dB’s) 

Noise 
Rec. 
No. 

SNR 
Before 

Filtering 
LMS 

VSS- 
LMS 

SVSS- 
LMS 

SRVSS- 
LMS 

ENVSS- 
LMS 

ENSR- 
VSSLMS 

PLI 

102 -3.9922 6.1605 11.4751 8.5652 11.749 10.9484 11.4328 
103 -2.5302 7.599 12.4904 10.3452 12.4478 11.6043 12.1799 
104 -3.0066 7.1999 13.346 10.363 13.7211 12.626 13.2789 
105 -2.6584 7.501 12.5166 9.6152 12.3055 11.3199 11.9109 
108 -3.1827 7.0179 13.0331 7.9753 13.4234 12.3772 12.9233 
Average 7.0956 12.5733 9.3727 12.7293 11.7751 12.3451 

BW 

102 1.2501 4.7583 4.446 5.5043 5.7964 3.9073 5.754 
103 1.2499 4.2512 6.1088 4.5097 5.5705 5.4215 5.4943 
104 1.25 4.0326 6.663 5.6894 5.894 6.2574 6.5271 
105 1.2499 4.156 4.8663 4.5034 5.2064 4.1083 5.1595 
108 1.2501 3.087 4.0486 3.9584 4.1025 3.6516 4.2971 
Average 4.0570 5.2265 4.8330 5.3139 4.6692 5.4464 

 
Fig. 5 (Rec. No.105) Typical filtering results of BW cancellation (a) ECG signal, (b) ECG 
signal with real noise, (c) filtered signal with LMS algorithm, (d) filtered signal with 
VSSMS algorithm. 
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Fig. 6 (Rec. No.105) Typical filtering results of BW cancellation (a) filtered signal with 
SVSSLMS algorithm, (b) filtered signal with SRVSSLMS algorithm, (c) filtered signal 
with ENVSSLMS algorithm, (d) filtered signal with ENSRVSSMS algorithm. 

Table 2 (Rec. No.105) Comparison of MMSE, MSE, steady state Excess MSE (EMSEss) 
in dB, and Misadjustment (M) factor for various algorithms with a variance of 0.001 

Noise Algorithm MMSE MSE EMSEss M 

PLI 

LMS 0.1456 0.0046 -46.6643 1.4803e-04 
VSSLMS 0.1456 3.7823e-04 -63.6187 2.9871e-06 
SVSSLMS 0.1456 0.0017 -33.8374 0.0028 
SRVSSLMS 0.1456 4.2550e-04 -59.5205 7.6687e-06 
ENVSSLMS 0.1456 7.2023e-04 -53.4830 3.0794e-05 
ENSRVSSLMS 0.1456 5.2705e-04 -58.9693 8.7064e-06 

BW 

LMS 0.1456 0.0216 -17.8437 0.1128 
VSSLMS 0.1456 0.0156 -22.1879 0.0415 
SVSSLMS 0.1456 0.0184 -19.2846 0.0810 
SRVSSLMS 0.1456 0.0133 -22.1876 0.0415 
ENVSSLMS 0.1456 0.0221 -18.9664 0.0871 
ENSRVSSLMS 0.1456 0.0136 -22.6695 0.0371 

 
different VSSLMS algorithms to study the relative performance and results are 
plotted in Fig.5 and Fig.6. As shown in Table 1, on an average SRVSSLMS 
algorithm gets SNR value as 5.3139dB, where as ENSRVSSLMS gets 5.4464dB 
for less computational complexity equivalent SNR choose SRVSSLMS. As shown 
in Table 2, Mean square error (MSE), Minimum mean square error (MMSE), 
Steady state Excess mean square error (EMSEss) and misadjustment (M) factor, 
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which all are compared for different algorithms for different ECG records. The 
misadjustment factor for VSSLMS and SRVSSLMS algorithms gets less value of 
0.0145, compared to other algorithms.  

4 Conclusion 

This paper shows that the problem of noise cancellation using various efficient 
VSSLMS algorithms. The desired simulation results, for SNR, MSE and 
misadjustment, can be achieved by properly choosing ECG input signal, noise and 
better algorithm. The proposed VSSLMS algorithm exploits the modifications in 
the weight update formula and it pushes up the rate of convergence to high with 
high SNR. In our simulations, we have used six algorithms namely LMS, 
VSSLMS, SVSSLMS, SRVSSLMS, ENVSSLMS and ENSRVSSLMS 
algorithms, and are efficiently remove the artifacts in the ECG signal. From the 
simulated results, the VSSLMS algorithm performs better than the other 
algorithms. The computational complexity is less when we choose sign based 
algorithms, in that SRVSSLMS algorithm gives almost equal convergence rate 
with that of variable step size LMS algorithm. 
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Human vs. Machine: Analyzing the Robustness 
of Advertisement Based Captchas 

Prabaharan Poornachandran, P. Hrudya, and Jothis Reghunadh  

Abstract. A program that can ensure whether the response is generated by a 
human, not from a machine, is called CAPTCHA. They have become a ubiquitous 
defense to protect web services from bot programs. At present most of the visual 
CAPTCHAs are cracked by programs; as a result they become more complex 
which makes both human and machine finds it difficult to crack. 
NLPCAPTCHAs, an acronym for Natural Language Processing CAPTCHA, are 
introduced to provide both security and revenue to websites owners through 
advertisements. They are highly intelligent CAPTCHAs that are difficult for a 
machine to understand whereas it’s a better user experience when compared to 
traditional CAPTCHA. In this paper we have introduced a method that is able to 
analyze and recognize the challenges from three different types of 
NLPCAPTCHAs. 

Keywords: NLPCAPTCHA, CAPTCHA, Tesseract, OCR. 

1 Introduction 

The word CAPTCHA is an abbreviation of Completely Automated Public Turing 
Test to Tell Computers and Humans Apart .They act as an interrogator in the 
Turing test [1] to conclude whether the person sitting in the front of the computer 
is person or machine. Any user entering the correct answer is considered to be 
human. They are used to provide security functionality in online polls, prevent 
email spam, automatic account registration etc [2]. 
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But, a question arises why we need to distinguish human from machine. 
Consider an online poll that selects the best institute in the state. If a hacker is able 
to come up with a program that can generate thousands of vote within a minute to 
a specific institution then that institute will win the poll [2]. So to avoid such 
invalid votes from bot program a challenge is given to the person (or machine) to 
crack CAPTCHA to ensure that the vote is not generated by a machine since 
machines are unable to solve image challenges. 

Most of the Class 1, 2, 3 and 4 CAPTCHAs were cracked using different 
segmentation and recognition techniques [3, 4], as a result CAPTCHAs are 
designed with more distortions and slanted characters that makes harder to both 
machines and humans. Since CAPTCHAs are designed in an annoying way, 
people are unable to access the web services which results in increasing the 
conversion rate of the website [4]. It is also found that non-native speakers are 
slower and less accurate in solving traditional CAPTCHAs [13]. NLPCAPTCHAs 
(Natural Language Processing CAPTCHA) are highly intelligent CAPTCHA that 
are easily understood by human but extremely hard for an AI. Instead of giving 
distorted characters as in traditional CAPTCHA, NLPCPATCHAs provide user 
friendly puzzles to users which includes identify the colored word or the 
underlined word from the image or it can be an game [18] etc. Fig 1 [5] shows an 
example for NLPCAPTCHA. 

 

Fig. 1 Example of NLPCAPTCHA 

The main idea behind this paper is to compromise NLPCAPTCHA using image 
processing techniques. Here we have introduced a method to analyze and 
recognize the challenges from three different types of NLPCPATCHAs. The rest 
of the paper is organized as follows related work about CAPTCHA is explained in 
Section 2. Section 3 deals with NLPCAPTCHA and why it is preferred over 
traditional CAPTCHA. The methodology used for cracking NLPCAPTCHA is 
explained in Section 4. Section 5 describes about the experimental results and 
finally conclusion is discussed in section 6.     

2 Related Work 

CAPTCHAs are security features that are added by web services to prevent it from 
bot programs. To prevent bot programs CAPTCHAs are made more complex, but 
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most of the visual CAPTCHAs are broken using different methods. Some of the 
works related to CAPTCHAs are explained as follows. 

In [3] our previous work we have classified CAPTCHA as Class 1 CAPTCHAs 
(CAPTCHA with complex background), class 2 (BotBlock and Botdetect 
CAPTCHAs), Class 3 and 4 contains much more complex CAPTCHAS, like 
google and gimpy CAPTCHAS. We mainly focused on breaking overlapped 
CAPTCHAs using DFT with 80% success ratio. 

In [4] Han-Wei Liao, Ji-Ciao Lo, Chun-Yuan Chen proposed a method to crack 
ReCAPTCHA. They implemented two algorithms, bisect ReCAPTCHA and 
overlap template for preprocessing. They used Template Matching algorithm to 
recognize characters. They also provide examples of complex CAPTCHA. 

In [7] Jason Ma, Bilal Badaoui, Emile Chamoun, proposed a Generalized 
Method to Solve Text-Based CAPTCHAs. They used learning algorithms to 
classify each character. And also they developed an algorithm to separate the 
individual characters using support vector machines and optical character 
recognition algorithms. Jiquing Song, Zuo Li, Michael R.Lyu and ShijieCai in [8] 
proposes a merged character segmentation and recognition method based on 
forepart prediction, necessity-sufficiency matching and character adaptive 
matching. 

In [9] Manisha B. Thombare, Parigha M. Derle, ArpitaK.Wandre explains 
about designing complex CAPTCHA which are harder for OCR (Optical 
Character Recognition) to recognize. In [10] Ahmad S El Ahmad, Jeff Yan, 
MohamadTayara proposed a method to crack those CAPTCHA that are resistant 
to segmentation mechanism. The attack was able to exploit shape pattern found in 
individual characters, as well as connection patterns of adjacent characters.  

Ryan Fortune, Gary Luu, and Peter McMahon in [11] proposed methods for 
line removal, noise removal and clustering based segmentation techniques. In [12] 
Philippe Gole proposed a SVM to crack Asirra CAPTCHA which relies on the 
problem of distinguishing images of cats and dogs. The classifier was able to solve 
12 Asirra images with probability 10.3%.  

In [13] ElieBursztein, Steven Bethard, Celine Fabry, John C. Mitchell, Dan 
Jurafsky, they found that CAPTCHAs are often difficult for humans, with audio 
captchas being particularly problematic. They also found that non-native speakers 
of English are slower in general and less accurate on English-centric CAPTCHA 
schemes. In [14] Jennifer Tam, Sean Hyde, Jiri Simsa, Luis Von Ahn analysed the 
security of audio CAPTCHA and achieved correct solution for the test samples 
with accuracy upto 71%. 

Jeff Yan, Ahmad Salah El Ahmad in [15] explained several methods to crack 
visual CAPTCHA. They explained the method of dictionary attack and snake 
segmentation algorithm in their paper. PWNtcha [16] is an excellent web site 
which demonstrates the inefficiency of many CAPTCHA implementations. It 
briefly comments on the weaknesses of some simple CAPTCHAs, which were 
claimed to be broken with a success ranging from 49% to 100%.  

In [18] SuhasAggarwal ,Indian Institute Of Technology, Guwahati, India, 
discussed about Animated CAPTCHAs which can be used for advertising. 
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According to the paper animated CAPTCHAs are more fun and an interesting 
medium for advertisements. These CAPTCHAs were easy for people from 
different age groups and increased positive advertisement impressions. 

In[19] DagaoDuan, MengXie ,Qian Mo, ZhongmingHan,Yueliang Wan 
proposed a method for implementing Hough transform that employs the “many-to-
one” mapping and sliding window neighborhood technique to reduce the 
computational and storage load. The proposed method had a better performance 
than the previous variations of Hough transform. In[20]  Takimoto, R.Y, Chalella 
das Neves, A. ; Mafalda, R. ; Sato, A.K. ; Tavares, R.S. ; Stevo, N.A. ; de Sales 
Guerra Tsuzuki, M. presented a modified Hough transform for detecting function 
patterns implemented with interval arithmetic. The results obtained were much 
better when compared with the conventional Hough transform implementation. 
Bing Wang and Shaosheng Fan in [21] proposed an improved Canny Edge 
Detection by replacing the Gaussian filter with a self-adaptive filter. The results of 
experiment showed an improved Canny edge detection algorithm. 

Breaking all kinds of NLPCAPTCHAs is still need more research. We have 
tried to break three major NLPCAPTCHAs and could do it successfully. 

3 NLPCAPTCHA  

The Internet, as a global communications medium, provides advertisers with 
unique and often cost-effective ways of reaching advertising audiences. Internet 
advertising offers a large number of possible formats, including pop-ups, ads 
including audio and video, classified advertising and e-mail marketing etc. But 
these advertisements lack attention due to clustering of other advertisements [5]; 
as a result we don’t notice the advertisement of our favorite brand when we visit 
the website. In addition to that we close the pop up advertisements even before it 
loads. One solution to grab attention is through NLPCAPTCHAs. 
NLPCAPTCHAs are CAPTCHAs with advertisement along with security 
features. They are highly intelligent CAPTCHAs that are easy for a human to 
understand whereas they are hard for a machine (software) to crack. 

The advantages [5] of using NLPCAPTCHAs include 1.Gureented attention 2. 
New stream of revenue 3.better enhanced security 4. Better user experience. 5. 
Quickest way to know what people think about a brand or in other words it 
provides a free survey to know what people think about a brand (fig 2 [5]). 

 

 

Fig. 2 Using NLPCAPTCHA to know what people think about a brand 
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4 Methodology 

In the following sections we have explained methods to break three different 
NLPCAPTCHA.  NLPCAPTCHA that asks users to enter 1.Specific colored word 
from the image (figure 3) 2. Underlined word from the image (figure 4) 3. 
Blinking character from the image (figure 5). 

 

Fig. 3 Find word with specific color 

     

Fig. 4 Find the underlined word                          Fig. 5 Find the blinking word 

4.1 Methodology-To Break NLPCAPTCHA of type1   

The steps include different phases such as pre-processing, splitting, color 
recognition and text extraction. This method focuses to crack NLPCAPTCHA of 
certain type that is shown in figure 1. The methodology is implemented in C++ 
with the aid of Open Computer Vision (OpenCV) version 2.4.5 and Tesseract [6]. 
Figure 6 is a diagrammatic representation of different phases. 

4.1.1 Preprocessing 

In preprocessing phase, the input NLPCAPTCHA image is enlarged. The enlarged 
image may be blurred therefore the image is converted into smoothened image 
using Gaussian filter [17]. 

4.1.2 Splitting Image 

The enlarged image is then separated into two images type.jpgand nlp.jpg (figure 
10) .The former contains how to solve NLPCAPTCHA and latter contains the 
advertisement. The splitting is done using ROI (Region of Interest) function in 
Opencv. 
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Fig. 6 Breaking NLPCAPTCHA type 1 

4.1.3 Color Recognition 

In this phase, type.jpg is converted to grey scale image [2].This makes the 
Tesseract, an open source OCR (Optical Character recognition),    easy to 
recognize the text that is present in the image [6]. 

Using the extracted text, we then searched for the specified color. Once the 
color is identified we call the corresponding procedure to identify the color. 
Following algorithm identifies yellow.  
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4.1.4 Text Extraction 

Using the procedure, the rectangular coordinates of the specified color is saved 
which are then used to crop the portion of the image containing the specified 
color. The cropped image is then converted to grey scale image before it is given 
to Tesseract. The OCR extracts the text from the cropped image which is then 
displayed as plaintext. 

4.2 Methodology to Break NLPCAPTCHA of Type 2 

The preprocessing steps that are discussed in 4.1.1 and 4.1.2 are same for type 2.  
After preprocessing, the image is converted to binary image then Canny edge 
detection algorithm is applied to detect edges in figure 4.The figure 7 shows the 
result after applying Canny edge detection. 

 

Fig. 7 Canny edge detection 

 
Fig. 8 Identifying target line 

The Hough Transform [19, 20] method is useful for detecting any parametric 
curves (eg lines, conics etc.).  It can detect line segments of different angles from 
the given edge points in the image. But we are concerned only about the 
underlined words (horizontal lines) which can be detect by setting Θ to 90o in the 
polar coordinates of the line given by the equation ρ= xcosΘ + ysinΘ ,where ρ is 
the distance of the line from the origin. Instead of this method, we did a simple 
approach to detect the group of collinear points along the horizontal axis. For that, 
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a horizontal scan is performed on figure 7. From our understanding we found that, 
we need at least 40 collinear points of black pixels to underline a single character 
and based on this assumption we have identified the lines in the image(figure 
8),which is obtained after applying Canny edge Detection algorithm. The problem 
that can occur is that, it may classify some fake lines (eg: line at the top of a 
rectangle) as target line. In the figure 8 the blue lines represent the lines that are 
recognized by the method. Now we need to identify which line among the 
identified line is the actual line. For that we performed a horizontal search for 
black pixel (text pixels) starting from the line to top of the image. For example, if 
two end points of the line are (10, 30) and (60,30) then we perform a horizontal 
scan from (10,29) to (60,29),(10,28) to (60,28) up to (10,20) to (60,20). If there 
are no black pixels occur within 10 pixels above the line, then the line under 
consideration is a not the target line. Once we identify the target line we have 
obtained the coordinate position (two end points of the line) of the line. The 
coordinates of the line form the bottom two coordinates of the region of interest. 
Next we need to identify the remaining two coordinates to identify the region of 
interest (target word).For that, we executed a horizontal scan for white pixels 
(background pixels) from the line to the top like we did for identifying the target 
line. The red line in the fig 8 shows the portion where we have identified all pixels 
of same pixel values (white) that corresponds to the background of the image. 
Now we have obtained the four coordinates of the region (ends points of red and 
blue line) which then can be used to crop the region of interest from the image. 
This is explained as follows   

 



Human vs. Machine: Analyzing The Robustness of Advertisement Based Captchas 485 

 

Methodology to Break NLPCAPTCHA of Type 3 

To identify the blinking word from the image, we took screenshots of the image at 
different time intervals (Figure 9). The images are compared and stored the pixel 
positions where intensity value varies. Using the coordinates, the region (blinking) 
is extracted from the image containing more number of black pixels in the region 
of interest. For example, suppose in t1 at (20, 10) the pixel value corresponds to 
white whereas it is black in t3. Now we have obtained the first coordinate of 
region of interest. Similarly we have found the remaining three coordinates. Using 
the four coordinates we cropped the portion of the image (either t3 or t4) that has 
more black pixels (text pixels) in the region of interest. 

 

          
           

 
Fig. 9 Screen shots at different time interval 

5 Experimental Results 

Figure 10 shows the method of identifying the specified colored word. In this 
example, the challenge is to find the green word from the advertisement[5]. The 
method extracted the word with 100% accuracy. The table(figure 11) shows the 
experimental result of some NLPCAPTCHAs. Image 1 asks the user to identify 
yellow colored word from the image, images 4,5,6 and 7,8 asks the user to identify 
red and green word from the image ,respectively. Image 2 and 3 corresponds to 
type 2 and type 3 NLPCAPTCHA. 
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Fig. 10 Identifying green word from the 
advertisement 

Fig. 11 Experiemental results 

 
For type 1 NLPCAPTCHA, the method has correctly identified red, green and 

yellow colored region from the image but fails to recognize some characters in the 
word. For example, in image 6 the method has correctly identified the coordinates 
of red colored word but fails to recognize the word. The letter ‘I’ in KILL is 
recognized as small letter ‘L’ by the OCR. This can be solved by using dictionary 
attack [15]. The underlined words are identified with an accuracy of 100% using 
the method explained in 4.2. The screenshot method was a success for identifying 
blinking words. In type 1, the accuracy of the method was significantly lowered 
when the specified color is also present in the background. For example in figure 
13(a), the user is asked to identify blue color word from the image but the blue 
pixels are also present in the background. The region of interest obtained from the 
method (figure 12) is difficult for the OCR to recognize the target word.  

The accuracy is calculated based on the formula: 

 
 

 

Fig. 12 Region of interest obtained from fig.12(a) 
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6 Conclusion and Future Work 

CAPTCHA can ensure whether the response is generated by a human, not from a 
machine. They have become a ubiquitous defense to protect web services from bot 
program. But most of the Class 1, 2, 3 CAPTCHAs are cracked by programs; as a 
result CAPTCHAs are designed with more distortions and slanted characters that 
makes harder to both machines and humans. NLPCAPTCHA are CAPCTHA with 
advertisements. They are complex CAPTCHA for a machine but it’s easy for a 
human to crack .A method for attacking NLPCAPTCHA like in fig 1 that we have 
discussed in this work can be summarized into following procedure: 1) 
Preprocessing NLPCAPTCHA which includes enlarging the image followed by 
smoothing 2) Splitting the image  3)Color recognition using OCR 3) Extracting 
the text with specified color and displaying the result. 

To identify a line, the edges of the image are identified using Canny edge 
detection method. A line is identified based on the assumption that if the 
horizontal scan finds 40 continuous black pixels. NLPCATPCHA to identify 
blinking character is obtained by comparing different screenshot of the image 
taken at different time. Though NLPCAPTCHAs are introduced for better 
security, they are vulnerable to bot attacks using the methods that are discussed in 
the paper. 

The future works include NLPCAPTCHA with complex background (figure 
13(a)). There are NLPCAPTCHAs like figure 13(b) that require better methods to 
recognize the target word. Some NLPCAPTCHA asks users to enter the brand 
name of a particular product from the advertisement (figure 2), which requires 
complex machine learning algorithms. 

 

Fig. 13 Complex NLPCAPTCHA 
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Content-Based Video Copy Detection Scheme
Using Motion Activity and Acoustic Features

R. Roopalakshmi and G. Ram Mohana Reddy

Abstract. This paper proposes a new Content-Based video Copy Detection (CBCD)
framework, which employs two distinct features namely, motion activity and audio
spectral descriptors for detecting video copies, when compared to the conventional
uni-feature oriented methods. This article focuses mainly on the extraction and inte-
gration of robust fingerprints due to their critical role in detection performance. To
achieve robust detection, the proposed framework integrates four stages: 1) Com-
puting motion activity and spectral descriptive words; 2) Generating compact video
fingerprints using clustering technique; 3) Performing pruned similarity search to
speed up the matching task; 4) Fusing the resultant similarity scores to obtain the
final detection results. Experiments on TRECVID-2009 dataset demonstrate that,
the proposed method improves the detection accuracy by 33.79% compared to the
reference methods. The results also prove the robustness of the proposed framework
against different transformations such as fast forward, noise, cropping, picture-in-
picture and mp3 compression.

1 Introduction

In the present Internet era, due to the exponential growth of multimedia sharing
activities, enormous amount of video copies are proliferating on the Internet and
causing huge piracy issues. For instance, according to Canadian Motion Picture
Distributors Association (CMPDA)-2011 report [1], 133 million pirated movies are
watched in Canada in 2010. Therefore, video copy detection techniques are essential
in order to solve piracy as well as copyright issues. Two standard methodologies are
used in the literature for detecting the copies of a video content namely, digital
watermarking and Content-Based video Copy Detection (CBCD) [2]. The primary
goal of any CBCD system is, to detect video copies by utilizing the content based
features of the media [3].
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In the CBCD literature, existing works can be broadly classified into global and
local descriptor techniques. For example, Hua et al. [4] proposed ordinal measure
based video fingerprints for detecting the duplicate video sequences. Hoad et al.
[5] introduced color-shift and centroid based descriptors to detect the illegal video
contents. Though global descriptors are effective for frame level transformations;
yet, they are less robust against region-based attacks such as picture-in-picture.

Due to the limited capability of global descriptors, many researchers introduced
local features, which compute a set of interest points to facilitate local matching.
For instance, SIFT descriptor [6] is widely popular in the CBCD domain, which is
partially invariant to lighting changes. Although local descriptors are more robust
against region based transformations; still, their computational cost is high when
compared to that of global features.

Though motion activity features contribute an essential information about a video
content; yet, in the CBCD literature, motion signatures are considered as poor de-
scriptors [7], due to these reasons: (a) They are very close to zero values, when
captured at normal frame rates (25-30fps); (b) Noisy nature of raw motion vectors.
However, Tasdemir and Cetin [8] attempted to employ motion features for their
CBCD task, by capturing frames at a lower rate (5fps) and using motion vector
magnitudes. Though, the proposed signatures are resistant to illumination and color
changes; still, they fail to describe the spatio-temporal motion activity of the video.

On the other hand, audio content is a significant information source of a video;
yet, only very few attempts are made to detect video copies using acoustic signa-
tures. For instance, Itoh et al. [9] utilized acoustic power features for their copy
detection task. Although this method is efficient; still, its high computational cost
degrades the performance of the system. In [10], the authors utilized both the vi-
sual and audio features for detecting duplicate videos, but the performance of their
method is limited to global transformations.

2 Motivation and Contributions

State-of-the art CBCD methods are primarily utilizing visual features to detect the
video copies. However, it is stated in CBCD literature that, copy detection using
only visual features may not be efficient against various video transformations [11].
From another perspective, exploiting audio fingerprints for the CBCD task is com-
pulsory, because of the these reasons: i) audio content constitutes an indispensable
information source of video; ii) From copy detection point of view, in most of the
illegal camcorder captures, the audio content is less affected compared to the vi-
sual data [10]. Furthermore, exploiting several complementary features of the video
for the copy detection task, not only improves the detection performance, but also
widens the coverage to more number of video transformations. Based on these as-
pects, this paper proposes a new copy detection framework, which integrates motion
activity features and audio spectral descriptors to detect the video copies.
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3 Proposed CBCD Framework

The proposed copy detection framework is shown in Fig. 1 and the relevant nota-
tions are described in Table 1. In the proposed framework, first the motion activity
features and audio spectral signatures are extracted from the master and query video
frames. Then the resultant signatures are further processed and the corresponding
Motion Activity (MA) and Spectral Descriptive (SD) words are computed. The MA
words comprehensively represent the overall motion activity, whereas the SD words
summarize audio profile of the given video sequence. After this step, K-means clus-
tering technique is employed in order to obtain the low-dimensional representation
of MA and SD words of video contents. The resulting cluster centroids are stored as
fingerprints of video sequences. Finally, clustering based pruned similarity search is
performed and consequently the detection results are reported.
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Fig. 1 Block diagram of the proposed copy detection framework

Table 1 Description of notations used in Fig. 1

Notation Description Notation Description

N Number of master videos G Audio spectral roll-off value
Vi i-th master video in database H Spectral flux of audio signal

A Intensity of motion activity MA j
i j-th MA word of Vi, j ={1,2,3,...,m}

B Number of active regions SD j
i j-th SD word of Vi, j ={1,2,3,...,m}

C Dominant direction of activity SFPr
Q r-th spectral fingerprint of VQ

D Mean motion vector magnitude MFPr
Q r-th motion fingerprint of VQ

E Audio spectral centroid m Number of MA/ SD words of Vi

F Energy of spectrum p Number of video signatures of VQ
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3.1 Problem Definition

Let R = {xi|i = 1,2, ...,m} be the reference video, where xi is the i-th frame of
reference video. Let Q = {y j| j = 1,2, ...,n} be the query clip, where y j is the j-th
frame of the query clip and m >> n. Here Q is derived by applying different types
of video transformations such as blurring and cropping to one or more subsequences
of R. Our goal is to quickly and accurately identify the reference video (Here it is R),
by comparing the features of R and Q. In the proposed copy detection framework,
the motion activity and audio spectral features are extracted as follows.

3.2 Motion Activity Features Extraction

MPEG-7 Motion activity descriptor captures the intensity of activity or pace of ac-
tion in a video segment [13], which includes the following attributes:

Motion activity = {I,D,S,T} (1)

where intensity of activity (I) indicates high or low intensity by an integer value
and direction attribute (D) specifies the dominant direction of activity. Spatial distri-
bution of activity (S) denotes the number of active regions in a frame and temporal
distribution attribute (T ) indicates the variation of activity over the duration of video
sequence.

Motion Intensity (I): This attribute provides the effective temporal description of
the video shot in terms of different intensity levels [12]. The Average Motion Vector
magnitude (AMV) and Standard deviation of Motion Vector magnitude (SMV) of
the frame can be calculated as given by,

AMV =
1

MN
∗

M

∑
i=1

N

∑
j=1

mv(i, j) (2)

SMV =

√√√√ 1
MN

∗
M

∑
i=1

N

∑
j=1

|mv(i, j)−AMV |2 (3)

Where mv(i, j) indicate the motion vector magnitude of (i, j)-th block and MN is
the frame size. The proposed framework utilizes SMV of blocks to compute the
motion intensity. In [14], the motion activity values are quantized into 1-5 range, as
per the MPEG-7 standard [12]. However, the quantization thresholds are suggested
mainly for MPEG-1 videos. But, our video database includes various file formats
(i.e. MPEG-1,2,4); hence, we experimented different threshold values and finally
utilized the new threshold values given in Table 2 for implementing the proposed
copy detection task.

Spatial Distribution of Activity (S): This attribute indicates, whether the activity
is spread across many regions or confined to one region [14]. The segmentation of
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Table 2 New quantization thresholds used in the proposed CBCD task

Activity value Range of SMV

1 0 ≤ SMV <2.5
2 2.5 ≤ SMV < 9.7
3 9.7 ≤ SMV <16.1
4 16.1 ≤ SMV <24.4
5 24.4 ≤ SMV

frame into n×n regions, plays a significant role in predicting the accurate number of
active regions in a given frame. In order to handle this discrepancy, we experimented
our data set with different n values ranging from 2-5. Maximum accuracy(85.36%)
is achieved at n=3; thus, we computed spatial distribution of activity of frames by
segmenting it into 3×3 regions.

In the proposed CBCD framework, the algorithm described in [15] is enhanced,
so that it includes the detailed description of Spatial Activity Matrix (SAM) and
Mean Motion Distribution (MMD) calculations. More specifically, the proposed al-
gorithm, which calculates the spatial distribution of activity in the frame in terms of
number of active regions is described as follows.

Algorithm: Calculation of Spatial Distribution of Activity

1: Calculate Spatial Activity Matrix (SAM) of frame F using the equation,

SAM(F) =

{
mv(i, j) i f mv(i, j) ≥ AMV

0 otherwise
(4)

where mv(i, j) is the motion vector magnitude of block (i, j), such that i = { 1, 2,
3, ..., M} and j ={ 1, 2, 3, ..., N}. This SAM computation of F retains only high
activity blocks of F .

2: Segment SAM(F) into 3×3 non overlapping blocks of size W×H, where W= M
3

and H= N
3 . The motion activity of k-th region Rk of F is computed as,

Rk(F) =
W

∑
x=1

H

∑
y=1

Bm(x,y) (5)

where k ∈ {1, 2, 3, ..., 9} , Bm is the m-th block of Rk and m ∈ {1, 2,., W×H}.
3: Extract Mean Motion Distribution (MMD) of Rk of F as follows,

MMD(Rk(F)) =

W
∑

x=1

H
∑

y=1
Bm(x,y)

W ×H
(6)

4: Sort the MMD values of all regions of a frame in the ascending order.
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5: Regions with higher MMD values (MMD ≥ α ×AMV , where α is set as 2.4) are
considered as the active regions of the given frame.

Dominant Direction of Activity (D): Here, the goal is not to calculate the exact di-
rection of motion of all objects, but to compute the approximate dominant direction
of activity in the frame, so that the robustness of the CBCD task can be improved.
Precisely, in the proposed CBCD framework, the dominant direction of activity is
calculated as illustrated in [15]. More precisely, the proposed method calculates the
direction vector (DIR), that indicates the total amount of motion in four major di-
rections including up, down, left and right as given by,

DIR = {U p,Down,Le f t,Right} (7)

The highest value of DIR represents the dominant direction of activity in the given
frame. Direct processing of resultant motion activity features in terms of MA words
is computationally expensive. In order to solve this issue, compact representation
of MA words are generated using clustering technique. Precisely, we experimented
MA words with two widely used clustering methods, namely K-means and Fuzzy
C-means techniques. Table 3 compares the representative MA words generated by
the two clustering techniques for 1 to 60 minutes video sequences respectively. Re-
sults from Table 3 indicate the better performance of K-means clustering technique,
compared to the other method; hence, it is utilized in the proposed CBCD task.

Table 3 Comparison of total amount of extracted MA words

Duration of video Dimension of resultant MA words Total reduction
files (in minutes) No clustering K-means(KC) Fuzzy C-means(FC) using KC(in %)

1 - 15 1515 74 83 95.11
16 - 30 3732 154 142 95.87
31 - 60 4419 197 229 95.54

3.3 Audio Spectral Descriptors Extraction

In the proposed framework, the audio spectral descriptors including Spectral Cen-
troid, Energy, Roll-off and Flux are extracted from the short term power spectrum
of the audio signals, as described in [15]. More precisely, the audio signal is down
sampled to 22050Hz and segmented into 11.60ms windows with an overlap factor
of 86% using Hamming window function [15]. Then the spectral descriptors are
extracted as follows.

Spectral Centroid (SC): This centroid is a timbral feature, which describes the
brightness of a sound signal [16]. In the proposed framework, mean frequency
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distribution values are computed as described in [15], and consequently utilized
as spectral centroid features for the CBCD task.

Spectral Energy (SE): This descriptor describes the envelope of the input signal in
terms of amplitude values. In the proposed copy detection framework, we employed
the squared magnitude of audio samples to extract the spectral energy descriptors,
as illustrated in [15].

Spectral Roll-off (SR): This feature is referred as the skew present in the shape of
power spectrum i.e. frequency boundary, where 85% of the total energy of spectrum
resides [16]. Precisely, SR is calculated as follows,

SR =
R

∑
k=0

xd [k] = 0.85
N−1

∑
k=0

xd [k] (8)

where xd [k] indicates the magnitude of frequency components.

Spectral Flux (SF): This descriptor is popularly known as the delta magnitude spec-
trum, which defines the amount of energy differences between the consecutive anal-
ysis frames [16]. The SF descriptors is extracted as follows [15],

SF = |xd
f [∗]− xd

f−1[∗]| (9)

where xd [∗] represents magnitude of frequency components and f , f − 1 indicate
current and previous frames respectively. In order to obtain the compact representa-
tion of SD words, we experimented our dataset with K-means and Fuzzy C-means
clustering techniques. Table 5 proves the better performance of K-means compared
to Fuzzy C-means technique; hence, it is used in the proposed CBCD task.

Table 4 Comparison of total amount of extracted SP words

Duration of videos Dimension of resultant SP words Total reduction
(in minutes) No clustering K-means(KC) Fuzzy C-means(FC) using KC(in %)

1 - 15 30308 531 547 98.24
16 - 30 74645 615 624 99.17
31 - 60 88379 686 672 99.22

3.4 Fingerprints Matching

In the proposed system, motion activity and spectral descriptors of video sequences
are grouped into clusters using K-means technique. The value of K ranges from 55-
317 based upon the individual video contents. Let R(k) and Q be the kth reference
and query video clips, then mpr and mpq are their corresponding motion activity
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features. Then, the similarity SimMO between the motion activity features of R(k)
and Q is computed using Comparative Manhattan distance metric as follows,

SimMO(Rk,Q) =
m

∑
i=1

n

∑
j=1

|mpr(i)−mpq( j)|
|mpr(i)|+ |mpq( j)| (10)

where m and n indicate the size of motion fingerprints of R(k) and Q respectively.
The SimMO scores are evaluated against the predefined confidence measure(CM1),
ranging between 0.50-0.75. We observed better detection results for 0.60 threshold,
which noticeably reduces false positive rates; thus, it is used in the proposed CBCD
task.

Consider spr, spq be the spectral fingerprints of videos R(k) and Q respectively.
Then, the similarity SimSP between spectral features of R(k) and Q is computed
using squared Euclidean distance measure as follows,

SimSP(R(k),Q) =
a

∑
i=1

b

∑
j=1

(spr(i)− spq( j))2 (11)

where a and b indicate the size of spectral fingerprints of R(k) and Q respectively.
The SimSP scores are evaluated against the confidence threshold (CM2), which is
set us 0.69 based on experimental results. After this step, the final similarity score
FinalSS between R(k) and Q is computed as,

FinalSS =

{
1 i f SimMO ≥CM1& SimSP ≥CM2

0 otherwise
(12)

Based upon FinalSS scores, the copy detection results are reported.

4 Experimental Setup and Results

4.1 Reference Database and Query Dataset

The proposed framework is evaluated on TRECVID-2009 Sound & Vision dataset
[17]. More precisely, the video database includes 200 hours of video covering a
wide variety of content. Since, motion vectors are efficient when they are captured
at lower frame rates [8]; hence, we experimented different frame rates ranging from
4-10. In the proposed scheme, 6fps is used for extracting motion features because
of its high detection accuracy. Table 5 represents the list of visual and audio trans-
formations used in the proposed CBCD task.

For experimentation purpose, 45 video clips are selected from the reference
database. Different types of transformations listed in Table 5 are applied to the 45
video clips, where the duration of clips vary between 30-45s. The resulting 765
(45×17) video sequences are used as query clips for the proposed copy detection
task. Each query video is used to detect the corresponding video sequence in the
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Table 5 List of transformations used in the proposed framework

Type Category Description

T1 Fast forward Double the video speed
T2 Slow motion Halve the video speed
T3 Color change Changing color spectrum
T4 Blurring Blurring by 20%
T5 Brightness change Increase brightness by 25%
T6 Noise addition Add 15% random noise
T7 Pattern insertion Insert text pattern into selected frames
T8 Moving caption insertion Insert moving titles into entire video
T9 Cropping Crop top & bottom frame regions by 15% each

T10 Picture-inside-picture Insert smaller resolution picture into selected frames
T11 Mp3 compression Change audio file format
T12 Single band compression Compress only specific frequency band
T13 Multi band compression Compress different frequency bands independently
T14 Combination of 3 Cropping by 18%, 20% of noise & moving caption

reference database. To measure the detection accuracy of the proposed scheme, we
used standard performance metrics given by,

Precision(P) = T P/(TP+FP) (13)

Recall(R) = T P/(TP+FN) (14)

F-Measure = (2×P×R)/(P+R) (15)

where, True Positives (TP) refer positive examples and false Positives (FP) are neg-
ative examples. False Negatives (FN) indicate the positive examples incorrectly la-
beled as negatives. F-measure indicates the robustness and discrimination ability of
the system.

4.2 Copy Detection Results

We implemented the following five methods for performance evaluation:

(1) Ordinal measure [4] (abbreviated as ’OM’);
(2) Tasdemir et al.’s method [8] (’KT’);
(3) Motion activity features (’MA’);
(4) Audio spectral descriptors (’SD’);
(5) Combination of motion activity and audio spectral features (’MA+SD’).

Our methods [methods-(3), (4) and (5)] include different combinations of the
proposed techniques. More specifically, in method (3) motion activity features in-
cluding motion intensity, dominant direction and spatial distribution of activity are
used for the copy detection task. In method (4), we considered the four spectral
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descriptors including spectral centroid, signal energy, roll-off and flux for detecting
video copies. In method (5), both the proposed motion activity and spectral features
are jointly utilized for identifying the duplicate video sequences.

Ordinal measure (method (1)) is one of the widely used global signatures in
the CBCD domain [4], which is extracted as follows. Each video frame is parti-
tioned into 4×4 blocks and normalized average intensity of blocks are calculated
and consequently the resultant ranking order of blocks are known as Ordinal mea-
sures. Then, Euclidean distance metric is used to calculate the similarity between
the master and query video sequences. Tasdemir et al.’s method (method (2)) is
based on mean motion vector magnitudes of video frames. First frames are sampled
at 5fps and average motion vector magnitudes of macro blocks are stored as video
signatures. The similarity between the master and query clips are computed using
L2-norm distance measure.

Table 6 shows the copy detection results of the five compared methods for T1-T5
transformations. The results demonstrate the improved performance of method (5)
by 36.19%, when compared to the reference methods. Methods (4) and (5) gener-
ally perform well for all five transformations. Specifically, for T2 transformation,
method (2) yields poor recall rate compared to method (5). The reason is, spec-
tral features are much affected by temporal attacks such as slow motion. Method(2)
scores low precision rate for blurring transformation, because lot of false positives
are retrieved from the dataset. However, the global descriptive nature of Ordinal
measure results in better performance for blurring transformation when compared
to that of method (2).

Table 6 Copy detection results (in %) for T1-T5 transformations

Transformations OM (1) KT (2) MA (3) SD (4) MA+SD (5)

Fast forward
P 60.10 62.71 65.85 97.89 99.81
R 61.54 69.64 84.37 96.37 97.03

FM 60.81 65.99 73.96 97.12 98.40

Slow motion
P 71.35 71.87 75.00 100.00 100.00
R 59.18 70.35 87.80 79.48 92.76

FM 64.69 71.10 80.89 88.56 96.24

Color change
P 59.26 60.01 63.63 99.39 100.00
R 67.79 69.27 84.83 99.40 97.62

FM 63.23 64.30 72.71 99.39 98.79

Blurring
P 56.86 55.81 57.14 99.69 99.92
R 79.14 72.56 92.30 100.00 100.00

FM 66.15 63.09 70.58 99.84 99.95

Brightness change
P 56.93 70.15 82.85 90.14 100.00
R 70.19 68.09 75.00 89.92 91.93

FM 62.86 69.10 78.72 90.02 95.79
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Table 7 lists the detection results of the five compared methods for T6-T10 trans-
formations. The results demonstrate the enhanced performance of method (5) by
35.02%, compared to the reference methods. Precisely, method (1) performs poor
for noise addition type, because adding random noise severely affects the intensity
values of blocks. Methods (2) and (3) also score poor PR rates for this category due
to the noisy nature of raw motion vectors. However, methods (4) and (5) using spec-
tral descriptors are less affected by this category and thus provide better detection
results. For cropping attacks, Ordinal measure scores low results, because the sur-
rounding black borders on frame regions noticeably increase the false positive rates.

Table 7 Copy detection results (in %) for T6-T10 transformations

Transformations OM (1) KT (2) MA (3) SD (4) MA+SD (5)

Noise addition
P 41.69 42.17 50.00 88.56 100.00
R 40.48 41.18 46.15 89.72 94.74
FM 41.07 41.66 47.99 89.13 92.79

Pattern insertion
P 79.68 79.82 82.85 99.09 99.96
R 80.24 79.47 85.29 98.80 100.00
FM 79.95 79.64 84.05 98.94 99.97

Moving caption insertion
P 70.64 74.58 82.50 97.42 100.00
R 71.15 72.94 84.61 98.86 99.92
FM 70.89 73.75 83.54 98.13 99.95

Cropping
P 68.29 65.83 80.00 99.00 99.98
R 53.58 69.98 82.75 92.66 93.50
FM 60.04 67.84 81.35 95.72 96.63

Picture-inside-picture
P 61.54 60.17 100.00 94.44 100.00
R 43.67 66.73 74.54 90.26 99.01
FM 51.09 63.28 85.41 92.30 99.50

Table 8 shows the detection results of the five compared methods for T11-T14
transformations. The results prove the improved accuracy of method (5) by 30.18%
compared to the other methods. Ordinal measure gives very poor detection rates for
T14 type, since the global descriptors are less robust against region based attacks
such as cropping. Method (4) provides good PR rates for T14, when compared to
methods (1)-(3). Utilization of the robust spectral descriptors for copy detection
task is the exact reason for the good performance of method (4). On the other hand,
method (5) outperforms method (4) by yielding better PR rates for T14 type.

Summary: Experimental results prove that, the proposed techniques improve the
detection accuracy by 30-35% compared to reference methods. Specifically, method
(5) gives consistently good performance for all fourteen types of video transforma-
tions. The reason for this improved performance of method (5) is that, the joint
utilization of robust audio spectral signatures and spatio-temporal motion activity
features for the CBCD task.
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Table 8 Copy detection results (in %) for T11-T15 transformations

Transformations OM (1) KT (2) MA (3) SD (4) MA+SD(5)

Mp3 compression
P 73.65 79.91 83.72 67.22 99.17
R 72.58 68.29 70.51 57.29 97.35
FM 73.11 73.64 76.54 61.85 98.25

Single-band compression
P 80.06 79.62 83.62 73.44 98.37
R 73.64 75.36 80.61 50.28 97.82
FM 76.71 77.43 82.08 59.69 98.09

Multi-band compression
P 66.28 69.16 85.05 70.36 91.74
R 61.15 61.19 81.64 52.22 93.82
FM 63.61 64.93 83.31 59.94 92.76

Combination of 3
P 58.33 60.93 80.65 98.96 100.00
R 51.29 64.74 79.83 98.21 99.29
FM 54.58 62.77 80.23 98.58 99.64

4.3 Computational Cost Comparison

To evaluate the proposed method, we implemented the code in MATLAB using
a PC with 2.8GHz CPU and 3GB RAM. The total computational cost of all five
methods including signatures extraction and matching are shown in Table 9. They
are measured using 35s query clip and 50h of master dataset for detecting copies.
The total computational cost of method (5) is slightly high compared to the methods
(2)-(4). Although method (4) is the most cost effective method, its detection results
are poor for audio transformations, when compared to that of method (5). Thus,
the results prove that, method (5) significantly improves the detection accuracy and
also widens the coverage to more number of transformations at the cost of slight
increase in computational cost. If feature extraction and matching procedures are
implemented in parallel, then the computational cost of the proposed method can be
substantially reduced.

Table 9 Comparison of computational cost

Computational Cost OM KT MA SD MA+SD

(1) (2) (3) (4) (5)
Signature extraction 170.95 223.04 187.98 111.56 196.41
Signature matching 57.43 42.02 34.38 1.27 35.68

Total cost 228.38 265.06 222.36 112.83 232.09
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5 Conclusion

This paper proposes an efficient CBCD method for detecting video copies, which
integrates acoustic and motion activity features. Our future work will be targeted at
improving the robustness of the proposed CBCD system against complex transfor-
mations such as camcording.
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Redundant Discrete Wavelet Transform Based 
Medical Image Fusion 

Rajiv Singh and Ashish Khare 

1Abstract. In this work, we propose redundant discrete wavelet transform (RDWT) 
based fusion for multimodal medical images. The shift invariance nature of 
RDWT shows its usefulness for fusion. The proposed method uses maximum 
scheme for fusion of medical images. We have experimented with several sets of 
medical images and shown results for three sets of medical images. The effective-
ness of fusion results has been shown using edge strength, and mutual information 
fusion metrics. The qualitative and quantitative comparison of the proposed me-
thod with spatial domain fusion methods (Linear, Sharp, and principal component 
analysis (PCA)) and wavelet domain fusion methods (discrete wavelet transform 
(DWT), lifting wavelet transform (LWT), and multiwavelet transform (MWT)) 
proves the superiority of the proposed fusion method. 

Keywords: Medical Image Fusion, Spatial and Transform Domain Fusion, Shift 
Invariance, Redundant Discrete Wavelet Transform,Fusion Metrics. 

1 Introduction 

The development of multimodality medical imaging sensors for extracting clinical 
information has influenced to explore the possibility of data reduction and having 
better visual representation. X-ray, ultrasound, MRI (Magnetic resonance imag-
ing) and CT (Computed tomography) are a few examples of biomedical sensors. 
These sensors are used for extracting clinical information, which are generally 
complementary in nature. For example, X-ray is widely used in detecting fractures 
and abnormalities in bone position, CT is used in tumor and anatomical detection 
and MRI is used to obtain information about tissues. Thus, none of these modali-
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ties is able to carry all complementary and relevant information in a single image. 
Medical image fusion [1-3] is the only possible way to combine and merge all 
relevant and complementary information from multiple source images into single 
composite image which facilitates more precise diagnosis and better treatment. 

The basic requirements for image fusion [4] are: first, fused image should pos-
sess all possible relevant information contained in the source images; second, 
fusion process should not introduce any artifact or unexpected feature in the fused 
image. 

The medical images are generally of poor contrast and may be corrupted by 
noise and blur due to imperfections of image acquisition systems. Thus, fusion of 
medical images becomes challenging and the quality of fused image depends on 
the fusion strategy. Spatial domain and transform domain are the two most com-
mon fusion strategies used for medical image fusion. The performance and visual 
representation of spatial domain fusion methods (Linear [5], Sharp [6], and prin-
cipal component analysis (PCA) [7]) are limited and visual artifacts are generated 
during fusion process of medical images. This visual artifact has been observed in 
Sharp fusion [6] method for medical images and reported in [2].  

Therefore, transform domain fusion techniques have been used for fusion to 
overcome the limitations of spatial domain fusion methods. Pyramid and wavelet 
transforms [8] have been used for multiscale fusion under category of transform 
domain methods. However, artifacts such as blocking effects, lack of directional 
information and low signal to noise ratio in pyramid transforms [9] motivated to 
use wavelet transforms for medical image fusion.  

The discrete wavelet transform (DWT) [10] is the most commonly used wave-
let transform for medical image fusion. It provides spectral as well as increased 
directional information with three spatial orientations: vertical, horizontal and 
diagonal. Although, DWT has been proved beneficial over pyramid transform 
based fusion, it needs huge memory and computation steps for convolution of 
input signals. To provide faster computation and efficient reconstruction, lifting 
wavelet transform (LWT) [11] has been used for fusion. LWT reduces the compu-
tation complexity by a factor of two and inversion of the LWT is obtained by in-
verting the lifting steps (split, predict and update). Multiwavelet transform (MWT) 
[12] has overcome the disadvantages of scalar wavelets and possesses orthogonali-
ty, symmetry and smoothness for better image analysis. It provides flexible filter-
ing through which high frequency energy can be transferred into low frequency 
energy and is beneficial to improve compression ratio. 

Wavelet transforms, discussed so far, have been able to capture information ef-
ficiently from images, yet they are shift variant and failed to provide shift inva-
riant fusion algorithms. The shift invariance [13, 14] is highly desirable for robust 
fusion of medical images. Thus, to provide shift invariant fusion of medical im-
ages, we have used redundant discrete wavelet transform (RDWT) [15, 16] for 
fusion and proposed maximum fusion scheme for multimodal medical images. To 
show the effectiveness of the proposed fusion scheme, we have compared the  
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proposed method with wavelet domain (DWT [10], LWT [11], and MWT [12]) 
and spatial domain (Linear [5], Sharp [6], and PCA [7]) fusion methods. The  
mutual information and edge strength fusion metrics have been used for quantita-
tive evaluation of the simulated fusion results. 

The rest of the paper is organized as follows: Section 2 briefly describes the re-
dundant discrete wavelet transform (RDWT). In Section 3, the proposed fusion 
method is elaborated. Results and discussions are given in Section 4. Finally, con-
clusions of the work are given in Section 5. 

2 The Redundant Discrete Wavelet Transform (RDWT) 

The use of real valued wavelet transforms provides an efficient way for medical 
image fusion. Yet, these are critically sampled, hence shift sensitive. For robust 
fusion of medical images and to avoid merging artifacts of wavelet coefficients 
[17], shift invariant wavelet transform is highly desired. Further, it has been 
shown in [18] that RDWT has better performance for fusion as it avoids aliasing 
and ringing artifacts. 

The RDWT is an undecimated version of the classical DWT and provides shift 
invariance by removing down samplers from DWT. This fact can be easily veri-
fied from the Fig. 1, where a step function is decomposed by DWT and RDWT up 
to three levels and plotted [19]. This diagram illustrates that the DWT is far from 
being shift invariant. 

 
(a) DWT     (b) RDWT 

Fig. 1 Shift invariance of RDWT 
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The implementation of RDWT [15] eliminates the decimation step from Mal-
lat’s algorithm of DWT. Therefore, size of wavelet subbands and original signal 
and/or image is same. The upsampling operator for RDWT is defined as: 

  { [ /2],  [ ] 2 0,          
x k k evenx k k odd↑ =        (1) 

The scaling and wavelet filters at scale 1j +  are given as 

    
[ ] [ ] 21

[ ] [ ] 21

h k h kj j

g k g kj j

= ↑+
= ↑+

               (2) 
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h k h k

g k g k

=
=

               (3) 

3 The Proposed Method  

The proposed method uses RDWT for medical image fusion. The effectiveness 
and relevancy of the maximum fusion rule [2, 20] have compelled to use it for 
fusion of medical images. The high valued wavelet coefficients carry salient in-
formation about images such as edges, corners, and boundaries etc. Therefore, 
merging of wavelet coefficients by maximum fusion scheme provides high quality 
fused image. The proposed method is comprised of three steps: decomposition of 
source images, followed by application of fusion rule, and lastly, reconstruction of 
fused image. 

The steps of the proposed fusion algorithm can be summarized as follows: 
1. Decompose source images 1( , )I x y and 2 ( , )I x y  using RDWT to obtain 

 wavelet  coefficients 1( , )R x y  and 2 ( , )R x y respectively. 

    1 1( , )  [ ( , )]R x y RDWT I x y=  

                               and  2 2( , )  [ ( , )]R x y RDWT I x y=                                        (4) 

2.  Apply maximum fusion rule as: 

   1 1 2

2 2 1

( , ),  ( , )   ( , )
( , )

( , ),  ( , )   ( , )
R x y if R x y R x y

R x y
R x y if R x y R x y

 ≥=  >
              (5) 

3.  Reconstruction of ( , )R x y provides fused image ( , )F x y . 

                                         ( , )    [ ( , )]F x y Inverse RDWT R x y=                         (6) 

4 Fusion Results and Discussions 

This section gives visual and quantitative evaluation of the proposed fusion me-
thod. The experiments have been performed over several sets of medical images 
and fusion results have been shown for three sets of medical images in Figs. 2-4 
respectively. The first and third sets of medical images are CT and MRI, and 
second set of medical images is T1-MR and MRA (magnetic resonance  
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angiogram). To show the effectiveness of the proposed method, we have com-
pared the proposed method with wavelet domain (DWT [10], LWT [11], and 
MWT [12]), and spatial domain (Linear [5], Sharp [6], and PCA [7]) fusion me-
thods. The maximum fusion scheme has been performed for DWT, LWT, and 
MWT fusion methods and results have been shown in Figs. 2-4 for three different 
sets of medical images. Similarly, the comparison results for spatial domain (Li-
near, Sharp, and PCA) fusion methods have been shown in Figs. 2-4 for better 
analysis of proposed fusion method. 

For objective evaluation [21] of the proposed fusion method, we have used 
non-reference fusion metrics; mutual information (MI) [22] and edge strength 
( F

AB
Q ) [23].   

For two source images A , B , and fused image F , edge strength ( F

AB
Q ) is de-

fined as: 

1 1

1 1

( , ) ( , ) ( , ) ( , )

( ( , ) ( , ))

N M
AF A BF B

F n m
AB N M

A B

i j

Q n m w n m Q n m w n m
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                 (7) 

Similarly, for the source images A , B , and fused image F , mutual information 
( MI ) is given by: 

                        AF BFMI MI MI= +                                          (8) 

where AFMI  and BFMI  are the mutual information of source images A and B  

fused image F respectively. 
High values of these metrics show the effectiveness of the fused image. To 

compare the proposed fusion method with other wavelet domain (DWT [10], 
LWT [11], and MWT [12]), and spatial domain (Linear [5], Sharp [6], and PCA 
[7]) fusion methods, we have computed the values of mutual information and edge 
strength, and tabulated them in Tables 1-3 for the three sets of medical images. 

By observing Table 1, one can easily found that fused image obtained by the 
proposed fusion method has the second highest value of edge strength for first set 
of medical images. However, qualitatively, the proposed method is found superior 
over Sharp fusion and PCA fusion methods as Sharp fusion method shows the 
merging artifact (reported in [2]) and PCA fusion is not able to capture the edge 
information presented in CT image. This fact can be easily verified by looking the 
Figs. 2(a), (b) and (i). 

Similarly, the observations of Tables 2 and 3 clearly indicate that the proposed 
fusion method has the highest values of mutual information and edge strength for 
second and third sets of medical images. This comparison shows the goodness and 
effectiveness of the proposed fusion method over other wavelet domain (DWT 
[10], MWT [11], and LWT [12]) and spatial domain (Linear [5], Sharp [6], and 
PCA [7]) fusion methods. 

Therefore, it can be concluded that the proposed fusion approach using RDWT 
is able to provide better fusion results than any of the existing wavelet domain 
(DWT [10], LWT [11], and MWT [12]) and spatial domain (Linear [5], Sharp [6], 
and PCA [7]) fusion methods. 
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     (a)          (b)    (c) 

        

    
     (d)          (e)      (f) 

 

                     
      (g)           (h)        (i)  

Fig. 2 Fusion results for first set of medical images 

(a) CT image, (b) MRI image, (c) Fused image by the proposed fusion method, (d) DWT 
maximum fused image, (e) LWT maximum fused image, (f) MWT maximum fused image, 
(g) Linear fused image, (h) Sharp fused image, and, (i) PCA fused image. 
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     (a)              (b)    (c) 

 

  
     (d)             (e)                   (f) 

 

   
                (g)             (h)                    (i)  

Fig. 3 Fusion results for second set of medical images 

(a) T1-MR image, (b) MRA image, (c) Fused image by the proposed fusion method, (d) 
DWT maximum fused image, (e) LWT maximum fused image, (f) MWT maximum fused 
image, (g) Linear fused image, (h) Sharp fused image, and, (i) PCA fused image. 
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     (a)              (b)    (c) 

 

  
     (d)             (e)            (f) 

 

   
                (g)             (h)                    (i)  

Fig. 4 Fusion results for third set of medical images 

(a) CT image, (b) MRI image, (c) Fused image by the proposed fusion method, (d) DWT 
maximum fused image, (e) LWT maximum fused image, (f) MWT maximum fused image, 
(g) Linear fused image, (h) Sharp fused image, and, (i) PCA fused image. 
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Table 1  Fusion performance evaluation for first set of medical images 

Fusion Method Mutual 
Information 

Edge 
Strength 

The proposed fusion method 1.7031 0.6805 
DWT maximum fused [10] 2.2454 0.7403 
LWT maximum fused [11] 1.0883 0.5809 
MWT maximum fused [12] 1.7130 0.6651 
Linear fused [5] 2.2821 0.6409 
Sharp fused [6] 1.4048 0.5602 
PCA fused [7] 1.8034 0.5278 

Table 2 Fusion performance evaluation for second set of medical images 

Fusion Method Mutual 
Information 

Edge 
Strength 

The proposed fusion method 4.9597 0.6534 
DWT maximum fused [10] 4.1804 0.4791 
LWT maximum fused [11] 3.8142 0.4564 
MWT maximum fused [12] 4.8002 0.6306 
Linear fused [5] 3.8227 0.3897 
Sharp fused [6] 3.7095 0.3704 
PCA fused [7] 4.6493 0.6402 

Table 3 Fusion performance evaluation for third set of medical images 

Fusion Method Mutual 
Information 

Edge 
Strength 

The proposed fusion method 3.5746 0.5094 
DWT maximum fused [10] 3.2282 0.5087 
LWT maximum fused [11] 2.8899 0.4641 
MWT maximum fused [12] 3.4864 0.4713 
Linear fused [5] 3.0443 0.2216 
Sharp fused [6] 3.3191 0.3953 
PCA fused [7] 3.1848 0.3315 

5 Conclusions 

In the present work, we have proposed a new medical image fusion method using 
RDWT which is based on maximum fusion scheme. The role of shift invariance in 
fusion algorithms made RDWT suitable for medical image fusion. The experimen-
tal results have been shown for three different sets of medical images and fusion 
results have been compared with wavelet domain (DWT [10], LWT [11], and 
MWT [12]) and spatial domain (Linear [5], Sharp [6], and PCA [7]) fusion  
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methods. The quantitative comparison of the proposed method with above men-
tioned fusion method has been performed with mutual information and edge 
strength metrics. The qualitative and quantitative comparisons showed the effec-
tiveness of the proposed method with maximum fusion rule over existing wavelet 
domain (DWT [10], LWT [11], and MWT [12]) and spatial domain (Linear [5], 
Sharp [6], and PCA [7]) fusion methods. 
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Hybrid Shadow Restitution Technique  
for Shadow-Free Scene Reconstruction  

Muthukumar Subramanyam, Krishnan Nallaperumal, Ravi Subban,  
Pasupathi Perumalsamy, Shashikala Durairaj, S. Selva Kumar, and S. Gayathri Devi  

Abstract. 1Shadows are treated as a noise in computer vision scenario, even 
though it may found useful in many applications.  This research focuses the insig-
nificant shadow restitution methodology to improve the scene visibility and to 
support the dynamic range reduction. The Hybrid technique combines the physi-
cal, geometric, textural, spatial and photometric features for shadow detection. 
Using feature importance statistics the appropriate criteria is chosen and applied. 
The experiments over wide dataset prove that the proposed hybrid technique out-
performs peer research proposals with the expense of computational cost and time. 
The output results in a shadow-free, visually plausible high quality image. 

Keywords: Shadow removal, Shadow detection, Shadow reconstruction, De-
Shadowing, Shadow Enhancement, Hybrid Technique, Texture, Gradient, Chro-
maticity, Shadow Enhancement, Image Reconstruction. 

1 Introduction  

Human vision is a wonderfully complex system that analyzes the world, and under 
normal circumstances, is able to make sense of it. Images (scenes) are the input to 
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the visual system, providing a constant stream of information about the world 
surrounding us. One of the most fundamental tasks for any visual system is that of 
separating the changes in an image which are due to a change in the underlying 
imaged surfaces. Shadows are often one of the largest problems and have become 
a topic worthy of much research [1]. Such processes largely rely on similarities 
within natural scenes, whether natural is taken to mean scenes with no manmade 
structures, or natural in the more general sense of scenes that exist in the real 
world. These similarities are indeed striking once images are analyzed with suita-
ble tools. The area of natural image statistics provides a toolset for quantitatively 
analyzing natural scenes and the regularities that appear among them. Shadows in 
images are typically affected by several phenomena in the scene, such as lighting 
conditions, type and behavior of shadowed surfaces, occluding objects etc. Addi-
tionally, shadow regions may undergo post-acquisition image transformations, 
e.g., image contrast enhancement, which may introduce noticeable artifacts in the 
shadow-free images. Shadows are crucial for enhancing realism and provide  
important visual cues [2]. This can be beneficial for the purposes like revealing 
information about the object’s shape, orientation, size, position, and intensity, 
physical characteristics of the screen and even about the light source, type and 
behavior of shadowed surfaces. Despite many attempts, the problem remains 
largely unsolved, due to several inherent challenges. Dark regions are not neces-
sarily shadow regions, since foreground object or background can be dark too. 

A commonly used assumption is that, shadow falls only on ground plane, but it 
is not valid for all the general cases. This research tries to serve as a guide to better 
understand limitations and failure cases, advantages and disadvantages and suita-
bility of the shadow rectification algorithms for any kind of application scenarios. 
Even in algorithms focusing on artistic representations of scenes, some degree of 
realism is desired. The main focus is on real-time automatic solutions for the sha-
dowing problem but also approaches scene for a better understanding of natural 
scenes by the analysis of various visually plausible scene reconstruction metho-
dologies [3]. This research provides a concise, yet comprehensive review of the 
literature on shadow perception from across the cognitive sciences, including the 
theoretical information available, the perception of shadows in human and ma-
chine vision, and the ways in which shadows can be used. 

Shadows offer important visual cues for human perception of shape, displace-
ment, depth, and subtleties of contact between stacked objects, but the process of 
deriving these cues remains elusive [4]. A shadow occurs when an object partially 
or totally blocks the direct light source. Shadow can take any size and shape. In 
general, shadow can be divided into two major classes: self and cast shadows. A 
self shadow occurs in the portion of an object that is not illuminated by direct 
light. Cast shadows are the areas projected on a surface in the direction of direct 
light. Cast shadow can be further classified into umbra and penumbra. The region 
where the direct light source is totally blocked is called the umbra, while the re-
gion where it is partially blocked is known as the penumbra [5]. If there is a clear  
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distinction between shadow and lit area it is referred as dark or thick shadows else 
if there is a smooth transition contains progressive shadow edges are called soft or 
shallow shadows. 

Despite of the fact that many of shadow detection has been published during 
the last years, only few works in the literature address these three major problems: 
chromatic shadow identification, moving shadows and shadow detection in ca-
mouflaged areas. Shadow in image is generally divided into static and dynamic 
shadows. Static shadows are shadows due to static objects such as building, 
parked cars, trees, etc. In contrary, dynamic (moving) shadows appear due to mov-
ing object such as animals, vehicles, pedestrians, etc. For example, typical prob-
lems caused by shadows in surveillance scenarios, shadows may cause merging of 
multiple vehicle objects. Clearly, in many image analysis applications, the exis-
tence of shadows may lead to inaccurate object segmentation. Consequently, tasks 
such as object description and tracking are severely affected, thus inducing an 
erroneous scene analysis [6]. The main goal is to contribute to the design of a 
framework for automated shadow-free image perception. More specifically the 
focus is on extraction and compensation of insignificant shadow areas. This work 
is also being motivated from a practical point of view by the shortcomings of the 
current approaches [7]. 

2 Literature Review 

Shadows in a scene can be quite complex, and the changes of the occluding ob-
jects, inter-reflections, reflectance variation, as well as the intensity and color 
variation of the illumination, all have effects on the shadowed scene [8]. Thus, 
shadow removal using a single shadow image is a difficult task. In addition, the 
computational complexity of shadow removal calculations can be prohibitively 
high for high resolution images. In spite of these extensive studies, more  
researches focus on providing a general method for arbitrary scene images and 
thereby obtaining “visually pleasing” shadow free images. In contrast with the 
rapidly expanding interests on shadow removal, no comprehensive survey is com-
pletely reported on this particular topic. 

Liu et al., [9] use a human-guided method to select areas of shadow before re-
lighting the shadow areas using a texture-based method. Traditionally, cast sha-
dow detection algorithms have been mostly developed based on the single-frame 
approach or reference-frame approach. Scanlan et al., [10] presented a shadow 
removal algorithm that employs a simple histogram modification function on the 
image intensity. Jiang et al., [11] presented a shadow identification and classifica-
tion method for real images in a laboratory environment. In their method, the sha-
dow intensity and shadow geometry are analyzed. Funka-Lea et al., [12] presented 
an active shadow recognition method by combining color and geometric proper-
ties of the image. Salvador et al., [13] presented a method that is based on the use  
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of invariant color models to identify and classify shadows in color images. Mikic 
et al., [14] presented an algorithm that statistically classifies pixels into the sha-
dow, object, and background classes. Horprasert et al., [15] presented an algorithm 
for detecting moving objects from a static background scene that contains shading 
and shadow. They developed a background subtraction algorithm that is able to 
cope with local illumination changes and global illumination changes. 

Nadimi et al., [16] proposed a physical model for moving shadow and object de-
tection in video. Wu et al., [17] use a Bayesian technique where the user selects four 
different areas of the image: shadow regions, shadow-free regions, items to be ex-
cluded or unknown items, for a specific image. Leone et al., [18] use a multilayered 
approach to remove shadows from objects in a surveillance application. Arbel et al., 
[2] describe a method for removing shadows on curved surfaces. Their method re-
quires the shadow regions to be detected prior to analysis, after which they detect the 
penumbra region and re-light the shadowed region accordingly. They are specifical-
ly looking to relight soft shadows on curved surfaces only. Withagen et al., [19] 
provide an interesting method for shadow detection that uses band-ratios (e.g., val-
ues of red/green and blue/green) to move pixels into a plane for segmentation of 
shadowed regions of an image. They make a significant assumption in that the color 
response of the camera is at across each color band. Xiao et al., [20], who detect 
outlines of objects (vehicles) and shadows on highways and subsequently attempt to 
determine whether the components causing the outlines are vehicles or shadows. 
The methods exist that use only grey-scale images for shadow and scene-change 
detection, such as the method by Ibrahim et al., [21].  

Finlayson et al., [22] compare edges in the original RGB image to edges found 
in an illuminant-invariant image. This method can work quite well with high-
quality images and calibrated sensors, but often performs poorly for typical web-
quality consumer photographs. To improve robustness, others have recently taken 
a more empirical, data-driven approach, learning to detect shadows based on train-
ing images. In monochromatic images, Zhu et al., [23] classify regions based on 
statistics of intensity, gradient, and texture, computed over local neighborhoods, 
and refine shadow labels using a conditional random field (CRF). Cucchiara et al., 
[24] use shadow properties in the HSV color space to distinguish shadows from 
moving objects. These properties show that cast shadows darken the background 
in the luminance component, while the hue and saturation components change 
within certain limits. Prati et al., [25], present two layers taxonomy (algorithm-
based taxonomy). The first layer classification considers whether the decision 
process introduces and exploits uncertainty. 

3 Proposed Methodology 

This section enumerates the various problems and challenges found in t. It is 
worth, noting that a given shadow image may have different phenomena.  
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However, in order to develop a robust shadow restitution methodology which can 
effectively handle shadow images taken under different conditions and of different 
scene types, any shadow extraction algorithm should account for the various types 
of possible phenomena [2]. The researcher applies a multi-stage approach inspired 
by the use of color and gradient information, together with known shadow proper-
ties [15]. In this research, the properties of shadow (spatial, geometrical, photome-
tric, statistical and textural) are analyzed in a scene and prominent features based 
taxonomy is fused with tricolor attenuation model. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The stages of the proposed approach for shadow detection has stated in the 
following five important steps: 

• Apply Tricolor Attenuation Model (TAM) [5, 26] intensity model to identify 
shadows in the input scene. 

• Combining scene adaptive feature selection and successive thresholding to 
improve the detection of shadows [29]. 

• Uses gradient, boundary, edges, smoothness and invariant properties for sha-
dow tracking and accurate shadow refinement [28]. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Schematic Representation of Shadow Detection 
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• Extending the shadow detection to cope with the categories, fuzzy support 
vector machine and hybrid classifier based clustering techniques are applied. 
The shadow map produces a refined shadow [27]. 

• The shadow classification stage segregates hard/soft shadow and um-
bra/penumbra regions with the automatic adaptation of scene knowledge from 
features. 

• Finally, the shadow reduction is done with natural shadow matting or Gra-
dient Similarity patch in-painting approach based on the category of soft or 
dark shadow. 

Unlike other approaches, this multi-stage hybrid method does not make any as-
sumptions about camera location, surface geometries, surface textures, shapes and 
types of shadows, objects and background. In order to enhance the shadow detec-
tion, post processing methods are used. To improve the shadow-free image quali-
ty, several image enhancement techniques such as gamma correction, contrast 
stretching, histogram specification, unsharp masking and smoothness transfer are 
applied [26]. 

4 Performance Evaluation 

Despite researches are going on, still this domain is in infant stage. Extracting and 
restituting shadows in images remains a difficult problem for computer vision and 
artificial intelligence systems, especially from a single image. Therefore, it is hard 
to measure the performance in this task. However, in the area of shadow detection, 
the methodologies used to evaluate object detection and tracking could be bor-
rowed [8]. Recognizing the importance of shadow detection to the computer vi-
sion and video processing communities, a unique shadow detection benchmark 
dataset collected that consists of nearly 7,00,000 natural scenes and 250 set test 
sequences(video) representing different categories.  

In this section, the methodology used to compare the four approaches is pre-
sented. A set of novel quantitative and qualitative metrics has been adopted to 
evaluate the approaches. Research community has recognized this and serious, 
substantive efforts in this area are being reported [28]. In order to systematically 
evaluate various shadow detection, it uses to two important quality measures: 
good detection (low probability to misclassify a shadow point) and good discrimi-
nation (the probability to classify non-shadow points as shadow should be low, i.e. 
low false alarm rate). In addition to the above quantitative metrics, the authors 
also consider the following qualitative measures in our evaluation: robustness to 
noise, flexibility to shadow strength, width and shape, object independence, scene 
independence, computational load, detection of indirect cast shadows and penum-
bra [25], shadow camouflage and movement blur effect, limits the object / shadow 
detection performance. Further feedback of specific task/scene domain knowledge 
improves the performance. 
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This section provides the evaluation of various methodologies using different 
criteria across several categories of scenes. Table 1 specifies the experimental 
environment. The selected properties of benchmark dataset are given in Table 2. 
Normally, performance evaluation analyzes the performance in quantitative and 
qualitative criteria. Table 3 and table 4 explore the qualitative analysis of feature 
based and model based taxonomies. The performance outcomes of different algo-
rithms are evaluated and are presented in Table 5. 

Figures 2, 3, 4, 5 and 6 show the performance comparison of proposed multi-
stage hybrid approach over the-state-of-the techniques. It is observed that, im-
proved accuracy in shadow detection and discrimination rates. Also, the result 
shows reduced false detection rate and improved ROC rate (Higher True Positive 
Rate and Lower False Positive Rate).  Therefore the proposed approach is effec-
tive and efficient. The performance is good comparable with the other proposals. 

Table 1 Experimental Environment 

Natural 
Strategy 

Categories 

Scene Type Indoor, Outdoor 

Surface 

Textures 

Grass, Road, Wall, Floor, Steps, Con-
crete, Sand, Wood, Carpet, Reflective , 
Clothes, Pathway, Flower, Asphalt, 
Bricks and Other Natural Surfaces 

Non  Textures 
Single Color (White, Black, Grey, 

Green, Red, Blue, Yellow, Brown, Pur-
ple, Pink, Orange) 

Noise High, Medium, Low, Very Low,  No Noise 

Object Type 
Human, Trees, Ball, Boat, Cycle, Bike, Car ,Van,  Building, 
Baby, Can, Cat, Cup, Bridge, Bag, Mouse, Street Lamp, 
Beam, Mug, Boy, Wood, Vegetable, Fruit, Flower, Others 

Shadow Direc-
tion 

Horizontal, Vertical, Multiple, Complex 

Shadow Strength Strong, Medium, Weak, Very Weak 

Shadow Size High, Medium, Low, Very Low 

Lighting 
Sunlight, Overcast, Dawn, Dusk, Artificial (Single Light 
Source) 

Surface Orienta-
tions 

Horizontal, Vertical, Sloping 

Timing Morning, Evening, Night 

Weather Sunny, Cloudy, Windy 

Distance Casual, Aerial, Satellite 
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Table 2 Characteristics of Benchmark Dataset  

Sequence 
Types 

Sequence 
Frames Scene Object Shadow 
No Hl S Y B N Cl S S Vi Di F E 

 CVC 
800 12 A O T Lo P L L H Sh Lo M 

 PETS 
795 16 C O V Lo P V V Lo Sh Lo L 

 Hall 
1800 13 A I T M P V V Lo Sh Lo L 

 Lab 
887 14 A I W Lo Po M M H Mi L H 

Caviar
1388  45  D I R M P M M Lo Vr H L 

Note : Hl-Hand –Labeled, B-Background, Vi-Visibility, F- Camouflage, E- Chro-
matic Effect, O-OutDoor, I-InDoor, A- Asphalt, W-White, C- Carpet, R- Reflec-
tive, M- Medium, Po- People/Other, P- People, L-Large, V- Variable, H- High, 
Sh- Single horizontal, Mi- Multiple, Vr- Vertical, T-Texture, P-People, Di-
Direction, Cl-Class, Lo-Low, S-Size, Y-Type, A-320x240,D-384x288,C-720x576. 

 
Input Detection Soft Mask Restitution Result

 

Fig. 2 Hybrid Shadow Restitution Results 
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Table 3 Qualitative evaluation comparison of Feature based Techniques 

Mehods/  
Criteria 

SI OI SID ID PD RN DT CC CS SC ST 

Geometry M L L H M M L L M M M 

Chromacity M H H H L L H L M M M 

Physical M H H M M M M L M M H 

SRTextures M H H M H H H H L M H 

LRTextures H H H M H H L M M H H 

Proposed H H H H H H M H L L L 

Note: SI-Scene Independence, OI-Object Independence, SID-Shadow Independence,  
ID-Illumination Independency, PD-Penumbra Detection, RN-Robustness to Noise, DT-
Detection/Discrimination Trade Off, CC-Computational Complexity, CS-Chromatic Sha-
dows, SC-Shadow Camouflage, ST-Surface Topology, L- Low , M- Medium, and H- High. 

Table 4 Qualitative Evaluation of  Model based Taxonomy 

Methods/ 
Criteria 

SI OI SID ID PD RN DT CC CS SC ST 

SNP H H H H H H L L L L L 

SP L H M M L H H L L M L 
DNM1 H H H H L H H L H H H 
DNM2 M L H H H L H H H H H 

Proposed H H H H H H M H L L L 

Table 5 Qualitative Evaluation of Techniques proposed by significant Authors 

Criteria/Research 
 Approach SI OI SID ID PD RN DT CC CS SC ST 

Horprasert et al., L L L M M M L H H H L 

Stauder et al.,  L L M M M L L M H H L 

Mikic et al.,  L L M M M M M M H H H 

MC Kenna  et al., L L L M M M M M H H H 

Cucchiara et al.,  L M M M M M M M H H L 

Kim  et al., L L L M M L M M H H L 

Yao et al.,  L L M L M M M M L M H 

Siala et al., L M M L M L L M L H L 

Salvador  et al.,  L M M L M L M M H H M 

Nadimi  et al.,  M L M M L M L M L H M 

Tian  et al.,  L M M M L M L M L M H 
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Table 5 (continued) 

Wong  et al., L L M L M M L M L H H 

M-Brisson  et al.,  L L M M L M L H H H M 

Leone et al., L L M L M M L M H H M 

Joshi et al.,      L H M M M M M M L H H 

Finlayson  et al.,  L L L M M M M M L M H 

Sanin  et al.,  H H L L M M M H H H M 

Qin  et al.,  L L L L M M M L L H M 

Chen, Agarawal et al.,  M L M L M M L M L L M 

Al-Najdawi  et al.,  H M M M M H L H H H M 

Amato  et al.,  H H H M H M H M H H H 

Proposed H H H H H H M H L L L 

Table 6 Quantitative Comparison of Decision based Taxonomy 

Data Set  
→ CVC PETS Hallway Lab Caviar 

Para 
meter ↓ 

Dr
% 

Dc
% 

Dr
% 

Dc
% 

Dr
% 

Dc
% 

Dr
% 

Dc
% 

Dr
% 

Dc
% 

SNP 
81.
14 

82.
34 

83.
14 

76.
77 

69.
28 

79.1
20 

84.
03 

92.
35 

76.
93 

87.
46 

SP 
64.
34 

79.
44 

69.
34 

82.
17 

64.
74 

74.9
30 

64.
85 

95.
39 

81.
17 

83.
74 

DNM1 
68.
47 

82.
14 

72.
14 

73.
44 

80.
01 

69.6
6 

76.
26 

89.
87 

69.
25 

75.
89 

DNM2 
74.
76 

87.
44 

87.
43 

80.
11 

85.
41 

82.1
40 

60.
34 

82.
57 

78.
69 

82.
15 

Proposed 
94.
14 

96.
23 

97.
66 

97.
43 

88.
17 

95.3
20 

90.
24 

96.
17 

96.
24 

93.
79 

Table 7 Quantitative Evaluation of Method based Taxonomy  
(Shadow Detection Rate (Dr) and DisCrimination (Dc) rates)  

Data Set → CVC PETS Hallway Lab Caviar 

Parameter  ↓ Dr
% 

Dc 
% 

Dr
% 

Dc 
% 

Dr
% 

Dc 
% 

Dr
% 

Dc 
% 

Dr
% 

Dc 
% 

Geometry 
82.
31 

36.
42 

79.
44 

47.
62 

71.
29 

24.
67 

38.
36 

28.
86 

78.
66 

45.
82 

Chromacity 
87.
62 

75.
91 

90.
52 

32.
12 

93.
76 

85.
93 

98.
76 

61.
00 

60.
14 

56.
59 

Physical 
83.
33 

90.
14 

84.
62 

81.
19 

84.
98 

91.
49 

85.
33 

60.
30 

72.
23 

85.
27 

SR Textures 
96.
43 

81.
12 

85.
73 

59.
46 

99.
81 

83.
35 

93.
62 

71.
10 

87.
36 

89.
47 

Proposed 
94.
14 

96.
23 

97.
66 

97.
43 

88.
17 

95.
32 

90.
24 

96.
17 

96.
24 

93.
79 
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Fig. 6 ROC Curves 

5 Conclusion 

The effectiveness of the proposed method has been validated by the qualitative 
and quantitative measure. The proposed framework achieves the higher recogni-
tion rates over a collection of benchmark datasets. The outcome of the hybrid 
shadow detector is able to properly perform in most possible scenarios with an 
accuracy of 96.4%. The main limitation is due to multi colored light sources, 
which create multiple shadows with multicolored intensity, which would be our 
further direction. Perceptual studies approve the supremacy of the proposal in the 
visually plausible shadow-free scene reconstruction domain. 
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Scrutiny of Nonlinear Adaptive Output 
Feedback Control for Robotic Manipulators 

Davood Mohammadi Souran, Mohammad Hassan Askari,  
Nima Razagh Pour, and Behrooz Razeghi 

1Abstract. In this paper we present a nonlinear adaptive output feedback control 
algorithm. The algorithm is for model reference adaptive control of robotic mani-
pulators. This algorithm uses model signals in the regressor and the linearization 
law and hence, does not require an observer. We show via various simulations that 
this algorithm has a region of convergence. We also show that the region of con-
vergence can be increased if a normalizing factor is used in the adaptation law. 

Keywords: Adaptive control, Nonlinear System, Algorithm, Robotic Manipula-
tors. 

1 Introduction 

The use of adaptive control strategies for robot manipulators is an area that has 
received interest from researchers over the last number of years. When exact 
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knowledge of the robot parameters is unknown, or the dynamics of a manipulator 
may be changing over time due to varying payload masses, an adaptive strategy is 
useful in estimating unknown parameters and modifying the controller to minim-
ize tracking error. In many such adaptive control algorithms (e.g. [1] and [2])  
position, velocity, and sometimes acceleration are required for the control and/or 
adaptation laws. However, while the position of a robot link can be measured 
accurately, measurement of velocity and acceleration tends to result in noisy sig-
nals [3]. In order to overcome the problem of noisy velocity and acceleration mea-
surements, an observer can be used to estimate these values based on position 
measurements only. Not only can such a method help to yield velocity and accele-
ration estimates with less noise than their measured values, but robot manipulator 
setups using this sort of approach need only to be equipped with position sensors. 
This can help to decrease the costs of production. 

Lee and Khalil [4] develop one such method of output feedback adaptive con-
trol using a high-gain observer. This observer is used to estimate position error 
and velocity error, and these estimated values are used in the control and adapta-
tion laws. An acceleration signal is not required for either the control law or  
adaptation law. The advantage of such a high-gain observer is that the error in the 
observed signals tends toward zero quite rapidly, and the system is quick to recov-
er performance similar to that achieved under full-state feedback control. A poten-
tial drawback of this method is that, due to the high gain of the observer, the pres-
ence of noise in the measurements (such as quantization error on digitized position 
measurements) would be amplified many times by the high observer gain. 

In order to overcome difficulties with noise in a high-gain observer, we propose 
an addition to the adaptive controller developed in [1] that involves the use of a 
linear second-order observer to estimate position, velocity, and acceleration sig-
nals. When the Computed Torque Method (CTM) is used to control a non-linear 
robot manipulator, assuming perfect linearization occurs, each link of the closed-
loop system can be modeled as a double integrator. We then use a simple second-
order linear observer constructed based on the dynamics of the double integrator 
to estimate position, velocity, and acceleration from position measurements. The 
observer gains are set large enough that the observer poles are significantly faster 
than the error dynamics of the system, so that the effect of observer error has a 
minimal impact on the control of the system. However, the observer gains must be 
small enough to ensure that the algorithm is still effective in the presence of noise. 
Many adaptive controllers [5]-[6] for robot manipulators have been proposed to 
deal with unknown parameters. However, the use of an adaptive control algorithm 
may lead to a complicated implementation. On the other hand, the robust control-
lers developed in [7]-[8] allow for unstructured time-varying uncertainties but they 
are unable to guarantee asymptotic tracking (even in the absence of disturbances). 

An adaptive output-feedback controller with bounded inputs was put forward 
by Lopez-Araujo et al. [9], achieving global convergence of position errors to 
zero. A proposed solution using a variable structure observer is reported by Ab-
dessameud and Khelfi [10]. Other variations of this controller are proposed by 
Moreno-Valenzuela et al. [11]-[12], who prove local asymptotic stability via  
singular perturbations theory. 
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In this paper, we derive this algorithm and evaluate its region of stability.  The 
paper is organized as follows. Section 2 develops the algorithm and Section 3 
shows the simulations and analyzes the results. Finally, Section 4 concludes the 
paper and discusses future work. 

2 The Algorithms 

Figure 1 illustrates the block diagram for the nonlinear model reference adaptive 
controller using the reference model signals in the regressor of the adaptation law. 
The observer signals are used only in the linearization law. 

 

Fig. 1 Simulation Block Structure of Algorithm 

The equation of the dynamics for a two degree of freedom (DOF) rigid body 
robot, which is illustrated in figure 2 and presented in joint space in figure 3, is 
given with the following equation.  

( ) ( )qqCqqMT  ,+=                            (1) 

 
Fig. 2 Two DOF Robot Manipulator 



534 D.M. Souran et al. 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Simulated Robot in Joint Space 

In Section 2.1, we analyze the performance of this algorithm. In Section 2.2, we 
extend the use of the model signals to the linearization law and we remove the 
observer. Finally, in Section 2.3, we increase the region of convergence of the 
algorithm by adding a normalizing factor to the adaptation law. The algorithms are 
simulated for a two degree of freedom robot. 

2.1 Linear Observer Algorithm 

The model reference transfer function is given by: 
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The miq is the model position for joint i and ciq represents the commanded posi-

tion for joint i. The reference model signals are miq and miq which are filtered 

versions of ciq
. The virtual control law, for each joint i, can be computed by: 
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The next step is to define torques which will be applied to the each joint of the 
robot manipulator. We know that the robot dynamic model is given by equation 
(1) and can be written in linear regression form as, 

( ), ,T Y q q q P=                                    (6) 

In order to achive perfect linearization of the robot nonlinear dynamic model (6), 
the torques applied to the each joint of the robot manipulator should be computed 
according to equation (7). 

( ) ( ),LT M q u C q q= +                                 (7)  

Where u is a virtual control signal given by equation (4), while TL is an output 
from the linearzer. Equation (7) can be written in linear regression from as, 

( ) ˆˆ, ,LT Y q q u P=   where                                                     (8) 
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The last part of the simulation block diagram illustrated in Figure 1 that has to be 
determined is the adaptation law. The adaptation law of algorithm for parameter P 
is given by equation (9). 
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Where ( ζζ T+1 ) is a normalizing factor, ve is virtual error, P̂  is an estimate 

of parameter P , and  
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The  is defined as  

( )uqqIYsW m
T

m ,,)( =ζ                         (10) 

The estimated link position q̂ in equation (8) is calculated using the linear observ-

er. This observer is given by: 
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The acceleration of the robot due to the this torque is determined using the follow-
ing equation:  

[ ]),()(1 qqCTqMq  −= −                           (12) 
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which represents the Coriolis and Centrifugal forces.Finally, the adaptation law is 
defined as follows: 

vmmm etqqqY ))(,,(  =φ                            (13) 
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The term vie represents the virtual error for each joint. If perfect linearization has 

occurred then vie will equal zero and the virtual control signal iu , will equal the 

desired acceleration miq  , for each joint. This adaptation law uses model values  
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only. Since, the simulations of this algorithm show good results we can extend the 
use of the model values further.  Next we analyze what happens if we remove the 

observer. The estimated value, q̂ , used in the linearization law will be replaced by 

the model value, mq . This algorithm is discussed next. 

2.2 No Observer Algorithm 

The model dynamics for the manipulator joints are given by equation (2), (3) and 
the virtual control law is given by equation (5).  Once this control law is calcu-
lated, the torque applied to the robot can be calculated by: 

∧
= PuqqYT mmL ),,( 

 
where                                                (14) 
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The acceleration of the robot due to this torque is determined using equation (12) 
and the adaptation law for the parameters is given by (13).  The simulations indi-
cate that this algorithm also has a region of convergence.  But this region is small 
compared to the algorithm with the observer.  From further analysis of this algo-
rithm, we found that the region of convergence can be increased if a normalizing 
factor is used in the adaptiaton law. This algorithm is discussed next.  

2.3 No Observer Normalized Algorithm 

Equation (2) and (3) give the dynamics for the manipulator joints and the virtual 
control law is given by equation (5). Once this control law is calculated, the torque 
applied to the robot can be calculated by (14). The acceleration of the robot due to 
this torque is determined using equation (12) and the adaptation law for the para-
meters is given by: 
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where 

( )mmmm qqqIYsW  ,,)(=ζ and mv que −= . mW is given by equation (2). 

The simulations of this algorithm clearly show that this algorithm has a bigger 
region of convergence than the non-normalizing algorithm. 
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3 Simulations and Results 

We now show the results of the simulations using these algorithms. The com-
manded position, ciq , for each manipulator joint i, is a sequence of unit steps. The 

period of the unit step sequence is 8 seconds. The amplitude of the unit step se-
quence is varied in the simulations. We consider three simulation cases as follows. 
 

Simulation 1: Parameter initial values: 1,3     
Simulation 2: Parameter initial values: 10,8             
Simulation 3: Parameter initial values: 1,3 
 

In Section 3.1 we look at the linear observer algorithm and in Section 3.2 we look 
at the no observer algorithm. In Section 3.3 we consider the no observer norma-
lized algorithm. Finally in Section 3.4 we summarize the results of other simula-
tions that were tried. 

3.1 Linear Observer Algorithm 

In this algorithm, the model values are used only in the regressor vector. We now 
analyze the region of convergence of the algorithm using Simulation 1, Simulation 
2 and Simulation 3. Figure 4 below shows the trajectory error for Simulation 1. 

 
Fig. 4 Trajectory Error for Simulation 1 

The algorithm converges and the error reduces to zero in about 5 seconds. Next 
we look at Simulation 2. Figure 5 shows the trajectory error for this simulation. 
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Fig. 5 Trajectory Error for Simulation 2: Joint 1( blue) and Joint 2 (Red) 

This algorithm converges for Simulation 2 as well, though the time it takes for 
the error to reduce to zero is now 2 seconds. Next we consider Simulation 3. Fig-
ure 6 shows the graph for the trajector error 

 

 

Fig. 6 Trajectory Error for Simulation 3 
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Simulation 3 for this algorithm converges too. From the above results we can 
conclude that there is some region of convergence for this algorithm. 

3.2 No Observer Algorithm 

In this algorithm, the model values are used not only in the regressor but also in 
the linearization law. Figure 7 below shows Simulation 1. The graph displays the 
trajectory error for the two links. The algorithm converges as the trajectory error is 
reduced to zero. In fact the performance is superior to the previous simulation in 
Figure 4 where an observer was used. 

 

Fig. 7 Trajectory Error for Simulation 1 

Simulation 2 and Simulation 3 for this algorithm diverge. These simulation 
graphs are not shown. The fact that Simulation 1 converged means that there is 
some region of convergence of this algorithm too though the region is quite small 
compared to the linear observer algorithm. We now show that adding the norma-
lizing factor in the adaptation law increases the region of convergence. 

3.3 No Observer Normalized Algorithm 

Figure 8 below shows the trajectory error for Simulation1. The trajectory error 
goes to zero in about 4 seconds and hence, the algorithm converges for this case.  
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Fig. 8 Trajectory Error for Simulation 1 

Next, we consider Simulation 2. Figure 9 shows the trajectory error for this  
simulation.  

 

Fig. 9 Trajectory Error for Simulation 2 
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Again, the algorithm converges and we see that the trajectory error goes to ze-
ro in just about 2 seconds. Now we consider Simulation 3. Figure 10 below shows 
the trajectory error for Simulation 3. 

 

Fig. 10 Trajectory Error for Simulation 3 

By adding the normalizing factor Simulation 2 and Simulation 3 have con-
verged.  Hence, the normalizing factor increased the convergence region. For the 
simulation cases tried, this algorithm that uses only model values and no observer 
now has a region of convergence similar to that of the algorithm that uses a linear 
observer. 

The region of convergence of these three algorithms was further explored by 
trying out various other simulations. Simulations with different initial parameter 
errors and various amplitudes were tried. We summarize these results in the next 
section. 

4 Conclusion 

In this paper we simulated three algorithms for adaptive output feedback control 
of robotic manipulators. We started by using model signals in the regressor and 
found that the algorithm had a good region of convergence. We then extended the 
use of the model signals to the linearization law, removing the observer from the 
algorithm. We noticed that this algorithm also had a region of convergence but 
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this region was small compared to the previous algorithm. We further observed 
that the region of convergence could be increased if we used a normalizing factor. 
We then simulated the three algorithms and presented the results. From various 
simulations we can conclude though the algorithms are not globally stable, they do 
have some region of convergence, which decreases as the input amplitude is in-
creased. The valuable contribution is that we now have an algorithm for nonlinear 
model reference adaptive control that does not require an observer and uses only 
model signals in the regressor. The fact that no observer is required simplifies the 
implementation and the use of model signals in the regressor removes the need of 
any measurement or estimation of the joint velocity and acceleration signals. The 
future work involves determining theoretically the region of convergence and 
proving the stability of this algorithm. 
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Single Channel Speech Enhancement for Mixed 
Non-stationary Noise Environments 

Sachin Singh, Manoj Tripathy, and R.S. Anand 

Abstract. Speech enhancement is very important step for improving quality and 
intelligibility of noisy speech signal. In practical environment more than one noise 
sources are present, hence it is necessary to design a technique/ algorithm that can 
remove mixed noises or more than one noises from single-channel speech signals. 
In this paper, a single channel speech enhancement method is proposed for 
reduction of mixed non-stationary noises. The proposed method is based on 
wavelet packet and ideal binary mask thresholding function for speech 
enhancement. Db10 mother wavelet packet transform is used for decomposition of 
speech signal in three levels. After decomposition of speech signal a binary mask 
threshold function is used to threshold the noisy coefficients from the noisy speech 
signal coefficients. The performance of the proposed wavelet with ideal mask 
method is compared with Wiener, Spectral Subtraction, p-MMSE, log-MMSE, 
Ideal channel selection, Ideal binary mask, hard and soft wavelet thresholding 
function in terms of PESQ, SNR improvement, Cepstral Distance, and frequency 
weighted segmental SNR. The proposed method has shown improved 
performance over conventional speech enhancement methods.  

1 Introduction 

A medium is necessary for communication among humans, if communicating 
medium is highly noisy than it is much difficult to transfer speech. To 
understanding speech, an enhancement technique is required for removing noisy 
environment from noisy speech signal. 
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In previous literature various speech enhancement techniques are given for 
noise reduction [1]. Some are given as spectral subtraction [2], modified spectral 
subtraction [3], Wiener [4], and gain based method like MMSE STSA [5], log-
MMSE [6], p-MMSE [7] etc. All methods give improvements in speech quality 
and not improve intelligibility upto a satisfactory levels.  For improving 
intelligibility and quality both, some Modulation channel selection based methods 
[8-11] are given in literature. Further improvements in speech is also possible by 
using binary mask as a threshold function for removing noisy coefficients and this 
function improve quality and intelligibility both at appropriate levels. Some 
wavelet transform based methods are also given in the literature for speech 
enhancement [12-14].  Adaptive thresholding is much effective in comparison to 
hard and soft threshold function for removing noise from noisy speech signal to 
improve in quality and intelligibility [15].  

In the real environment speech may be distorted by more than one noise source. 
Since most of the time it is not possible to consider only one noise in 
communicated speech or number of noises in speech signal. In this paper, a 
wavelet packet transform with binary mask threshold function is proposed for 
reduction of mixed non-stationary noises from speech signal.  

The remaining paper is organized as follows: Section 2 brief introduction of 
wavelet packet transform. In section 3 a wavelet based on binary mask method is 
proposed for speech enhancement. Results and discussion is given in section 4 and 
finally conclusion is given in section 5.  

2 Noisy Speech Enhancement 

In this paper, a noisy single channel Hindi speech signal is modeled as the sum of 
the clean Hindi speech and two real non-stationary additive background noises. 
This noisy speech is given as: 

)()()()( 21 ndndnclny ++=                                    (1) 

Where, ),(ny )(ncl  and )(nd denote frames of noisy speech, clean speech and 

additive background noises, respectively.  
Wavelet transform is a powerful tool for removing noises from speech signal. 

Hard, soft and adaptive threshold functions are used for thresholding wavelet 
coefficients [15] [16] [17]. The hard thresholding is defined as: 
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The soft thresholding is defined as: 
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Where, Y represents the wavelet coefficients and t, T are threshold limits which 

are given as 
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For decomposition, Db10 mother wavelet packet transform is used upto 3rd levels. 
After getting eight band wavelet packet coefficients, binary mask threshold 
function is used in place of hard and soft thresholding functions. 

3 Proposed Method 

A speech enhancement method is proposed for reduction of mixed non-stationary 
noises from single channel speech that is based on Db10 wavelet packet and 
binary mask. To estimate the clean speech signal from the noisy speech, a Wiener 
gain is multiplied with noisy speech signal in each frame. This Wiener gain 

),( tkG is calculated as in [18]:  
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In this equation, prioriSNR  is the priori SNR, which is calculated by using the 

following equation [18]: 
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Where, Dλ̂  is the background noise variance estimation and smoothing 

constant 98.0=α . The background noise spectrum is estimated by using method 

proposed by Rangachari and Loizou in [18]. The block diagram of the proposed 
method is given in figure 1. The estimated speech spectrum is calculated using 
above eq. 6, 7 in eq. 8. After calculating the estimated spectrum of speech, to 
enhance the quality and intelligibility a binary mask function (eq. 9) is used for 
thresholding the unexpected wavelet coefficients in speech spectrum. Now inverse 
wavelet transform is applied for all eight band wavelet coefficients as given in  
fig. 1. An enhanced speech signal is obtained after inverse wavelet packet 
transform. 

 

 

Fig. 1 Block diagram of the proposed speech enhancement method 

4 Results and Discussion 

For performance evaluation of the proposed method, Hindi language speech 
patterns have been taken from IIIT-H (International Institute of Information 
Technology Hyderabad) Indic speech database [19]. Hindi language speech corpus 
has 1000 clean speech patterns. The noise data base is taken from NOIZEX-92 
database [20] for generating mixed noise patterns for analysis. The clean speech 
patterns of Hindi language have been added with mixed noise patterns. These 
mixed noise patterns are f16 + babble, machinegun + pink, and factory floor + 
white. The original speech patterns were sampled at 16 kHz. 

The performance of the proposed method is compared in terms of parameters 
like PESQ, Cepstral Distance, output SNR, and Fw-SSNR. The values of the 
parameters are given in tables 1-4 for comparative analysis. In table 1 output SNR 
values are given in mixed noise environment for Hindi speech enhancement. The 
output SNR is maximum at +5 dB input SNR in factory floor and white noise 
mixed environment. The maximum improvement is given by proposed wavelet 
with IDBM method. This shows that the maximum quality speech can be 
reconstruct by proposed method. 
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In table 2 Frequency weighted SSNR values are given at various levels of input 
SNR. The higher value shows good improvement in quality of enhanced speech 
and lower values show fewer improvements in quality of speech and more 
remaining noise in the speech. For the given comparative analysis, proposed 
method shows fewer amounts of remaining noises in the enhanced speech signal.  

The PESQ performance measure parameter gives the mean opinion score of the 
estimated speech from noisy speech. The range of PESQ lies from 1 to 4.5 for bad 
to excellent speech quality. In the table 3 PESQ values are given for Hindi speech 
signal in mixed noise environment.  

The minimum CD value gives maximum improvement in estimated speech. in 
the table 4 output CD values are given for all levels of input SNR. The proposed 
method gives minimum value of CD measure parameter in all noise environments. 

SII parameters value give intelligibility of speech pattern. The higher value 
gives more listening quality or intelligibility. These SII values in various mixed 
noises with +5dB input SNR is given in table5 for Hindi speech signals. The range 
of SII is from 0 to 1 scale. Where, 0 is given for not intelligible or not clear 
meaning and near 1 for highest meaningful speech. 

In the table 5 the maximum SII value is given in machinegun + pink mixed 
noise environment at +5 dB input SNR. This maximum value is 0.4442 after 
estimating speech signals from proposed method. The maximum SII value is given 
by wavelet based IDBM proposed method. 

Table 1 Output SNR values  
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Table 2 Frequency weighted SSNR (fw-SSNR) values  

 
 
 

Table 3 PESQ values  
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Table 4 Cepstral Distance measure values  

 

Table 5 Speech Intelligibility Index (SII) values  

 
 

In the fig 2, spectrograms of (a) clean (b) noisy speech at 5dB (c) proposed 
method (d) log-MMSE (e) Wiener (f) Spectral Sub. (g) p-MMSE (h) IDBM (i) 
ICS (j) hard wavelet thresholding (k) Soft in white + factory floor mixed noise 
environment at +5 dB. From spectrograms comparison, it is clear that the wavelet 
based IDBM method gives higher quality and intelligibility. 
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Fig. 2 Shows comparative time-frequency spectrograms of Hindi speech pattern “apke 
hindi pasand karne par khusi hui” 
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Fig. 2 (continued) 

5 Conclusions 

In this paper, a method based on wavelet packet and binary mask threshold 
function is proposed for mixed non-stationary noises reduction. The performance 
comparison has been made with Wiener, Spectral Subtraction, p-MMSE, log-
MMSE, Ideal channel selection, Ideal binary mask, hard and soft wavelet 
thresholding function in terms of PESQ, SNR improvement, Cepstral Distance, 
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and frequency weighted segmental SNR. The SII parameter gives intelligibility 
test values for listening quality measurement. The given binary mask with Db10 
mother wavelet packet transform is more robust to mixed noises for single channel 
Hindi speech patterns. 
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Channel Robust MFCCs for Continuous Speech 
Speaker Recognition 

Sharada Vikram Chougule and Mahesh S. Chavan  

Abstract. Over the years, MFCC (Mel Frequency Cepstral Coefficients), has been 
used as a standard acoustic feature set for speech and speaker recognition. The 
models derived from these features gives optimum performance in terms of recog-
nition of speakers for the same training and testing conditions. But mismatch be-
tween training and testing conditions and type of channel used for creating speaker 
model, drastically drops the performance of speaker recognition system. In this 
experimental research, the performance of MFCCs for closed-set text independent 
speaker recognition is studied under different training and testing conditions. 
Magnitude spectral subtraction is used to estimate magnitude spectrum of clean 
speech from additive noise magnitude. The mel-warped cepstral coefficients are 
then normalized by taking their mean, referred as cepstral mean normalization 
used to reduce the effect of convolution noise created due to change in channel be-
tween training and testing. The performance of this modified MFCCs, have been 
tested using Multi-speaker continuous (Hindi) speech database (By Department of           
Information Technology, Government of India). Use of improved MFCC as com-
pared to conventional MFCC perk up the speaker recognition performance  
drastically. 

Keywords: Text independent speaker recognition, MFCC, magnitude spectral  
subtraction, cepstral mean normalization. 
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1 Introduction 

The largest challenge to use speaker recognition technology is the channel   varia-
bility, which refers to changes in channel effects between enrolment and  succes-
sive recognition (verification/identification).This mismatch between training and 
testing, greatly degrades the performance of automatic speaker recognition sys-
tems (e.g.[1],[2]). The most widely used speech recognition features are the Mel 
Frequency Cepstrum Coefficients (MFCCs), which are also used for speaker rec-
ognition. The wide-spread use of the MFCCs is due to the low complexity of the 
estimation algorithm and their good performance for automatic speech and speak-
er recognition tasks under clean and matched conditions [3],[6]. However, MFCCs 
are easily affected by common frequency localized random  perturbations, to 
which human perception is largely insensitive. MFCC’s lack of robustness in noi-
sy or mismatched conditions have led many researchers to investigate robust va-
riants of MFCCs. Studies in [5] had shown that estimation of both vocal source 
and vocal track related features were extracted by denoising the speech and using 
MFCC with wavelet octave coefficients of residues (WOCOR). Furthermore, dy-
namic cepstral features such as delta and delta-delta cepstral have been shown to 
play an essential role in capturing the transitional characteristics of the speech sig-
nal. So, delta MFCC, delta-delta MFCC, and other related features such as delta 
cepstral energy (DCE) and delta-delta cepstral energy (DDCE) are also has been 
introduced into the speaker recognition systems [7]. Also several acoustic features, 
like MFCC, LPCC, PLP are admired and extensions of these (frequency-
constrained LPCC, LFCC) and new features called PYKFEC [6],[8],[9] are eva-
luated over on the different conditions and measured their respective contribution 
to feature fusion. 

In this work, we design a front-end that is motivated from auditory perception. 
The speech signal is improved by pre-processing, done with the help of speech ac-
tivity detection for detecting speech portion in continuous speech and  also to de-
termine voiced and unvoiced part of the speech. Magnitude spectral  subtraction 
is used to estimate magnitude spectrum of clean speech from noisy speech magni-
tude and cepstral mean normalization to reduce convolution distortion in slowly 
varying channel. 

The organization of this paper is as follows: in Section 2, we provide the theo-
retical background of speech pre-processing. In Section 3, the proposed improved 
feature extraction algorithm using MFCC is presented. In Section 4, the perfor-
mance of the improved features is evaluated under different recording conditions 
in terms of recognition. Conclusions are presented in Section 5. 

2 Speech Pre-processing 

As features related to speech as well as speaker are present in spectral content, it is 
desired to have input speech to the recognition system to be as clean as possible. 
This is especially required for different recording devices and transmission    
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channels. Therefore we have pre-processed the speech using speech activity       
detection and pre-emphasis filtering. The pre-processing of speech before actual 
feature extraction will help to eliminate some part of noise as well as raw speech 
data.  

2.1 Speech Activity Detection (SAD) 

The fundamental problem in many speech and speaker recognition systems is to 
separate our speech signal from non-speech part such as silence and various types 
of noise and disturbances. Speech activity detection is an algorithm used in speech 
processing wherein, the presence or absence of human speech is detected from the 
audio samples. The primary function of it is to provide an indication of speech 
presence in order to facilitate speech processing as well as possibly providing de-
limiters for the beginning and end of a speech segment. As our database for train-
ing and testing consists of continuous speech, there is possibility of voice inactive 
or silence segments. We have used SAD to acquire a speech segment, eliminating 
non-speech part such as silence and noise. Thus it is possible to distinguish speech 
and silence/noise and to get feature vectors better representing true speech  
characteristics.  

The discriminative characteristics of the speech can be extracted in time       
domain, spectral domain or cepstral domain. As signal energy remains the basic of 
the feature vector, we have used Energy-based SAD [14]. Here it assumed that 
speech is louder than silence and background noise. Therefore we can assign high 
energy frames as speech, whereas low energy frames as silence or noise. Speech is 
detected when the energy estimation lies over the threshold. Short-time energy is 
used to distinguish voiced speech and zero-crossing rate is used to distinguish    
unvoiced part. We set two constant thresholds in SAD. If achieve the higher one, 
decide voiced speech. If between the higher threshold and the lower one, calculate 
the zero-crossing rate to decide whether it is unvoiced speech or noise. A problem 
here is obvious: If the input SNR is low (small speech amplitude), after the     
normalization of SAD, it is more likely to decide noise as speech since it has a 
relative large energy. Thus, to choose proper decision thresholds and keep large 
SNR are very important. We get the best by trying and adjusting. 

As shown in figure (1), the combination of energy and zero crossing rate is 
used to distinguish voiced part and unvoiced part of the speech signal. It is        
observed that energy is high for voiced part and low for unvoiced part, whereas 
zero crossing rates are low for voiced part and high for unvoiced part. Thus, a 
burst of energy in a stipulated time is used to recognize a voiced speech whereas 
based on assumption that zero crossing rate of speech and noise are different, it is 
possible to distinguish speech and noise. 
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Fig. 1 Energy and zero-crossing rate of speech signal in speech activity detector 

2.2 Pre-emphasis 

In next step, the speech signal is emphasized using a highpass filter. Speech spec-
trum has more energy at low frequencies compared to high frequencies. This is 
due to nature of glottal pulse. This is called as spectral tilt. Pre-emphasis boosts 
the high-frequency part that was suppressed during the sound production    
mechanism of humans. Moreover, it can also amplify the importance of high-
frequency formants.                         

The speech signal s(n) is sent to a high-pass filter:                   ∗ 1                                             (1)   

where s(n) is the output signal and the value of a is usually between 0.95 and 0.97. 
The z-transform of the filter is:      

                            1 ∗                                                 (2) 

which is an FIR highpass filter. Here we choose a=0.97. 

3 Improved MFCC  

Mel Frequency Cepstral Coefficients (MFCC) is one of the most commonly used 
feature extraction technique used in speech and speaker recognition systems. The 
technique is so-called FFT-based, which means that feature vectors are extracted 
from the frequency spectra of the windowed speech frames. MFCCs can be con-
sidered as: (a) as a filter-bank processing adapted to speech specificities and (b) as 
a modification of the conventional cepstrum, a well known deconvolution  
technique based on homomorphic processing. 

The following section discusses various steps to get channel robust MFCCs. 
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3.1 Framing and Windowing  

Though the speech signal is constantly changing, it is assumed to have quasi-
stationary spectral characteristics over short time interval. Therefore, speech sig-
nal is processed in small chunks called frames. Framing divides the speech  signal 
to get piecewise stationarity. The purpose of windowing is to limit the time inter-
val to be analyzed so that the properties of the waveform do not change  apprecia-
bly. For this, speech is usually segmented in frames of 20 to 30 msec. A typical 
frame overlap is around 30 to 50 % of the frame size. The purpose of the overlap-
ping analysis is that each speech sound of the input sequence would be approxi-
mately centered at some frames. Simply cutting out speech signal into frames is 
equivalent to using rectangular window. But as rectangular window causes discon-
tinuities at the edges of the segments, smooth tapers (like Hamming or Hanning) 
are usually used. Thus each frame is multiplied with a hamming  window in order 
to keep the continuity of the first and the last points in the frame. 

 

Fig. 2 One frame of voiced speech multiplied by Hamming window 

3.2 Spectral Analysis 

Spectral analysis is required to determine the spectral contents of the speech signal 
from a finite time samples obtained through framing and windowing. It gives the 
knowledge of distribution of power over frequency. Short time fourier transform 
(STFT) is a tool most widely used for speech signal analysis. Given the time series 
of speech signal s(n), the STFT at time n is given as: , ∑                               (3) 

where w(n) is the analysis window (of length N), which is assumed to be non-zero 
only in the interval 0 to N-1. The estimated power spectrum contains details of 
spectral shape as well as spectral fine components. Here the length of 
frame/window decides the resolution in time and frequency domain. A short frame 
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width gives high time resolution and low frequency resolution, whereas long 
frame width gives low time resolution but high frequency resolution. A small 
window length (results in wider bandwidth) can capture fast time varying       
components (e.g. in rapid conversational speech), whereas a longer window length 
(narrow bandwidth) gives better information about sinusoidal components (e.g. 
harmonics of formants). Thus, we can say that short time window (approximately 
5-10 msec) will represent vocal fold details (source information) whereas longer 
duration window (approximately 20-30 msec) gives vocal track details (filter  
characteristics) considering source-filter model of human speech production  
mechanism.  

3.3 Spectral Subtraction (SS) 

The magnitude or power estimate obtained with STFT is susceptible to various 
types of additive noise (such as background noise). To compensate for additive 
noise and to restore the magnitude or power spectrum of speech signal, spectral 
subtraction is used. Magnitude of the spectrum over short duration (equal to frame 
length) is obtained eliminating phase information. Here spectrum of noise is    
subtracted from noisy speech spectrum, therefore the name spectral subtraction. 
For this, noise spectrum is estimated and updated over the periods when signal is 
absent and only noise is present [18]. Thus speech signal is enhanced by eliminat-
ing noise. 

In case of additive noise, we may write the noise contaminated speech signal as : 

                                                          (4) 

where  n(i)  is some noise signal. 
In frequency domain (considering linear operation) we can write,   

                                                       (5) 

Assuming n(i) with zero mean and is uncorrelated with x(i), the power spectrum of 
y(i) can be written as: | | | | | |                                         (6)     

Using (6), it is possible to estimate | |  as: | | | | | |                                           (7)  

where | |  is some estimate of noise. 
One way to estimate this noise is to average | |  over the sequence of 

frames known to be non-speech (by using speech activity detection):  
 

                               | | ∑ | |                                                (8) 
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Fig. 3 Effect of Spectral Subtraction on noisy speech signal  

As observed in figure (3), the noisy speech signal (contaminated by background 
noise) processed with magnitude spectral subtraction improves the spectral      
content of the speech signal by removing noise. This helps to extracts the true   
features of the speaker from his/her speech. 

3.4 Mel-scale Bank and Cepstral Analysis 

The mel scale is based on an empirical study of the human perceived pitch or fre-
quency. The scale is divided into the units of “mel” s. The mel scale is generally 
speaking a linear mapping below 1000 Hz and logarithmically spaced above that 
frequency[3], [6]. The mel frequency warping is most conveniently done by utiliz-
ing filter bank with filters centered according to mel frequencies. The width of the 
triangular filters vary according to the mel scale, so that the log total energy in a 
critical band around the centre frequency is included. The result after warping is a 
number of coefficients Y(k): 

            

                                                          9  

Using N point IDFT, the cepstral coefficients are calculated by transforming log 
of the quefrency domain coefficients to the frequency domain as: 

                                 ∑                                  (10) 

which can be simplified, because Y(k) is  real and symmetric about N/2, by       
replacing the exponential by a cosine: 
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                                  ∑ cos                                 (11) 

 
A reliable way of obtaining an estimate of the dominant fundamental frequency 
for long, clean, stationary speech signals is to use the cepstrum.  The cepstrum is a 
Fourier analysis of the logarithmic amplitude spectrum of the signal.  If the log 
amplitude spectrum contains many regularly spaced harmonics, then the Fourier 
analysis of the spectrum will show a peak corresponding to the spacing between 
the harmonics: i.e. the fundamental frequency.   

3.5 Normalization of Cepstral Coefficients 

Cepstral mean normalization (CMN) is an alternate way to high-pass filter  cep-
stral coefficients. In  cepstral mean normalization the mean of the cepstral  vectors 
c(n), is subtracted from the cepstral coefficients of that utterance on a   sentence-
by-sentence basis: 

                    ∑                                         (12) 

Here we try to enhance the characteristics present in speech signal and reduce the 
channel effects on speech signal by computing the mean over finite number of 
frames. To compensate the channel effect, the channel cepstrum can be removed 
by subtraction of the cepstral mean. This temporal mean is a rough estimate of the 
channel response. 

4 Experiments and Results 

The proposed improved MFCC coefficients extracts the features on frame by 
frame basis. We use the standard MFCCs as the baseline features.  Speech        
pre-processing is performed before framing. Each frame is multiplied with a 30 
ms Hamming window, shifted by 20 msec. From the windowed frame, FFT is 
computed, and the magnitude spectrum is subtracted using MMSE (Maximum 
Mean Square Error ) algorithm. These samples are filtered with a bank of 13      
triangular filters spaced linearly on the mel-scale. The log-compressed filter     
outputs are converted into cepstral coefficients by DCT, and the 0th cepstral      
coefficient is ignored.  The cepstral coefficients thus obtained are normalized by 
cepstral mean technique discussed earlier. Further speaker models are generated 
by the LBG/VQ clustering algorithm [16]. The quantization distortion with 
Euclidean distance is used as the matching function. The number of MFCCs and 
model sizes were fixed to 12 and 64, respectively. The effect of the number of 
MFCCs was also studied. Increasing the number of coefficients improved the 
identification accuracy up to 10–15 coefficients, after which the error rates       
stabilized. Therefore, we fixed the number of coefficients to 12. 
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4.1 Database 

Speaker recognition (identification) experiments have been conducted to test the 
performance of the proposed algorithm. For performance evaluation, we have used 
the multi-speaker, continuous (Hindi) speech database generated by TIFR, Mum-
bai (India) and made available by Department of Information Technology, Gov-
ernment of India. The database contains a total of approximately 1000 Hindi sen-
tences, a set of 10 sentences read by each of 100 speakers. These 100 sets of 
sentences were designed such that each set is `phonetically rich' [17]. The speech 
data was simultaneously recorded using two microphones: one good quality, 
close-talking, directional microphone and another desk-mounted Omni-directional 
microphone.  

4.2 Database Set and Performance 

(I) Database Set I- Continuous Speech Hindi Database (100 speakers, 59  
Male and 41 female speakers) 
 

Training Set- Recorded with close-talking, directional microphone      
Testing Set - Recorded with close-talking, directional microphone      

Table 1 Identification Results of Speaker Recognition with baseline MFCC 

Feature  
Extraction 
 Technique 

Training Database Testing Database Result  
(%) 
Identification  

 

Baseline 
MFCC 

Phonetically Rich Phonetically Rich 100  

Baseline 
MFCC 

Phonetically Rich Broad Acoustic 
Class of phonemes 
in different phonet-
ic contexts 

99 

Baseline 
MFCC 

Broad Acoustic Class 
of phonemes in dif-
ferent phonetic con-
texts 

Broad Acoustic 
Class of phonemes 
in different phonet-
ic contexts 

88 

Baseline 
MFCC 

Broad Acoustic Class 
of phonemes in dif-
ferent phonetic con-
texts 

Phonetically Rich 98 
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(II) Dataset-II 
 
Continuous Speech Hindi Database (97 speakers, 59 Male and 38 female) 
Training Set- Recorded with close-talking, directional microphone      
Testing Set - Recorded with desk-mounted Omni-directional microphone 

Table 2 Identification Results of Speaker Recognition with modified MFCCs under 
phonetically rich condition 

Feature 
Extraction  
Technique 

Training 
Database 

Testing 
Database 

Result 
(%) 

Identification 
Baseline MFCC Phonetically 

Rich 
Phonetically 
Rich 

15.46 

Baseline MFCC 
with CMN 

Phonetically 
Rich 

Phonetically 
Rich 

52.57 

Baseline MFCC 
with SS 

Phonetically 
Rich 

Phonetically 
Rich 

60.82 

Baseline MFCC 
with CMN & SS 

Phonetically 
Rich 

Phonetically 
Rich 

88.65 

Table 3 Identification Results of Speaker Recognition with modified MFCCs under 
phonetically mismatched condition 

Feature 
Extraction Tech-
nique 

Training 
Database 

Testing 
Database 

Result 
(%) 

Identification 
Baseline MFCC Phonetically 

Rich 
Broad Acoustic 
class of phonemes 

9.27 

Baseline MFCC 
with CMN 

Phonetically 
Rich 

Broad Acoustic 
class of phonemes 

32.61 

Baseline MFCC 
with SS 

Phonetically 
Rich 

Broad Acoustic 
class of phonemes 

44.33 

Baseline MFCC 
with CMN & SS 

Phonetically 
Rich 

Broad Acoustic 
class of phonemes 

74.22 
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Fig. 4 Comparison of Robustness of MFCCs for Speaker Identification    

5 Conclusion 

In this work, we have evaluated the performance of baseline MFCCs as well as 
modified MFCCs under two different recording conditions, one recorded with close-
talking, directional microphone and other recorded with desk-mounted   Omni-
directional microphone. The baseline MFCC gives optimum recognition perfor-
mance for same training and testing conditions, recorded with close-tracking direc-
tional microphone (clean speech). Whereas the speaker  recognition performance to-
tally fall down (100 % to 15.46 %) under different training and testing conditions, 
which proves that MFCC is very susceptible to mismatched conditions. 

It is observed that, percentage correct identification rate of the system is       
improved by modifying MFCCs with magnitude spectral subtraction and cepstral 
mean normalization. The combination of spectral subtraction and cepstral mean 
normalization compensates the adverse effect of channel mismatch. Modified 
MFCCs improves the performance of speaker recognition system from 15.46 % to 
79.38 % when both training and testing data is phonetically rich and 9.27% to 
74.22 % when under acoustically mismatched training and testing data.             
Experimental results demonstrate the effectiveness and robustness of the modified 
MFCCs as compared to regular MFCCs in different recording conditions. From 
results it is observed that the nature of speech (clean or noisy) and  characteristics 
of speech (phonetical contents) also plays an important role for extracting true 
speaker related features in individual’s speech. 
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Novel Extension of Binary Constraint Method 
for Automated Frequency Assignment: 
Application to Military Battlefield Environment 

Sandeep Kumar, Sanjay Motia, and Kuldeep Singh* 

Abstract. Wireless communication plays an important role in mission plan 
activities of various military and battlefield situations. In each of these situations, 
a frequency assignment problem arises with application specific characteristics. 
This paper presents a novel extension to binary constraint [1] method for 
automation of frequency assignment in battlefield scenarios. The proposed method 
calculates the cost function considering each node of the radio net in battlefield 
equally important. Two cases for calculation of cost function are considered; in 
the first case the average of the signal (from intra radio nodes) and interference 
(from inter radio nodes) is considered whereas in the second case the intra radio 
nodes causing minimum signal and inter radio nodes producing maximum 
interference are taken into consideration for cost calculation. A simulation 
exercise in lab environment has been done for validation of proposed methods by 
creating a battlefield scenario with three radio nets each consisting three-radio 
nodes. 

Keywords: Cost Function, Binary Constraint, Battlefield, Frequency Assignment, 
Radio Nets. 

1 Introduction 

With the deployment of large wireless communication systems to support the 
digitization of the military battlefield, the need to manage the spectrum is 
paramount for their successful operation. Major area of concern is the assignment 
of frequencies, or channels to individual sub- networks within the system [2]. The 
rapid development of wireless communication systems has resulted in a scarcity of 
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the most important resource, the radio spectrum, which if not coordinated and 
carefully preplanned, will have an adverse effect on battlefield situations.  Present 
day military forces may find themselves needing to move rapidly into an area with 
little time for familiarization [3]. Upon arrival, they have to establish the 
communication link quickly so that the necessary and critical information can be 
communicated timely to other units. The manual and conventional methods of 
deployment of communication resources for radio link establishment using 
available communication plan is very cumbersome and time consuming process 
for the troops in tactical battlefield. Usually the communication plan consists of 
predefined usable and unusable frequency list developed based on the experiences 
and personal knowledge of the communication operator [2] and the operator faces 
crunch of usable frequencies or available spectrum every time he plans the 
deployment of communication resources in a new scenario different from the one 
for which the knowledgebase was already developed. Therefore, the effective 
utilization of available spectrum and automation of frequency assignment 
methodology is the need of hour for defense forces. 

This paper is organized as follows: Section 2 presents Literature Survey,  
Section 3 throws light on Military assignment problem and Binary Constraint 
method, Section 4 describes the proposed algorithms, Section 5 gives experimental 
results, and section 6 concludes the paper. 

2 Literature Survey 

The literature on frequency assignment has grown substantially over the years. 
The inspiration for this research has been the widespread implementation of 
wireless networks. Metzger [4] was the first one to publish the research on 
frequency assignment.  Hale [5] extended the idea of Metzger by introducing the 
graph-coloring algorithm in the frequency assignment problems. Another effective 
algorithm named simulated annealing was first published by Metropolis et. al. [6] 
and later his work was extended by Kirkpatrick et. al. [7] who proposed use of the 
simulated annealing approach in optimization of frequency assignment problems. 
The concept of Tabu search algorithm to solve frequency assignment problems 
was introduced by Bouju et.al. [8]. Then ANTS algorithm [9] was proposed to 
solve problems on binary constraint, signal-to-interference and their combinations 
[10]. The idea of minimizing a cost function-using signal-to-interference 
calculations were introduced in [11]. The meta-heuristic algorithms, namely the 
simulated annealing and Tabu search, mainly provide the solution of frequency 
assignment problems for GSM networks. The majority of the published literature 
is concerned with algorithms that use binary constraints. The use of Binary 
Constraint method in solving frequency assignment problems in battlefield 
situations is still an open area for research. Salaril et. Al.[12] Proposed an Ant 
Colony Optimization (ACO) algorithm for the graph coloring problem which  
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conforms to Max-Min Ant System structure and exploits a local search heuristic to 
improve its performance. Wu et. Al.[13] proposed a neural network based 
approach to tackle the frequency assignment problem (FAP) named as stochastic 
competitive Hopfield neural network-efficient genetic algorithm (SCH-EGA) 
approach . Yang et. Al.[14] proposed another hybrid approach named as SCH-
ABC which is combination of stochastic competitive Hopfield neural network 
(SCHNN) and artificial bee colony (ABC) to cope with the frequency assignment 
problem (FAP). Kateros et. Al.[15] have modeled the FAP with a constraint graph 
represented by an interference matrix and also developed an algorithm that uses 
meta-heuristic techniques, in order to obtain possible solutions. They have also 
evaluated three versions of the proposed algorithm i.e. Tabu Search Simulated 
Annealing and Genetic Algorithm for frequency Bands IV/V (UHF). Audhya  et. 
Al.[16] presented a polynomial time approximation algorithm for solving the 
channel assignment problems (CAPs) for cellular networks having non-
homogeneous demands in a 2-band buffering system (where channel interference 
does not extend beyond two cells). 

3 Military Frequency Assignment Problem 

In battlefield situations, the communication network is formed by set of radio nets 
comprising of multiple radio nodes, which covers the large battlefield area. A 
basic radio net has a command station and a number of remote stations. Every 
command station in a radio net communicates on a single frequency with all 
remote nodes within that radio net.  

Figure 1 depicts a typical military battlefield scenario where RA, RB and RC are 
radio nets operating on frequency fA, fB and fC  respectively. A frequency 
assignment problem can be formulated as: 

“Find a unique combination of frequencies assigned to all the radio nets 
considering optimum separation in frequencies and lowest interference 
among the radio nets.” 

The radio nodes have a certain amount of selectivity, allowing them to ignore 
nearby transmitters. Thus, the main requirement is a sufficient frequency 
separation between all radio nets so that the radio nodes of one radio nets should 
not cause interference with the other radio nets.The use of terrestrial battlefield 
communication systems such as radios is dynamic in time and space, which leads 
to frequency assignment problems (FAPs). The military frequency assignment 
problem is different from the cellular networks. In military applications, all the 
radio nodes can act as Transreceiver in half-duplex mode however, in cellular 
networks only one transmitter is taken into account. 
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The total interference at the node receiver from all other transmitters is defined 
as eq. (2)  

   ∑ ;     (2) 

Where N is number of transmitters and  is assumed as per eq. (3) 10 , 0 1, 0 .                    (3) 

Where f is the channel separation between the transmitter and the interfering 
transmitter.  is the attenuation factor for adjacent channel interference having 
integer value. 

Cost function as per eq. (1) and eq. (2) is formulated as  

  ∑          (4) 

Where  is an integer value. 

4 Novel Extension of Binary Constraint Method 

Typical battlefield scenario consists of various radio nets located geographically 
distant apart. Each radio net consists of multiple radio nodes operating on the 
same frequency. While designing the algorithms for solving frequency assignment 
problem in military operations, following considerations are taken: 

1. Every node can act as half-duplex Transreceiver. Each node shall act as 
signal source for intra radio net nodes and shall act as interference source 
for inter radio net nodes. 

2. For military operations, every radio node is equally important hence 
optimum frequency assignment solution should be chosen which is the 
best fit for all the nodes. 

3. Signal to noise ratio from every individual radio node inside a radio net 
for a particular frequency combination should be at least higher than a 
minimum defined threshold. 

4. Transmitting power and receiver sensitivity is same across the radio 
nodes. 
 

Considering above mentioned factors and requirements the traditional binary 
method requires modifications. The authors proposed an extension to binary 
constraint method to suit the battlefield frequency assignment requirements. In 
proposed approach, two scenarios are visualized for calculating cost function.  
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4.1 Average Signal and Interference Scenario 

As per eq. 1 the average signal strength at node of radio net can be defined 
as   

 ∑         (5) 

Where  is the signal strength received from node of that particular radio 
net. 

As per eq. 2 the average interference at node of radio net can be defined 
as   

 ∑ ∑              (6) 

Where  is the Interference caused by from node of radio net. 
Cost at node of radio net can be defined as   

                       (7) 

Now the total cost of a particular frequency combination can be written as  

 ∑ ∑                          (8) 

4.2 Worst Case Scenario 

As per eq. (1) the signal strength is inversely proportional to the distance between 
the two nodes. For worst-case scenario farthest radio node of that net shall be 
taken into consideration for calculating signal strength. min           1,2, … . . 1                       (9) 

For calculating interference in worst-case scenario, the maximum interference 
exhibited by a node in a net shall be considered. 

 ∑ max        1,2, … … .           (10) 

The final cost is calculated as per equation (8) 
A Threshold is applied to cost value calculated on every single node. The cost 

threshold implies that there shall not be any node having individual cost less than 
that threshold value corresponding to a frequency combination. Any frequency 
combination in which some nodes yielding individual cost less than the threshold 
is not considered for assignment. 

5 Simulation Results and Discussion 

For performance testing of algorithm three radio nets each consisting three-radio 
nodes are taken and results are simulated on MALAB 7.0. Battlefield scenario was 
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created for the same configuration in desert areas. Five frequencies are taken 
55.550, 59.750, 64.650, 67.250, 71.025 (MHz) for assignment. Total combinations 
for 5 frequencies and 3 radio nets are 5,3 60. The transmitted power of 
VHF radio is 25 Watt. For the calculations following assumption are taken: 1 , 1 and 2 

Table 1 Distance Matrix 

 A1 A2 A3 B1 B2 B3 C1 C2 C3 
A1 0 11 5 17 19 7 17 15 18 
A2 11 0 10 27 27 18 10 16 15 
A3 5 10 0 18 17 9 12 10 13 
B1 17 27 18 0 8 10 28 21 26 
B2 19 27 17 8 0 13 25 17 21 
B3 7 18 9 10 13 0 21 16 20 
C1 17 10 12 28 25 21 0 9 6 
C2 15 16 10 21 17 16 9 0 5 
C3 18 15 13 26 21 20 6 5 0 

 
Table 1 depicts the distance between various radio nodes across the radio nets. 

Here A1, A2, and A3 are radio nodes of Radio net RA similarly B1, B2, and B3 are 
radio nodes of Radio net RB and C1, C2, and C3 are radio nodes of Radio net RC. 

Table 2 Frequency assignment results 

 RA RB RC 
Average Method 71.025 64.650 55.550 
Worst Case without Threshold 71.025 64.650 55.550 
Worst Case with Threshold= -3.036 dB 55.550 64.650 71.025 
Worst Case with Threshold= -2.868 dB 55.550 67.250 71.025 
Worst Case with Threshold= -2.738 dB 55.550 71.025 64.650 
Worst Case with Threshold= -2.397 dB 71.025 55.550 64.650 

 
Table 2 depicts the suggested frequency results for every radio net. For average 

case frequency with maximum separation are assigned to three radio nets. Four 
different cases for worst-case scenario are taken with different cost thresholds. 
From the table it can be noticed that the frequency assignment vary with threshold 
values. 

Although the simulation results shown here seems promising in lab 
environment, however the authors believes that the proposed method needs 
validation in real-time battlefield environment. There is a tremendous future scope 
in the direction of automation of frequency assignment problems in battlefield 
scenarios. 
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6 Conclusion 

The proposed method shall provide very important aid to military forces for 
automation of frequency assignment. This approach shall be very handy in the 
scenarios where troop movement is very frequent and there is a daily need of new 
frequency assignment for effective communication across the military base. Novel 
modification is incorporated in the traditional binary constraint method for making 
the method more robust and suitable for military environment. Thresholding with 
worst case guarantees operability of every distant node in battlefield. 
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Two Approaches for Mobile Phone Image
Insignia Identification

Nitin Mishra and Sunil Kumar Kopparapu

Abstract. Insignia identification is an important task especially as a self help appli-
cation on mobile phones which can be used in museums. We propose a knowledge
driven rule-based approach and a learning based approach using artificial neural net-
work (ANN) for insignia recognition. Both the approaches are based on a common
set of insignia image segmentation followed by extraction of simple, yet effective
features. The features used are based on one of frugal processing and computing to
suit the mobile computing power. In both the approaches we identify each extracted
segment in the insignia; the correct recognition of the segment followed by post pro-
cessing results in the identification of the insignia. Experimental results show that
both approaches work equally well in terms of recognition accuracy of over 90%
in terms of identification of the segments and 100% in terms of the actual insignia
identification.

1 Introduction

Visit to a museum often requires a guide who can describe the details associated with
an artifact on display. There are problems understanding the artifacts especially if
the visitor is from a different country and speaking a different language. A handy
mobile device that can capture the image of the artifact on display and then show de-
tails of the artifact, in the visitors own language is an usable solution. This does not
only make the experience of the visitor to the museum satisfying, but also provides
him the chance to see in detail the information about what he wants to see rather
than depend on a human guide available at the museum.

Nitin Mishra
TCS Innovation Labs - Delhi, India
e-mail: Mishra.Nitin@TCS.Com

Sunil Kumar Kopparapu
TCS Innovation Labs - Mumbai, India
e-mail: SunilKumar.Kopparapu@TCS.Com

S.M. Thampi, A. Gelbukh, and J. Mukhopadhyay (eds.), Advances in Signal Processing 579
and Intelligent Recognition Systems, Advances in Intelligent Systems and Computing 264,
DOI: 10.1007/978-3-319-04960-1_50, c© Springer International Publishing Switzerland 2014

Mishra.Nitin@TCS.Com
SunilKumar.Kopparapu@TCS.Com


580 N. Mishra and S.K. Kopparapu

There are several mobile applications (for example, [1, 2, 3]) built for giving
detailed information about an insignia, however to the best of our knowledge, there
is no known mobile application that can identify an insignia, in real-time, with the
camera of the phone pointed at an insignia. In this paper, we propose two approaches
to identify insignia with the express intent of making them work in real-time on a
mobile phone with good recognition ability. The proposed scheme is a simple, yet
effective, technique that can identify the insignia (see Figure 1) from the image
captured by the mobile phone camera.

Fig. 1 Swiss insignia images. From left to right and top to bottom. Soldier, Private, Private
First Class, Corporal, Sergeant, Sergeant First Class, Sergeant major, Quartermaster Sergeant,
Chief sergeant major, Warrant Officer, Staff Warrant Officer, Master Warrant Officer, Chief
Warrant Officer, Second Lieutenant, First Lieutenant, Captain, Major, Lieutenant Colonel,
Colonel, Specialist Officer, Brigadier General, Major General, Lieutenant General, General.

It is to be noted that there is a significant variation in the quality of the images
captured using a mobile phone camera. The variation in the image quality is not only
due to use of different camera specifications on different commercially available
mobile phones in terms of ISO, maximum supported resolution, exposure value,
white balance and inbuilt image pre-processing chips but also due to (a) different
external lighting conditions, (b) different light source orientations and (c) different
angles of shoot in x− y− z space (see Figure 2) which makes the task of facilitating
real time and on-device insignia recognition more challenging.
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(a) (b)

(c)

Fig. 2 Degradations in quality of images due to different: (a) External lighting conditions
(Dim, Medium and Bright), (b) Light source orientations (Top, Left and Right) and (c) Angles
of shoot in x−y− z space

The main contribution of this paper is (a) the identification and use of a simple
and effective feature set for on-device insignia identification that can work on a mo-
bile phone captured image and (b) development of a rule-based and a learning based
algorithm for insignia identification. The rest of the paper is organized as follows.
We first describe both the rule-based and the ANN based approach in Section 2 in de-
tail. In Section 3 we compare the performance of the rule-based and learning-based
approach in terms of recognition of insignia for a wide variety of insignia images
captured in different environmental conditions by different mobile phone cameras
and we conclude in Section 4.

2 Insignia Identification

The process of identification of the insignia is performed in three steps, namely,

Step 1: Extraction of different segments in the insignia
Step 2: Assigning labels to each segment
Step 3: Post-processing, namely, associating all the labeled segments (from Step 2)

in an insignia to identify the insignia (one of the 24 shown in Figure 1).

In Step 1, we used a set of some well known image pre-processing (example, [4, 5])
and segmentation techniques (example, [6, 7, 8]), to extract regions of interest in
the insignia images. There are several challenges in extraction of segments from
an image captured by a mobile phone camera resulting in missing known segments
(false negative) and identifying non-existing segments (false alarms) in an insignia



582 N. Mishra and S.K. Kopparapu

image. The emphasis on the extraction of segments is not only based on frugal
computation on a mobile phone platform but also on trying to minimize the false
alarms and false negatives. In Step 2, all the extracted segments from an insignia are
analyzed to extract a set of features. Both rule-based and learning-based (see Figure
3) approaches were used to label all the extracted segment (Step 1) in the insignia. In
Step 3, the labeled segments were analyzed to match one of the 24 insignia images
in Figure 1.

Input Image Preprocessing + Segmentation Feature
Extraction

Feature Set Feedforward
ANN

Se
to

fR
ul

es

Heuristics

Pattern Identification

Post processing

Insignia Identified

Fig. 3 Rule-Based and Learning-Based Approaches

It should be noted that the same sequence of pre-processing steps were adopted
to extract segments from the insignia; the extracted segments were identified using
two different approaches (rule-based and learning-based) to identify the segments;
the identified segments were then post-processed to identify the insignia.

2.1 Pre-processing + Segmentation

The sequence of pre-processing steps1 is depicted in Figure 4. The boundary of in-
signia is marked by identifying the periphery of a trapezoid having longest width
and height. The identified trapezoid is then de-warped into a rectangular image us-
ing a warp perspective transform. The process of cropping extracts the region of
interest. Light intensity correction is taken care through a process of gray-level mor-
phological closing operation and then dividing the resulting image by a median
blurred image. The binarization, morphological dilation and inversion assist in re-
taining regions of interest as continuous unbroken segments. The median filtering
process eliminates small segments which are characterized as salt and pepper noise.
The output of the pre-processing is a binary image which is the input to the feature
extraction module.

1 We tried several pre-processing schemes and choose the one that performed well on mobile
phone images.
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 4 Pre-processing output. (a) Original, (b) Boundary Detected, (c) Dewarp, (d) Crop, (e)
Noise Blur, (f) Light intensity correction and Binarization, (g) Dilate, (h) Invert and Median
Filtering.

2.2 Feature Extraction

The feature extraction process involves extraction of features (mostly low level) as-
sociated with each of the extracted segments. Let the size of the insignia image be
X ,Y . Assume that k segments have been extracted from an insignia image. Then for
each segment {Si}k

i=1 we extract the desired segment features. Consider the segment
S (we drop the subscript for ease of notation), we extract the centroid of the segment
S by computing the mean of all the pixels (px, py) that belong to the S. Let |S| rep-
resent the pixels which correspond to the segment S, then the centroid is computed
as

CS(x,y) = (CS(x),CS(y)) =
1
|S|

(
∑
k∈S

pk
x,∑

k∈S

pk
y

)
The position of the segment S, (PS) is computed based on the location of the CS in
the insignia image as follows,

PS =

⎧⎨⎩
UP if 0 ≤CS(y)≤ Y

3
CENTER if 1

3Y ≤CS(y)≤ 2
3Y

BELOW otherwise
(1)

Similarly, we compute the position feature LS as being IN (side) or OUT (side) the
segment S as follows

LS =

{
IN if CS(x,y) ∈ S

OUT otherwise
(2)

Additionally, we extract the spread of the segment S in both the x and the y
directions as follows,

γxS =

√
∑l∈S (pl

x −CS(x))
2

|S|− 1
, γyS =

√
∑l∈S

(
pl

y −CS(y)
)2

|S|− 1
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and compute the ratio

γS =
γxS

γyS

. (3)

Similarly, we compute the relative size of the segment S, μS as follows

μS =

(
|S|

∑k
j=1 |S j|

)
× 100% (4)

where ∑k
j=1 |S j| represents the sum of all pixels in all the segments {Si}k

i=1 in an
insignia image. Finally, using (1), (2), (3) and (4), each segment S in the insignia
image is represented by the feature vector FS namely,

FS = {P,L,γ,μ} (5)

The feature set FS was normalized for ANN training as,

Cx
′ =

CS(x)
X

Cy
′ =

CS(y)
Y

L′ =
{

1 if CS(x,y) ∈ S
0 otherwise

2.3 Pattern Learning and Identification

A visual inspection of the insignia images shown in Figure 1 reveals that there are
essentially 11 unique patterns as seen in insignia images. These patterns can be
represented by the set P = {/,∩,+,U,V,#,−,=,≈, |,∗} (see Figure 5). Each of the
segment extracted from the insignia image, if identified correctly, should be mapped
to one of the 11 segmental patterns. We use two different approaches (rule-based
and learning-based) to associate the extracted segment to one of the 11 segmental
patterns.

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k)

Fig. 5 The 11 unique patterns that occur in insignia image. P= {/,∩,+,U,V,#,−,=,≈, |,∗}

In the rule-based approach, the feature set extracted from a set of images is used
to manually construct based on heuristics the rule-set base. Algorithm 4.1 shows
the rules that were extracted from the insignia images. While in the case of the
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learning-based approach, the same features, associated with the extracted segments,
were used to train the feedforward error back propagation ANN. It should be noted
that a large set of training data is required for any learning to be effective. We used
the process described in Algorithm 4.2 to generate the training dataset which con-
sisted of 7500 patterns. This training data was used to learn the weights of the feed-
forward ANN using error back-propagation algorithm. Several ANN configurations
and learning rates were experimented and the resulted presented in this paper are for
the 5−21−11 ANN2 configuration (input, hidden and the output layer nodes) with
a learning rate of 0.01.

Each segment was then labeled as one of the 11 patterns. For the rule-based
approach, we used the rule base (Algorithm 4.1) to identify the given segment as
one of the 11 patterns while in case of ANN, the extracted feature set was given as
the input to the trained ANN to get the identified pattern.

Note 1 All the numerical constants appearing in Algorithm 4.1 were heuristically
obtained by observation.

2.4 Post-processing

All the labeled segments corresponding to an insignia image are sequentially orga-
nized by using the centroid feature of each segment. The sequencing is based on
the spatial occurance of the segment, namely, the top left segment would be first in
the sequence while the segment occurring to the right bottom would come last in
the sequence. Post-processing involves the following steps which are based on the
observations, namely,

1. ∩, + and U always appear in same sequence
2. {∩+U} if present, occur together once or not at all
3. * can only co-occur with a | and another *
4. If a * occurs, its count could vary between 1 and 4
5. * can occur only if a | exist to its leftmost and rightmost

Note 2 The post-processing rules enumerated above are based on observation of
the insignia images (see Figure 1) and are data specific.

3 Experimental Results

The original insignia images (see Figure 1) consists of 24 images of resolution
1890× 3071 pixels captured by high resolution digital camera with almost zero
noise, zero x− y, y− z and x− z planar rotations and negligible intensity variations.
The experimental dataset consists of 216 images (24×3×3) captured by three col-
leagues in the lab who were not part of this work. Each of them captured 24 image
using their personal mobile handset cameras in three different resolution namely,

2 Details about Artificial Neural Networks have been omitted because it is well known in
literature.
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low (0.3 MP), medium (3 MP) and high (5 MP) with noise, light variations and
x− y, y− z and x− z planar rotations of their choice.

The test insignia images were first pre-processed to extract segments (as shown
in Figure 4); for each of the segment extracted from the insignia image, features
FS (see 5) was extracted. A pattern (∈ P) was associated with the feature FS using
Algorithm 4.1 for the rule-based approach and by passing the feature set through the
ANN for the learning based approach. We now discuss the experimental results.

We conducted experiments to measure the performance of both the rule-based
and learning-based approaches. In the initial set of experiments, we computed the
segment level accuracy in terms of associating the extracted segment with one of the
11 patterns and in the second set of results, we computed the actual insignia recog-
nition accuracy. The experimental results for the rule-based approach is shown in
Table 1 and the results of the learning-based approach (ANN with best configura-
tion of 5− 21− 11 and learning rate 0.01) is shown in Table 2.

Table 1 Experimental results of the rule-based approach

Segment Level Recognition
With Pattern U (1155) Without Pattern U (761)
Correct Accuracy(%) Correct Accuracy(%)

763 66.06 721 94.74

Insignia Level Recognition (216)
Correct Accuracy(%)

216 100.00

Table 2 Experimental Results for the learning-based approach

Segment Level Recognition
With Pattern U (1155) Without Pattern U (761)

L H Correct Accuracy(%) Correct Accuracy(%)
0.01 21 1128 97.66 753 98.95

Insignia Level Recognition (216)
L H Correct Accuracy(%)

0.01 21 216 100.00

Observation 1. Most of the errors occurred during the recognition of the pattern
U. This is primarily due to the incorrect segmentation of the pattern into smaller
fragments (see Figure 6). For this reason, in all our experimental results, we show
experimental results for segment level recognition with and without pattern U.

It should be noted that though the learning-based approach returns an accuracy
of 97.66% and looks far more promising than the rule-based approach with an ac-
curacy of 66.06% for segment level recognition with pattern U . But as mentioned
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(a) (b)

Fig. 6 Incorrect segmentation of pattern U into smaller fragments. (a) Before segmentation
and (b) After segmentation

in Observation 1, segment level recognition was considered without taking pattern
U into account. Experimental results show that both rule-based and learning-based
approach, is able to work with an accuracy of above 90% in terms of identifica-
tion of the patterns while the recognition of the insignia itself is 100% for both the
approaches.

4 Conclusions

We proposed two different different approaches to insignia identification based on
a common set of features extracted from a segmented image. We focused on low-
level feature extraction to enable computation on the mobile device and established
that the choice of features does not sacrifice the final recognition ability, both at the
segment level and the insignia level. Both the rule-based approach and the learning-
based approach perform well at the insignia level. Clearly the learning-based ap-
proach out performs the rule-based approach (97% compared to 66%). However,
it should be noted that the generation of the rule-base for the rule-based approach
is manual, time consuming and prone to error, while learning-based ANN approach
has the benefit of learning the patterns based on the training data without any manual
support.
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Appendix

Algorithm 4.1: HEURISTICIDENTIFYPATTERNS(FS)

comment: FS = {P,L,γ,μ}
if P = {BELOW}

then

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

if L = {OUT} then z ← {V}
else if L = {IN}

then

⎧⎪⎪⎨⎪⎪⎩
if 0 ≤ γ ≤ 1.57 then z ← {∗}

else if 1.57 ≤ γ ≤ 3.0 then z ←{≈}
else if 3.0 ≤ γ ≤ 6.5 then z ←{=}
else if γ > 6.5 then z ←{−}

else if P = {CENTER}

then

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if L = {IN}

then

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

if 0 ≤ μ ≤ 20 then z ← {+}
else if μ > 20

then

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
if 0 ≤ γ ≤ 0.07 then z ←{|}

else if γ ≤ 1.15 then z ←{/}
else if γ ≤ 1.50 then z ←{#}
else if γ ≤ 3.0 then z ← {≈}
else if γ > 3.0 then z ← {=}

else if L = {OUT}
then

{
if μ ≤ 15% then z ← {U}

else if μ > 15% then z ← {V}
else if P = {UP}

then

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

if L = {IN}
then

{
if μ ≤ 20% then z ← {+}

else if μ > 20% then z ← {≈}
else if L = {OUT}
then

{
if μ ≤ 10% then z ← {∩}

else if μ > 10% then z ← {V}
return (z)
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Algorithm 4.2: ANNTRAININGDATAGENERATE(D)

comment: D={d/,d∩,d+,dU ,dV ,d#,d−,d=,d≈,d|,d∗}
comment: RangeDataset,dS ∈ D={minL′ ,minCx

′ ,minCy
′ ,

minγ ,minμ ,maxL′ ,maxCx
′ ,maxCy

′ ,maxγ ,maxμ ,S}

TrainingData ←{}
for each dS ∈ D

do for i, j,k, l ← 0 to 4

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if (S! = {U})

then

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x ← minL′

y ← minCx
′ + i×

(
maxCx ′−minCx′

4

)
z ← minCy

′ + j×
(

maxCy′−minCy′
4

)
w ← minγ + k×

(
maxγ−minγ

4

)
h ← minμ + l×

(
maxμ−minμ

4

)
TrainingData ← TrainingData
∪{x,y,z,w,h}

else

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x1 ← 0

y ← minCx
′ + i×

(
maxCx′−minCx′

4

)
z ← minCy

′ + j×
(

maxCy′−minCy′
4

)
w ← minγ + k×

(
maxγ−minγ

4

)
h ← minμ + l×

(
maxμ−minμ

4

)
TrainingData← TrainingData
∪{x1,y,z,w,h}

x2 ← 1
TrainingData← TrainingData
∪{x2,y,z,w,h}

return (TrainingData)



Color Image Segmentation Using
Semi-supervised Self-organization
Feature Map

Amiya Halder, Shruti Dalmiya, and Tanmana Sadhu

Abstract. Image segmentation is one of the fundamental steps in digital im-
age processing, and is an essential part of image analysis. This paper presents
an image segmentation of color images by semi-supervised clustering method
based on modal analysis and mutational agglomeration algorithm in combi-
nation with the self-organization feature map (SOM) neural network. The
modal analysis and mutational agglomeration is used for initial segmentation
of the images. Subsequently, the sampled image pixels of the segmented im-
age are used to train the network through SOM. Results are compared with
four different state of the art image segmentation algorithms and are found
to be encouraging for a set of natural images.

Keywords: Clustering, Image segmentation, K-means Algorithm, Modal
analysis, Mutational agglomeration, Neural network, Self-organizing feature
map.

1 Introduction

Image segmentation is the process of division of the image into regions
with similar attributes. Colors are one of the most important distinguishing
features in biological visual systems, used for complex pattern and object
recognition. The segmentation of color images is a recent research as the pres-
ence of color information lends greater complexity as compared to greyscale
images. In problems of pattern recognition for artificial vision, color image
segmentation is a vital requirement.

Every pixel of the color image consists of red (R), green (G) and blue (B)
components, each with varying measures of brightness, hue and saturation.
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Segmentation of a color image promotes greater understanding of the details
represented by it, and is implemented by using different methods such as
histogram thresholding, edge and line oriented segmentation, region grow-
ing, and clustering [1, 2]. Specifically, segmentation of natural color images
without previously acquired information is considered to be a challenging
task.

A ”cluster” is essentially a collection of data values (intensity values) that
share similar characteristics. Clustering methods generally aim to partition
an input data space into ”k” number of regions, based on a similarity or
dissimilarity metric. One of the most popular algorithms used is the K-means
algorithm [3, 4, 5], which uses an iterative cluster analysis technique in which
each data belongs to the cluster with the nearest distance. Here, the number
of clusters k has to be known beforehand, and this constrains it to a maximum
value. Also, optimal clusters may not be obtained.

A solution of the segmentation problem may be obtained by employing the
artificial neural network based self-organizing feature map method described
in [6, 7]. The intensity values of each of the red, green and blue components
of color image are taken as features to be trained by the SOM network. A
number of prototype vectors of the input image are used for training. Seg-
mentation using classification by SOM to group pixels into a priori unknown
number of classes has been stated in [8], whereas the cluster number is pre-
determined using K-means method. However, the drawback of this technique
is that the number of clusters determined by the clustering procedure might
be overestimated. In such a case, some homogeneous regions can be classi-
fied as more than one class, consequently increasing the inter cluster error
measure. To overcome this drawback various methods have been proposed
[9, 10].

Another approach in which the over-segmentation problem has been dealt
with in the clustering process has been proposed in [11]. A thresholding tech-
nique has been employed to eliminate extra clusters by combining two or
more clusters if they are at a distance less than a set threshold. Here, the
determination of the cluster centers is done through SOM, which is depen-
dent on the initial selected parameters for learning and number of iterations.
The method of using an ensemble of SOM networks to implement more reli-
able and robust clustering has been stated in [6]. A major limitation of this
method is that the number of clusters has to be specified before the network
can be trained.

In proposed method, initially determine the preliminary cluster centers by
modal analysis technique. The statistical mode does not take into account
largely anomalous values in a set of data and is thus more representative of
all the cluster data points as compared to the mean, which is used in the K-
means clustering. Mutational agglomeration then combines similar clusters,
thus removing the chances of over or under-clustering problem occurrence.
Finally SOM has been employed as a semi-supervised algorithm in which
unsupervised feature extraction through competitive learning rule has been
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implemented, along with a supervised classification process for clustering
achieved by training of the neural network. Comparison of proposed algorithm
with those of K-means, SOM, a combination of K-means and SOM, and only
modal analysis and mutational agglomeration methods has been done by
means of a validity index, proposed by Turi [12], which provides a measure
of intra- and inter-cluster dependencies.

The paper is organized into seven section. Section 2 addresses the concept
of modal analysis. Section 3 describes the mutational agglomeration. Section
4 provides a brief discussion of Kohonen’s self-organizing feature map neural
network. Section 5 describes the proposed algorithm. Experimental results
are reported in Section 6. Finally, in Section 7, conclusion are drawn.

2 Modal Analysis

Initial cluster centers are determined by modal analysis. Each pixel belongs to
a cluster centroid if it satisfies a predetermined threshold condition; otherwise
it is treated as an independent centroid. The threshold condition is based on
a Euclidean distance measure between the pixel intensity and the centroid
intensity values. Consider any pixel p, the membership to a cluster centroid,
Zi is defined as

Zi = {p : p ∈ ψ(x, y) and |I(Zi)− I(p)| ≤ T } (1)

I(Zi) = Intensity value of ith centroid,
I(p) = Intensity value of the pixel p,
T = Threshold value,
ψ(x, y) = Input image.
Modal analysis is applied once the clusters have been defined after threshold-
ing. Modal value of each cluster is the pixel value with the highest frequency
in the cluster, which replaces its original cluster centroid [10 ].

3 Mutational Agglomeration

Initial cluster groups are formed by modal analysis. Then reduce the initial
cluster groups by mutational agglomeration. Once the set of cluster centers
have been determined, each is converted into its binary equivalent. The two
groups are same if the two centroid’s at least four Most Significant Bits
(MSB) are same, then the two clusters can be merged into one and the
centroid of the new cluster thus formed will be the modal value of all the
pixels belonging to the new group. Equality measure is checked by modulo-
2 (XOR) operation. This iterative process is continued, till the deviation
between previously established groups and new groups formed is least or
negligible. Then the image pixel value can be replaced by the group pixel
value to obtain a segmented image [10 ].
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4 Self-organization Feature Map

Kohonen’s self-organizing feature map network [13, 14] consists of an input
and an output layer. Let z be the dimension of the input space and an input
pattern be denoted by

−→
Ii = [i1, i2, ..iz]. Let synaptic weight vector of an

output neuron j be denoted by
−→
Wj = [wj1, wj2, ..wjz ], j=1,2,... ,l where l is

the total number of neurons in the output layer. If synaptic weight vector−→
Wk of neuron k is the best matched one with input vector

−→
I then the error

(denoted as, ek) is as follows:

ek = arg minj ||−→I −−→
Wj || (2)

The neuron k is then called the wining neuron for the input vector
−→
I .

Let hj,k(n) denote the influence of the wining neuron k to its topological
neighbor j at epoch number n; and similarly, dj,k denote the lateral distance
between wining neuron k and its neighbor j. Now hj,k(n) is defined in such
a way that it attains the maximum value at the wining neuron k for which
dj,k is zero and decreases monotonically with increasing lateral distance dj,k
. A typical choice of hj,k(n) is

hj,k(n) = exp(− d2j,k
2σ2(n)

) (3)

where σ(n) represents the size of the topological neighborhood at epoch n.
The size of the topological neighborhood shrinks with n. The synaptic weight
updating process can be simulated by the following equation:

−→
Wj(n+ 1) =

−→
Wj(n)η(n)hj,k(n)(

−→
I −−→

Wj(n)) (4)

The updating procedure moves the weight vector
−→
Wj towards the input

vector
−→
I . So repeated presentation of training patterns tries to make the

synaptic weight vectors tend to follow the distribution of the input vectors.

5 Proposed Method

In this paper, modal analysis and mutational agglomeration based segmen-
tation in combination with the Kohonen’s neural network based iterative
self-organizing feature map data analysis technique to achieve a more stable
and homogeneous segmentation. The modal analysis technique of assigning
modal values as the preliminary cluster centroids contributes to robustness of
the method by eliminating the influence of highly deviating values in the data
set in their computation. The mode values overcome a major shortcoming of
assigning mean as the cluster centroids. Mutational agglomeration plays an
important role in abolishing cluster redundancy by combining comparable
centroid values. Also, the number of clusters becomes known automatically
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Fig. 1 Self-organizing feature map

for further realization of the lattice of output neurons in SOM. Further, it is
to be noted that the characteristic dimensionality reduction for the color im-
ages is achieved with the application of SOM. In this paper, one-dimensional
self-organizing feature map technique is used, where initialize weight vectors
Wj of jth neuron with random values in the red, green and blue planes are
considered.

Wj(r, g, b) = [wj(r), wj(g), wj(b)] (5)

Where j=1,2,..m,m being the total number of clusters. The input features
are generated corresponding to each pixel of the color components taking the
intensity value of that pixel and its neighboring pixels. Here 2nd order (N2)
neighborhood is considered. So the dimension of the input pattern is nine.

A block diagram of the proposed algorithm is given in Fig.2.

6 Experimental Results

The algorithm has been simulated on MATLAB software using .tif and .jpg
images. A set of input vectors, approximately 30 percent from the image data
set, have been picked randomly. Each input vector taken as a 3×3 neighboring
pixels, for each of the color components, red, green and blue. The threshold
for modal analysis has been taken as 5. The initial learning rate is chosen
to be 0.1. The total number of iterations for the adaptation phase is taken
as 1000 as an optimal value. These values can be varied as suitability of the
clustering.

The results are evaluated with respect to compactness measure as valid-
ity index [12]. The average validity indices (ten simulation) of the proposed
algorithm and other algorithms, have been shown in Fig.5 to facilitate its
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Fig. 2 Block diagram of the proposed algorithm

(a) (b) (c) (d)

(e) (f)

Fig. 3 Segmented image using different techniques:(a)Original image(b) K-
means(c) SOM (d) K-means-SOM (e) Modal analysis and mutational agglomeration
(f) Proposed method

comparative analysis between K-means, SOM, K-means with SOM, and only
modal and mutational Agglomeration methods. The resultant segmented im-
ages of Lena and Peppers by implementation of the above different methods
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(a) (b) (c) (d)

(e) (f)

Fig. 4 Segmented image using different techniques:(a)Original image(b) K-
means(c) SOM (d) K-means-SOM (e) Modal analysis and mutational agglomeration
(f) Proposed method

Fig. 5 Compactness value(VI) obtained using K-means, SOM, K-means-SOM,
MAMA (Modal Analysis and mutational agglomeration) and Proposed method
for eight natural images

have been shown for comparison with proposed method in Fig.3 and Fig.4.
Fig.5 clearly shows that the proposed algorithm gives better validity index
than the other image segmentation algorithms.
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7 Conclusions

This paper presents a new approach for semi-supervised self-organization
feature map based segmentation technique for color image that can success-
fully segment the images. The advantages of the method include no prior
knowledge requirement of the number of clusters for segmentation and rela-
tively simple implementation of semi-supervised learning method for cluster-
ing. Comparison of the experimental results with that of other unsupervised
clustering methods, show that the technique gives satisfactory results when
applied on well known natural images. Moreover results of its use on images
from other fields (MRI, Satellite Images) demonstrate its wide applicability.
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A Review on Localization in Wireless
Sensor Networks

Jeril Kuriakose, Sandeep Joshi, R. Vikram Raju, and Aravind Kilaru

Abstract. Localization is extensively used in Wireless Sensor Networks
(WSNs) to identify the current location of the sensor nodes. A WSN con-
sist of thousands of nodes that make the installation of GPS on each sensor
node expensive and moreover GPS will not provide exact localization results
in an indoor environment. Manually configuring location reference on each
sensor node is also not possible in the case of dense network. This gives rise
to a problem where the sensor nodes must identify its current location with-
out using any special hardware like GPS and without the help of manual
configuration. Localization techniques makes the deployment of WSNs eco-
nomical. Most of the localization techniques are carried out with the help
of anchor node or beacon node, which knows its present location. Based on
the location information provided by the anchor node or beacon node, other
nodes localize themselves. In this paper we present a succinct survey on the
localization techniques used in wireless sensor networks covering its problems
and research gap.

1 Introduction

Wireless sensor devices have a wide range of application in surveillance and
monitoring. Most of the devices or nodes in wireless sensor network are made
up of off-the-shelf materials and deployed in the area of surveillance and mon-
itoring. The responsibility of each sensor node is to identify the changes in its
particular region or area. The changes are like movement of animals, increase
or decrease in temperature or rainfall and these changes are periodically re-
ported to the aggregation point or the central server. The central server or the
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aggregation server identifies the area with the help of the location reference
sent by the sensor node.

Initially during deployment each sensor nodes are given their location refer-
ence. This is done either manually or the sensor nodes automatically calculate
the distance with the help of GPS devices attached to it. Installing a GPS de-
vice or manually calculating the location may not be possible in the context
of large network because of the excessive cost and workforce involved, respec-
tively. To overcome this sensor nodes are made to identify their locations with
the help of neighbouring nodes. This paper focuses on the localization tech-
niques used by the sensor nodes to identify their location. Several researches
are going on in the field of localization to identify the exact location.

The location of the nodes plays a significant role in many areas like routing,
surveillance and monitoring, and military. The sensor nodes must know their
location reference in order to carry-out Location-based routing (LR) [1 -
4]. So as to find out the shortest route, the Location Aided Routing (LAR)
protocol [5 - 7] makes use of the locality reference of the sensor nodes. In some
industries the sensor nodes are used to identify minute changes like pressure,
temperature and gas leak, and in military, robots are used to detect land-
mines, where in both the cases location information plays a key part.

Organization of the paper - Section 2 and 3 covers the concepts and
problems in localization. Section 4 covers the localization techniques. Section
5 and 6 presents the performance, discussion and future events. Section 7
concludes the paper.

2 Concepts and Properties of Localization

In most of the localization techniques, localization is carried out with the
help of neighbouring nodes. Initially few nodes are made available with their
location reference either by manual configuration or using GPS devices. Sev-
eral localization techniques are discussed in this paper. Fig. 1 illustrates the
different techniques or methods used to identify the location of the nodes.

The localization can be classified as known location based localization,
proximity based localization, angle based localization, range and distance
based localization. In fig. 1 the range and distance based localization are
categorized separately, though both are same. For range based localization,
special hardware is required to find out the range, however it is not required
for distance based localization.

2.1 Known Location Based Localization

In this type of localization the sensor nodes know their location in prior.
This is done either by manually configuring or using a GPS [8 - 12] device.
Manual configuration of the sensor node is done with the help of GPS. The
GPS device can be effective where there are no reference nodes available to
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Fig. 1 Overview of localization

Fig. 2 (a) Working of GPS receiver installed in a sensor node. (b) Localization
using triangulation with orientation information.

get localized. The location of the sensor node is calculated with the help of
GPS satellites. A minimum of four satellites are required to calculate the
location of the GPS receiver. Fig. 2a shows the working of GPS receiver.

The distance between the GPS receiver and the GPS satellites are cal-
culated using the time taken for the signal to reach the device. Once the
distances are known, the GPS receiver uses triangulation [24] or trilatera-
tion [29] technique to determine its location. It has a good accuracy with a
standard deviation of 4 to 10 meters.

2.2 Proximity Based Localization

In this type of localization the wireless sensor network is divided into sev-
eral clusters. Each cluster has a cluster head which is equipped with a GPS
device. Using Infrared (IR) or Bluetooth, the nodes find out the nearness or
proximity location. When comparing proximity based localization with range
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based localization, proximity based localization does not suffer fading [30].
Proximity based localization will not be applicable when the power threshold
drops below a threshold value i.e., the range or power (signal strength) of the
central node. Consider two nodes X and Y with a power threshold P1, then
the localization eligibility is calculated as follows: [30]

Qx,y =

{
1, Px,y ≥ P1

0, Px,y < P1

where,
Px,y is the measured received power at node X transmitted by node Y.

2.3 Angle Based Localization

Angle based localization uses the received signals angle or Angle of Arrival
(AoA) [14 - 16] to identify the distance. Angle of Arrival can be defined as
angle between the received signal of an incident wave and some reference
direction [14]. The reference direction is called orientation, which is a fixed
direction and against that the measurement of AoA is carried out. Placing
antenna array on each sensor node is the most common approach. Using
antenna array with orientation can be used to identify the angular sector of
the signal. Once the AoA is determined, triangulation [24] is used to identify
the location co-ordinates. Fig. 2b shows the localization using triangulation
with orientation information.

2.4 Range Based Localization

This localization is carried out based on the range. The range is calculated
using the Received Signal Strength Indicator (RSSI) [17] or Time of Arrival
(ToA) [18, 19] or Time Difference of Arrival (TDoA) [20]. In RSSI based lo-
calization the receiver sends the signal strength with reference to the sender,
and sender calculates the distance based on the signal strength. ToA and
TDoA use timing to calculate the range. Time synchronization is an impor-
tant factor when using ToA and TDoA.

2.5 Distance Based Localization

Distance based localization technique uses hop distance between the sender
and receiver node to identify the location reference. It uses DV-hop
propagation method [21, 22] or DV-distance [22] propagation method for
localization.
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3 Problems in Localization Techniques

There are few limitations encountered during localization. The problems are
listed as follows,

3.1 Known Location Based Localization

The cost of a GPS device is around $500 - $1000, and installing a GPS
for all the nodes is a dense network is not recommended. There are some
situations where the GPS fail to find out the exact location reference such
as in an underground, underwater or indoor environment. A small amount of
accuracy can be reduced due to multipath propagation. Satellite availability
also plays a key role in location estimation.

3.2 Proximity Based Localization

In this type of localization the nodes estimate the proximity location with
the assistance of a central node. Larger the range of central node smaller is
the accuracy. Localization is not achievable when the central server is down.
This technique is an economical one with less accuracy.

3.3 Angle Based Localization

Special antennas are required for Angle based localization. The node that
wants to localize does it with the help of three or more nodes, which have
the special antenna installed in them. The angle measurement error can vary
from 1 ◦ to 25 ◦ as an effect of noise. As angle based localization technique
requires special antenna’s that are expensive, AoA is generally used in Base
Station’s (BS) or cell phone tower’s.

3.4 Range Based localization

Link reliability and noise interference plays a significant role in reducing the
accuracy of range measurements. Other factors like multipath fading and
environmental changes also decrease the accuracy in range measurement.

3.5 Distance Based Localization

In this type of localization the accuracy can be improved only if the network is
dense. For a sparse network the localization accuracy is reduced considerably.
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4 Localization Techniques

The localization techniques can be grouped into two types namely range
based and range free approach. Fig. 3 shows the localization techniques
grouped into different types.

Fig. 3 Categorizing localization techniques

4.1 Range Based Approach

This method uses the range information to calculate the distance between
each node. The localization can be carried out with or without the anchor
nodes.

4.1.1 Using Anchor Nodes

During the deployment of wireless sensor network, few sensor nodes are made
configured with their location reference either manually or using GPS. These
nodes act as the anchor nodes. Other nodes localize themselves with the
support of anchor nodes.

Localization is carried out using the range or angle based techniques dis-
cussed in the previous section. Each sensor node must be equipped with
special hardware to achieve localization. In RSSI based distance measure-
ment, the distance is calculated with respect to the sender’s signal strength.
A node can calculate the distance using the signal strength measurement re-
ceived from the sender. The signal strength gradually decreases as the node
moves away. Fig. 4a shows the typical signal strength or coverage area of a
node.

Next type of localization technique that uses range to identify the distance
is ToA based localization. The nodes that use ToA for localization must be
time synchronized. The transmitted and received time are used by the sender
to calculate the distance. Fig. 5a shows the working of range estimation using
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ToA. The distance between the sender and receiver are calculated as follows:
[19]

dxy =
1

2
[(T x

recv − T x
trans)− (T y

trans − T y
recv)]

where,
dxy is the distance between node X and node Y,
T x
recv is the received power of node X,

T x
trans is the transmitted power of node X,

T y
recv is the received power of node Y,

T y
trans is the transmitted power of node Y.

Fig. 4 (a) Typical signal strength or coverage area of a node. (b) Range estimation
using RSSI.

Fig. 5 (a) Range estimation using ToA. (b) Range estimation using TDoA.

Once the distances are discovered, multilateration or trilateration [29] tech-
nique is implemented to find out the location reference of the node. RF signal
travel at the speed of light, this make the RF propagation to get varied in
indoor environments and gives rise to a high localization overhead. In order
to overcome the RF propagation in indoor environment, in [13], a combina-
tion of RF signals with Ultrasound was proposed. The speed of Ultrasound
is less when compared to the speed of light. Based on the TDoA of the two
signals, the distance is calculated. Fig. 5b shows the working of range es-
timation using TDoA. Another method for locating a node using TDoA is
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done by observing the time for a signal to reach two or more receivers. It is
made sure that all the receiver nodes are time synchronized. The TDoA is
calculated as follows: [23]

τ =
(r2 − r1)

c

where,
τ is the TDoA,
r1&r2 are the range from the transmitter to the two receivers,
c is the speed of propagation.

4.1.2 Without Using Anchor Nodes

A device that has GPS attached need not require a support from anchor nodes
for localization. Triangulation [24] technique is used in GPS to identify the
location of the node. The assistance of satellites are required for finding out
the location of the sensor node that has a GPS device installed.

4.2 Range Free Approach

There are few localization techniques that do not require special hardware for
localization, they compute their distance using on DV hop or DV distance.
The range free approach can be broadly classified into two types as follows:

4.2.1 Using Anchor Nodes

Techniques, namely Probability Grid [21] and Kcdlocation [24] works on DV
based distance localization. In these techniques few nodes act as anchor nodes,
which in turn are used by other nodes for localizing themselves. Ad Hoc Po-
sitioning System (APS) [22] can be used as an extension for GPS and its uses
hop by hop positioning algorithm. In APS few nodes act as the anchor nodes,
based on which other nodes localize using hop by hop positioning technique.
Fig. 6 shows the DV hop localization technique. The average distance for one
hop is the distance between the anchor nodes over the total number of hops
between the anchor nodes. The equation to compute average distance for one
hop is as follows: [22]

Hd =

∑√
(Ai −Aj)

2
+ (Bi −Bj)

2∑
h

where,
Hd is average distance for one hop,∑

h is the total number of hops,
(Ai, Bi)&(Aj , Bj) are the location co-ordinates of the anchor nodes.
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Fig. 6 Hop by hop localization technique

4.2.2 Without Using Anchor Nodes

Convex Position Estimation technique [28] works without an anchor node.
The network is modelled by a central sever giving equations for relating the
distance between the nodes. It uses a good optimization technique to find
out the location of the nodes based on the equations.

5 Performance of Localization Schemes

Table 1 shows the performance comparison of different localization schemes.
Each localization techniques serve different purposes. More the number of
anchor nodes, less the localization error. In a closed environment with more
obstructions, the localization error tends to increase. This can be controlled
by making the network dense.

Table 1 Comparison of localization techniques

Localization
Techniques
used

Accuracy (in
meters)

Limitations

GPS 2 to 15 Indoor localization is not possible in
many cases

Proximity based 1 to 30 Depends on the range of the signal
used

Angle based ap-
proach

1 to 8 Require special antenna

Range based ap-
proach

4 to 10 Require special hardware and time
synchronization

DV based ap-
proach

10 to 20 Accuracy can be improved in a
dense network
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6 Discussion and Future Events

The localization techniques discussed identifies the distance between two
nodes. Only the distance between the anchor node (or the node that knows its
location) and the requesting node (node that needs to find out its location) is
obtained with the help of range and distance based localization techniques.
So, the same method is carried out by the requesting node with three or
more different anchor nodes. Once obtaining three different range’s i.e., from
three different anchor nodes, trilateration or triangulation or multilateration
technique [24, 29] can be used to identify the location reference or loca-
tion coordinate. Among these three techniques, trilateration [29] is generally
preferred. In the present scenario there is a trade-off between localization ac-
curacy and algorithm runtime. The localization techniques discussed here are
based in the consideration of a static network. Monitoring and surveillance
has become painless because of wireless sensor network.

Several researches are being carried out in the field of localization. Few fu-
ture events still remain unaddressed in the 3-D localization, security, mobility
and energy conservation. 2-D scenario is generally used for localization and
there will be a requirement for new localization techniques for 3-D scenario.
As most of the localization techniques require the help of neighbouring nodes
to identify their localization, there must be a surety that the neighbouring
nodes are valid. Localization fails in presence of a mole in the network. Sev-
eral security measures are required to secure the network as well as the sen-
sor node from attacks. Localization can be easily carried out for fixed nodes.
There exist a dire fall in localization accuracy, for mobile sensor nodes. De-
signing an energy efficient localization technique is an essential consideration
for wireless sensor network.

7 Conclusion

There is a considerable rise in the use of wireless sensor network because of
their cost and size. The localization techniques discussed in this paper, help
in reducing the deployment cost of dense wireless sensor networks. Several
techniques with abridged hardware which can identify their current location
has been discussed in this paper along with their key features and drawbacks.
Since a wireless sensor nodes are provided with limited resources there is a
need in designing an intelligent power aware and secure localization approach
in both 2D and 3D scenario.
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