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Abstract. Implementations of cryptographic algorithms are vulnerable
to Side-Channel Analyses extracting information from the device be-
haviour. When such an attack targets the manipulation of several, say d,
intermediate variables then it is said to be a dth-order one. A privileged
way to circumvent this type of attacks is to split any key-dependent vari-
able into n shares, with n > d, and to adapt the internal processing in
order to securely operate on these shares. The latter step is often very
tricky and few schemes have been proposed which address this issue in
a sound way.

At Asiacrypt 2012, Balasch et al. proposed a new scheme based on
the inner-product sharing introduced the same year by Dziembowski and
Faust at TCC. This scheme is the first one to aim at provable security
in two different security models: the continuous bounded-range leakage
model and the dth-order side-channel security model (sometimes called
d-probing model).

In this paper, we contradict the dth-order security claim by exhibiting
some first-order information leakages. Namely, we show that some inter-
mediate variables of the scheme depend on secret information whatever
the number of shares. This result is of importance since this kind of flaw
is considered as a dead-end point when evaluating the practical security
of an implementation. To illustrate the effectiveness of the flaw, we per-
form an information theoretic evaluation of the first-order leakage and
we provide simulation results for a standard side-channel attack against
the scheme.

1 Introduction

In the nineties, Kocher et al. showed in [13,14] that cryptosystems implemented
in embedded devices are vulnerable to a new kind of attacks called Side-Channel
Analysis (SCA for short). These attacks exploit the fact that the device be-
haviour (e.g. its power consumption) depends on the logical values being pro-
cessed, which leaks information about the algorithm secret parameter. Since
Kocher et al.’s original publications, efficient countermeasures have been de-
veloped which essentially consist in implementing the algorithms such that no
intermediate variable depends on both a public value and a guessable part of the
secret. The efforts made by researchers to design efficient countermeasures and
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advanced side-channel attacks gave rise to a new research area and to a huge
number of publications. In particular, the original attack of [14] was refined to
exploit the leakage on several intermediate variables simultaneously [17]. The
so-called higher-order SCA has been widely studied and improved since then,
and its practicality has been demonstrated in several papers [15, 18, 25].

To defeat side-channel attacks, the secret sharing techniques (akamasking) are
today considered as a good way to design effective countermeasures. They can in-
deed be applied to get implementations with a scalable security, parametrized by
the number of shares and some physical properties of the device [5,20]. The core
principle of a masking scheme is to split any sensitive variable occurring in the
computation into several (say n) shares, and to process elementary operations
on them. The scheme must further ensure that each tuple of intermediate results
is independent of any secret-dependent value as long as the tuple size is lower
than some threshold d. The latter property is usually called dth-order security
property. The construction of dth-order secure masking schemes is of great inter-
est for the embedded security community and several works have been published
to deal with this issue in the particular context of block cipher implementations.

Related Works. The first scheme achieving dth-order security for an arbitrary
chosen d has been designed by Ishai, Sahai and Wagner in [11]. The here-called
ISW scheme consists in masking the Boolean representation of an algorithmwhich
is composed of logical operations NOT and AND. Most subsequent schemes fol-
low the same strategy and essentially reduces the problem of defining a masking
scheme for the entire block cipher algorithm to the problem of defining masking
schemes for the internal elementary operations, often the addition and multiplica-
tion over some finite field. The security of the scheme is then proved locally (i.e. for
every elementary operations) in a first place, and then globally by composing se-
cure elementary computations with mask-refreshing steps.

In [23], Rivain and Prouff extend the ISW scheme to efficiently protect an AES
computation. The obtained scheme is based on Boolean masking (i.e. interme-
diate variables are shared using the bitwise addition), and it uses an number of
n = d + 1 shares to achieve the dth-order security property. Subsequent works
have been published to extend and improve this scheme [4, 6, 12]. In a recent pa-
per [20], Prouff and Rivain provide an alternative security proof for these kinds of
Bollean masking schemes. They consider an adversary who is not limited in the
number of intermediate variables that can be observed, but who get some noisy
leakage on every elementary computation of the algorithm.Provided that the noise
amount can be increased (linearly with the masking order d), and that a leak-free
mask-refreshing procedure can be used, the authors show that the overall sensitive
information leakage can be made negligible with respect to the masking order.

An alternative to the above Boolean masking schemes has further been pro-
posed by Genelle et al. [9] to secure an AES computation by mixing additive
and multiplicative sharings, and by involving the ISW scheme to secure the
conversion between one sharing to another.

In [22], Prouff and Roche propose masking schemes for the addition and mul-
tiplication of variables split thanks to Shamir’s secret sharing [24]. The proposed
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schemes are straightforward applications of those in [2] in the context of secure
multi-party computation (MPC for short). The dth-order security property is also
directly deduced from the collusion resistance of the secure MPC schemes. It is
moreover proved that this security is not impacted by the presence of hardware
glitches which are common in CMOS technology [16]. Eventually, the authors
of [22] argue that the algebraic complexity of Shamir’s sharing compared to
the Boolean masking significantly reduces the amount of information leakage.
A counterpart of this masking strength and of the resistance to glitches is that
the complexity of multiplication scheme is O(n3) which is higher than the O(n2)
complexity for the multiplication in ISW-based masking schemes.

Recently, another approach has been followed by Balasch et al.’s [1] to con-
struct a secure higher-order masking scheme. The initial purpose of this scheme
is to benefit the complexity advantage of [23] and the security advantages of [22].
Namely, the proposed addition and multiplication schemes have respective com-
plexities O(n) and O(n2), and enjoy masking strength and resistance to glitches.
For such a purpose, the authors use the inner-product secret sharing (IP-sharing
for short) introduced by Dziembowski and Faust [7] to construct leakage resilient
circuits. The principle of the IP-sharing is to randomly split each intermediate
variable V into n shares Ri and n non-zero shares Li such that

V = (L1 ⊗R1)⊕ (L2 ⊗R2)⊕ · · · ⊕ (Ln ⊗Rn) ,

where ⊕ and ⊗ are respectively the addition and multiplication laws over some
finite field. In both cases, proofs are given for two different security models: the λ-
limited security model (often referred to as the continuous bounded-range leakage
model) for n � 130 (see Section 4 of [1]), and the dth-order security model, with
d = n−1, for any n � 2 (see definitions page 8 of [1]). Those two security proofs
together with the masking strength and the resistance to glitches make Balasch
et al. scheme a valuable alternative to previous higher-order masking schemes.

Our Contribution. In this paper, we contradict the dth-order security claim
made by Balasch et al. for their IP masking scheme. We indeed exhibit a first-
order flaw in the addition and mask-refreshing schemes for any chosen sharing
order n. This result is of importance since this kind of flaw is considered as
a dead-end point when evaluating the practical security of an implementation.
Indeed, a first-order attack is much less influenced by the leakage noise than
higher-order attacks are. To confirm this, we quantify the amount of leaking
information for different signal-to-noise ratios (SNRs) and we present simula-
tions demonstrating the practicality of the exhibited attacks when the SNR is
reasonably small.

2 Inner Product Masking Scheme

Let us first recall the basic principle of IP masking. In the following, Fq will
denote some field of characteristic 2 (i.e. q = 2m for some m � 1), and let ⊕ and
⊗ denote respectively the addition and the multiplication over Fq. The inner
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product between two vectors X = (X1, X2, . . . , Xn) and Y = (Y1, Y2, . . . , Yn)
from F

n
q is denoted by:

〈X,Y 〉 = (X1 ⊗ Y1)⊕ (X2 ⊗ Y2)⊕ · · · ⊕ (Xn ⊗ Yn) .

The principle of the IP masking scheme is to manipulate every sensitive vari-
able V as a sharing composed of 2n elements, namely the coordinates of two
vectors L = (L1, L2, . . . , Ln) and R = (R1, R2, . . . , Rn) such that V = 〈L,R〉.
In order to prevent a direct first-order flaw, the coordinates of L are randomly
drawn from F

∗
q = Fq\{0}.

To perform computation in the masked domain, the authors of [1] define an ad-
dition scheme IPAdd and amultiplication scheme IPMult to securely process those
operations on shared variables.Both schemes are themselves based on two building
blocks: the IPHalfMask and IPRefresh procedures, which are recalled hereafter.1

The IPHalfMask procedure (Algorithm 1) takes a variable V ∈ Fq and a
half sharing L ∈ (F∗

q)
n and it outputs random half sharing R ∈ F

n
q satisfying

V = 〈L,R〉.

Algorithm 1. Half-Masking a variable: (L,R) ← IPHalfMask(V,L)
Input: a variable V ∈ Fq and a vector L of non-zero shares
Output: a sharing R such that V = 〈L,R〉
1. for i = 2 to n do Ri ← rand()

2. R1 ← (V ⊕⊕n
i=2 Li ⊗Ri)⊗ L−1

1

3. return R

Remark 1. As it can be seen in Algorithm 1, the half-sharing R statistically
depends on V . This explains why the security order of the masking is upper
bounded by n (the number of shares Ri). In Section 4, the amount of information
leaking through the manipulation of the shares Ri will be compared to the flaw
exhibited in this paper.

The IPRefresh procedure (Algorithm 2), takes a sharing (L,R) and computes
a new fresh sharing (L′,R′) such that 〈L′,R′〉 = 〈L,R〉.

Algorithm 2. Refresh Vector: (L′,R′) ← IPRefresh(L,R)
Input: a sharing (L,R) of V
Output: New sharing (L′,R′) such that 〈L,R〉 = 〈L′,R′〉
1. L′ ← (randNonZero())n

2. for i = 1 to n do Ai ← Li ⊕ L′
i [A ← L ⊕L′]

3. X ← 〈A,R〉
4. B ← IPHalfMask(X,L′)
5. R′ ← R⊕B

6. return (L′,R′)

1 We do not use the algorithmic presentation from [1] involving two different processors
as it is useless for the analysis of the dth-order security model.
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Remark 2. In Algorithm 2, the Steps (1-2) for generating A does not correspond
to what is described in [1]. We chose this algorithm for simplicity and because
it has no incidence whatsoever on the following.

We now recall the masked addition IPAdd and the masked multiplication
IPMult in the two following algorithms.

Algorithm 3. Masked Addition: (X ,Y ) ← IPAdd((L,R), (K,Q))
Input: Two sharings (L,R) and (K,Q) of V and V ′ respectively
Output: New sharing (X ,Y ) such that 〈X ,Y 〉 = V ⊕ V ′

1. (A,B) ← IPRefresh(K,Q⊕R)

2. (C,D) ← IPRefresh(L⊕K,R)

3. Z ← 〈C,D〉
4. Y ← IPHalfMask(Z,A)

5. X ← A

6. Y ← Y ⊕B

7. return (X ,Y )

Algorithm 4. Masked Multiplication: (X ,Y ) ← IPMult((L,R), (K,Q))
Input: Two sharings (L,R) and (K,Q) of V and V ′ respectively
Output: New sharing (X ,Y ) such that 〈X ,Y 〉 = V ⊗ V ′

1. for i = 0 to n− 1 do

2. for j = 1 to n do

3. Ũi∗n+j ← Li+1 ⊗Kj

4. Ṽi∗n+j ← Ri+1 ⊗Qj

5. end for

6. end for

7. (U ,V ) ← IPRefresh(Ũ , Ṽ )

8. A ← (U1, · · · , Un); C ← (Un+1, · · · , Un2)

9. B ← (V1, · · · , Vn); D ← (Vn+1, · · · , Vn2)

10. Z ← 〈C,D〉
11. Y ← IPHalfMask(Z,A)

12. X ← A

13. Y ← Y ⊕B

14. return (X ,Y )

3 A First-Order Flaw

Balasch et al. claim that their IP masking scheme is secure against any side-
channel attack of order d = n − 1, or equivalently, that any family of n − 1
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intermediate variables is independent of any sensitive variable. We contradict
this claim hereafter by showing that for any fixed parameter n, there always
exists a first-order side-channel attack on the IP masking scheme. To this end, we
exhibit an intermediate variable that is statistically dependent on some sensitive
variable in both the IPRefresh and IPAdd procedures (Algorithms 2 and 3,
Section 2).

3.1 Core Idea of the Attack

For the sake of clarity, we start by developing the core idea of our attack in
the IPRefresh setting. Then, we show that a similar flaw occurs in the IPAdd

scheme.

Flaw in Mask-Refreshing Procedure. The IPRefresh procedure takes an
IP masking (L,R) of V and returns a fresh masking (L′,R′) of it. The first
steps of the procedure generate a random vector A ∈ F

n
q whose coordinates are

all different from the corresponding ones in L (as Ai = Li ⊕ L′
i and L′

i �= 0 for
every i). The next steps compute X = 〈A,R〉 that is X = 〈L ⊕ L′,R〉 where
L and L′ are mutually independent and both uniformly distributed over (F∗

q)
n.

The first-order flaw exhibited in this paper comes from the manipulation of
this variable X . Indeed, we will prove in the following sections that this variable
statistically depends on V , which implies that its manipulation leaks information
on V contrary to what is claimed in [1]. Our dependency proof will consist in
showing that the probability mass functions (pmf) Pr[X | V = v] differ according
to v. Thanks to the following lemma, the study of the latter functions is reduced
to the study of a simpler function fn.

Lemma 1. Let L, L′ and R be three mutually independent random variables
such that L and L′ are uniformly distributed over (F∗

q)
n and R is uniformly

distributed over F
n
q . Let X and V respectively denote the result of the inner

products 〈L ⊕ L′,R〉 and 〈L,R〉. Then, for any (x, v) ∈ F
2
q, the probability

Pr[X = x | V = v] satisfies:

Pr[X = x | V = v] =
fn(v, x⊕ v)

Pr[V = v]
, (1)

where fn is defined for every (a, b) ∈ F
2
q by:

fn(a, b) = Pr[〈L,R〉 = a ∧ 〈L′,R〉 = b] . (2)

Proof. By definition of a conditional probability, we have:

Pr[X = x | V = v] =
Pr[V = v ∧X = x]

Pr[V = v]
=

Pr[V = v ∧X ⊕ V = x⊕ v]

Pr[V = v]
.

Then, from Pr[V = v ∧ X ⊕ V = x ⊕ v] = Pr[〈L,R〉 = v ∧ 〈L′,R〉 = x ⊕ v] =
fn(v, x⊕ v) we get (1). �
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Flaw in the Addition Procedure. The IPAdd procedure is subject to a
similar flaw that IPRefresh. Indeed at Step 3 of Algorithm 3, a variable Z =
〈C,D〉 = 〈L ⊕K,R〉 is computed, where L and K are mutually independent
and both uniformly distributed over (F∗

q)
n. Therefore, Lemma 1 applies directly

(just by replacing the notation L′ by K) and we get:

Pr[Z = z | V = v] =
fn(v, z ⊕ v)

Pr[V = v]
. (3)

Hence, for the addition procedure, proving that Z leaks information on V reduces
to prove that fn is not constant with respect to v ∈ Fq (as for IPRefresh).

The purpose of the next section is to study the function fn defined in Lemma 1
and to explicit its expression. In Section 3.3 those expressions will be evaluated
to quantify the information flaw.

3.2 Study of fn

The study of fn developed in this section is recursive. First, in Lemma 2, we
give an explicit expression for f1. Then, in Lemma 3, we exhibit a recursive
relationship for fn. Both lemmas are eventually involved to provide an explicit
expression of fn (Theorem 1).

Lemma 2. The function f1 satisfies

f1(a, b) =

⎧
⎨

⎩

1
q if (a, b) = (0, 0)

0 if (a, b) ∈ ({0} × F
∗
q) ∪ (F∗

q × {0})
1

q(q−1) if (a, b) ∈ F
∗
q × F

∗
q

Proof. When n equals 1, vectors A and B are respectively reduced to a single
coordinate A1 and B1. Since those coordinates are non-zero by definition, f1
satisfies:

f1(0, 0) = Pr[A1 ⊗R1 = 0 ∧B1 ⊗R1 = 0] = Pr[R1 = 0] =
1

q
.

Moreover, for any a �= 0, we have

f1(a, 0) = Pr[R1 = a⊗A−1
1 ∧R1 = 0] = 0 ,

which, by symmetry of fn, also implies f1(0, b) = 0 for any b �= 0.
Eventually, the law of total probability together with the mutual independence
between A1, B1 and R1, imply

f1(a, b) =
∑

a1∈F∗
q

Pr[A1 = a1]× Pr[R1 = a⊗ a−1
1 ∧B1 ⊗R1 = b] ,
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which gives for a �= 0 and b �= 0:

f1(a, b) =
∑

a1∈F∗
q

Pr[A1 = a1]× Pr[R1 = a⊗ a−1
1 ∧B1 = b⊗ a−1 ⊗ a1]

=
1

q(q − 1)
.

�
Lemma 3. For every n � 1, there exist real values f00

n , f01
n and f11

n such that

fn(a, b) =

⎧
⎨

⎩

f00
n if (a, b) = (0, 0)
f01
n if (a, b) ∈ ({0} × F

∗
q) ∪ (F∗

q × {0})
f11
n if (a, b) ∈ F

∗
q × F

∗
q

.

Moreover, we have

f00
n+1 =

1

q
f00
n +

q − 1

q
f11
n ,

f01
n+1 =

2

q
f01
n +

q − 2

q
f11
n ,

f11
n+1 =

1

q(q − 1)
f00
n +

2(q − 2)

q(q − 1)
f01
n +

(q − 1) + (q − 2)2

q(q − 1)
f11
n .

Proof. The first statement is true for n = 1 by Lemma 2. It is then implied
by recurrence from the second statement. Therefore, we only need to show the
latter statement.

For every n > 1, the total probability law implies

fn+1(a, b) =
∑

(a0,b0)∈F2
q

fn(a⊕ a0, b⊕ b0)f1(a0, b0) . (4)

1. For (a, b) = (0, 0), the terms in the sum in (4) equal T (a0, b0) =
fn(a0, b0)f1(a0, b0). Moreover, by Lemma 2, the latter product satisfies:

T (a0, b0) =

⎧
⎨

⎩

1
q fn(0, 0) if (a0, b0) = (0, 0)

0 if (a0, b0) ∈ ({0} × F
∗
q) ∪ (F∗

q × {0})
1

q(q−1)fn(a0, b0) if (a0, b0) ∈ F
∗
q × F

∗
q

.

We deduce

fn+1(a, b) =
1

q
f00
n + (q − 1)2

1

q(q − 1)
f11
n . (5)

2. For (a, b) ∈ {0} × F
∗
q , the terms in the sum in (4) equal T (a0, b0) =

fn(a0, b⊕b0)f1(a0, b0). Moreover, by Lemma 2, the latter product satisfies:

T (a0, b0) =

⎧
⎪⎪⎨

⎪⎪⎩

1
q fn(0, b) if (a0, b0) = (0, 0)

0 if (a0, b0) ∈ ({0} × F
∗
q) ∪ (F∗

q × {0})
1

q(q−1)fn(a0, 0) if (a0, b0) ∈ F
∗
q × {b}

1
q(q−1)fn(a0, b0) if (a0, b0) ∈ F

∗
q × (F∗

q\{b})
.
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We deduce

fn+1(a, b) =
1

q
f01
n +(q− 1)

1

q(q − 1)
f01
n +(q− 1)(q− 2)

1

q(q − 1)
f11
n . (6)

For (a, b) ∈ F
∗
q × {0}, we have the same equality by symmetry of the

function fn+1S.

3. For (a, b) ∈ F
∗
q ×F

∗
q, the terms in the sum in (4) equal T (a0, b0) = fn(a⊕

a0, b⊕ b0)f1(a0, b0). Moreover, by Lemma 2, the latter product satisfies:

T (a0, b0) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

1
q
fn(a, b) if (a0, b0) = (0, 0)

1
q(q−1)

fn(0, 0) if (a0, b0) = (a, b)

0 if (a0, b0) ∈ ({0} × F
∗
q) ∪ (F∗

q × {0})
1

q(q−1)
fn(a⊕ a0, 0) if (a0, b0) ∈ (F∗

q\{a})× {b}
1

q(q−1)
fn(0, b⊕ b0) if (a0, b0) ∈ {a} × (F∗

q\{b})
1

q(q−1)
fn(a⊕ a0, b⊕ b0) if (a0, b0) ∈ (F∗

q\{a})× (F∗
q\{b})

.

We deduce

fn+1(a, b) =
1

q
f11
n +

1

q(q − 1)
f00
n + 2

(
(q − 2)

1

q(q − 1)
f01
n

)

+ (q − 2)2
1

q(q − 1)
f11
n . (7)

Equations (5), (6) and (7) directly yield to the second statement. �

Theorem 1. For every n � 1 we have

fn(a, b) =

⎧
⎪⎨

⎪⎩

1
q2 + 1

q2(q−1)n−2 if (a, b) = (0, 0)
1
q2 − 1

q2(q−1)n−1 if (a, b) ∈ ({0} × F
∗
q) ∪ (F∗

q × {0})
1
q2 + 1

q2(q−1)n if (a, b) ∈ F
∗
q × F

∗
q

Proof. From Lemma 3, we have

⎛

⎝
f00
n+1

f01
n+1

f11
n+1

⎞

⎠ =

⎛

⎜
⎝

1
q 0 q−1

q

0 2
q

q−2
q

1
q(q−1)

2(q−2)
q(q−1)

(q−1)+(q−2)2

q(q−1)

⎞

⎟
⎠ ·

⎛

⎝
f00
n

f01
n

f11
n

⎞

⎠ ,

that is ⎛

⎝
f00
n+1

f01
n+1

f11
n+1

⎞

⎠ = P ·
⎛

⎝
1 0 0
0 0 0
0 0 1

q−1

⎞

⎠ · P−1 ·
⎛

⎝
f00
n

f01
n

f11
n

⎞

⎠ , (8)

where P is the eigenvectors matrix defined by:

P =

⎛

⎝
1 1− q q2 − 2q + 1
1 1

2 (2− q) 1− q
1 1 1

⎞

⎠ .
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After recursively applying (8), we can express (f00
n , f01

n , f11
n ) with respect to

(f00
1 , f01

1 , f11
1 ) as

⎛

⎝
f00
n

f01
n

f11
n

⎞

⎠ = P ·
⎛

⎝
1 0 0
0 0 0
0 0 1

(q−1)n−1

⎞

⎠ · P−1 ·
⎛

⎝
f00
1

f01
1

f11
1

⎞

⎠

Finally, Lemma 2 implies (f00
1 , f01

1 , f11
1 ) =

(
1
q , 0,

1
q(q−1)

)
, which together with

the above equation yields to the theorem statement. �

3.3 Exhibiting the Flaws in IPRefresh and IPAdd Procedures

Due to Lemma 1 and Theorem 1, and given that Pr[V = v] equals 1
q , we get:

Pr[X = x | V = v] =

{
1
q + 1

q(q−1)n−2 if x = 0
1
q − 1

q(q−1)n−1 if x �= 0
(9)

for v = 0, and

Pr[X = x | V = v] =

{
1
q − 1

q(q−1)n−1 if x = v
1
q + 1

q(q−1)n if x �= v
, (10)

otherwise. Hence, when the sensitive variable V equals 0, then the intermediate
variable X manipulated in IPRefresh is more likely to equal 0 than another
value in Fq. On the other hand, when V equals a non-zero value v �= 0, then X
is more likely to be any value of Fq but v. Although the bias is exponentially
small in n, for small values of n it may induce a significant information leakage
(see Section 4).

For the reasons given in Section 3.1, Equations (9) and (10) also stand for the
dependency of Z and V in IPAdd. The manipulation of Z hence leaks information
on V and Pr[Z = z | V = v] satisfies (9) and (10).

Remark 3. The flaw in IPMult seems less informative than in IPRefresh and
IPAdd. Indeed except for the IPRefresh call, we did not find any flaw in the
actual algorithm. Moreover the IPRefresh procedure is called on a sharing of di-
mension n2. Hence, even for small values of n, the observed bias quickly becomes
very small.

4 Information Theoretic Evaluation of the Flaw

We have seen in Section 3.3 that Balasch et al.’s proposal possesses a first-
order flaw whatever the masking dimension n of their scheme. To complete
our study, we conduct hereafter an information theoretic evaluation of the flaw
exhibited in (9) and (10), following the same outlines as the security analyses
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in [8, 10, 22, 25]. Moreover, the quantity of sensitive information leakage due to
the flaw is compared with the amount of intrinsic information leakage from the
manipulation of the right-half sharing R.

To quantify the amount of leaking information, we model the relationship
between the physical leakage and the manipulated variables as follows. Each
tuple of variables (I1, I2, · · · , It) is associated with a tuple of leakages L =
(L1,L2, · · · ,Lt) s.t. Lj = HW(Ij)+Nj , where HW denotes the Hamming weight
function and Nj denotes an independent Gaussian variable with mean 0 and
standard deviation σ. We use the notation L ←↩ (I1, I2, · · · , It) to refer to this
association. To compare the information revealed by the flaw and that inher-
ently revealed by the leakage on the right-half sharing (see Remark 1 in Section
2), we computed the mutual information2 I(V ;L) between the sensitive variable
V = 〈L,R〉 and the leakage L in the following situations where we recall that
X equals 〈L⊕L′,R〉 (see Section 3.1):

right-half leakage for n = 2: L ←↩ R = (R1, R2) , (11)

right-half leakage for n = 3: L ←↩ R = (R1, R2, R3) , (12)

first-order flaw for n = 2: L ←↩ X , (13)

first-order flaw for n = 3: L ←↩ X . (14)

Figure 1 summarizes the information theoretic evaluation for each leakage
(11) to (14). It can be observed that for each sharing dimension n ∈ {2, 3},
there exists a threshold for σ up to which the first-order flaw becomes more
informative than the overall right-half leakage. For instance, for n = 2, this gap
value is σ ≈ 2. This observation is in accordance with the soundness of the dth-
order security notion: a security at a greater order implies a smaller asymptotic
leakage (with respect to an increasing noise).

5 Attack Simulations

To study the difficulty of exploiting the sensitive information leakage exhibited in
Figure 1, we compared the effectiveness of a classical Correlation Power Analysis
(CPA for short) against the flaw with that of a second-order CPA targeting the
half IP-Masking R (which, according to Remark 1, leaks sensitive information).

The target variable V in our attack was defined as the output of the s-box of
the light-weight block cipher PRESENT [3], and hence V , R1, R2 and X were
defined as elements of F16. The leakages on these values were simulated in the
Hamming weight model with Gaussian Noise, as in (11) and (13), for different
noise standard deviations σ ∈ [0, 4.5]. For each key hypothesis, the predictions
were computed with the optimal prediction function defined in [21] (with the
Hamming weight as model function). The results of our attack simulations are
reported in Figure 2.

2 As shown in [25], the number of measurements required to achieve a given success-
rate in a maximum likelihood attack is related to the mutual information evaluation
and it roughly equals c × I(V ;L)−1, where c is a constant related to the chosen
success-rate and the leakage model.
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It may be observed that the attack efficiencies are close when the standard
deviation of the noise is lower than 2 (less than 75000 measurements), which
corresponds to the crossing point of the mutual information traces in Figure 1.
After this threshold, the difference between the slops of the two efficiency traces
quickly increases. Eventually, for σ = 4.5, the second-order CPA against the
right-half IP masking fails, even with 1 million measurements, whereas the first-
order CPA against the flaw succeeds with around 300 000 measurements. This
clearly illustrates the importance of the exhibited flaw. We also emphasize that
the resynchronization of leakage traces and the detection of points of interest
usually make higher-order attacks much more difficult to mount in practice than
first-order ones. This further increases the practical insecurity resulting from a
first-order leakage compared to a higher-order leakage.
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