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Alberto Adrego Pinto

I first met Alberto Pinto when he was taking a master’s course at the University of
Warwick. He was very enthusiastic about the subject of my lectures that were about
the boundary between order and chaos in dynamical systems, particularly those, like
period doubling, that could be analysed using renormalisation. He worked with me
on his master’s thesis that studied the work of Feigenbaum and Sullivan on scaling
functions, and he went on to a PhD on the universality features of other classes of
maps that form the boundary between order and chaos.

During this time he met a number of leaders in dynamical systems, notably
Dennis Sullivan and Mauricio Peixoto, and this had a great impact on his career.
As a result he and his collaborators have made many important contributions to
the study of the fine-scale structure of dynamical systems, and this has appeared
in leading journals and in his book Fine Structures of Hyperbolic Diffeomorphisms
co-authored with Flávio Ferreira and myself.

I would like to pick out his important work with Welington de Melo. While
doing postdoc with Dennis Sullivan at the Graduate Center at City University of
New York he met Edson de Faria and through Mauricio Peixoto he got in contact
with Welington de Melo. With de Melo he proved the rigidity of smooth unimodal
maps in the boundary between chaos and order extending the work of McMullen.
Furthermore, de Faria, de Melo and he proved the conjecture raised in 1978 in the
work of Feigenbaum and Coullet-Tresser which characterises the period-doubling
boundary between chaos and order for unimodal maps. This appeared in the Annals
of Mathematics and was based in particular on the previous works of Sandy Davie,
Dennis Sullivan, Curtis McMullen and Mikhail Lyubich.

Since then Alberto has branched out into more applied areas. He has contributed
across a remarkably broad area of science including optics, game theory and
mathematical economics, finance, immunology, epidemiology, and climate and
energy. In these applied areas he has published widely and edited two books.

With Michel Benaim he founded the Journal of Dynamics and Games of the
American Institute of Mathematical Sciences (AIMS) and they are the editors
in chief. He has also increasingly taken on important administrative tasks. For
example, he is currently the President of International Center for Mathematics
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(CIM), Portugal and has started the CIM Mathematical Sciences Series to be
published by Springer-Verlag.

I was very lucky to have had Alberto as a student and I have greatly enjoyed
collaborating with him. He is a deep thinker and extremely focused and determined
and working with him has been always fun.

Coventry, United Kingdom David Rand
December 2013
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tive water allocations, including water rights vs. water trading. He also introduced
the damage control model to assess pesticides productivity and a framework to
consider existing policies in designed new regulations.

His work provided empirical evidence of the gains associated with adoption
of Genetic modified varieties, and he introduced a clearinghouse for intellectual
property to enable development of technologies for the poor. He was among
the first to identify the trade-offs between food and the fuel associated with
introduction of biofuels and developed quantitative methods to assess the economic
and environmental impacts of biofuel. David also made a major contribution to the
economics of payment for ecosystem services, adoption, and risk.
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papers in refereed journals. David received his B. A. in Economics and Statistics at
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CDFA. He served as Department Chair from 1994 to 1999 and was on the boards of
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Preface

The aim of the project of this book “Modeling, Dynamics, Optimization and
Bioeconomics I” is the exploration of emerging and current cutting-edge theories
and methods of modeling, optimization, dynamics and bioeconomy. The theories
and techniques presented here originated from dynamics, statistics, control theory,
computer science and informatics and are applied to novel and innovative real-world
applications. During the past decades, the use of dynamic systems, control theory,
computing, data mining, machine learning and simulation has gained the attention
of numerous researchers from all over the world. Smart or intelligent algorithms are
often called heuristics and model-free. They are usually less firm in mathematical
rigor but liberated from the strictness of calculus in order to integrate nature-
inspired and, especially, bio-inspired approaches to solve hard problems efficiently.
Herewith, these intelligent algorithms have evolved in parallel with the development
of model-based, mathematical models.

Admirable scientific projects using both model-free and model-based methods
coevolved today at research centers and are introduced in conferences around the
world, yielding new scientific advances and contributing to the solution of important
real-world problems. One important area of progress is the bioeconomy—where
advances in life sciences are used to produce new products in a sustainable and clean
manner. In this book, scientists from all over the world share their latest insights and
important results in the field.

We are very thankful to the editors, Alberto Adrego Pinto and David Zilberman,
for having given these experts the opportunity and honor of publishing their
contributions. We express our gratitude to them for having prepared a premium work
of a remarkable scientific and social value!

Ankara, Turkey Gerhard-Wilhelm Weber
December 2013
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Chapter 1
Dynamic Management of Fossil Fuel, Biofuel,
and Solar Energy

Scott Kaplan, Charles Séguin, Karl W. Steininger, and David Zilberman

1.1 Introduction

Cheap energy has been key to the modern economy. The use of electricity and the
internal combustion engine have been crucial for current patterns of civilization, and
reduction in availability or increases in the cost of energy have serious consequences
for current activities of society. Concerns about climate change, depletion of fossil
fuel, and exchange rates are causing societies to transition from fossil to renewable
fuel. The transition is challenging both in terms of modeling and policy design.
There is an emerging portfolio of alternative technologies, but the extent and order
in which they will be introduced is uncertain and presents a major challenge. While
there are many renewable technologies that present alternatives to fossil fuel, we
will concentrate on two here, biofuel and solar energy, and try to develop basic
economic understanding of the forces that lead to a transition to them. Our approach
will be to move from a simple modeling effort to a more complex one in order
to understand some of the considerations that affect the process of technological
transition in energy.

S. Kaplan • D. Zilberman (�)
Department of Agricultural and Resource Economics at the University of California, Berkeley,
CA, USA
e-mail: scottkaplan@berkeley.edu; zilber11@berkeley.edu

C. Séguin
Department of Economics, University of Quebec in Montreal (UQAM), Montreal, QC, Canada
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K.W. Steininger
Department of Economics and Wegener Center for Climate and Global Change, University of
Graz, Graz, Austria
e-mail: karl.steininger@uni-graz.at
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2 S. Kaplan et al.

1.2 The Model

We consider a model where there is demand for energy, derived from the benefit
from energy consumption denoted by B.t; Yt / where t represents the time period
and Yt the energy consumption in period t . We assume that @B

@Yt
> 0 and @2B

@Y 2t
<

0 (i.e. the function is increasing in and has decreasing marginal utility of energy
use). We will assume that benefit is increasing over time because of increases in
income and population growth, and declines over time because of technological
change that includes increases in energy use efficiency. If the population growth and
income effects are greater than the energy use efficiency effect, then @B

@t
> 0, but

if the energy use efficiency effect is dominant, then @B
@t
< 0. Energy is generated

from many sources, including fossil fuels and several renewable alternatives. Let
xit denote the output of fuel i at time t where i D 0 denotes the fossil fuel source
and i D 1; : : : I renewable fuel sources.

Let ˇi be the energy conversion efficiency of fuel i . Let Yt D PI
iD1 ˇixit be the

total energy consumed at time t . Because the fossil fuel is a nonrenewable resource,
let St be the stock of the fossil fuel energy source at time t . The equation of motion
of St is

PSt D @S

@t
D �x0t : (1.1)

Namely, the stock of the fossil fuel is decreasing with the level of extraction in
each period. We can add complexity to the analysis by considering the effect of new
discoveries, which we have not done here.

Each energy source has short-term production costs. In the case of fossil fuel,
the variable production costs depend on reserves, and are likely to increase as
reserves decline. In the case of renewables, the variable production cost declines
with investment in the technology. The variable cost of x0t at time t is c0.x0t ; St /,
where @c0

@x0t
> 0 and @2c0

@x20t
> 0 and @c0

@St
< 0. Namely, the marginal cost of fossil fuel

is increasing with use but declining with stock size.
The variable cost of the renewable fuels declines with a stock of knowledge,

which for the i th renewable fuel we denote by Rit . It tends to increase with
investment in the technology, denoted by Iit in period t , and declines through
depreciation. The equation of motion of Rit is:

PRit D @R

@t
D h.Iit /� ıRit ; (1.2)

where h.Iit / denotes the new knowledge associated with investment in R&D, where
@h
@Iit

> 0 and @2h

@I 2it
< 0, and ı is the depreciation of knowledge. The variable cost of

the i th renewable fuel is ci .xit ; Rit / with @ci
@xit

> 0, @
2ci
@x2it

> 0 and @ci
@Rit

< 0.
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All fuels contribute to a stock pollution (greenhouse gas) level, which at time t
is denoted by Zt . The equation of motion of this stock pollution is:

PZt D @Z

@t
D

IX

iD0
'ixit � !Zt ; (1.3)

where 'i is the level of emission per unit of fuel i , and assuming that '0 D 1

and 'i > 'iC1, namely a renewable fuel with a higher indicator i generates less
pollution per unit fuel. For example, i D 1 may be biofuel and i D 2 solar energy.
! represents the depreciation of the greenhouse gas stock in each period.

The environmental cost associated with energy use in general depends on the
stock of pollution, and can be denoted by E.Zt / where @E

@Zt
> 0, @2E

@Z2t
> 0. The

social optimization problem can thus be built in the following form:

Z 1

tD1
e�rt

"

B.Yt ; t/ � c0.x0t ; St / �
IX

iD1
ci .xit ; Rit / �

IX

iD1
Iit � E.Zt /

#

@t: (1.4)

Subject to:

(1) PSt D @S
@t

D �x0t ,
(2) PRt D @R

@t
D h.Iit / � ıRit ,

(3) PZt D @Z
@t

D P
. i D 0/I'ixit � !Zt ,

given S0t ,R0t , andZ0 when r is the discount rate. This problem can be solved using
the maximum principle.

Let Ht be the temporal Hamiltonian at time t , and for simplicity, inserting Yt DPI
iD1 ˇixit it becomes:

Ht D
max

xit ; Iit ; St ; Rit ; Zt ; �t ; �i t; �t

("

B

 
IX

iD1
ˇixit ; t

!

� c0.x0t ; St /

�
IX

iD1
ci .xit ; Rit / �

IX

iD1
Iit � E.Zt /

#

� �tx0t C
IX

iD1
�it .hi .Iit / � ıiRit /

��t
"

IX

iD0
'ixit � !Zt

#)

(1.5)

Where �t is the dynamic shadow price of pollution, i.e. the extra cost of reducing
the stock of the nonrenewable fuel at period t , �it is the shadow price of knowledge
to improve productivity of renewable fuel i , and �t is the dynamic shadow price of
the stock of pollution. The maximum principle will be used to identify the first order
conditions for this problem. The first order conditions are derived and analyzed from
condition (1.6) to condition (1.14):
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@Ht

@x0t
D @B.Yt ; t/

@Yt
ˇ0 � @c0.x0t ; St /

@x0t
� �t � �t'0 D 0: (1.6)

Condition (1.6) states that the socially optimal level of fossil fuel use at time t is
where the marginal benefit of fossil fuel (which corresponds to the marginal benefit
of energy @B.Yt ;t /

@Yt
, which is also the price under competition), times the energy

efficiency of fossil fuel ˇ0, is equal to the sum of the marginal cost of producing
fossil fuel, denoted by MCX0t D @c0.x0t ;St /

@x0t
, plus the shadow price of the energy

stock �t plus the marginal social cost of the pollution generated by the fossil fuel
�t'0 (which is the product of its pollution intensity '0 times the shadow price of the
pollution stock).

@Ht

@xit
D @B.Yt ; t/

@Yt
ˇi � @ci .xit ; St /

@xit
� �t � �t'i D 0: (1.7)

Condition (1.7) states that the socially optimal use level of the i th renewable fuel at
time t is where the marginal benefit of this fuel @B.Yt ;t /

@Yt
is equal to the sum of the

marginal cost producing of producing the fuel denoted by MCXit D @ci .xit ;St /

@xit
plus

the marginal social cost of the pollution generated by the fossil fuel �t'i .

@Ht

@Iit
D �1C �it

@.hi .Iit //

@Iit
D 0: (1.8)

Condition (1.8) states that the socially optimal investment in the stock of knowledge
to enhance the productivity of the i th renewable fuel at time t is where the marginal
benefit of this investment, �it

@.hi .Ii t //

@Iit
(the marginal value of stock of knowledge

times the marginal productivity of investment creating knowledge), is equal to the
marginal cost of investment, which is one.

In addition to the above FOCs with respect to the control variables, the dynamic
optimality conditions consist of the equations of motions of the stocks given
by Eqs. (1.1)–(1.3) above. The equations of motion of the costate variables are
presented below. They are based on the maximum principle, and the rate of change
in the shadow price of the fossil fuel is derived from:

@Ht

@St
D �P�t C r�t : (1.9)

Since @Ht
@St

D � @c0.x0t ;St /

@St
, condition (1.9) implies:

P�t D r�t C @c0.x0t ; St /

@St
: (1.10)

Condition (1.10) suggests that under socially optimal pricing of the fossil fuel stock,
the increase in value associated with holding a resource stock an extra period of
time at time t , denoted P�t , is equal to the interest cost of holding the resource an
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extra period, r�t , minus the marginal cost reduction of mining because of increased

stock
�
� @c0.x0t ;St /

@St

�
. The change in the dynamic shadow price of the knowledge for

producing the i th renewable is derived from:

@Ht

@Rit
D � P�it C r�it ıi : (1.11)

Since @Ht
@Rit

D � @ci .xit ;Rit /

@Rit
� �it , condition (1.11) implies:

P�it D .r � ıi /�it C @ci .xit ; Rit /

@Rit
: (1.12)

Condition (1.12) suggests that the socially optimal marginal change in value of
the stock of knowledge for producing the i th renewable is equal to the interest
cost minus depreciation of holding the asset .r � ıi /�i t an extra period minus the
marginal cost reduction of producing the renewable fuel because of increased stock�
� @ci .xit ;Rit /

@Rit

�
. The rate of change of the dynamic shadow price of the pollution is

derived from:

@Ht

@Zt
D P�t � r�t : (1.13)

Since @Ht
@Zt

D � @E.Zt /

@Zt
� �t!, condition (1.13) implies:

P�t D �t .r � !/ � @E.Zt /

@Zt
: (1.14)

Condition (1.14) suggests that under the optimal allocation, the marginal value of a
one period delay in introducing a unit of pollution stock is equal to the interest cost
minus depreciation of the delay, �t .r �!/, minus the marginal pollution cost (saved
by the delay), E.@Zt /

@Zt
.

We assume that the functions are well behaved1 so that a solution to the social
optimization exists. We will not analyze the dynamic properties of the solution but
instead its implications.

1.2.1 Policy Implications

Let us start by assuming that production is undertaken by competitive industries
with many small energy producers that are producing different fuel. The price of

1Benefit function is concave in energy and the cost functions are convex.
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energy to consumers at time t is denoted by Pt where:

Pt D @B.Yt ; t/

@Yt
: (1.15)

The consumer price for the i th fuel is Ptˇi . However the producer’s calculus
is affected by various policy interventions suggested by the optimality conditions.
Since a competitive economy will not yield the social optimum, there is an
externality problem (pollution) and a public good problem (both lack of investment
in the knowledge generation and because R&D requires some basic knowledge that
has public good properties).

The tax rate on fuels will evolve over time. Since different fuels have different
levels of pollution intensity, the pollution tax per unit of energy at time t is 'i�t .
Thus fuel with lower energy intensity will pay a lower tax. For example, in the case
of solar energy, when the concern is GHG emissions the tax may be close to zero;
the highest tax is for fossil fuel, and biofuels will have different tax rates based on
their GHG emissions. For example, corn ethanol in the US generated about 80 %
and sugarcane about 30 % of the GHG emissions of gasoline, so the tax rate should
be designed accordingly.2

The model did not consider the decline in the GHG emissions of various fuels,
but this has been the case for biofuels where learning by doing and research has led
to reduced costs and emissions per unit of energy [19], and has also been the case to
an even larger degree for photovoltaics (PV) [14]. Thus, even if the GHG emission
price (�t ) increases over time, the tax on renewables that go through improvement
resulting in lower pollution intensity may decline. On the other hand, a higher
pollution tax and resorting to the use of dirtier fossil fuels (tar sands) may lead
to increases in the tax per unit of fossil fuel over time. The growing gap between the
pollution tax on fossil fuels and biofuel over time is likely to drive the adoption of
the latter and lead to more intensive use.

The increase in the use of fossil fuel will also depend on technological change,
and the model suggests policies to enhance investment that will provide a foundation
for this change. The optimal investment levels are given by the model at each period
for each fossil fuel (the optimal Iit ’s). The reality is that R&D is a joint public
and private venture,3 and design of a technology strategy is a complex challenge
beyond the scope of this paper. The analysis suggests that we have the ability to
quantify knowledge generated by research and production as well as understand the
relationship between investment and knowledge generation. The optimal outcome
would have been obtained by paying �it per unit of knowledge about producing
renewable i at time t . Indeed, start-ups are valued for their intellectual property,

2Exact numbers are subject to debate—not to mention the controversy around indirect land use
[34]. The numbers here are used for illustrative purposes.
3See the analysis on technology transfer from public to private institutions in Heiman et al. [15].
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and researchers in both the private and public sector are compensated based on their
discoveries.

In the case of the fossil fuel, there is a need for another possible intervention.
If the fossil fuel is extracted by competitive producers from a common aquifer, no
one producer will have the incentive to consider the future, so a central planner may
be needed to impose an extra tax, �t , per unit of fossil fuel. Thus, for the fossil
fuel sector the equilibrium condition occurs where Ptˇ0 D MCX0t C �t C �t'0,
and for the renewable fuel sectors the equilibrium conditions occur where Ptˇi D
MCXit C �t'i .

Baumol and Oates [2] emphasized that optimal environmental policies under
certainty can be achieved using both prices and quantities. The main difference
between policies that attain the optimal resource allocation is the distributional
implications. In principle, instead of using taxes, the government can tell all
producers of fossil and renewable fuel how much they can produce. It can also
determine the total quantity of each fuel and allocate tradable permits, and profit-
maximizing firms will reach the optimal outcome of how much to produce. Indeed
there is a growing tendency to rely on tradable permits, perhaps because they are
preferred by producers when the permits are given to the industry and because the
government can designate a maximum level of pollution.

The assumption of a common pool resource used to derive the shadow price of
the fossil fuel energy stock is also unrealistic. Mining and oil companies (public
or private) own their resource stocks (or have a long term lease) and thus have
their own dynamic calculus based on their reserves, time preferences, etc. Thus,
they may have their own (implicit) shadow prices of the resource stocks that affect
their level of extraction, and as a result regulation of the stock by a shadow price
may not be needed or the formulas for intervention may need to take into account
that we do not have a perfect common pool problem in the extraction of fossil
fuels. However, the reality of the energy sector is much more complex, and requires
nuanced interventions, taking into account political feasibility considerations that
can be guided qualitatively by the model we present in the previous section. The
energy sector is also not monolithic, and it can be divided into two important sub-
sectors, power and transportation, which will be discussed in detail in the next
section.

The two main generic problems that challenge the implementation of the policy
recommended by the model are:

1. The lack of a global authority that has the power to impose policies addressing
global externalities. The main externality from the power sector is GHG
emissions, and policies tax fuels based on carbon content per unit of energy over
time in order to incentivize the transition to renewable fuel that emits less GHGs.
However, the formulas presented here suggest principles to establish a carbon
tax or to determine quotas of GHG generation for different renewable fuels.
The question remains: who can impose these policies globally? International
agreements like the Kyoto Protocol may provide a base for cooperation among
nations to meet certain standards, but agreements like this are voluntary and have
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limited impact. Many of the actions are taken by national governments in an
uncoordinated fashion, and as the perils of climate change become clearer over
time, coordination and cooperation are more likely to increase. As mentioned
earlier, one of the challenges in environmental policy is not the aggregate action
taken, but the distributional effect of policy decisions, which is a major problem
in enacting new policies. Nevertheless, there are policies aiming to curtail fossil
fuel use and move towards subsidizing the production of renewables in a way
that is related to their respective GHG emissions per unit of energy use. For
example, policies include the Renewable Fuel Standard (RFS), which provides
preferential treatment to cleaner ethanol produced from sugarcane or second
generation crops, or the Low Carbon Fuel Standard (LCFS) that sets an upper
bound on the carbon content of fuels, implicitly taxing fossil fuel and subsidizing
clean renewable fuels. These policies are implemented on a piecemeal basis that
may reduce their effectiveness and provide perverse incentives to shuffle more
polluting fuels to regions that have lighter regulatory standards. There are a
significant number of subsidization programs for solar energy, and one way to
assess the program is the implicit price of carbon that they imply. Frondel et al.
[12] use this approach to critically review the subsidization of solar energy in
Germany. In addition to subsidies for clean energy sources, there is a significant
amount of investment in R&D to develop alternative fuels [30].

2. Noncompetitive behavior in different energy sectors. The oil sector is dominated
by OPEC, which is referred to by Hochman et al. [17] as a “cartel of nations”
rather than of firms. They document the large wedge between the high export
price compared to the low domestic price among the various OPEC nations,
and suggest that this difference is designed to maximize revenue from the
export market while sharing the welfare gain from oil consumers domestically
between consumers and producers. Hochman et al. [17] further assume OPEC
takes other producers of fossil fuel energy as well as producers of renewable
energy sources as given.4 While the monopolistic behavior of OPEC reduces
consumption in importing countries compared to outcomes under competitive
behavior, the reluctance of OPEC countries to impose incentives to reduce GHG
emissions also leads to increased use of fossil fuel. There are deviations from
the competitive model both in the transportation and power sectors that may
reflect political economic situations and the recognition that energy is a necessity
good. Thus, power and transportation for the poor are being subsidized [13]. In
richer countries or in countries that may be concerned about balance of trade
issues, energy may be taxed to reduce foreign exchange losses (which may
occur due to an increase in imports relative to exports) or to provide a source of
revenue for governments. Another factor not considered in the analysis thus far is
conservation. Governments may provide incentives for energy conservation that
will reduce demand, and indeed incentives are a crucial element in any strategy
attempting to address the GHG challenge, but they are not included in this

4The non-OPEC suppliers are treated by OPEC as a competitive fringe in a leading firm model.
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analysis for simplicity. While our use of the competitive model is a benchmark
that deviates from reality, it is useful in that forces that lead to changes in
energy use under these models will also lead to significant changes under more
complex institutional arrangements. However, to better understand the dynamics
of alternative forms of energy, the power and transportation sectors are looked at
separately in more detail in the following sections.

1.2.1.1 Analyzing the Different Energy Applications

While the model we have presented is generic, the energy sector can produce several
distinct products. It is useful to distinguish between two types of output: energy for
electric power and energy for other uses. Energy for power is generated from many
sources that are converted by a power plant to electricity and is sent through the
electric grid to final users. Energy for other uses consists of wood, liquid fuels, dung,
or gas and has to be transported to the location of use. One important sub-category
in energy for other uses is energy for transportation. In both cases, energy is the
intermediate input in a production process whether it be a household production
process [3] or industrial production process, and the final use of the energy depends
on the location and time of consumption. Thus, one of the main challenges of the
energy system is transporting energy from the source of origin to its final use. The
transportation of fuel throughout the production process can be quite complex. For
example, in the case of electric power from coal, coal is moving from a mine to a
power plant, but after converted to electricity it moves through a grid. With solar
energy, large-scale photovoltaics (PV) provide an intermediate source to harness
the sun’s power and feed the energy straight into the grid. In the case of liquid fuel,
there may be multiple stages of transportation: from the well to the refinery and the
refinery to the gas station. When the fuel is used for transportation, it will move with
the vehicle while being consumed.

There is a large literature on spatial modeling that addresses issues of transporta-
tion strategies and location [21, 29], water conveyance and application systems [6],
and a recent literature on optimal design of PV [14]. These bodies of literature
develop frameworks establishing that the efficient price of a product, like power,
should reflect the cost of generation, the cost of conveyance, the cost of storage,
and the externality cost. The same should apply to different sources of energy for
different applications. Thus, one can expand the generic model presented in the
first section of this paper to add a spatial and storage element, which is beyond the
scope of this paper, but we discuss how spatial and storage considerations affect
the relative performance of fossil fuel, renewable biofuel, and solar power. This
is especially important because there is some substitution between these energy
sources [5].
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Table 1.1 Fuel types and
their applications

Type of fuel Power sector Transportation sector

Fossil fuel Coal and natural gas Oil and natural gas
Biofuel Biomass Ethanol and biodiesel
Solar Photovoltaic Batteries

1.2.1.2 Assigning Different Fuels for Different Energy Applications

It is useful to distinguish between types of energy and their applications, and for
simplicity we will distinguish between two applications: power (electricity) and
transportation. Because of space limitations, we do not address other energy applica-
tions, such as heating. There is some overlap between power and transportation since
electric power is a source of energy for a growing amount of transportation services.
However, the principles we establish in our discussion of power and transportation
also apply to other uses of energy. For simplicity, we only consider three types of
fuels: fossil fuel, biofuel, and solar. Table 1.1 categorizes the major types of fuels
used for power and transportation.

The table is not exclusive; we mention two renewable fuels, biofuel and solar, but
detailed analysis should include wind, hydroelectric, geothermal, and wave power as
additional renewable fuels as well as nuclear power as an additional nonrenewable
fuel. As we mentioned in the introduction to the conceptual model, an important
option is conservation, which is not discussed here. As the model in the second
section suggests, the selection of specific fuels for different applications depends
on the infrastructure cost, operational cost, storage cost, and environmental cost of a
fuel system. The extent to which a technology will be used depends on investment in
R&D and the results of this research. The share of different fuels in meeting energy
demand will change over time, as increased knowledge about fuels will change their
relative value.5 We consider below the factors that will affect the use of the specific
fuels mentioned in Table 1.1.

1.2.1.3 The Power Sector

Coal is a very abundant fossil fuel resource, and without considering environmental
cost, it dominates other fuels for production of power in many cases. However, even
without considerations of climate change, air quality considerations as well as land-
scape integrity considerations may restrict its use. Overall, the optimal quantity of
coal is at a level where net benefits are equal to the sum of production and processing
costs of the coal, environmental costs, and scarcity costs. The environmental quality
impact of coal includes the health effect because of air pollution, the cost from
environmental damage due to mining, and the climate change effect. We expect the

5This value is measured by net benefit that includes both economic and environmental gains, as
the previous section suggests.
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climate change effect to increase over time, which may lead to a phase-out of coal.
However, technologies that sequester the carbon emissions of coal into the ground
[8] will expand its use. The increases in availability of natural gas and its superior
environmental performance makes it useful for power generation, especially in the
United States, and it will be a dominant fuel source for a long period of time
as long as the combination of increased scarcity and environmental costs are not
binding. Carbon dioxide (CO2) emissions of natural gas are about half those of coal
[23] and about 60 % of those generated by oil [16]. While there is concern about
the environmental consequences of hydraulic fracturing (also known as fracking),
ongoing research will continue to improve the technology, and its use is likely to be
expanded to other regions [1]. Currently, there are significant differences between
the price of natural gas between the U.S. and other countries. However, increased
utilization of fracking globally and improved export facilities of liquefied natural
gas (LNG) from the U.S. to the rest of the world will lead to increased supply of
natural gas in the future [31]. While presently the price of natural gas in the U.S. is
below $5 per million BTU and the price in Europe and Asia may be double or even
triple the price in the U.S., increases in global use of LNG will push prices closer
[9]. Introduction of GHG policies that will penalize the use of coal relatively more
so than natural gas will be another factor in speeding up the transition from coal to
natural gas. However, natural gas is a nonrenewable resource, and at a certain point
in the future, scarcity will drive its price up, which will increase the attractiveness
of renewable resources for power.

There is a limited use of biomass for power, primarily through wood products,
agricultural waste, and municipal garbage.6 The marginal cost of producing,
harvesting, shipping, and processing biomass may be higher than alternatives,
but its low GHG effect and its renewability are significant advantages. Biofuel is
especially attractive when burning of waste materials solves disposal problems,
which generates additional benefit.7 The European Union introduced wood pellets
as part of their power generation portfolio as a result of a renewable energy
directive, which generated significant exports of these wood pellets [27]. Ehrig and
Behrendt [11] identify conditions where wood pellets are an efficient strategy to
meet the European Renewable Energy Directive (RED). However, the efficiency of
the directive is questioned based on the high implied shadow price of GHGs [24].

Solar energy has been an expensive source of power, and has been used primarily
in remote locations or on a small scale in situations where the cost of generation is
smaller than cost of connection to the grid. However, due to research and learning by
doing, the cost of PV has been declining rapidly, and it is projected to decline even
further, thus making it competitive with other sources of power in many regions of
the world [14]. This reduction in manufacturing cost combined with the expected

6Biomass supplies about 52 gigawatts of global power generation capacity [33] while the world
capacity for power generation is 4.3 terawatts [10].
7There is increased solid waste in China, which is providing the benefit of renewable energy and
waste disposal [7]
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increase in the shadow price of GHGs is likely to make PV a more competitive
source of power in years to come. There are two major constraints to the application
of solar power. The first is that while it is relatively cheap at the source when it is
generated in regions with the appropriate climate and large amounts of sunlight, its
transportation across regions is costly [14]. Second, there are issues of variability
of cost over space because of expensive conveyance facilities and constraints on
availability over time resulting from both seasonality but mostly variable exposure to
the sun throughout the day (including both daytime and nighttime). Building excess
capacity and storage have been the traditional mechanisms to address variability of
energy supply and demand over time, but the high cost of energy storage may affect
the overall cost of solar power systems and reduce its competitiveness. Grossmann
et al. [14] suggest developing a distributed system of generation embedded in an
energy transmission system that will take advantage of reduced cost of energy
transmission and reduced overall costs through savings in storage requirement by
interlinking production sites that have sunlight at complementary times. Through
such a network, each solar energy source will be connected to several intermediate
points that will supply power to final destinations in order to counter variability in
demand and supply. Generally speaking, there will be longitudinal movement of
energy between the equator and northern and southern hemispheres of the globe to
overcome seasonal differences and an east-west movement of energy to overcome
the day and night cycle. Grossmann et al. [14] developed an algorithm that will
reduce the cost of such systems.

1.2.1.4 The Transportation Sector

While there is still a large portion of transportation that relies on draft animals, oil
is currently the major source of fuel for transportation. The major forms of fuels
for transportation derived from oil are gasoline and diesel; approximately one third
of the oil is used to produce gasoline and diesel and the rest is used to produce jet
fuel, kerosene, and other fuels. Some diesel and much of the kerosene and other
oil derivatives are used for heating, cooking, and other energy applications [25].
While oil emits fewer GHGs and other forms of air pollution than coal, oil is not
a homogeneous product. Oil produced from tar sands may be 50 % more polluting
than conventional oil, which also varies in emissions [4]. Improvement of refining
technology is likely to reduce GHG emissions, especially for nonconventional fossil
fuel sources.

Natural gas can be a major source of transportation fuel in different forms, either
compressed or liquified, and it can even be converted to gasoline and diesel [28].
Converted natural gas has advantages of fewer GHG emissions than gasoline and
diesel by about 40 % [16], and is competitive in terms of price. However, use of
natural gas with small, private cars requires extra storage space in the car as well
as a new distributional infrastructure that is generally not in place (e.g. natural gas
fuel pumps). Yet, there is significant growth in the use of natural gas in commercial
vehicles, which is likely to continue in the future [32].
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Biofuels have been toted as the transportation alternative to fossil fuel since
production of the feedstock sequesters carbon. However, while production of
biofuel may benefit consumers by reducing fuel prices, it also diverts land from
the production of food and as a result may increase the price of food, and only
advancements in agricultural productivity can counter price increases, which can
be substantial [26]. Furthermore, the production of the feedstock and its processing
require energy, and thus the net effect in terms of GHG production is not obvious.
The expansion of agricultural production because of the introduction of biofuel will
result in indirect GHG emissions through land use expansion. As our model in the
second section suggests, the impact of the introduction of biofuel on prices and
GHG emissions is not obvious and depends on policies as well as technological
innovation. Understanding this complex relationship has been a subject of major
research and policy debate [20]. Some biofuels aim to replace gasoline and others to
replace diesel. Ethanol produced from sugarcane, corn, cassava, and other products
is a major biofuel used commercially. It replaces more than 50 % of the gasoline
in Brazil, 10 % of the gasoline used in the U.S., and a lesser percentage in other
countries. Biodiesel is produced from animal fats, soybean, rapeseed, oil residues,
and palm oil, and is mostly used in Europe but also in the U.S. and Brazil as well.
Overall, ethanol substitutes for gasoline to a larger extent than biodiesel substitutes
for diesel because of economic and environmental factors. Biofuel produced from
food crops are referred to as first generation biofuels, second generation biofuels
are produced mostly from cellulosic ethanols, and third generation biofuels are
produced primarily from algae and other exotic sources. The introduction of biofuels
was enhanced by subsidies, mandates, and the subsidization of research [25].

The economic viability of sugarcane and corn ethanol as well as their GHG
emissions reductions have been enhanced by adoption of technological innovation.
In the case of corn ethanol, the use of residue for animal feed and the higher octane
level of ethanol compared to gasoline increases its profitability. This combined
with the increased reliance on natural gas for production and processing as well
as improvement in the refining process have reduced direct and indirect GHG
emissions. Still, sugarcane ethanol is preferable from a GHG perspective to corn
ethanol,8 which in turn is preferable to other forms of ethanol and biodiesel [19,22].
The application of second-generation biofuel thus far has been limited, and the
extent of their adoption depends on policies, but they are likely to reduce GHG
emissions significantly relative to gasoline [18].

There are several commercial models of electric vehicles in the market. Battery
technology is the major constraint, as it restricts range of operation and increases
in range capacity are expensive. Future research is likely to improve batteries,
reduce the price of the car, and result in increased supply of batteries that will make
the electric car more competitive. Electric vehicles have already been competitive,
as was seen in the very beginning of the car’s history in the early 1900s, and

8Sugarcane ethanol may reduce up to 80 % of the GHG emissions of conventional gasoline while
corn ethanol may reduce up to 40 % of the GHG emissions of conventional gasoline.
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have the potential to become the dominant vehicle technology. They fell behind
the now dominant internal combustion engines due to the construction of the
extended road network in the 1920s that allowed driving for longer distances
for the first time, which the electric vehicles (EVs) were not well equipped for.
Environmental concerns in 1990 led to the enactment of the Low Emission Vehicle
(LEV I) Program of the California Air Resources Board, which boosted EVs. Again,
it was the very heavy battery with limited range of up to 140 miles and high
production costs that prevented market penetration. However, with the recent battery
developments in the early 2010s, (most notably by Tesla), we observe signs that a
breakthrough in battery technology has emerged or is emerging.

1.3 Conclusion

The challenge of climate change and availability of cheap energy requires govern-
ment intervention. This intervention can be derived from a dynamic model that
recognizes properties of production, research, consumption, and the environment,
and derives optimal pricing of fuel commodities and environmental amenities. This
paper uses optimal control to determine guiding mechanisms in designing these
policies, suggesting that optimal intervention requires restriction on GHG emissions
of different forms of energy as well as investment in different lines of research.
However, these policies can take the form of taxes, subsidies, or tradable permits,
and these policies must vary across fuels, production processes, and location over
time. Our discussion of current energy situations suggests there is a slow transition
away from fossil fuel to biofuel and solar energy, but the Stern Review and most
recent IPCC report suggest that more aggressive policies are needed to achieve
reasonable GHG levels that meet global targets.

The analysis in this paper suggests that both solar energy and biofuels are likely
successors to fossil fuel as major sources of energy. However, the two renewable
sources are complementary. While solar energy is likely to be a dominant source
of power, biofuel will play a major role in providing energy for transportation.
Research and development as well as sound policies are key to this transition.
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Chapter 2
Optimal Localization of Firms in Hotelling
Networks

Alberto Adrego Pinto and Telmo Parreira

2.1 Introduction

Hotelling [1] introduce a model of spatial competition in a city represented by a
line segment, where a uniformly distributed continuum of consumers have to buy
a homogeneous good. Consumers have to support the transportation costs when
baying the good in one of the two firms of the city. In this framework, firms
simultaneously choose their location and afterwards set their prices in order to
maximize their profits. In [2], the Hotelling’s line model is extended to networks,
where the firm’s location is taken exogenously, that is, the focus consists in studying
the second stage of the two-stages game where the firms compete in prices. In this
model, the edges are inhabited by consumers uniformly distributed, in the spirit of
Hotelling’s line model and Salop’s [4] circular model.

The Hotelling town model consists of a network of consumers and firms. The
consumers (buyers) are located along the edges (roads) of the network and the
firms (shops) are located at the vertices (nodes) of the network. Every road has two
vertices and at every vertex is located a single firm. The degree k of the vertex is
given by number of incident edges. If the degree k > 2 then the vertex is a crossroad
of k roads; if the degree k D 2 then the vertex is a junction between two roads; and
if k D 1 the vertex is in the end of a no-exit road. Every consumer will buy one unit
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of the commodity to only one of the firms of the network and every firm will charge
a price for the commodity that will be the same for all its customers.

A Hotelling town price strategy P consists of a vector whose coordinates are
the prices pi of each firm Fi . A consumer located at a point x of the network that
decides to buy at firm Fi spends E.xI i;P/ D pi C t d.i; x/, where pi is the price
charged by the firm Fi and t d.i; x/ is the transportation cost that is proportional
t to the minimal distance d.i; x/ between the position i of the firm Fi and the
position x of the consumer measured in the network. The local firms of a consumer
located at a point x in a roadRi;j with vertices i and j are Fi and Fj . In every road
Ri;j , there is at most one consumer located at a point xi;j 2 Ri;j that is indifferent
to in which local firm is going to buy his commodity, i.e. E.xI i;P/ D E.xI j;P/.
A price strategy P determines a local market structure if every road Ri;j has an
indifferent consumer xi;j 2 Ri;j .

We introduce the BLC condition that gives a bound for the different production
costs of firms and for the different road lengths of the network in terms of the
transportation cost, the minimal road length of the network and the maximum node
degree (see Sect. 2.2). For the Hotelling town network satisfying the BLC condition,
we exhibit the unique optimum Nash price equilibrium strategy P� (see the proof
in [3]).

We say that a price strategy has the profit degree growth property if the profits
of the firms increase with the degree of the nodes. We introduce the DB condition
that gives a bound for the different production costs of firms and for the different
road lengths of the network in terms of the transportation cost, the minimal road
length of the network and the maximum node degree (see Sect. 2.2). We show that
for a Hotelling town network satisfying the DB and BLC conditions the Nash price
equilibrium strategy has the profit degree growth property.

If all firms have the same production costs and all roads have the same length
then we say that the Hotelling town is uniform. A uniform Hotelling town satisfies
the BLC and DB conditions and so has a unique Nash price equilibrium with the
profit degree growth property.

We show that a Hotelling town network satisfying the BLC condition and with
all degrees of the nodes above 2 has the property that for small perturbations on
the localization of the firms the Nash price equilibrium is unique and it is a small
perturbation of P� (see Sect. 2.3). Furthermore, the profit of a firm is optimal at the
node for small perturbations on its own localization. Hence, the node localization of
the firms is locally optimal. All the results presented in this chapter are proved in [3].

2.2 Nash Equilibrium Price Strategy

Given a price strategy P, the consumer will choose to buy in the firm Fv.x;P/ that
minimizes his expenditure in the Hotelling town

v.x;P/ D argmini2V E.xI i;P/;
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where V is the set of all vertices of the Hotelling town. Hence, for every firm Fi ,
the market

M.i;P/ D fx W v.x;P/ D ig

consists of all consumers that minimize their expenditure by opting to buy in firm
Fi .

The road market size li;j of a road Ri;j is the Lebesgue measure (or length) of
the road Ri;j , because the buyers are uniformly distributed along the roads, and the
market size S.i;P/ of the firm Fi is the Lebesgue measure ofM.i;P/. The Hotelling
town production cost C is the vector whose coordinates are the production costs ci
of the firms Fi . The Hotelling town profit ˘.P;C/ is the vector whose coordinates

�i .P;C/ D .pi � ci / S.i;P/

are the profits of the firms Fi . A price strategy P determines a local market structure
if every consumer buys in a local firm

M.i;P/ �
[

j2Ni
Ri;j :

Hence, for every road Ri;j there is an indifferent buyer located at a distance

0 < xi;j D .2 t/�1.pj � pi C t li;j / < li;j (2.1)

of firm Fi . Thus, a price strategy P determines a local market structure if, and only
if, jpi � pj j < t li;j for every road Ri;j .

The firms Fi and Fj (or vertices i and j ) are neighbors if there is a road Ri;j
with end nodes i and j . LetNi the set of all vertices that are neighbors of the vertex
i and, so, ki is the cardinality of the setNi that is equal to the degree of the vertex i .
If the price strategy determines a local market structure then S.i;P/ D P

j2Ni xi;j
and

�i .P;C/ D .pi � ci /
X

j2Ni
xi;j D .2 t/�1.pi � ci /

X

j2Ni
.pj � pi C t li;j /:

Given a pair of price strategies P and P� and a firm Fi , we define the price vector
QP.i;P;P�/ whose coordinates are Qpi D p�

i and Qpj D pj , for every j 2 V n fig.
The price strategy P� is a best response to the price strategy P, if

. Qpi � ci / S.i; QP.i;P;P�// > .p0
i � ci / S.i;P0

i /;

for all i 2 V and for all price strategies P0
i whose coordinates satisfy p0

i > ci
and p0

j D pj for all j 2 V n fig. A price strategy P� is a Hotelling town Nash
equilibrium if P� is the best response to P�.
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We denote by cM (resp. cm) the maximum (resp. minimum) production cost of
the Hotelling town

cM D maxfci W i 2 V g and cm D minfci W i 2 V g:

We denote by lM (resp. lm) the maximum (resp. minimum) road length of the
Hotelling town

lM D maxfle W e 2 Eg and lm D minfle W e 2 Eg;

where E is the set of all edges of the Hotelling town. Let

�.c/ D cM � cm and �.l/ D lM � lm:

We denote by kM be the maximum node degree of the Hotelling town

kM D maxfki W i 2 V g:

Definition 2.1. A Hotelling town satisfies the bounded length and costs (BLC)
condition, if

�.c/C t�.l/ 6 .t lm ��.c/=2/2

2 t kM lM
: (2.2)

The Hotelling town admissible market size L is the vector whose coordinates are
the admissible local firm market sizes

Li D t

ki

X

j2Ni
li;j :

The Hotelling town neighboring market structure K is the matrix whose coordinates
are (1) ki;j D k�1

i , if there is a road Ri;j between the firms Fi and Fj ; and (2)
ki;j D 0, if there is not a road Ri;j between the firms Fi and Fj . Let 1 denote the
identity matrix.

Theorem 2.1. If a Hotelling town satisfies the BLC condition then there is a unique
Hotelling town Nash equilibrium price strategy

P� D 1

2

�

1 � 1

2
K
��1

.C C L/ D
1X

mD0
2�.mC1/Km .C C L/ : (2.3)

We note that the Nash equilibrium price strategy for the Hotelling town satisfying
the BLC condition determines a local market structure, i.e. every consumer located
at x 2 Ri;j spends less by shopping at his local firms Fi or Fj than in any other
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firm in the town and so the consumer at x will buy either at his local firm Fi or at
his local firm Fj .
We say that a price strategy P has the profit degree growth property if

ki > kj ) �i .P;C/ > �j .P;C/

for every i; j 2 V .

Lemma 2.1. Let Fi be a firm located in a node of degree ki and Fj a firm located
in a node of degree kj . Let Npi D p�

i � ci and Npj D p�
j � cj represent the unit profit

of firm Fi and Fj , respectively. Then, ��
i > �

�
j if and only if

ki � kj
kj

>
Np2j � Np2i

Np2i
:

Definition 2.2. A Hotelling town network satisfies the degree bounded lengths and
costs (DB) condition if

�.c/C t �.l/ <
�p

1C 1=kM � 1
�
.t lm ��.c/=2/ : (2.4)

Theorem 2.2. A Hotelling town network satisfying the BLC and DB conditions has
the profit degree growth property.

A cost uniform Hotelling town is a Hotelling town with �.c/ D 0. A length
uniform Hotelling town is a Hotelling town with �.l/ D 0. A uniform Hotelling
town is a Hotelling town with �.c/ D �.c/ D 0. We note that the degrees of the
nodes can be different.

Remark 2.1. In a cost uniform Hotelling town, if 2 kM lM �.l/ 6 l2m there is
a unique network Nash price strategy; in a length uniform Hotelling town, if
2 t kM lM �.c/ 6 .t lM � �.c/=2/2 there is a unique network Nash price strategy;
and in a uniform Hotelling town there is a unique network Nash price strategy that
satisfies the profit degree growth property

2.3 Local Stability

Consider that a firm Fi located a node i changes its location to a point yi in a road
Ri;j at distance x for the node i . Let P.xI i; j / denote the Nash equilibrium price
strategy taking in account the new localization of the firm Fi and let �i .xI i; j /
denote the profit of firm Fi with respect to the price strategy P.xI i; j /.
Definition 2.3. We say that a firm Fi is node local stable if there is �i > 0 such
that �i .0I i; j / > �i .xI i; j / for every 0 < x < �i , with respect to the local optimal
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equilibrium price strategy. A Hotelling network is firm position local stable if every
firm in the network is node stable.

We denote by kM be the maximum node degree of the Hotelling town

km D minfki W i 2 V g:

Theorem 2.3. A Hotelling town satisfying the BLC condition and with km > 3 is
firm position local stable.

Firms Fi with ki D 2 are node local unstable, except for networks satisfying
special symmetric properties. Firms Fi with ki D 3 whose neighboring firms have
nodes degree greater or equal to 3 are node local stable. Furthermore, firms Fi with
ki > 4 whose neighboring firms have nodes degree greater or equal to 2 are node
local stable.

2.4 Conclusion

We presented a model of price competition in a network, extending the linear
city presented by Hotelling to a network where firms are located at the nodes
and consumers distributed along the edges. Under a condition on the production
costs, road lengths and maximum node degree we found the unique pure Nash price
strategy for which the Hotelling tow has a local market structure, i.e. the consumers
prefer to buy at the local firms. Finally, we show that for small perturbations of its
own localization, a Hotelling network where all nodes have degree greater that two
has an optimal localization strategy consisting in all firms located at the nodes.
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Chapter 3
On the Dynamics and Effects of Corruption
on Environmental Protection

Elvio Accinelli, Laura Policardo, and Edgar J. Sánchez Carrera

3.1 Introduction

Few studies have been devoted to model the dynamics of firms’ bribing behavior and
corruption driven by imitation, and in fact most studies are static instead. Little effort
has been made to model the equilibrium level of bribery in an economy by taking
into consideration both the macro environment and the micro-bribing behavior.
Corrupt behavior is defined as bribes paid by firms to public officials (auditors).

Related references on corrupt behavior began with Tirole’s seminal paper [18] as
one of the first attempts to model group reputation and the persistence of corruption
as an aggregate of individual reputations. He studies the joint dynamics of individual
and collective reputations and derives conditions to rebuild group reputations. In
his work, group reputation is modelled as an aggregate of individual reputations,
and new members joining a group “inherit” the good or bad reputation of the
coalition. Stereotypes about the expected quality of a group are history dependent
since collective reputation is a long term, path dependent and long-lasting process
because new members inherit the reputation of the elders. Despite the model by
Tirole, few studies have been devoted to model firms’ bribing behavior (see [16],
for a literature review).
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Mishra [11] considers a group of firms facing a certain pollution standard to
illustrate how pervasive corruption can become a social norm. He shows that
corruption or non-compliant behavior can be the equilibrium outcome in some cases
and in such situations, corruption is the norm rather than deviant behavior.

Carilllo [6] develops a dynamic model of corruption in which agents are aware of
their “propensity for corruption” and their clients choose an optimal level of bribe
to offer. Such a framework provides an explanation for different implicit prices for
illegal services (bribes or kick-backs) for similar countries (or organizations within
similar countries), based on an analysis of clients’ reaction.

Fredriksson and Svensson [8] develop a theory of environmental policy forma-
tion, taking into consideration the degrees of corruptibility and political turbulence.
They find an empirical interaction between corruption and political instability,
i.e. political instability has a negative effect on the stringency of environmental
regulations if the level of corruption is low, but a positive effect when the degree
of corruption is high.

Wydick [20] argues that in a free market, firms with well-defined property
rights have no incentives to bribe public officials. However, if the government uses
monopoly power to interfere with and restrict the market, then firms may be forced
to bribe public officials. Firms face the “prisoner’s dilemma” in the sense that if all
the firms refuse to bribe, they will all be better off, but since a single deviation will
make the deviant firm better off when the other players are playing honestly, every
firm realises that the others will cheat and must therefore bribe to remain competitive
and they will be collectively worse off as a result (see, e.g., [12, 17]). Hardin [9], in
his seminal essay, calls it the “tragedy of the commons”. Fortunately, in reality,
we observe that the tragedy of the commons does not occur everywhere. In some
societies, firms paying bribes to the government are very rare (e.g., the Scandinavian
countries), although other negative examples of widespread corruption exist.

Shleifer and Vishny point out two different types of corruption: (1) “Corruption
without theft” where the corrupt official accepts a bribe to provide whatever service,
but then turns over the legal price of the service to the government and (2)
“Corruption with theft” in which the corrupt officer accepts the bribe, but then
doesn’t turn over anything to the government at all. According to Whydick [20], this
latter type of corruption is rampant and hard to stop, and is the type of corruption
we consider in this paper.

Our aim is to study the joint dynamics of corruption and polluting choices
undertaken by firms, with the novel assumption in this context that the learning
process is simply imitation, in a context of environmental protection regulation. Our
approach comes from evolutionary game theory and dynamic optimisation.1 The
hypothesis of evolutionary dynamics driven by imitation helps us to understand the
strategic foundations of the stable corrupt behaviour equilibrium. In the real world
indeed, pervasive corruption sometimes is a “social norm”, although some other
opposite examples of almost absence of corruption exist (according to Transparency

1Evolutionary analysis is well-documented in the game theory literature (see [19]).
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International on the Global Corruption Barometer2 New Zealand, Singapore or
Finland are very little corrupted). In Mexico, for instance, corruption is widespread
at all levels in public offices, and this behaviour is sustained by imitation, because
people get corrupted because the others are. Corruption comes at all levels in Mexico
as a kind of “cultural behavior”, since the word for bribe, mordida, literally means
bite, and getting bitten in Mexico is regrettably common (see [20]). In Mexico
the mordida permeates every level of society and institutions where individuals act
because it is a norm and they just do what the others are doing (to be corrupt or not).
Bribes in Mexico are common and indeed are often necessary for obtaining business
licenses and other types of permits. A popular Mexican saying: “el que no transa
no avanza, who does not corrupt does not move on”, highlights how corruption is
fundamental for personal attainment.

The point of departure of our evolutionary model is that people’s beliefs are not
always rational. In general, in evolutionary games strategies emerge from a trial-
and-error learning process according to which players find that some strategies
perform better than others, and afterwards, they decide to adopt—or simply
imitate—them.3

We assume that firms face a given pollution standard, decided by the government.
The government exercises a control over those firms through public officials, who
have to check the “quality” of the firm by writing down a report stating whether
the level of pollution produced by the firm itself is above or lower the standard. A
negative report (a report stating a level of pollution above the standard) implies a
fine to be paid by the firm to the government. This fact may induce a corrupt firm
which does not respect the standard to offer a bribe to the officer, who accepts it if
he is corrupt as well or refuse it if he is not. If a firm instead respects the standard,
this does not mean that the fine is avoided, because if the officer is corrupt, he
may thread to write down a negative report and ask a bribe. It is assumed that even
though the firm can appeal to the court against the unfair report, this requires a long
bureaucratic process so the firm strictly prefers to pay the requested bribe.

It will be clear later that one possible “bad” outcome characterised by a whole
society of polluting firms and corrupt officers can be sustained by rational agents
who learn by imitation, despite the existence of multiplicity of equilibria of a
perfectly honest population and a more realistic simultaneous presence of honest
and dishonest agents.

The remainder of this paper is organized as follows. Section 3.2 presents a
one-shot 2 � 2 game to model firms’ pollution decisions and officers’ decisions
about to be corrupt. Section 3.3 develops a model of evolutionary dynamics of
officers’ imitative behavior about to accept (or ask for) a bribe or not. We consider
that official behavior is driven by imitation of the most successful. Section 3.4
develops a model for the dynamics of payoff-maximizing firms. Subsequently, we

2Available at: http://www.transparency.org/policy_research/surveys_indices/gcb/2010.
3See [13] for a definition of imitative behaviour.

http://www.transparency.org/policy_research/surveys_indices/gcb/2010
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consider a dynamic decision problem for a firm facing intertemporal externalities
from pollution. Section 3.5 concludes the paper.

3.2 The One-Shot Game

This section introduces a 2 � 2 game between an inspection official and a firm.
As previously mentioned, the game assumes two types of individuals, firms and
public officials, who can be either corrupt or not. We assume that there exists a
regulatory institution, namely a court or environmental authority, which decides
a given pollution standard (assumed to be zero for convenience) that has to be
respected by the firms. This authority checks the compliance to this standard by
means of public officials who have the duty to inspect and measure the level of
emissions produced by each firm, and write down a report declaring whether the
firm respects the standard or not.

Each player decides to be corrupt or honest: a corrupt firm does not respect
the pollution standard decided by the government and, when inspected by a public
official, offers a bribe to avoid the fine. A corrupt officer, instead, accepts the bribe
when offered by a corrupt firm, or asks for one when he inspects an honest firm
(meaning a firm which respects the standard), by threading her to write down an
unfair report and let her pay the fine. Even though the firm can appeal to the court
against the unfair report, this requires a long bureaucratic process so we assume that
the firm strictly prefers to pay the requested bribe.

An honest officer refuses the bribe offered by a corrupt firm, and writes down
fair reports, irrespective of the fact he is meeting an honest firm or not.

Moreover, consider that:

• There are strategic complementarities, i.e. a polluting p-firm prefers matching
a dishonest d -official and a non-polluting n-firm prefers matching an honest h-
official.

• With some probability the d -official is caught and fined by court. If the official
is detected by the court, he is charged a fine M > 0. The probability to detect a
dishonest officer is denoted by P 2 Œ0; 1�.

• For each firm inspected, the officer receives a monetary reward W > 0, and
bears an effort e � W which does not change according to the level of emissions
produced or whether the firm is corrupt or not.

• Nonpolluting firms pay a fixed environmental cost of production, denoted by
C > 0, which represents the additional cost of buying newer an environmentally
friendly machinery, while polluting firms do not consider this cost.

• A polluting firm found guilty by the court is charged a fine denoted by F > 0.
A nonpolluting firm inspected by an honest official does not pay the fine.

• A polluting firm inspected by a dishonest official pays a bribe R and avoids
the fine. Notice that the bribe R is a monetary quantity, R D 	F > 0, with
	 2 .0; 1/.
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• A non-polluting firm inspected by a dishonest official must pay a bribe, rd D
	W > 0 with 	 2 .0; 1/, for having a fair report. That is non-polluting firms
must pay a bribe when inspection is done by a dishonest official.

The 2 � 2 game between the inspection officer, O , and a firm, F , is introduced
in the following definition:

Definition 3.1. The normal-form representation of this game is the following
payoff matrix:

O=F p n

d W CR � e � PM; �p � R W C rd � e � PM; �n � rd � C

h W � e; �p � F W � e; �n � C

where �p > 0 is the gross-payoff (revenues) of the polluting firm and �n > 0 is the
revenues of the non-polluting firm. The natural choice of parameters R � PM � 0

and �p � R � �n � rd � C , makes it a coordination game.
The game can be represented as a two-population normal form game denoted by

the list:


 D h.fF;Og/ I i 2 fp; nI h; d g I E.i/i :

for each population of officers and firms fO;F g with their respective vector of
strategies for each i -strategic player, and respective expected payoffsE.i/.

Let us denote by O D .Oh; Od / 2 �O the profile distribution of officers’ type
in a given period of time t0, where Oh is the share of honest officers, and Od is
the share of dishonest officers. At the same period of time the profile distribution
of firms’ type is given by F D �

fp; fn
� 2 �F where fp is the share of polluting

firms, and fn is the share of non-polluting firms. Hence the strategy distribution of
each population is given by:

�O D ˚
O 2 R2C W Oh COd D 1

�
:

�F D ˚
F 2 R2C W fp C fn D 1

�
:

Note that the expected payoff of a non-polluting firm is given by:

E.fnjO/ D Œ�np � C �Oh C Œ�n � C � rd �Od (3.1)

and the expected payoff of a polluting firm is given by:

E.fpjO/ D Œ�p � F �Oh C Œ�p � R�O: (3.2)
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where �p is the profit of a polluting firm. Firms prefer polluting if E.fpjO/ >
E.fnjO/ and this happens if the share of honest officials is not large enough, i.e.

Oh < NOh D �p � �n C C C rd �R
F C rd � R

:

Moreover, if �p � F > � � C firms prefer to be polluting.
Similarly, the expected payoffs of the honest, h-official, and dishonest, d -official,

is given by:

E .OhjF / D W � e:

E .Od jF / D W CRC rd � e � PM C fn .rd � R/ :

Note that E .OhjF / � 0 since W � e and E .Od jF / � 0 if fn � eCPM�.WCR/
rd�R ,

since we are considering the case of non-negative expected payoffs. Therefore,
officials prefer to be h-official if E .OhjF / > E .Od jF /, and it happens if the
share of non-polluting firms is large enough, i.e.:

fn > Nfn D RC rd � PM
R � rd :

And this happens if either the fine for a dishonest official or the probability that the
court monitoring a dishonest behavior increase.

Remark 3.1. For the above one-shot game (Definition 3.1), in order to eradicate
polluting firms and dishonest officials, the punishments (fines F and PM ) must be
greater than the environmental costs of production and the bribes (C , R and rd ).

Of course, under the quantitative relationships between payoffs described above,
we can state that:

Remark 3.2. The game 
 has two pure Nash equilibria. One is a high-compliance
equilibrium with no firms choosing to pollute and officials remaining honest,
.n; h/ D �

fn; fpI Oh;Od
� D .1; 0I 1; 0/. The other is the low-compliance

equilibrium where all the officers are dishonest and all the firms choose to pollute,
.p; d/ D �

fn; fpI Oh;Od
� D .0; 1I 0; 1/. There is also a mixed strategy Nash

equilibrium given by:

� NOh; .1 � NOh/I Nfn; .1 � Nfn/
�
; (3.3)

where firms and officials are indifferent between to be corrupt or not.

Hence a firm’s decision regarding whether to be polluting or not will depend
on the probability to encounter an honest officer. Hence the “evolution” of honesty
amongst the officers over time will affect the level of pollution.
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3.3 The Officers’ Imitative Behavior

This section presents the key innovative feature of the paper. We study an analysis
of corruption amongst officers by using imitative dynamics, since we argue that
“imitation” of corrupt and successful strategy has a lot to do with the spread
and persistence of corruption. From this perspective, we present the evolutionary
dynamics of corruption driven by imitative behavior.

To explain why individuals imitate we should think of it as a kind of rational
behavior (see [2]). Imitation results in agents performing a spectrum of tasks “as
others do”. We assume that occasionally each individual in a finite population gets
an impulse to revise her (pure) strategy choice (be corrupted or non-corrupted).
There are two basic elements in imitation theory. The first is a specification of the
time rate at which individuals in the population review their current strategy choice.
This rate may depend on the current performance of the agent’s pure strategy and on
other aspects of the current population state. The second element is a specification
of the choice probabilities of a reviewing individual. The probability an i -strategist
will switch to some pure strategy j may depend on the current performance of
these strategies and other aspects of the current population’s state. If these impulses
arrive according to i.i.d. Poisson processes, then the probability of simultaneous
impulses is zero, and the aggregate process is also a Poisson process. Moreover, the
intensity of the aggregate process is just the sum of the intensities of the individual
processes. If the population is large, then one may approximate the aggregate
process by deterministic flows given by the expected payoffs from corruptive and
non-corruptive behaviors.

Björnerstedt and Weibull [5] study a number of such models, where individuals
who revise may imitate other agents in their population of players, and show that
a number of payoff-positive selection dynamics, including the replicator dynamics,
may be so derived. In particular, if an individual’s revision rate is linearly decreasing
in the expected payoff of her strategy (or of the individual’s latest payoff realization),
then the intensity of each pure strategy’s Poisson process will be proportional to
its population share, and the proportionality factor will be linearly decreasing in
its expected payoff. If every revising agent selects her future strategy by imitating
a randomly drawn agent in their own player population,4 then the resulting flow
approximation is the replicator dynamics.

In the sequel, we consider that officials follow an imitative behavior of the
best performed strategy given a fixed distribution of the share of non-polluting
and polluting firms. A reviewer official i is willing to review her current strategy
i D fh; d g, sometimes resulting in a change on it, with probability ri .O/ 2 Œ0; 1�.
ri .O/ is then the time rate at which officials review their strategy choice. This

4Evolutionary game theory considers populations of decision makers, while analysing the player
profiles within these populations, instead of single players. We can therefore identify a population
game, where N large populations strategically interact, as an N -player form game, where each
player has a large population behind him (see [10]).
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probability depends on the actual distribution of the honest and dishonest officers
and in the benefits associated with her current behavior.5 It is natural to assume
that the likelihood that an official will be willing to change her current strategy
depends inversely with the performance of her current behavior. Having opted for
a change, the official will adopt a strategy followed by the first successful person
met from the population (her neighbour), i.e. there is a probability pij .O/ 2 Œ0; 1�,
that a reviewing i -official really switch to some pure strategy j D fh; d g, j ¤ i .
Assuming a continuum of officers, independence of switches across officials’ same
type, and the process of switches from type i to type j as a Poisson process with
arrival rate oiripij , by the law of large numbers we model these aggregate stochastic
process as a deterministic flow, and this means that the probability that an i -officer,
i D fh; d g will review his own strategy will be denoted by ri .O/.

From these considerations it follows that:

• The outflow from the i -types’ officials is:

X

j¤i
Oi ri .�/pij .�/:

• While the inflow is:

X

j¤i
Oj rj .�/pj i.�/:

BeingO D .Oh; Od / the profile distribution of officials’ behavior, we apply the
behavioral rule according to which a reviewing official who decides to change her
current strategy takes into consideration imitating a strategy which performs better
than her own current strategy. With the use of behavioral rules we can define an
evolutionary dynamic as an inflow-outflow model. That is, rearranging terms, we
get the system of differential equations characterising the dynamic flow of officials:

POh D rdpdhOd � rhphdOh

POd D � POh;
(3.4)

meaning that the inflow of honest officers is given by the difference between the
number of dishonest officers who decide to become honest (rdpdhOd ) and the
number of honest officers who decide to stay honest (rhphdOh)

Assume that ri ; i D d; h is population specific and is linear and decreasing in the
level of the expected utility, i.e.

5This is the “behavioral rule with inertia” (see [5,14,15,19]) that allows an agent to reconsider her
action with probability r 2 .0; 1/ each round.
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ri D ˛ � ˇE.�/; (3.5)

where ˛ > 0, ˇ � 0 and ˛
ˇ

� E.�/ assure that ri .�/ 2 Œ0; 1�. The parameter ˛ is
interpreted as the degree of dissatisfaction for following a behavior i D fh; d g and
ˇ measures the weight of the payoff on the probability to be a reviewer. As long
as the expected payoff level of the i -official, E.�/ increases, her average reviewing
rate ri will decrease.

Reviewing officers evaluate their current strategy and decide to imitate only the
successful one. Therefore, by the above considerations, the system (3.4) can be
written as:

POh D �Oh Œ.˛ � ˇE.Oh// phd � .˛ � ˇE.Od// pdh�C .˛ � ˇE.Od// pdh
POdh D � POh;

(3.6)
The share fn of non-polluting firms is a constant number at any period of time t ,

and gross-payoffs �i , salaries and effort .W; e/ are given. Then E.Oh/ and E.Od/
are constant too. Defining by A D Œ.˛ � ˇE.Oh// phd � .˛ � ˇE.Od// pdh� and
B D .˛ � ˇE.Od// pdh, the solution of the differential equation (3.6) is

Oh.t/ D
�

Oh .0/� B

A

�

exp .�At/C B

A
: (3.7)

whereOh.0/ is the share of h-type officials at time t D 0 and,

B

A
D .˛ � ˇE.Od// pdh
.˛ � ˇ .W � e// phd � .˛ � ˇE.Od// pdh : (3.8)

According to the solution of the differential equation it follows that

lim
t!1Oh.t/ D B

A
:

This share depends on the expected value of the possible strategies and on the
probabilities that the reviewers change their behaviour.

• this indicates that corrupt behaviour can persist over time.
• However, this decreases as the probability that a non corrupt official become

corrupt, andOd.t/ ! 0 as phd ! 0.

Consider that reviewer officials copy successful behaviours according to a
payoff-monotonic updating.

An evaluation rule that seems fairly natural in a context of simple imitation is
the “positive differences rule”, whereby a strategy is evaluated according to the
differences in payoffs observed in the reference group (see [4]).
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That is, each i -reviewer changes her strategy if and only if E.Oi/ < E.Oj /,
8i ¤ j D fh; d g,

pij .x/ �
8
<

:

1 if E.Oj /� E.Oi/ > 0:

0 otherwise.

According to this rule, that supposes that every reviewer knows the true value of
E.Oh/ and E.Od /, it happens that:

(i) the share of honest officials converges to one, B
A

D 1 if fn > Nfn (no-
corruption),

(ii) the share of honest officials converges to zero if fn < Nfn because in this case
B
A

D 0 (all corrupt),

where

Nfn D RC rd � PM

R � rd
:

In the other case there is a mixed strategy equilibrium where the share of honest
officials is given by:

B

A
D .˛ � ˇE.Od// pdh
.˛ � ˇ .W � e// phd C .˛ � ˇE.Od// pdh 2 .0; 1/ :

Therefore, as the share of non-polluting firms becomes larger, the share of honest
officials increases at a rate depending on the reviewing rate ri . This means it is
possible the coexistence of corrupt and non corrupt officials if the central authority
has not an appropriate policy to fight corruption.

How to make corruptive behaviour disappear? Suppose that in time t D t0 the
share of non-polluting firms is fn and consider an high probability to detect corrupt
behaviour, i.e. P D 1 and the particular case of R D 	F , rd D 	W then the
threshold value is

Of �
n D 	.F CW /�M

	 .F �W /
:

Now, if M verifies the inequality

M.fn/ > 	.F CW / � fn	.F �W /;

then the actual share of non polluting firms overpasses the threshold and then
E.Oj / �E.Oi/ > 0.
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3.4 The Payoff-Maximizing Actions of the Firms

Recall that we have a mixed model where firms are profit maximizers and the
officers are imitators. The chosen behavior by firms depends on the expected payoff
associated with each of the possible strategies, to be polluting or not. Of course a
polluting firm can switch to being non-polluting, and in this case the accumulated
waste is assumed to be transported quickly and efficiently to the nearby garbage
collector, so we do not study this fact. However potentially switches are allowed
because the proportion of honest officers might be different at different points in
time.

Consider that firms maximize intertemporal profits in a market on which they
face the next assumptions:

1. A demand structure that gives to each firm sales revenues g.x.t// where x.t/
represents the capacity6 of production at time t , and x.t/ > 0. We consider that
g is a differentiable C2.0;1/ function such that: g.0/ D 0, g � 0, g0 > 0 and
g00 < 0.

2. The capacity of production is a differentiable function x W RC ! R for each
time t . Capacity is finite and bounded, so at every time t � 0, x.t/ 2 Œ0; x0�.

3. A fraction .1 � u.t// g .x.t// of the revenues is consumed, and what is left,
u.t/g.x.t//, is invested in new production capacity at a price 1=a > 0.

4. An official inspects the firm at the end of the planning period T .
5. Each firm can buy an initial production capacity at the unitary price c and can

sell it at price w at the end of the planning period T .
6. The production process generates pollution. Let z.t/ be the accumulated waste

at time t . The instantaneous variation of waste Pz.t/ is proportional to the used
production capacity (level of production), so Pz.t/ D bx.t/, with b > 0.

7. Nonpolluting firms have an environmental cost of production (or cost to keep
clean the environment) that is proportional to the waste accumulated until time
t , C.t/ D R t

0
bz.t/e�r� d� , b 2 .0; 1/. So, at the end of the period T , C.c/ D

C.T / D R T
0
bz.t/e�rt dt . The intertemporal discount rate is constant and equal

to r > 0.

Therefore the profit of a non-polluting firm, �n.T /, in period T , is given by the
following maximization program:

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

�n.T / � C.T / D
maxu.t/2Œ0;1�

R T
0
Œ.1 � u.t//g.x.t// � bz.t/�e�rt dt � cx.0/C wx.T /e�rT

Px.t/ D au.t/g.x.t//; x.0/ free; x.T / free
Pz.t/ D bx.t/; z.0/ D z0; z.T / free:

(3.9)

6For simplicity, we assume that the production’s capacity is always fully exploited, so x.t/ can be
interpreted as both capacity and level of production.
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Since a polluting firm does not pay for the environmental cost of production, its
maximization program is given by:

8
<

:

�p.T / D maxu.t/2Œ0;1�
R T
0
Œ.1 � u.t//g.x.t//�e�rt dt � cx.0/C wx.T /e�rT :

Px.t/ D au.t/g.x.t//; x.0/ free; x.T / free:
(3.10)

Notice that the fraction of the sales, .1 � u.t//g .x.t//, is consumed and the
rest, u.t/g.x.t//, is invested in making a new production bought at a price 1=a.
Without loss of generality, let us consider for the cases (3.9) and (3.10) the following
inequality:

c > 1=a > w: (3.11)

Because the initial capacity is financed by a loan having an interest rate higher than
r while the gradual increase in capacity ug.x.t// is paid for immediately. To ensure
that it pays to invest, i.e. x.0/ > 0, we consider that:

r�1.1 � e�rT /.g0.x.0/// > c � werT : (3.12)

Hence, the Hamiltonian for the problem (3.9), with p0 D 1,7 is:

H.x; z; u; p1; p2; t/ D Œ.1 � u/g.x/ � bz�e�rt C p1aug.x/C p2bx: (3.13)

and the candidate for optimality .x�.t/; z�.t/; u�.t// satisfies:

u�.t/ maximizes u.t/g.x/
	
p1a � e�rt 
 :

So

u�.t/ D

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

1 if p1.t/ > .1=a/e�rt

0 if p1.t/ < .1=a/e�rt

2 .0; 1/ if p1.t/ D .1=a/e�rt

(3.14)

and,

Pp1.t/ D �@H
�

@x
D � 	�1 � u�.t/

�
e�rt C p1.t/au�.t/g0�.x�.t//



: (3.15)

7Notice that, if p0 D 0 then: Pp2 D � @H
@z D 0 ) p2.t/ is a constant. From the

transversality condition it follows that p2.t/ � 0. From the maximum principle is necessary
that: .p0; p1.t/; p2.t// 6D .0; 0; 0/ 8 t , then p1.T / 6D 0, but this contradicts the transversality
condition.
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Taking into account the value of u�.t/ it follows that:

Pp1 D � 	max
˚
e�rt ; ap1.t/

�

g0�.x�.t//; (3.16)

and then Pp1.t/ < 0. So p1.t/ is a decreasing function.
From the necessary conditions it follows that:

p1.0/ D c and p1.T / D 0: (3.17)

Proposition 3.1. There is a single moment T � verifying p1.T �/ D .1=a/e�rT�

.

Proof. Denote by �.t/ D 1
a
e�rt . Since c > 1=a > w it follows that p1.0/ > �.0/

and p1.T / D 0 < 1
a
e�rT , being p1.t/ strictly decreasing, there exists at least one

moment T � such that p1.t/ D 1
a
e�rt . ut

Proposition 3.2. There is a single solution for the maximization problem (3.9).

Proof. To see this recall that u.t/ D 1, 8t 2 Œ0; T �� and u.t/ D 0, 8t 2 ŒT �; T �.
Then, according to Eq. ((B)3.9) it follows that x�.t/ D x�.T /, 8t 2 Œt�; t �. In turns
x�.t/ is uniquely determined by the equation Px D ag.x/ and x�.T �/ D x�.T /,
8t 2 Œ0; T �� and p1.t/ < 1

a
e�rt , 8t 2 ŒT �; T �. Thus, in time t D T � the equality

p1.T
�/ D .1=a/e�rT�

follows.
Hence:

x�.t/ D
8
<

:

a solution of Px.t/ D ag .x.t// 8 t 2 Œ0; T ��

x.T �/ 8 t 2 ŒT �; T �
(3.18)

Pp2.t/ D �@H
�

@z
D be�rt ! p2.t/ D �b

r
e�rt C Np2 where Np2 is a constant:

ut
Note that the differences in profits between the polluting and nonpolluting firms

is given by:

�p.T / � �n.T / D b

"Z T �

0

x.t/e�rt dt C x.T �/
1

r

�
e�rT � e�rT �

�
#

: (3.19)

Since the expression that appears in the integrand is always positive, the higher
the value of T � the greater the difference between these two benefits.
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The same result holds for the expected values,

E.�p/� E.In/ D

D b

"Z T �

0

x.t/e�rt dt C x.T �/
r

�
e�rT � e�rT �

�
#

� R � rd C Œ�F CRC rd �Oh;

(3.20)

according with Eqs. (3.1) and (3.2).
To get an analytical solution we consider the usual case g.x/ D x

1
2 . From

Eq. (3.16) it follows that:

Px.t/ D a .x.t//
1
2 ;8t � T �:

So,

x�.t/ D
8
<

:

1
4
a2t2 C x.0/ 8t 2 Œ0; T ��

1
4
a2.T �/2 C x.0/ 8 t 2 ŒT �; T �

(3.21)

From Eq. (3.16), 8 t � T � we get that:

Pp1 D ap1.t/
1

2

�
x�.t/

�� 1
2 ; (3.22)

Substituting (3.21) in the above equation we obtain:

Pp1 D �ap1 1
2

�
1

4
a2t2 C x.0/

�� 1
2

; (3.23)

and integrating, we obtain that:

lnp1 D � arctan
a

2
p
x0
t C C; (3.24)

where C is a constant on integration. Taking exponential on both sides of (3.24) and
p1.0/ D c, hence the expression:

p1.t/ D ce
� arctan a

2
p

x0
t

(3.25)

holds.
The difference in benefits between a polluting and nonpolluting firm is given by:

�p.T / � �n.T / D
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8
<̂

:̂

R T �

0
Œ 1
4
a2t2 C x.0/�e�rt dt if T < T �

R T �

0
Œ 1
4
a2t2 C x.0/�e�rt dt � Œ 1

4
a2.T �/2 C x.0/� 1

r
Œe�rT � e�rT �

� if T > T �:
(3.26)

Notice that such a difference between the benefits of the polluting and nonpolluting
firm increases with T �.

3.4.1 The Rate of Pollution and the Discount Factor

According with the equation Pz D bx�.t/ the instantaneous velocity of pollution
accumulation, (or the rate at which pollution accumulates) increases with time
t � T � and after this moment it is a constant: Pz D bx.T �/; 8 t > T �. Then,
the period during which the instantaneous velocity of contamination grows, it is an
increasing function of the discount rate. These facts are summarized in the following
proposition:

Proposition 3.3. If there exists a solution T � for the equation .T; r// D p1.T /�
1
a
e�rT D 0, then there exists a neighborhood Vr� of r� such that for each r 2 Vr�

there exists only one optimal time T �.r/ such that the instantaneous velocity at
which the pollution is created increases until t D T �, after that time the rate of
pollution does not increase. This optimal time increases with the discount factor r .

Proof. Consider the function,

.T; r// D p1.T / � 1

a
e�rT

Since, for a given r� > 0 there exists T � such that .T �; r�/ D 0. From the implicit
function theorem there exists a continuous function T �.r/ such that .T .r/; r/ D 0.
Now using the derivative of the implicit function, it follows that:

dT

dr
D � @=@r

@=@T
D �

1
a
Te�rT

Pp1 C 1
a
re�rt

Since Pp1 < � 1
a
re�rt then dT

dr
> 0. This means that as low is the discount rate, lower

is the optimal time until the rate of pollution increase (see Fig. 3.1). ut
Finally, for the second case (program (3.10)) we have a similar situation except

for b D 0. The Hamiltonian to this problem (3.10) with p0 D 1, is given by:

H.x; u; p1; t/ D .1 � u/g.x/e�rt C p1auf .x/ (3.27)
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c

1/a

P(t)

de–rt

T

r1< r2 < r3

T 
+
(r1) T 

+
(r2) T 

+
(r3)

e–r2 t1/a
e–r1 t1/a
e–r3 t1/a

Fig. 3.1 Optimal time as a
function of r

and the candidate for optimality .x�.t/; u�.t// verifies the similar conditions of
the previous one. The maximized Hamiltonian H� D max fe�rt ; ap1.t/gg.x/ is
strictly concave on x if g.x/ is a strictly concave function, and so .x�; u�/ is a
solution to this problem.

For the particular case where g.x/ D x
1
2 , we can get the equation:

ce
� arctan a

2
p

x0
T D 1

a
e�rT (3.28)

and it follows that T � is a solution of the equation:

� arctan
a

2
p
x0
T C rT C ln ac D 0 (3.29)

Choosing the parameters of the model verifying the conditions (3.12) and (3.11),
then a solution T � for this Eq. (3.29) exists.

3.4.2 A Threshold Value for the Dynamics of Firms

In this section we show that there exists a threshold value such that once the share
of honest officials exceeds this value, then a process in which polluting firms prefer
to become nonpolluting begins, and the current nonpolluting firms remain non-
polluting.

Recall that firms maximize their expected profits, so they prefer to be polluting
if:

E.fp/� E.fn/ > 0: (3.30)

and this happens if the share of honest officials is smaller, i.e.



3 On the Dynamics and Effects of Corruption on Environmental Protection 39

Oh <
b
hR T �

0 x.t/e�rt dt C x.T �/

r

�
e�rT � � e�rT /

�i
� R � rd

F � R � rd
: (3.31)

Recall that the profile distribution of firms’ type is given by
�
fp .t/ ; fn .t/

� 2
�F in time t . Consider that at the end of each period, firms choose their behavior for
the next one. Assume that at each time t , firms know the officials’ distributionO.t/,
(i.e. they know the probability to be inspected by an honest or a dishonest official)
then the dynamics of the share of firms is given by the next law of motion:

8
<

:

Pfn D 	
E.fn/ �E.fp/



fp

Pfp D � Pfn:
(3.32)

If E.fn/� E.fp/ > 0 then the share of non-polluting firms increases.
Let us introduce the function:OT

h W RC ! R defined by:

OT
h .r/ D

b
hR T �

0
x.t/e�rt dt C x.T �/

r

�
e�rT � � e�rT /

�i
�R � rd

F � R � rd
: (3.33)

This function defines (for the discount rate r) a threshold value of honest officials
OT
h .r/ such that if OT

h .r/ < Oh, then the share of non-polluting firms increases.
The next proposition summarizes the above consideration.

The following proposition shows that the threshold value is an increasing
function of r . It is straightforward the intuition behind this proposition: if firms
care less about the future, more should be the society’s efforts to prevent pollution.

Proposition 3.4. The threshold value,OT
h .r/, is increasing function with r .

Proof. To prove this theorem let us consider the auxiliary function:

�.r/ D �
Z T �.r/

0

tx.t/e�rt dt C x.T �.r//
Z T

T �.r/

e�rt dt:

From Proposition 3.3 we know that T � .r/ is an increasing function of r , that
.T �/0.r/ > 0 and that 0 < T �.r/ < T . It follows that �0.r/ > 0, so this function is
increasing on r , i.e.

�0.r/ D � R T �.r/

0
tx.t/e�rt dt � x.T �.r//e�rT �.r/T �0.r/

C Px.T �.r//T �0.r/
R T
T � e

�rt dtCx.T �.r//e�rT �.r/T �0.r/�x.T �.r//
R T
T �.r/

te�rt dt
D �

hR T �.r/

0
tx.t/e�rt dt C x.T �.r//

R T
T �.r/

te�rt dt
i
> 0

The second equality is a consequence of the fact that x.t/ D x.T �/;8 t 2 ŒT �; T �
hence Px.t/ D 0. ut
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Two important insights are:

1. The intuition of Proposition 3.4 is given by the fact that when future does not
matter at all, the discount rate is high and the current environmental cost of
production is low, since we do not care about environment. When we care about
future, then we may clean the current environment such that the environmental
cost of production is higher. Then if the current cost of cleaning is lower and
honest officials are few, E.fp/ < E.fn/.

2. Note that if:

Z T �

0

x.t/e�rt dt C x.T �/
r

�
e�rT � e�rT�

�
>

F

b
; (3.34)

then independently of the officials’ distribution, firms prefer to be polluting.

That is contrary to intuition, because if the value
R T �

0
x.t/e�rt dt C

x.T �/

r

�
e�rT � e�rT�

�
is higher than the fine, a policy of raising the fine F

may not be efficient. This may explain why increasing the fine makes the option
of offering a bribe more attractive, thus inducing more corruption. The right
value of F should be fixed (exogenously to our model) to the correct value
that the society worries about the future, so is reducing the size of the bribes
and implement a policy for increasing the probability of the time when there is
compliance and no corruption.

Therefore it is important to develop a policy aimed at creating awareness about
the future, so as to diminish the value of the discount rate.

3.5 Conclusion

This paper develops a model of corruption based on imitation, in an environmental
policy context where (potentially corrupt) officers report pollution produced by
firms. Officers might be honest or dishonest while firms may be polluting or not.

We identify several equilibria in the static game, which are confirmed by
extending such a game in an evolutionary setting where officials’ imitate the
others’ strategy and firms maximise profits. Equilibria range from stable corruption
to honesty depending on the parameters of the model (i.e. fines, bribes and
environmental damages as well as the firms’ discount rate).

When firms care about future (i.e. a low discount rate) and officials are honest
then we get the good outcome implying an economy without corruption, but the
worst scenarios occurs when all the firms are briber and officials are dishonest.

To encourage an honest behavior, that is to say, a situation where firms prefer to
be clean and officers prefer to be honest, bribes’ size must be reduced, fines (M )
must be increased, and P , the probability to detect dishonest behaviours performed
by an officer must be greater, that is to say, the government must invest in increasing
its effectiveness in detecting corrupt officers.



3 On the Dynamics and Effects of Corruption on Environmental Protection 41

When this effectiveness is increased by means of the firm which receives an
unfair report could be the object of future research, since the hypothesis that a firm
prefers not to appeal to a court because of the cost and the long bureaucratic process
may seem not completely realistic.
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Chapter 4
A Bayesian Pricing Model for CAT Bonds

Frieder Ahrens, Roland Füss, and A. Sevtap Selcuk-Kestel

4.1 Introduction

Over the last two decades, a number of major catastrophes have struck the (re)in-
surance industry and challenged its mitigation capacity causing a remarkable peak
in overall insured losses. Hurricane Katrina was one of those which resulted in an
insured loss of more than USD 68 billion [19]. As most of the catastrophe-prone
areas are more densely populated, and thus, more prone to high property losses
and more frequent catastrophes leading to a higher level of risk perception with
more insureds and higher exposures to insurers, CAT bonds has become a useful
instrument for capacity expansion.

Insurance and reinsurance companies finance catastrophe claims, either by
building internal reserves, or by accumulating risk capital from external sources
such as the capital markets. The securitization of catastrophe risk has created a broad
range of insurance-linked securities (ILS), such as sidecars, industry loss warrants,
catastrophe risk swaps, and catastrophic equity puts [6]. Besides its advantages,
accurate pricing of CAT bonds is still an open question as it requires a careful
analysis of many diverse factors such as the catastrophic risks, market and the
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parties involved. In literature, many studies done on CAT bonds pricing take into
account the expected value principles [11, 13, 18]. The basic principle is mostly
the evaluation of the defined probability or equivalently, bond default, will occur
based on the catastrophic risk according to [22]. Cox and Pederson [5] and Egami
and Young [7] determine the price through representative agent utility optimization.
In some studies, a specific martingale measure is employed in order to cope with
the incomplete CAT bonds market [12]. Additionally, behavioral and purely risk
theoretical approaches are available in literature [1, 23].

This study aims to determine the pricing of CAT bonds under the influence of
hurricane triggered catastrophes, especially, the impact of the Hurricane Katrina
(2005) whose financial impacts are underestimated. On pricing of CAT bonds,
it is questioned that, whether highly rated CAT bonds demonstrate a different
relationship than subinvestment bonds between objective risk measures and the
spread. In particular, we consider two factors: (1) the impact of a severe event,
specifically, the 2005 hurricane season, with three major Hurricanes Katrina,
Wilma and Rita, and (2) the potential difference in the relationship between risk
measures and the spread of highly rated CAT bonds compared to subinvestment-
grade bonds. The theoretical framework for this relationship is based on the Lance
Financial (LFC) model, introduced by Lane [13]. Treed Bayesian estimation method
is implemented to estimate the severity component of the spread and to obtain
detailed information about the pricing mechanisms of CAT bonds. Additionally,
the influence of conditional expected loss is also investigated to determine the
investment-grade ratings. An econometric model is fitted based on data from Willis
for the period from March 2003 to July 2008.

The LFC model which captures the interrelationships between spread, expected
loss, risk load, and conditional expected loss is presented in Sect. 4.2. Section 4.3
explains the econometric model of the treed Gaussian process as an extension of the
Bayesian classification and regression tree (CART) model. Section 4.4 describes
the data, the analyses and the estimation process in which an empirical reference
model to cross-validate the hypotheses on the impact of Katrina and investment-
grade ratings is performed. The final section summarizes the study and provides
concluding remarks.

4.2 The CAT Bond Pricing Method

From a risk theoretical point of view, CAT bond prices should reflect the expected
loss associated with the trigger event. In a world with risk-neutral individuals and
no systematic risk, this would equal exactly the price of the bond. However, as
these conditions clearly do not exist, an important price determinant is how investors
gauge the attractiveness of CAT bonds within a broader investment environment
implying behavioral analysis of CAT bonds prices [1].

Assuming that catastrophe risk is diversifiable in equilibrium, independent of
total wealth, and that catastrophe models are either unbiased or there is no better
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estimation technique available, the premium being equal to the expected loss would
be fair. Based on this approach and with the assumption of the bond is issued at
par value, the spread of CAT bonds can be taken as a measure of its market price
[18]. Suppose Pt is the price of a corporate bond at time t , and C is its coupon.
The current yield Yt D C

Pt
is then a convenient way to express bond prices. The

secondary market prices of CAT bonds are quoted similarly. The difference is that
the LIBOR is subtracted from the total yield. Hence, they are quoted as yield spreads
over the 3-month LIBOR [16].

However, one drawback of this approach is that CAT bond spreads depend
strongly on the underlying expected loss, which can be derived directly from the
issue prospectus. This hinders the comparison of bonds with differing expected
losses. From an insurance viewpoint, the multiple of spread over expected loss
is a better measure of price, because it normalizes the spread with respect to
expected loss and is closer to what (re)insurance buyers would consider the cost
of (re)insurance. On the other hand, from an investor perspective, the multiple is
similar to an expected excess return or a primitive form of risk-adjusted expected
profit [16].

4.2.1 CAT Bond Spread and Its Components

Based on Capital Asset Pricing Model (CAPM), CAT bonds constitute “zero-
beta” assets, whose correlations between catastrophe risk and other asset classes
are nearly zero [8]. CAT bonds were thus, regarded as excellent instruments for
portfolio diversification because of the absence of systematic risk and investors
should theoretically be compensated only for the expected loss and the risk-free rate.
However, the existence of such an equilibrium price is not empirically observable in
CAT bond markets [13–15].

Consider a coupon paying CAT bond, where the spread or the premium,
respectively, is defined as the difference between the coupon and 6-month LIBOR
as follows:

S D Coupon � LIBOR :

The spread of CAT bonds is composed of two components, the expected loss (el),
E[L], and the risk load, R.

S D EŒL�CR ) R D S � EŒL�: (4.1)

Dividing both sides of Eq. (4.1) by the expected loss, E[L], yields the multiple, M ,
which measures the risk load proportional to the expected loss:

S

EŒL�
� 1 D R

EŒL�
) M D S � EŒL�

EŒL�
: (4.2)
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Here, the expected loss is the probability-weighted sum of the possible losses the
bond can incur. If investors are indifferent between two bonds with the same coupon
and the same expected loss, the expected loss would be an adequate risk measure.
Intuitively, we would expect other aspects of the distribution of outcomes (such as
standard deviation or behavioral determinants like loss or ambiguity aversion) to
also play a role [13].

The risk load component of the CAT bond spread captures all the other
unexpected loss factors such as deviations from the expected loss [13]. This measure
is influenced directly by behavioral risks such as the appeal of the bond for investors
and sponsors. Two sources of variation in the risk load can be distinguished: (1) the
characteristics of the loss distribution and (2) the demand and supply factors.

We can state the calculation of (re)insurance premiums with respect to the
standard deviation principle as

S D EŒL�C  :.VarŒL�/
1
2 ; (4.3)

where S is the spread over LIBOR, VarŒL� and  denote the variance of the losses
and the loading factor, respectively [24].

The standard deviation is a good approximation of the unexpected loss with
symmetric distributions. However, CAT bonds loss distributions tend to be very
asymmetric. Hence, allocating precise probability measures to each CAT bond
allows for a more appropriate assessment of the unexpected loss [13].

Another component in pricing is the likelihood of loss which is the probability of
a first dollar loss (pfl) or the probability of exhaustion. The pfl represents the inverse
of the “frequency”. Therefore, by the total probability principle, pfl is expressed
as [13]:

pfl D
X

i

pi 8i > 0 (4.4)

where pi denotes the probability of the ith loss when Li occurs.
Another important measure associated to pfl is the severity of the loss if the bond

is triggered. An ex-ante measure of the severity from the conditional expected loss
(cel) states that having the assumption of independence between the frequency and
severity of a catastrophe, the expected loss given a catastrophe is:

cel D
X

i>0

�
pi

P
i pi

�

� Li

D
X

i

pi � Li
P

i pi

D EŒL�

pfl
:

(4.5)

Because the pfl and the cel are appropriate measures for the unexpected loss in a
CAT bonds setup, we use them to construct the LFC model.
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4.2.2 The Pricing Model of Lane Financial (LFC)

The model proposed by Lane [13] is of general form and provides initial insights
into CAT bond pricing. It also gives a more general reasoning for the application
of the severity (or magnitude) and the frequency in CAT bonds pricing. For these
reasons, LFC model is taken as the underlying pricing methodology in the context
of this study. The Lane model states that the risk load expressed in Cobb-Douglas
power relation should take into account the shape of the distribution which is
approximated by the frequency and the severity of loss:

R D � � .pfl/˛ � .cel/ˇ; (4.6)

where � , ˛, and ˇ are the parameters. In this form, the risk load states that given
the likelihood of a loss, a lower severity leads to a lower risk load and vice versa.
Additionally, it is approximately related to the standard deviation principle and
estimates the total spread as a multiple of expected loss as follows:

S D EŒL�C �:R: (4.7)

This empirical model, however, does not provide a full and rational description of
investor’s behavior, and hence does not result in arbitrage-free prices [13].

4.3 The Treed Gaussian Process Model

The estimation model in CAT bonds pricing proposed in this study is an extension of
the Bayesian Classification and Regression Tree (CART) model [3, 4]. This variant
of the model independently fits stationary Gaussian Processes (GP) that incorporate
linear trends into their Limiting Linear Models (LLM) within R D fr�gR�D1 regions,
where the regions are the leaves of a tree T . In this Bayesian approach, the tree is
not built by deterministic rules, but by a tree-generating prior process. Essentially,
the input space is partitioned by recursively making binary splits on single vectors
of the predictor matrix X. Each subtree is thus a subset of its parent. During the
estimation process, each variable may be revisited, so that the binary form does
not restrict the model’s generality. The regressions are thus performed by a “fully
Bayesian nonstationary, semiparametric nonlinear model” implemented through
treed Gaussian processes with jumps to the limiting linear model [9]. If stationary
GP models are not flexible enough, a partition model which divides the parameter
space by independently estimating a separate model on each data partition increases
the flexibility. The estimation model used for regression within each partition is a
“mixture” of the GP and LLM models. However, the method used to generate the
treed partitions is a Bayesian CART model.
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The stationary GP with an LLM is a hierarchical Bayesian model for the data
D� D fX�;Z�g. For each region r� , D� is composed of n� pairs of mX covariates
and one response f.xi1; : : : ; xmX /; zi gn�iD1. The model defines a multivariate normal
likelihood as follows [9]:

Z� jˇ�; �2� ;K� 	 Nn� .F�ˇ�; �
2
�K�/ (4.8)

�2� 	 IG.˛�=2; q�=2/

ˇ� j�2� ; �2� ;W; ˇ0 	 Nm.ˇ0; �
2
� �

2
�W/

�2� 	 IG.˛�=2; q�=2/

ˇ0 	 Nm.�;B/

W�1 	 W..�V/�1; �/

where, ˇ� are linear trend coefficients, having a common unknown mean ˇ0 and
variances �2� �

2
� . The Z� variances are regional specifications given by �2� , as well as

the n� � n� correlation matrices K� . The n �mX dimensional design matrix X� is
extended by an intercept term to the n��mmatrix F� D .1;X�/, wherem � mXC1
and W is an m � m matrix governing the correlation structure between the ˇ�
coefficients. Here, N , IG and W denote the (multivariate) normal, the inverse-
gamma and the Wishart distributions, respectively. The constant hyperparameters
�;B;V; �; ˛� ; q� ; ˛� ; q� are treated as known. Note that the model might not be
continuous near the borders of nearby regions.

The LLM can be obtained simply by changing the “likelihood line” presented in
Eq. (4.9)

Z� jˇ�; �2� 	 Nn�.F�ˇ�; �
2
� I�/;

where I� is the n� � n� identity matrix. The parameters in Eq. (4.9) are sampled by
using the Gibbs algorithm.

The correlation structure, K� , has the form K.xj ; xk/ D K�.xj ; xk/ C gıj;k ,
where g denotes the “nugget” or “jitter”, ı�;� is the Kronecker delta function, and
K�.�; �/ represents the “true” correlation structure parameterized by an exponential
power function. The jitter term (g > 0) introduces the potential to account for
measurement errors in the stochastic process, which may increase the robustness in
the estimations and assures K to be numerically non-singular. The parameterization
ofK�.�; �/may be from an isotropic power family, or from a separable power family.
Both families are stationary, meaning that the correlations are measured in the same
way throughout the entire input domain. The first parameterization is isotropic, and
the correlations are measured as a function of the Euclidean distance between xj
and xk , k xj � xk k:

K�.xj ; xkjd/ D exp

(

�k xj � xk kh0
d

)

; (4.9)
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where d > 0 is the range parameter, and 0 < h0 � 2 represents the smoothness
of the underlying process. If h0 D 2 the process is Gaussian and indefinitely
differentiable, whereas if 0 < h0 < 2 the process is indifferentiable.

The separable process is an enhancement to the isotropic process, because it
allows for a unique range parameter di in each dimension of the design matrix
.i D 1; : : : ; mX/. We consider the isotropic power process as a special case when
di D d; for all i D 1; : : : ; mX .

K�.xj ; xkjd/ D exp

(

�
mXX

iD1

jxij � xikjh0
di

)

: (4.10)

Thus, the correlations of some input variables may be weighted more strongly with
the separable power family than with others. However, this may result in overfitting.

Note that the GP regression is definitively more flexible than the standard
linear regression. However, if the coherence is linear, then the Gaussian process
regression must deal with parsimony, overfitting, and numerical stability. For the
Bayesian case, it is possible to combine both approaches by constructing a prior
for a “mixture” of both models [10]. This can be done by extending the parameter
space with a vector of Boolean indicator variables b D fbigmXiD1 2 f0; 1gmX . This
indicator variable is multiplied with the range parameter of the correlation structure
K�.�; �jb0

d/, which indicates whether the i th dimension is estimated by the GP
model (bi D 1), or by the LLM model. The probability mass function, P, of the
prior on b is given as:

P�;	1;	2.bi D 0jdi/ D 	1 C 	2 � 	1
1C expf��.di � 0:5/g ; (4.11)

where 0 � 	1 � 	2 < 1. The minimum (	1) and the maximum (	2) are the
probabilities of switching from the GP to the LLM model, while � > 0 determines
how fast P.bi D 0jdi/ approaches 	2 when di increases. This prior clearly
represents the preference that, with increasing range parameter di , we expect the
GP model to be more likely to jump to the LLM.

Note that the process resulting from the mixture is still a GP unless all
bi D 0. As stated in Gramacy [9], the numerical stability increases and a unique
transitionary model lying between the GP and the LLM is obtained by intermediate
results. Therefore, a full linear model (LM) is only implemented with a prior
probability of

P.LM/ D
mXY

iD1
P.bi D 0jdi/ D

mXY

iD1

�

	1 C 	2 � 	1

1C expf��.di � 0:5/g
�

: (4.12)

The prediction of mean and variance under the covariance structure is straight-
forward. Conditioned on the covariance structure, normally distributed Z.x/ with
mean and variance follows:
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Oz.x/ D E.Z.x/jdata; x/ D f
0

.x/ Q̌Ck.x/
0

K�1.Z � F Q̌/; (4.13)

O�.x/2 D Var.Z.x/jdata; x/ D � 2Œ�.x; x/� q
0

.x/C�1q.x/�; (4.14)

where Q̌ is the posterior mean estimate of ˇ and

C�1 D .K C FWF
0

=�2/�1

q.x/ D k.x/C�2FWf.x/

�.x; y/ D K.x; y/C�2f
0

.x/Wf.y/

where f
0

.x/ D .1; x
0

/, and k.x/ is an n-dimensional vector with kj .x/ D K.x; xj/

for all xj 2 X. From Eq. (4.14) we see that O�.x/2 does not directly depend on the
predicted responses Z.

Parameter prediction then becomes simpler for the LLM case. If K D .1C g/I,
the predicted value of z.x/ is normally distributed with mean Oz.x D f

0

.x/ Q̌ and
variance O�.x/2 D �2Œ1 C f

0

.x/V Q̌f.x/�, where V Q̌ D .��2CF
0

F.1 C g//�1. And
the m � m inversion of this case is faster than the n � n when taking the form
K D I.1C g/, as in Eq. (4.14) [10].

The Bayesian tree-generating process is governed by two priors: (1) the size
of the tree and (2) the location of each split. The size prior is specified in
order to form more bushy trees [3], because the probability of a split (pSPLIT)
in one predictor variable decreases as the number of parent nodes increases:
pSPLIT.�; T / D a.1C q�/

�b , where q� is the number of parent nodes of � 2 T , and
a and b are parameters to determine the size and spread of the tree. A restriction
may also be imposed on the minimum number of observations each leaf contains.
Eventually, the tree dependence is integrated out using Markov Chain Monte Carlo
(MCMC) simulation with the Metropolis-Hastings algorithm [3, 4].

In the content of this study, the application of treed Gaussian approach on
pricing CAT bonds data captures the impact of conditional events without setting
rigid parametric assumptions. For this purpose, reversible jump MCMC to integrate
out the tree structure and to sample from the joint posterior .�; T / by alternately
drawing�jT and T j� is used [10].

4.4 Empirical Results

4.4.1 Data

The data on CAT bond prices has been received from Willis which is collected
from vendors such as Goldman Sachs, SwissRe Capital Markets, Aon, USAA. The
199 observations between March 2003 and July 2008 include information about
sponsors, issue date, risk period, maturity, size in 1;000s, trigger, ratings, risk
premium, attachment probability, peril type, and expected loss. CAT bond-specific
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characteristics, such as type of trigger, covered perils, or rating, are provided by
S&P, Moody’s, Fitch, or A.M. Best and are used to make analyses based on these
clusterings.

The annual yield spread (risk premium), S is calculated over the 6-month LIBOR.
S is converted to a 365-days per year convention to render the risk premium
comparable to the expected losses, and then, is adjusted for the reinsurance price
cycle. The annual expected loss of a CAT bond (el), probability of first loss (pfl),
conditional expected loss (cel), and finally, the risk load (R) are determined as
presented previously. Additionally, based on the analyses on the data, a significant
structural break after Hurricane Katrina is observed. Therefore, subsequent to
Katrina, in 2006, catastrophe models were revised, which led to a 58 % increase
in the expected losses of outstanding CAT bonds from March to June 2006 [14]. To
include this effect, we introduce a dummy variable “katrina”, which we set equal
to 1 for all bonds issued from November 2005 onward. Finally, we use a dummy
variable “rating” to indicate whether a CAT bond is rated BBB or above being set
to one and zero otherwise.

4.4.2 Cyclical and Seasonal Components

Reinsurance prices as well as CAT bond premiums exhibit strong long-term
cyclical behavior [17]. Because of the shortage of capital in the aftermath of major
catastrophes, such mega-catastrophes are typically followed by a hard market,
leading to substantial premium increases. This can be seen from Fig. 4.1 which
shows the strong cyclical behavior of reinsurance prices and a significant increase
in CAT bond premiums due to the shortage of capital in the aftermath of major
catastrophes.

In the CAT bond market, the impact of non-price adjustments in terms and
conditions might be approximated by the capital-weighted relationship between
single- and multi-peril bonds. Multi-peril bonds are triggered by each trigger event,
while single-peril bonds are subject to only one trigger event which differs in terms
and conditions of the bond protection. In hard markets, we might expect to see
fewer multi-peril CAT bonds issues, because of their relatively high prices. This
might cause sponsors to retain some minor risks, and insure only specific or peak
risks [17].

Seasonality is not an issue for all types of CAT bonds however, and depends on
the peril the bond covers. CAT bonds covering the U.S. hurricanes and European
wind are exposed to seasonality, whereas earthquake triggered CAT bonds do not
show any seasonality [14]. In contrast to single-peril bonds, where seasonality is
relatively easy to predict, multi-peril bonds pose a certain amount of unpredictability
with respect to seasonality analysis. The seasonal treatment for hurricane CAT
bonds should include at least four dummies (D) based on its behaviour within a
year: (D1) the beginning of the American hurricane season in June, (D2) the end of
the American hurricane season in October, (D3) the beginning of the European
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Fig. 4.1 U.S. catastrophe reinsurance price index [18]

Fig. 4.2 Quarterly means of adjusted risk premium and its multiple

wind season in November, and (D4) the end of the European wind season in
January. The interaction term between (D2) and the cyclical variable to capture
the emergence of a hard market is ignored, because the spread is already adjusted
for cyclical behavior. However, because of the scarcity of data, only one dummy
variable referring the beginning of the hurricane season is defined.

The Lane Financial LLC index was originally available only on a quarterly basis,
but it was interpolated to match each CAT bond’s issuance date. We perform the
spread adjustment by simply dividing it by the index. Figure 4.2 shows significant
seasonal fluctuations (i.e., between quarters) in the adjusted spreads and multiples
based on our dataset. The spread is adjusted by dividing the original spread series
by the Paragon & LFC index.
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4.4.3 Estimation

Ordinary least square (OLS) technique can be used to estimate the parameters of the
log-transformed S given in Eq. (4.7) as:

S D el C�..pfl/˛.cel/ˇ/

) ln.S � el/ D ln.�/C ˛ ln.pfl/C ˇ ln.cel/; (4.15)

However, the estimation of Eq. (4.15) with the Bayesian version of a treed
regression results in a treed posterior distribution which yields a richer structure than
OLS, and is more flexible than parametric estimation techniques. It also handles
non-linear relationships with fewer trees than a conventional treed regression
model [4, 10].

The graphical presentation of the results obtained by the Bayesian approach
constitutes a surface plot of the marginal predictive mean over the different values
of the respective variables. The measure of uncertainty within each region of the
surface is given by plotting the 90 % quantile difference (95 % quantile � 5 %
quantile) of the distribution around its mean.

A sensitivity analysis based on the “Sobol” sensitivity indices allows computing
the contribution of each input variable through the main effects and all interaction
effects to the output’s variance. The main effects by using the first-order sensitivity
index, SI, is determined as follows:

SI.i/ D Var.EŒf jxi �/
Var.f /

; (4.16)

where xi is the i th input variable, and f .�/ is the posterior distribution function.
A measure for the contribution through interaction effects is given by the total
effects index, SIT :

SIT .i/ D Var.EŒf jx�i �/
Var.f /

: (4.17)

Here, x�i indicates the exclusion of the i th variables from the condition. A sig-
nificant difference between SI.i/ and SIT .i/ for a given variable xi implies the
existence of relevant interaction terms for that variable. Thus, in purely additive
models, it would follow that

PmX
iD1 SI.i/ D 1 [20].

These indices are estimated by drawing random Latin hypercube samples at each
MCMC iteration, and then illustrating them by the plots of three measures: (1)
the estimated main effects over the range of each predictor variable (x1) on the
dependent variable (EŒZjxi�) (2) the first-order sensitivity index, and (3) the total
effects index. Note, however, that the total effects index may exhibit negative values,
which are due to errors resulted in Monte Carlo simulations. The posterior intervals
represent the uncertainty of the function response and the integration estimates.
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Fig. 4.3 Surface and error
plots for the base and
linearized models

To perform the final step in the evaluation of our results, we sample nearly
thirty input locations from the posterior, and compare the root mean squared errors
(RMSE) and the mean absolute percentage errors (MAPE) for efficiency reasons.

4.4.4 Impact of Hurricane Katrina

The main focus of the LFC model estimation is set in a non-linear context. However,
this study evaluates the model under several hypotheses. The “Cobb-Douglas” and
its linearized form are two base specifications of the LFC model. The linearized
version is difficult to interpret. Nevertheless, we employ it mainly to cross-validate
the original form, which provides a good description of the relation among variables.
If the Cobb-Douglas form describes the data well, the relation among the variables
in the linearized version should have a plain surface [13]. We see from Fig. 4.3
that the choice of the functional form is justified. It shows the LFC base model
(left hand side) and the LLFC model (right hand side); the upper graphs serves to
indicate if the functional form of the LFC model is well specified; the plain surface
on the right top indicates that the LLFC model describes the data well; cel, pfl,
and S denote the conditional expected loss, the attachment probability, and the
risk premium, respectively. Note also that the input matrices for the base model
are taken as Z=S, X=(el, pfl, cel). In the aftermath of the severe 2005 hurricane
season, it was necessary for investors to update their catastrophe models. If the
relationship between different probabilities of loss measures and the spread changes,
as it actually did, then two claims arise due to either a change in supply (Supply
Hypothesis) or a change in perception (Perception Hypothesis).

A drop in the spread at the given el, pfl, and cel might indicate an overall price
reduction due to the increased supply of risk capital on the CAT bonds. On the other
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Table 4.1 Specifications for the analysis of hypotheses

Spec. No. Specification Hypothesis No. of obs. RMSE

1 The base models augmented by the
Katrina dummy

Supply 131 0.0422

2 Katrina D 0, estimated with the
base models

Perception 17 0.0116

3 Katrina D 1, estimated with the
base models

Perception 85 0.0118

4 Hurricane Peril D 1, tested with
the base models, augmented by
the Katrina dummy

perception 66 0.0189

5 Hurricane Peril D 0, tested with
the base models and the
Katrina dummy

Perception 67 0.0195

hand, spreads of hurricane-exposed CAT bonds may react differently than spreads of
bonds with other perils because of price drivers such as cost of risk capital, erosion
of deductibles, ongoing loss estimations, and the credit ratings of bond and swap
partners. We expect other perils to experience spread reductions due to (1) a shift
in the perception of hurricane risk and (2) diversification credit for other perils. To
analyze (1) and (2), we infer the shape of the posterior separately based on different
subsamples in the dataset and the two base model specifications.

Table 4.1 summarizes the hypotheses, specifications (Spec. No.1–5), number
of observations for each specifications, and their RMSE values. Specification 1
includes a katrina dummy that captures the main effects of risk measures with
respect to the spread. Specifications 2 and 3 are estimated to determine the changes
before and after the 2005 hurricane season with respect to the dummy variable.
The last two specifications, 4 and 5, aim to determine whether Katrina affected the
relative risk perception among hurricane perils. It can be observed that bonds with
a rating above BBB yield a significant increase on the multiple.

We next analyze the Supply Hypothesis that corresponds to Specification 1.
The surfaces depicted in Panel (a) of Fig. 4.4 indicate that Katrina impacted rela-
tionships between the expected loss, the attachment probability, and the conditional
expected loss. Specification 1 refers to the base models augmented by the Katrina
dummy, as can also be seen in Table 4.1. The difference in scaling should be noted.
At a given expected loss and attachment probability, it is found that the spreads
declined after Katrina (see Panel (b) of Fig. 4.4). In contrast, the reaction of the
spread at a given conditional expected loss was the opposite. Based on Fig. 4.4, we
can conclude that after the 2005 hurricane season, the spreads decreased relative to
el and pfl. As spreads are cyclically adjusted in the dataset, we find that the Supply
Hypothesis is strongly supported.

The “Perception” Hypothesis is analyzed in two groups. The first group
Specifications 2 and 3, represent the impact of Hurricane Katrina in the base model,
when we control for this event by setting the dummy 0 before and 1 after Katrina
occurs, separately. From Fig. 4.5 we see that the spread increases slightly in cel over
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Fig. 4.4 Test of the Supply Hypothesis under Specification 1. Panel (a) shows surface and error
plots, while Panel (b) illustrates the main effects of the variables on the predictive posterior mean

the whole range of pfl before Katrina, while the impact of cel increases dramatically
with pfl after Katrina. The main effect graphs in both specifications show an
increased slope in cel. However, the sensitivity indices imply that the increased
impact results from an increase in interaction with other measures, rather than from
an increase in variance. This indicates the change in perception of importance given
to the cel measure. Because of space limitations we only show a selection of figures.

In the second group, Specifications 4 and 5, the trigger type is the hurricane
peril which is set to either 0 or 1 in the base model, and is conditioned on
Katrina. Figure 4.6 shows a change in the direction of influence on the plots of
el versus cel. Panel (a) of Fig. 4.6 illustrates the relationship between el, cel, and
pfl with hurricane exposure only; Specification 4 refers to the base models with
Hurricane Peril = 1 and augmented by the Katrina dummy, whereas Specification 5
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Fig. 4.5 Test of the Perception Hypothesis under Specifications 2 and 3. Panel (a) shows the
surface and error plots for Specification 2, whereas Panel (b) illustrates the plots for Specification 3

in Panel (b) of Fig. 4.6 refers to the base models with Hurricane Peril = 0 and
the Katrina dummy. The dataset that includes only the hurricane sample shows an
increase in spread, along with increases in both el and cel; whereas for the dataset
without hurricanes, the spread decays when the other two variables increase. The
sensitivity indices for specification 4 show that cel barely contributes to the spread
variance, which results in a low interaction with other variables. The expected loss
and the attachment probability thus do not interact with other variables, which
results in the variability of the spread. Contrary to Specification 4, Specification 5



58 F. Ahrens et al.

Fig. 4.6 Test of the Perception Hypothesis under Specifications 4 and 5. Panel (a) shows the
surface and error plots for Specification 4, whereas Panel (b) illustrates the plots for Specification 5

indicates higher interactions among all variables, as well as the domination of the
variance of expected loss over the variance of spread.

4.4.5 Impact of Ratings

According to Slovic [21], individuals often perceive events with catastrophic
potential to be very risky, regardless of the low probability of their occurrence.



4 A Bayesian Pricing Model for CAT Bonds 59

Fig. 4.7 Impact of rating BBB or above on CAT bonds. Panel (a) shows the graphs of spread,
expected loss and multiple, while Panel (b) illustrates surface and error plots

Thus, investors may worry about even the small possibility of losing money due
to a catastrophic event. They may prefer a LIBOR investment, which is perceived
as more secure, unless the bonds pay significantly more than LIBOR, which
leads to a high multiple even with low spreads. Thus, CAT bonds have unusually
high multiples when premiums approach LIBOR. Panel (a) of Fig. 4.7 shows all
observations rated at least BBB, sorted by expected loss. The highest multiples are
clearly seen in a region where the expected loss is hardly distinguishable from zero.
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Table 4.2 Descriptive statistics with and without investment grade

Variable No. Obs. Mean Std. Dev. Min Max

Complete data without investment grade
s 128 0.06252 0.0395 0.00483 0.17824
el 128 0.02057 0.0183 0.00002 0.0881
Multiple 128 9.946 32.5535 1.1712 334.5588

Reduced data: rating BBB and above
s 20 0.0185 0.0088 0.0048 0.0448
el 20 0.0017 0.0016 0.00002 0.0056
Multiple 20 52.8247 80.7349 6.6816 334.5588

Twenty bonds in the dataset are rated BBB and above. Table 4.2 lists the two
hypotheses “Supply” and “Perception” to determine the impact of Hurricane Katrina
and the corresponding specifications of the base model. From the graphs, we can
conclude that such investment-grade bonds yield smaller expected losses. However,
the variable multiple exhibits the opposite, i.e. the higher the rating the higher the
relative risk load. This implies that investors who demanded highly rated bonds may
be more concerned than junk bond investors about possible losses.

The CAT bonds rating is one of the factors that influences the market price,
especially before or at issue [2]. The key rating factors for CAT bonds are: (1) the
risk characteristics of the underlying perils in terms of attachment probabilities,
(2) the covered peril(s) as well as the granularity of the exposure data used for
modeling the underlying risk measures, (3) the catastrophe models used by the
modeling agent and the results of stress tests on key modeling factors, (4) the
basis risk, if applicable, according to the trigger mechanism, or the existence of a
multiple event trigger, (5) the credit risk of the sponsor, paying the premiums to the
special purpose vehicles (SPV), and the credit risk of the swap counterparties, (6)
miscellaneous factors, such as the experience of the sponsor, the covered risk period,
annual risk resetting, or extension options. Given the factors above, the LFC model
obviously accounts for the same factors as the rating. Therefore, if the assigned
rating significantly impacts the shape of the posteriors, there should be other unlisted
factors not covered by the LFC model. When we consider the subinvestment data,
the relationships do not change much compared to either the base model or the post-
Katrina data. The majority of the observations in our dataset stem from post-Katrina,
and exhibit sub-investment ratings.

To analyze the impact of investment-grade ratings on conditional expected loss
and attachment probability, we must draw surface and error plots for the LFC model
for the reduced data. Panel (b) of Fig. 4.7 shows that the conditional expected loss
already has a positive impact on the spread at the low values of pfl. The main
effect of cel increases, but the proportion of explained variance due to cel does
not. We further find that an investment-grade rating increases the impact of cel.
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Table 4.3 Out-of-sample
forecast performance

LFC LLFC
Statistic based based Katrina Rating Both

RMSE 0.0172 0.5407 0.0246 0.0197 0.0244
MAPE 0.2945 0.1181 0.2977 0.2939 0.3749

4.4.6 Accuracy

To facilitate out-of-sample forecasting, we exclude a sample of thirty observations
from the posterior estimation. Although the selection is carried out randomly,
checks on all relevant domains of predictor variables are performed as there may be
different parameter values for the prediction of the posterior mean over the whole
predictor space.

We use the values from all partitions to cross-validate the fit of the augmented
models relative to the base model and calculate the RMSE and the MAPE. To check
if the augmented models provide a better forecast than the base model (LFC-based),
we consider three other specifications (Katrina, the Rating, and Both) and the
linearized version of the LFC model (LLFC-based). The Katrina impact corresponds
to Specification 1, while Rating corresponds to investment-grade.

Table 4.3 shows the out-of-sample forecast by using all partitions to cross-
validate the fit of the augmented models relative to the base model. It can be seen
that the LFC-based model performs very well compared to its augmented relatives.
LFC-based model yields smaller RMSE than the LLFC-based model. Note also that
the LLFC-based model yields the highest RMSE, but the lowest MAPE compared
to the other specifications.

4.5 Concluding Remarks

This study aims to develop an econometric model to analyze the impact of the
2005 hurricane season, particularly Hurricane Katrina, on CAT bond pricing and
its components. Bayesian treed Gaussian estimation technique is implemented to
estimate the parameters of the model proposed by Lane [13]. Data on CAT bonds
from 2003 to 2008 are used to derive parameter estimates of the model under
assumptions on the factors which have direct and indirect effect on pricing.

The empirical results show that the severity component of the spread has an
increasing impact, which indicates either a shift in the investor perceptions or a
change in weight during the pricing process. After the 2005 hurricane season, an
increase in the supply of CAT bonds led to a reduction in spreads. The level of
this supply increase that is attributable to Katrina is not distinguishable. However,
an impact on the increase in conditional expected loss is recognizable. It is
found that Katrina did not directly contribute through variance, but through the
interaction between expected loss and attachment probability. It is also argued that
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the 2005 hurricane season shifted investor’s perceptions and catastrophe models.
Thus, during the investment decision-making process, investors ultimately weighted
the expected severity of CAT bonds higher. Also, during the catastrophe model
adjustment process, the implied correlation structure was changed. Additionally, an
investment-grade rating is found to increase the impact of the conditional expected
loss. We posit that this is because investors who demand highly rated bonds may be
more concerned on possible losses than junk bond investors. The forecast evaluation
of the models illustrates that accounting for Katrina and the rating does not improve
forecasting performance. However, the linearized version of the LFC model does
perform better than the non-linear Cobb-Douglas form.
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Chapter 5
Properties and Comparative-Static Effects
in Models of Decision Under Uncertainty:
Applications to the Theory of the Firm

Alberto A. Álvarez-López, Inmaculada Rodríguez-Puerta,
Francisco Sebastiá-Costa, and Mónica Buendía

5.1 Introduction

Many models of decision under uncertainty, especially from the theory of the firm
under uncertainty, can be seen as particular cases of a general formulation: an agent
maximizes the expected utility of a random “wealth”, this wealth being the balance
of an “income” and a “cost”, where the income can be defined as the product of a
“production” and a “price” (interpreting these three elements: production, price and
cost, in a wide sense).

In this paper, we formulate a decision model following this pattern, with only
one decision variable, and only one source of uncertainty that is independent of
the decision variable. Due to this simplification, the model is simple and easy to
handle. Moreover, it remains quite general. In fact, we postulate the wealth in a
quite general form in what concerns to the decision variable, so that the formulation
is indeed easily applicable to models from different situations.

For this general model, we present a method to study its properties, and especially
comparative-static effects, in a systematic manner. This method is analytic, rather
than geometric as usual in many other models. One of the key points of the method
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is a lemma (Lemma 5.1 in Appendix) that gives us useful bounds for products of
random variables. This lemma generalizes one from [5] that is barely used in the
literature.

In Sect. 5.2, we formulate the model and present the method.1 We find a
characterization for corner solution, and compare the optimal solution with the
corresponding solution in absence of uncertainty. We also examine comparative-
static effects. As an application of this, we consider a proportional wealth tax and
study the effect of a variation in its rate.

In Sect. 5.3, we apply the previous results to two models from the theory of
the firm under uncertainty. For both of them, we easily obtain their key results.
In particular, for the second model, the corresponding result about the effect of a
proportional wealth tax is new in the literature.

Finally, Sect. 5.4 concludes the paper.

5.2 The General Model and Its Properties

5.2.1 The Model

We consider an agent who faces some kind of uncertainty. There is only one variable
of decision: x. For each possible value of x, a random wealth W.x/ is defined. The
agent seeks to maximize the expected utility of this wealth.

We assume that the variable x belongs to an interval I 
 RC D fx 2 R j x > 0g,
bounded or not, such that 0 2 I . For each x 2 I , we consider that the wealth W.x/
is given by2

W.x/ D f .x/Z � g.x/;

where Z > 0 is a non-degenerate random variable with expectation � > 0, and f
and g are real (non-random) functions of class C2 on I such that f 0 > 0, g0 > 0,
and f is concave and g is convex (on I ). In addition, we assume that f .0/ D 0, and
thus f .x/ > 0 if x ¤ 0.

The agent’s attitude towards risk is modeled by a BERNOULLI utility function
u, regular enough (at least of class C

2 on R) and such that u0 > 0 and u00 < 0. In
particular, the agent is risk averse.

For each x 2 I , the expected utility of choosing x is given by U.x/ �
E
	
u
�
W.x/

�

. The agent maximizes this function U on the interval I :

1Some aspects in this section were presented, in a preliminary version, in [2]. On the other hand,
the model formulated here is similar to that in [4], but our method to analyze the problem and our
results are different.
2In order to simplify the notation, if possible we will write simply W instead of W.x/.
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max
x2I U.x/: (5.1)

The first and second derivatives of U are:

U 0.x/ D E
	
u0.W /

�
f 0.x/Z � g0.x/

�

;

U 00.x/ D E
	
u00.W /

�
f 0.x/Z � g0.x/

�2 C u0.W /
�
f 00.x/Z � g00.x/

�

:

According to the hypotheses, we obtain that U 00 < 0 on I , and thus the function U
is strictly concave on I : if the maximization problem (5.1) admits a solution, this
solution is unique. Notice that the equality U 0.x/ D 0 is a sufficient condition for a
point x 2 I to be the (unique) solution of the problem.

From now on, we consider the function h � g0=f 0. In terms of this function h
and the expectation � of the random variable Z, the following proposition gives us
both a sufficient condition for the existence of a solution and a characterization for
a corner solution.

Proposition 5.1. If there exists some x0 2 I such that � 6 h.x0/, or if the
interval I is bounded, then the maximization problem (5.1) has a unique solution.
In addition, if we do know that there exists a unique solution for the problem (5.1),
then this solution will be positive if and only if � > h.0/.

Proof. Given that � 6 h.x0/ for some x0 2 I , applying Lemma 5.1 to the random
variable X D f 0.x0/Z � g0.x0/, and the real functions

 � 1 and �.s/ D u0�Œs C g0.x0/�Œf .x0/=f 0.x0/� � g.x0/
�
;

as the function � is positive and decreasing, we can write:

E
	
u0�W.x0/

��
f 0.x0/Z � g0.x0/

�

6 �.0/ E

	
f 0.x0/Z � g0.x0/




D �.0/ f 0.x0/
�
� � h.x0/

�I

that is: U 0.x0/ 6 0; thus: U.x0/ > U.x/ if x > x0, and the unique solution of
the problem (5.1) is precisely that of the problem maxx2Œ0;x0� U.x/, which exists
because of the continuity of U .

On the other hand, note that W.0/ D �g.0/ is non-random, and we have:

U 0.0/ D u0��g.0/� � �f 0.0/ �� g0.0/
� D u0��g.0/� � f 0.0/ � ��� h.0/

�
;

and thus � > h.0/ is equivalent to U 0.0/ > 0. If we know that there exists a unique
solution x�, the inequality U 0.0/ > 0 is equivalent to x� > 0. ut

Henceforth, we assume that there exists a unique, interior solution x� for the
maximization problem (5.1). This solution is thus characterized by the equality
U 0.x�/ D 0.
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5.2.2 An Auxiliary Function

The following function will be useful in our analysis:

F.x/ D E
	
u0�W.x/

�
Z



E
	
u0�W.x/

�
 ; x 2 I;

with derivative:

F 0.x/ D E
	
u00�W.x/

� �
Z � h.x/� �Z � F.x/

�

f 0.x/

E
	
u0�W.x/

�
 :

The function F and the marginal utility U 0 are closely related:

U 0.x/ D E
	
u0.W /



f 0.x/

�
F.x/ � h.x/�;

so that the optimal solution is characterized by this equality:

F.x�/ D h.x�/: (5.2)

We also have:

F.0/ D �; and F.x/ < � if x 2 I � f0g. (5.3)

The latter can be proved by applying Lemma 5.1 with the random variable X D
Z � �, and the real functions  � 1 and �.s/ D u0 .f .x/.s C �/� g.x//: as
f .x/ > 0, the function � is strictly decreasing, and we obtain:

E
	
u0.W /.Z � �/
 < �.0/ � EŒZ � �� D 0;

and hence F.x/ < �.

An Interpretation. We can give an interpretation of the number F.x�/. For the
moment, we focus our attention on a non-random maximization problem: that
resulting from writing a positive number z instead of the random variableZ in (5.1);
that is:

max
x2I u

�
f .x/ z � g.x/

�
: (5.4)

We can see that, if this problem admits an interior solution xz, then this solution
is unique (the objective function is strictly concave) and is characterized by the
condition: f 0.xz/ z � g0.xz/ D 0, or equivalently: h.xz/ D z.

Therefore, recalling the characterization (5.2) of the optimal solution x� of
problem (5.1), we claim that x� is also the solution of a non-random problem: the



5 Properties and Comparative-Static Effects in Models of Decision Under Uncertainty 69

problem (5.4) with z D F.x�/, or equivalently: the problem resulting from writing
F.x�/ instead of Z in (5.1).

In other words: if it were possible for the agent to operate in a certainty
environment, F.x�/ would be the value of Z for which the agent would choose
exactly the level x�.

5.2.3 The Corresponding Certainty Problem

We wish to compare the solution of problem (5.1) to the one of problem (5.4) with
z D �:

max
x2I u

�
f .x/� � g.x/�; (5.5)

provided this solution indeed exists. We refer to this problem as the corresponding
certainty problem. The following proposition establishes the result of comparison
of both solutions. Recall that we are assuming that the solution x� of problem (5.1)
is interior, so that the equality (5.2) holds.

Proposition 5.2. If the problem (5.5) admits a solution x�
c , then x� < x�

c .

Proof. We already know that the solution x�
c is unique; we can assume that it is

interior. Indeed. Set: Uc.x/ D u
�
f .x/� � g.x/

�
. As x� is itself interior, we have:

� > h.0/ (cf. Proposition 5.1), and thus: U 0
c.0/ > 0; that is: x�

c > 0. Also, if the
interval I were bounded and closed, x�

c being its right extreme, then the thesis of
the proposition would hold, because x� would be smaller than that right extreme.
Therefore, we can assume that the solution x�

c is characterized by the condition
U 0

c.x
�
c / D 0, or equivalently: h.x�

c / D �.
Furthermore, the function h is strictly increasing: the sign of h0 is the same as

that of g00f 0 � g0f 00, which is positive according to the hypotheses assumed for f
and g.3 Recalling (5.3), we can write:

h.x�
c / D � > F.x�/ D h.x�/;

and hence x� < x�
c . ut

That is: the optimal solution under uncertainty is less than the optimal solution
under certainty.

In this general model, we have just proved that uncertainty reduces the optimal
amount of the decision variable chosen by the agent.

3Actually, we would only have that g00f 0 � g0f 00 > 0, because f 00 6 0 and g00 > 0. But if f 00

and g00 were simultaneously null (so that the function h turns out to be constant), the problem (5.5)
would admit the solution x�

c if and only if I D 	
0; x�

c



, and in this case the result would also hold.
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5.2.4 Comparative-Static Effects

The function F can also be used to study comparative-static effects. If � denotes
a parameter of the model, we can write F.xI �/ and h.xI �/ instead of F.x/ and
h.x/, respectively, to stand for this further dependence on � of these functions, and
we can write dx�=d� to stand for the corresponding comparative-static effect.

Proposition 5.3. The sign of
dx�

d�
is the same as that of F 0

�.x
�I �/� h0

�.x
�I �/.

Proof. From the characterization F.x�I �/ D h.x�I �/ [cf. (5.2)], we can write:

dx�

d�
D �F

0
�.x

�I �/� h0
�.x

�I �/
F 0
x.x

�I �/� h0
x.x

�I �/ ;

and the denominator is negative. Indeed: we already know that h0 > 0, and also:

F 0.x�/ D E
	
u00.W �/

�
Z � h.x�/

� �
Z � F.x�/

�

f 0.x�/

E
	
u0.W �/




D E
	
u00.W �/

�
Z � F.x�/

�
2


f 0.x�/

E
	
u0.W �/


 < 0 ;

whereW � � W.x�/. ut
An Application: A Proportional Wealth Tax. In order to illustrate this result, let
us assume that the wealth function is given by:

W.x/ D .1 � �/�f0.x/Z � g0.x/
�
;

where 0 < � < 1 and f0 and g0 are in the same conditions as f and g, respectively.
We can interpret this wealth as the result of a proportional wealth tax at rate � .4

What we wish to study is the effect, in the optimal value x�, of a variation in the tax
rate � .

Note that h D g0
0=h

0
0 does not depend on � , and hence the sign of dx�=d� is sim-

ply that of F 0
� .x

�I �/ (cf. Proposition 5.3). We have: F.x�I �/ D E
	
u0.W �/Z


 ı

E
	
u0.W �/



, where W � D W.x�/ D .1 � �/

�
f0.x

�/Z � g0.x
�/
�
; and we obtain

(recall (5.2)):

F 0
� .x

�I �/ D �E
	
u00.W �/W � �Z � h.x�/




.1 � �/ E
	
u0.W �/


 :

4We are implicitly assuming that there is a full loss offset. See [7, p. 70] for a discussion about the
plausibility of this hypothesis at least in the case of a firm.
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If Ru denotes the ARROW–PRATT measure of relative risk aversion for the agent,
we can write:

� E
	
u00.W �/W � �Z � h.x�/

�
 D E
	
Ru.W

�/ u0.W �/
�
Z � h.x�/

�

:

Considering the real functions:

 .s/ D u0
�
.1 � �/	f .x�/

�
s C h.x�/

� � g.x�/

�
;

�.s/ D Ru

�
.1 � �/

	
f .x�/

�
s C h.x�/

� � g.x�/

�
;

we find that  > 0, and that � is increasing, constant or decreasing depending
on whether the agent exhibits IRRA, CRRA or DRRA,5 respectively. In the IRRA
case, for instance, taking the random variable X D Z � h.x�/, the application of
Lemma 5.1 yields:

E
	
Ru.W

�/ u0.W �/
�
Z � h.x�/

�

> �.0/ E

	
u0.W �/

�
Z � h.x�/

�
 D 0;

where the last equality follows from the first order condition of the maximization
problem. For the CRRA and DRRA cases, we can proceed, mutatis mutandis, in the
same manner.

Finally, we can assert that, as the tax rate increases, the optimal level
x� increases, remains constant or reduces depending on whether the agent
exhibits IRRA, CRRA or DRRA, respectively.

5.3 Application to the Theory of the Firm Under Uncertainty

In this section, we apply the results of Sect. 5.2 to two models from the theory of the
firm under uncertainty. The first one, due to SANDMO, is one of the seminal models
of the theory; we easily obtain some of its most important results. The second
one, due to DALAL and ALGHALITH, is an important model of the theory with
the feature, unlike SANDMO’s model, of considering two sources of uncertainty; for
this model, we also obtain its main result in a easy way, and derive a new property.

5.3.1 About SANDMO’s Model

In SANDMO’s model, as presented in [7], it is considered a competitive firm that
produces a single output and faces uncertainty in the price at which this output will

5As usual in the literature, these acronyms mean increasing, constant or decreasing (respectively)
relative risk aversion.
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be sold. The firm decides the amount of output to be produced before the sale date,
and hence before knowing the spot price.

From the firm’s point of view, the price of the output is a non-degenerate random
variable P > 0 with expectation � > 0, and the total cost of choosing an amount of
output q > 0 isC.q/CB ,C.q/ being the variable cost (withC.0/ D 0) andB being
the fixed cost. The firm’s attitude facing uncertainty is modeled by a BERNOULLI

utility function u. For the functions C and u, it is assumed that C 0 > 0, C 00 > 0,
u0 > 0 and u00 < 0, so that the firm is risk averse. The firm’s profit of producing q
units is given by �.q/ D Pq � C.q/ � B , and the firm seeks a level of output that
maximizes the expected utility of this profit.

This model can be considered as a particular case of the general model presented
in Sect. 5.2, just takingZ D P , x D q, I D RC, f .q/ D q and g.q/ D C.q/CB ,
and W D � . Notice that h D C 0; that is, the function h is precisely the marginal
cost.

SANDMO assumes that there exists an optimal solution q� for the corresponding
maximization problem, and discusses the possibility of a corner solution. Our
Proposition 5.1 establishes that this optimal solution will be positive if and only
if the expected price is bigger than the marginal cost of the null level of production:
� > C 0.0/. Remark also that, when the optimal solution q� is positive, this solution
is characterized by the condition F.q�/ D C 0.q�/ [cf. (5.2)]; thus, if the firm could
sell its product at a certain price, the number F.q�/ would be the value of that price
for which the firm would choose to produce exactly q� units of output.

On the other hand, the main result obtained by SANDMO is this: “under price
uncertainty, output is smaller than the certainty output” (cf. [7, pp. 66–67]). More
precisely: the firm reduces its output with respect to the firm under certainty for
which the output price equals the expected price. In the new context from Sect. 5.2,
this key result follows as a simple consequence of Proposition 5.2.

Finally, among others comparative-static effects, SANDMO studies the influence,
on the optimal solution q�, of a proportional profit tax and of a further variation of
its rate. He finds that “increasing the tax rate will increase, leave constant or reduce
output according as relative risk aversion is increasing, constant, or decreasing”
(cf. [7, p. 70]). This result can easily be obtained from the statement about this
effect in Sect. 5.2.4.

5.3.2 A Model with Two Sources of Uncertainty: A New Result

Now we apply the previous results to a model from the theory of the firm under
uncertainty due to DALAL and ALGHALITH (see [3]). This model has become a
relevant reference in the theory, since it is a very complete study of a firm with
two simultaneous sources of uncertainty: output price and production. In spite of
introducing two sources of uncertainty, the model can also be considered as a
particular case of the framework presented in Sect. 5.2.
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The wealth of the firm is given by6:

W.y/ D pvy � c.y/CW0 ;

where y, the decision variable, is the target level of production; v is a random
factor so that the product vy can be interpreted as the actual level of production;
p is the random output price; c is the cost function; and W0 is an initial level of
wealth. It is assumed that EŒv� D 1, and that c0 > 0 and c00 > 0. Also, the
initial wealth W0 is such that W.y/ > 0 for all y. And the expected output price
is denoted by Np: EŒp� D Np. The firm seeks to maximize the expected utility of its
wealth, considering that the attitude towards risk is modeled by a BERNOULLI utility
function u such that u0 > 0 and u00 < 0.

We consider this model in the context of Sect. 5.2, with Z D pv, f .y/ D y,
and g.y/ D c.y/�W0, which results in h.y/ D c0.y/. We are especially interested
in applying Proposition 5.2, which compares the optimal level of production y�
in the original problem (under uncertainty in both variables) with the optimal
level of production y�

c in the corresponding certainty problem (in the sense given
in Sect. 5.2.3). This corresponding certainty problem results from writing EŒpv�
instead of pv. With Proposition 5.2, we deduce that y� < y�

c .
But DALAL and ALGHALITH focus their attention on a different certainty

problem: that resulting from writing EŒv� D 1 instead of v, and writing Np instead
of p; they denote its solution as yc. Note that yc is characterized by the condition
h.yc/ D Np, and according to (5.2) and (5.3) we have that h.y�/ < EŒpv�. Under
the hypothesis that cov.p; v/ 6 0, we have: EŒpv� D cov.p; v/C Np 6 Np, and we
can write:

h.y�/ < EŒpv� 6 Np D h.yc/;

and hence: y� < yc . This is exactly the assertion of Proposition 1 in [3].
Proposition 2 in [3], about uncertainty in production but certainty in price, is also

an immediate consequence of our analysis.
Finally, on translating, to this model, the comparative-static result about a tax rate

(see Sect. 5.2.4), we obtain a new property of the model. Consider that the wealth is
given by:

W.y/ D .1 � �/�pvy � c.y/CW0

�
;

where 0 < � < 1, so that the firm’s final wealth is reduced by a proportional
tax at rate � . We can assert that the tax rate increases, leaves constant, or
reduces the optimal decision level of production y� depending on whether the firm
exhibits IRRA, CRRA or DRRA, respectively.

6We specify here a slightly simplified version of the original model presented in [3]. For our
purposes, that will be enough.
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5.4 Concluding Remarks

We consider a simple one-variable model of decision under uncertainty. The
specification of the wealth (the expected utility of which is to be maximized) is
quite general. We propose a method to obtain several properties for this model.
This method requires to consider the function F.x/ D E

	
u0.W /Z



=E
	
u0.W /



,

which lets us establish a simple characterization of the optimal solution. It is a
remarkable fact that the number F.x�/, where x� is the optimal solution, lets the
agent—at least theoretically—consider a decision problem without uncertainty that
is equivalent to the original one under uncertainty, in the sense that both problems
share the optimum at the same point.

Furthermore, we consider the so-called corresponding certainty problem, which
results from writing, instead of the random variable Z, its expectation �. We find
that the optimal solution of the original problem is less than that of this non-random
problem. That is: uncertainty reduces the optimal amount chosen by the agent.

From the characterization of the optimal solution, it is also possible to obtain
comparative-static results. In order to illustrate this tool, we consider a proportional
wealth tax and study the effect, on the optimal solution, of a variation in the tax rate.

The use of the method presented here is illustrated in two models of the theory
of the firm under uncertainty. For the first one (due to SANDMO, see [7], one of the
seminal models of the theory), the method easily lets us obtain the key results. The
second model (due to DALAL and ALGHALITH, see [3], a relevant model of the
theory) presents the remarkable feature of considering two simultaneous sources
of uncertainty (output price and production). Formally, there are now two random
variables, but they appear as a product, in such a way that it is also possible to
analyze the problem in the context presented in Sect. 5.2. We readily obtain an
important property (the first key result of that paper), namely: under uncertainty,
the optimal amount of the decision variable (the “target” production) is reduced.
Finally, we translate, to this model, the general result about the effect of a variation
in a tax rate, what lets us establish a property that had not been studied by the authors
in their paper.
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Appendix

The following lemma slightly generalizes a result taken from [5]:

Lemma 5.1. Let  and � be two real functions defined on R such that  > 0

and � is increasing. If � D  � �, and X is a real random variable such that the
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expectationEŒX  .X/� is finite, and such that the probability of the set fX ¤ 0g is
positive, then:

EŒX �.X/� > �.0/EŒX  .X/� ;

and the contrary inequality holds when � is decreasing. In addition, if � is strictly
increasing or strictly decreasing, the corresponding inequality also holds strictly.

Proof. See [6]: in Lemma 1, write F � 1 and Z D X . See also [1]. ut
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Chapter 6
On Sensitive Dependence on Initial Conditions
and Existence of Physical Measure for 3-Flows

Vítor Araújo

6.1 Introduction

The development of the theory of dynamical systems has shown that models
involving expressions as simple as quadratic polynomials (as the logistic family or
Hénon attractor, see e.g. [8] for a gentle introduction), or autonomous ordinary
differential equations with a hyperbolic equilibrium of saddle-type accumulated by
regular orbits, as the Lorenz flow (see e.g. [3, 12, 30]), exhibit sensitive dependence
on initial conditions, a common feature of chaotic dynamics: small initial differ-
ences are rapidly augmented as time passes, causing two trajectories originally
coming from practically indistinguishable points to behave in a completely different
manner after a short while. Long term predictions based on such models are
unfeasible since it is not possible to both specify initial conditions with arbitrary
accuracy and numerically calculate with arbitrary precision. For an introduction to
these notions see [8, 28].

Formally the definition of sensitivity is as follows for a flowXt on some compact
manifoldM : aXt -invariant subset� is sensitive to initial conditions or has sensitive
dependence on initial conditions, or simply chaotic if, for every small enough r > 0
and x 2 �, and for any neighborhood U of x, there exists y 2 U and t ¤ 0 such
that Xt.y/ and Xt.x/ are r-apart from each other: dist

�
Xt.y/;Xt .x/

�
> r . See

Fig. 6.1. An analogous definition holds for diffeomorphism f of some manifold,
taking t 2 Z and setting f D X1 in the previous definition.

Using some known results on robustness of attractors from Mañé [18] and
Morales, Pacifico and Pujals [21] together with observations on their proofs, we

V. Araújo
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y

Fig. 6.1 Sensitive
dependence on initial
conditions

show that for attractors of three-dimensional flows, robust chaotic behavior (in the
above sense of sensitiveness to initial conditions) is equivalent to the existence
of certain hyperbolic structures. These structures, in turn, are associated to the
existence of physical measures. In short in low dimensions, robust chaotic behavior
ensures the existence of a physical measure.

6.2 Preliminary Notions

Here and throughout the text we assume that M is a three-dimensional compact
connected manifold without boundary endowed with some Riemannian metric
which induces a distance denoted by dist and a volume form Leb which we
name Lebesgue measure or volume. For any subset A of M we denote by A the
(topological) closure of A.

We denote by Xr .M/; r > 1 the set ofC r smooth vector fieldsX onM endowed
with the C r topology. Given X 2 Xr .M/ we denote by Xt , with t 2 R, the flow
generated by the vector field X . Since we assume that M is a compact manifold
the flow is defined for all time. Recall that the flow .Xt /t2R is a family of C r

diffeomorphisms satisfying the following properties:

1. X0 D Id W M ! M is the identity map of M ;
2. XtCs D Xt ıXs for all t; s 2 R,

and it is generated by the vector field X if

3. d
dtX

t.q/
ˇ
ˇ
tDt0 D X

�
Xt0.q/

�
for all q 2 M and t0 2 R.

We say that a compact Xt -invariant set � is isolated if there exists a neighbor-
hood U of � such that � D \t2RXt.U /. A compact invariant set � is attracting
if �X.U / WD \t�0Xt.U / equals � for some neighborhood U of � satisfying
Xt.U / � U , for all t > 0. In this case the neighborhood U is called an isolating
neighborhood of �. Note that �X.U / is in general different from \t2RXt.U /, but
for an attracting set the extra condition Xt.U / � U for t > 0 ensures that every
attracting set is also isolated. We say that � is transitive if � is the closure of both
fXt.q/ W t > 0g and fXt.q/ W t < 0g for some q 2 �. An attractor of X is a
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transitive attracting set of X and a repeller is an attractor for �X . We say that � is
a proper attractor or repeller if ; ¤ � ¤ M .

An equilibrium (or singularity) for X is a point � 2 M such that Xt.�/ D �

for all t 2 R, i.e. a fixed point of all the flow maps, which corresponds to a zero of
the associated vector field X : X.�/ D 0. An orbit of X is a set O.q/ D OX.q/ D
fXt.q/ W t 2 Rg for some q 2 M . A periodic orbit of X is an orbit O D OX.p/

such thatXT .p/ D p for some minimal T > 0. A critical element of a given vector
field X is either an equilibrium or a periodic orbit.

We recall that a Xt -invariant probability measure � is a probability measure
satisfying �.Xt .A// D �.A/ for all t 2 R and measurable A � M . Given an
invariant probability measure � for a flow Xt , let B.�/ be the (ergodic) basin of �,
i.e., the set of points z 2 M satisfying for all continuous functions ' W M ! R

lim
T!C1

1

T

Z T

0

'
�
Xt.z/

�
dt D

Z

' d�:

We say that � is a physical (or SRB) measure for X if B.�/ has positive Lebesgue
measure: Leb

�
B.�/

�
> 0.

The existence of a physical measures for an attractor shows that most points in
a neighborhood of the attractor have well defined long term statistical behavior. So,
in spite of chaotic behavior preventing the exact prediction of the time evolution of
the system in practical terms, we gain some statistical knowledge of the long term
behavior of the system near the chaotic attractor.

6.3 Chaotic Systems

We distinguish between forward and backward sensitive dependence on initial
conditions. We say that an invariant subset � for a flow Xt is future chaotic with
constant r > 0 if, for every x 2 � and each neighborhood U of x in the ambient
manifold, there exists y 2 U and t > 0 such that dist

�
Xt.y/;Xt .x/

�
> r .

Analogously we say that � is past chaotic with constant r if � is future chaotic
with constant r for the flow generated by �X . If we have such sensitive dependence
both for the past and for the future, we say that � is chaotic. Note that in this
language sensitive dependence on initial conditions is weaker than chaotic, future
chaotic or past chaotic conditions.

An easy consequence of chaotic behavior is that it prevents the existence of
sources or sinks, either attracting or repelling equilibria or periodic orbits, inside the
invariant set �. Indeed, if � is future chaotic (for some constant r > 0) then, were
it to contain some attracting periodic orbit or equilibrium, any point of such orbit
(or equilibrium) would admit no point in a neighborhood whose orbit would move
away in the future. Likewise, reversing the time direction, a past chaotic invariant
set cannot contain repelling periodic orbits or repelling equilibria. As an almost
reciprocal we have the following.
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Lemma 6.1. If � D \t2RXt.U / is a compact isolated proper subset for X 2
X1.M/ with isolating neighborhood U and � is not future chaotic (respective not
past chaotic), then ��

X.U / WD \t>0X�t .U / (respective �C
X .U / WD \t>0Xt .U /)

has non-empty interior.

Proof. If� is not future chaotic, then for every r > 0 there exists some point x 2 �
and a neighborhoodV of x such that dist

�
Xt.y/;Xt .x/

�
< r for all t > 0 and each

y 2 V . If we choose 0 < r < dist.M n U;�/ (we note that if � D U then
� would be open and closed, and so, by connectedness of M , � would not be a
proper subset), then we deduce that Xt.y/ 2 U , that is, y 2 X�t .U / for all t > 0,
hence V � ��

X.U /. Analogously if � is not past chaotic, just by reversing the time
direction. ut

In particular if an invariant and isolated set � with isolating neighborhood U is
given such that the volume of both�C

X .U / and��
X.U / is zero, then� is chaotic.

Sensitive dependence on initial conditions is part of the definition of chaotic
system in the literature, see e.g. [8]. It is an interesting fact that sensitive dependence
is a consequence of another two common features of most systems considered to be
chaotic: existence of a dense orbit and existence of a dense subset of periodic orbits.

Proposition 6.1. A compact invariant subset � for a flow Xt with a dense subset
of periodic orbits and a dense (regular and non-periodic) orbit is chaotic.

A short proof of this proposition can be found in [5]. An extensive discussion of
this and related topics can be found in [10].

6.4 Lack of Sensitiveness for Flows on Surfaces

We recall the following celebrated result of Mauricio Peixoto in [25, 26] (and for
a more detailed exposition of this results and sketch of the proof see [12]) built on
previous work of Poincaré [27] and Andronov and Pontryagin [1], that characterizes
structurally stable vector fields on compact surfaces.

Theorem 6.1 (Peixoto). A C r vector field, r > 1, on a compact surface S is
structurally stable if, and only if:

1. the number of critical elements is finite and each is hyperbolic;
2. there are no orbits connecting saddle points;
3. the non-wandering set consists of critical elements alone.

Moreover if S is orientable, then the set of structurally stable vector fields is open
and dense in Xr .S/.

In particular, this implies that for a structurally stable vector field X on S there
is an open and dense subset B of S such that the positive orbit Xt.p/; t > 0 of
p 2 B converges to one of finitely many attracting equilibria. Therefore no sensitive
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dependence on initial conditions arises for an open and dense subset of all vector
fields in orientable surfaces.

The extension of Peixoto’s characterization of structural stability for C r flows,
r > 1, on non-orientable surfaces is known as Peixoto’s Conjecture, and up until
now it has been proved for the projective plane P

2 [23], the Klein bottle K
2 [19]

and L
2, the torus with one cross-cap [13]. Hence for these surfaces we also have no

sensitiveness to initial conditions for most vector fields.
This explains in part the great interest attached to the Lorenz attractor which was

one of the first examples of sensitive dependence on initial conditions.

6.5 Robustness and Volume Hyperbolicity

Related to chaotic behavior is the notion of robust dynamics. We say that an
attracting set � D �X.U / for a three-flow X and some open subset U is robust
if there exists a C1 neighborhood U of X in X1.M/ such that �Y .U / is transitive
for every Y 2 U .

The following result obtained by Morales, Pacifico and Pujals in [21] character-
izes robust attractors for three-dimensional flows.

Theorem 6.2. Robust attractors for flows containing equilibria are singular-
hyperbolic sets for X .

We remark that robust attractors cannot be C1 approximated by vector fields
presenting either attracting or repelling periodic points. This implies that, on three-
manifolds, any periodic orbit inside a robust attractor is hyperbolic of saddle-type.

We now define the concept of singular-hyperbolicity. A compact invariant set
� of X is partially hyperbolic if there are a continuous invariant tangent bundle
decomposition T�M D Es

� ˚ Ec
� and constants �;K > 0 such that

• Ec
� .K; �/-dominatesEs

�, i.e. for all x 2 � and for all t > 0

kDXt .x/ j Es
xk � e��t

K
�m.DXt .x/ j Ec

x/I (6.1)

• Es
� is .K; �/-contracting: kDXt j Es

xk 6 Ke��t for all x 2 � and for all t > 0.

For x 2 � and t 2 R we let J ct .x/ be the absolute value of the determinant of the
linear map DXt .x/ j Ec

x W Ec
x ! Ec

Xt .x/. We say that the sub-bundle Ec
� of the

partial hyperbolic set � is .K; �/-volume expanding if

J ct .x/ D ˇ
ˇ det.DXt j Ec

x/
ˇ
ˇ � Ke�t ;

for every x 2 � and t � 0.
We say that a partially hyperbolic set is singular-hyperbolic if its singularities

are hyperbolic and it has volume expanding central direction.
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A singular-hyperbolic attractor is a singular-hyperbolic set which is an attractor
as well: an example is the (geometric) Lorenz attractor presented in [11, 17]. Any
equilibrium � of a singular-hyperbolic attractor for a vector field X is such that
DX.�/ has only real eigenvalues �2 6 �3 6 �1 satisfying the same relations as in
the Lorenz flow example:

�2 < �3 < 0 < ��3 < �1; (6.2)

which we refer to as Lorenz-like equilibria. We recall that an compact Xt -invariant
set� is hyperbolic if the tangent bundle over� splits T�M D Es

�˚EX
� ˚Eu

� into
three DXt -invariant subbundles, whereEs

� is uniformly contracted,Eu
� is uniformly

expanded, and EX
� is the direction of the flow at the points of �. It is known,

see [21], that a partially hyperbolic set for a three-dimensional flow, with volume
expanding central direction and without equilibria, is hyperbolic. Hence the notion
of singular-hyperbolicity is an extension of the notion of hyperbolicity.

Recently in a joint work with Pacifico, Pujals and Viana [4] the following
consequence of transitivity and singular-hyperbolicity was proved.

Theorem 6.3. Let � D �X.U / be a singular-hyperbolic attractor of a flow
X 2 X2.M/ on a three-dimensional manifold. Then � supports a unique physical
probability measure � which is ergodic and its ergodic basin covers a full Lebesgue
measure subset of the topological basin of attraction, i.e. B.�/ D W s.�/ Lebesgue
mod 0. Moreover the support of � is the whole attractor�.

It follows from the proof in [4] that the singular-hyperbolic attracting set �Y .U /

for all Y 2 X2.M/ which are C1-close enough to X admits finitely many physical
measures whose ergodic basins cover U except for a zero volume subset.

6.5.1 Absence of Sinks and Sources Nearby

The proof of Theorem 6.2 given in [21] uses several tools from the theory of normal
hyperbolicity developed first by Mañé in [18] together with the low dimension of
the flow. Indeed, going through the proof in [21] we can see that the arguments can
be carried through assuming that

1. � is an attractor for X with isolating neighborhood U such that every equilibria
in U is hyperbolic with no resonances;

2. there exists a C1 neighborhood U of X such that for all Y 2 U every periodic
orbit and equilibria in U is hyperbolic of saddle-type.

The condition on the equilibria amounts to restricting the possible three-dimensional
vector fields in the above statement to an open a dense subset of all C1 vector fields.
Indeed, the hyperbolic and no-resonance condition on a equilibrium � means that:

• either � ¤ <.!/ if the eigenvalues of DX.�/ are � 2 R and !;! 2 C;
• or � has only real eigenvalues with different norms.
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Indeed, conditions (1) and (2) ensure that no bifurcations of periodic orbits or
equilibria leading to sinks or sources are allowed for any nearby flow in U .
This implies, by now standard arguments, that the flow on � must have a
dominated splitting which is volume hyperbolic: both subbundles of the splitting
must contract/expand volume. For a three-dimensional flow one of the subbundles
is one-dimensional, and so we deduce singular-hyperbolicity either forX or for �X .
If � has no equilibria, then � is uniformly hyperbolic. Otherwise, it follows from
the arguments in [21] that all singularities of � are Lorenz-like and this shows that
� must be singular-hyperbolic for X .

We note that the second condition above is a consequence of any one of the
following assumptions on U :

Robust Chaoticity for every Y 2 U the maximal invariant subset �Y .U / is
chaotic;

Zero Volume and Future Chaoticity for every Y 2 U the maximal invariant
subset �Y .U / has zero volume and is future chaotic;

Zero Volume and Robust Positive Lyapunov Exponent for every Y 2 U the
maximal invariant subset �Y .U / has zero volume and there exists a full
Lebesgue measure subset PY of U such that

lim sup
1

n

n�1X

iD0
log kDY ixk > 0; x 2 PY : (6.3)

The result of Mañé analogous to Theorem 6.2 in [18]

Theorem 6.4. Robust attractors for surface diffeomorphisms are hyperbolic.

also follows from the absence of sinks and sources for all C1 close diffeomorphisms
in a neighborhood of the attractor.

Extensions of these results to higher dimensions for diffeomorphisms, by Bonatti
et al. in [6], show that robust transitive sets always admit a volume hyperbolic split-
ting of the tangent bundle. Vivier in [31] extends previous results of Doering [9] for
flows, showing that a C1 robustly transitive vector field on a compact boundaryless
n-manifold, with n > 3, admits a global dominated splitting. Metzger and Morales
extend the arguments in [21] to homogeneous vector fields (inducing flows allowing
no bifurcation of critical elements, i.e. no modification of the index of periodic
orbits or equilibria) in higher dimensions leading to the concept of two-sectional
expanding attractor in [20].

6.5.2 Robust Chaoticity, Volume Hyperbolicity and Physical
Measure

The preceding observations allows us to deduce that robust chaoticity is a sufficient
conditions for singular-hyperbolicity of a generic attractor.
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Corollary 6.1. Let � be an attractor for X 2 X1.M3/ such that every equilibrium
in its trapping region is hyperbolic with no resonances. Then � is singular-
hyperbolic if, and only if, � is robustly chaotic.

This means that if we can show that arbitrarily close orbits, in an isolating
neighborhood of an attractor, are driven apart, for the future as well as for the
past, by the evolution of the system, and this behavior persists for all C1 nearby
vector fields, then the attractor is singular-hyperbolic.

To prove the necessary condition on Corollary 6.1 we use the concept of
expansiveness for flows, and through it show that singular-hyperbolic attractors for
3-flows are robustly expansive and, as a consequence, robustly chaotic also. This is
done in the last Sect. 6.6.

We recall the following conjecture of Viana, presented in [29].

Conjecture 6.1. If an attracting set �.U / of smooth map/flow has a non-zero
Lyapunov exponent at Lebesgue almost every point of its isolated neighborhood
U [i.e. it satisfies (6.3) with PY � U ], then it admits some physical measure.

From the preceding results and observations we can give a partial answer to this
conjecture for 3-flows in the following form.

Corollary 6.2. Let �X.U / be an attractor for a flow X 2 X1.M/ such that

• the divergence of X is negative in U ;
• the equilibria in U are hyperbolic with no resonances;
• there exists a neighborhood U of X in X1.M/ such that for Y 2 U one has

(6.3) almost everywhere in U .

Then there exists a neighborhood V � U of X in X1.M/ and a dense subset
D � V such that

1. �Y .U / is singular-hyperbolic for all Y 2 V ;
2. there exists a physical measure �Y supported in �Y .U / for all Y 2 D .

Indeed, item (2) above is a consequence of item (1), the denseness of X2.M/ in
X1.M/ in theC1 topology, together with Theorem 6.3 and the observation following
its statement.

Item (1) above is a consequence of Corollary 6.1 and the observations of
Sect. 6.5.1, noting that negative divergence on the isolating neighborhoodU ensures
that the volume of �Y .U / is zero for Y in a C1 neighborhood V of X .

6.6 Expansive Systems

Here we explain why robust chaotic behavior necessarily follows from singular-
hyperbolicity in an attractor, completing the proof of Corollary 6.1. For this we
need the concept and some properties of expansiveness for flows.
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A concept related to sensitiveness is that of expansiveness, which roughly means
that points whose orbits are always close for all time must coincide. The concept
of expansiveness for homeomorphisms plays an important role in the study of
transformations. Bowen and Walters [7] gave a definition of expansiveness for flows
which is now called C-expansiveness [15]. The basic idea of their definition is
that two points which are not close in the orbit topology induced by R can be
separated at the same time even if one allows a continuous time lag—see below
for the technical definitions. The equilibria of C-expansive flows must be isolated
[7, Proposition 1] which implies that the Lorenz attractors and geometric Lorenz
models are not C-expansive.

Keynes and Sears introduced [15] the idea of restriction of the time lag and
gave several definitions of expansiveness weaker than C-expansiveness. The notion
of K-expansiveness is defined allowing only the time lag given by an increasing
surjective homeomorphism of R. Komuro [16] showed that the Lorenz attractor and
the geometric Lorenz models are not K-expansive. The reason for this is not that
the restriction of the time lag is insufficient, but that the topology induced by R is
unsuited to measure the closeness of two points in the same orbit.

Taking this fact into consideration, Komuro [16] gave a definition of expansive-
ness suitable for flows presenting equilibria accumulated by regular orbits. This
concept is enough to show that two points which do not lie on a same orbit can be
separated.

Let C
�
R;R

�
be the set of all continuous functions h W R ! R and let us write

C
�
.R; 0/; .R; 0/

�
for the subset of all h 2 C �R;R� such that h.0/ D 0. We define

K0 D fh 2 C �.R; 0/; .R; 0/� W h.R/ D R; h.s/ > h.t/ ;8s > tg;
and

K D fh 2 C �R;R� W h.R/ D R; h.s/ > h.t/ ;8s > tg;
A flow X is C-expansive (K-expansive respectively) on an invariant subset � �

M if for every � > 0 there exists ı > 0 such that if x; y 2 � and for some h 2 K0

(respectively h 2 K ) we have

dist
�
Xt.x/;Xh.t/.y/

�
6 ı for all t 2 R; (6.4)

then y 2 XŒ��;��.x/ D fXt.x/ W �� 6 t 6 �g.
We say that the flow X is expansive on � if for every � > 0 there is ı > 0 such

that for x; y 2 � and some h 2 K (note that now we do not demand that 0 be fixed
by h) satisfying (6.4), then we can find t0 2 R such that Xh.t0/.y/ 2 XŒt0��;t0C��.x/.

Observe that expansiveness on M implies sensitive dependence on initial
conditions for any flow on a manifold with dimension at least 2. Indeed if �; ı satisfy
the expansiveness condition above with h equal to the identity and we are given a
point x 2 M and a neighborhood U of x, then taking y 2 U n XŒ��;��.x/ (which
always exists since we assume that M is not one-dimensional) there exists t 2 R

such that dist
�
Xt.y/;Xt .x/

�
> ı. The same argument applies whenever we have
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expansiveness on an X -invariant subset � of M containing a dense regular orbit of
the flow.

Clearly C-expansive H) K-expansive H) expansive by definition. When a
flow has no fixed point then C-expansiveness is equivalent to K-expansiveness [22,
Theorem A]. In [7] it is shown that on a connected manifold a C-expansive flow has
no fixed points. The following was kindly communicated to us by Alfonso Artigue
from IMERL, the proof can be found in [2].

Proposition 6.2. A flow is C-expansive on a manifold M if, and only if, it is
K-expansive.

We will see that singular-hyperbolic attractors are expansive. In particular, the
Lorenz attractor and the geometric Lorenz examples are all expansive and sensitive
to initial conditions. Since these families of flows exhibit equilibria accumulated by
regular orbits, we see that expansiveness is compatible with the existence of fixed
points by the flow.

6.6.1 Singular-Hyperbolicity and Expansiveness

The full proof of the following given in [4]. We provide a sketch of the proof in
Sect. 6.7.2.

Theorem 6.5. Let � be a singular-hyperbolic attractor of X 2 X1.M/. Then � is
expansive.

The reasoning is based on analyzing Poincaré return maps of the flow to a
convenient (ı-adapted) cross-section. We use the family of adapted cross-sections
and corresponding Poincará maps R, whose Poincaré time t.�/ is large enough,
obtained assuming that the attractor � is singular-hyperbolic. These cross-sections
have a co-dimension one foliation, which are dynamically defined, whose leaves
are uniformly contracted and invariant under the Poincaré maps. In addition R
is uniformly expanding in the transverse direction and this also holds near the
singularities.

From here we argue by contradiction: if the flow is not expansive on �, then we
can find a pair of orbits hitting the cross-sections infinitely often on pairs of points
uniformly close. We derive a contradiction by showing that the uniform expansion
in the transverse direction to the stable foliation must take the pairs of points apart,
unless one orbit is on the stable manifold of the other.

This argument only depends on the existence of finitely many Lorenz-like
singularities on a compact partially hyperbolic invariant attracting subset � D
�X.U /, with volume expanding central direction, and of a family of adapted cross-
sections with Poincaré maps between them, whose derivative is hyperbolic. It is
straightforward that if these conditions are satisfied for a flow Xt of X 2 X1.M3/,
then the same conditions hold for all C1 nearby flows Y t and for the maximal
invariant subset �Y .U / with the same family of cross-sections which are also
adapted to �Y .U / (as long as Y is C1-close enough to X ).
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Corollary 6.3. A singular-hyperbolic attractor� D �X.U / is robustly expansive,
that is, there exists a neighborhood U ofX in X1.M/ such that�Y .U / is expansive
for each Y 2 U , where U is an isolating neighborhood of �.

Indeed, since transversality, partial hyperbolicity and volume expanding central
direction are robust properties, and also the hyperbolicity of the Poincaré maps
depends on the central volume expansion, all we need to do is to check that a given
adapted cross-section˙ to X is also adapted to Y 2 X1 for every Y sufficiently C1

close to X . But �X.U / and �Y .U / are close in the Hausdorff distance if X and Y
are close in the C0 distance, by the following elementary result.

Lemma 6.2. Let � be an isolated set of X 2 Xr .M/, r � 0. Then for every
isolating block U of � and every � > 0 there is a neighborhood U of X in Xr .M/

such that�Y .U / � B.�; �/ and� � B.�Y .U /; �/ for all Y 2 U .

Thus, if ˙ is an adapted cross-section we can find a C1-neighborhood U of X
in X1 such that ˙ is still adapted to every flow Y t generated by a vector field in U .

6.6.2 Singular-Hyperbolicity and Chaotic Behavior

We already know that expansiveness implies sensitive dependence on initial condi-
tions. An argument with the same flavor as the proof of expansiveness provides the
following, whose proof also sketch in the following Sect. 6.7.2.

Theorem 6.6. A singular-hyperbolic isolated set � D \t2RXt.U / is robustly
chaotic, i.e. there exists a neighborhood U of X in X1.M/ such that \t2RY t .U / is
chaotic for each Y 2 U , where U is an isolating neighborhood of �.

This completes the argument proving that robust chaoticity is a necessary
property of singular-hyperbolicity, in Corollary 6.1.

6.7 Sketch of the Proof of Expansiveness and of Chaotic
Behavior

We need the following notions to understand the proof of Theorems 6.5 and 6.6 as
a consequence.

6.7.1 Adapted Cross-Sections and Poincaré Maps

To help explain the ideas of the proofs we give here a few properties of Poincaré
maps, that is, continuous maps R W ˙ ! ˙ 0 of the form R.x/ D Xt.x/.x/ between
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cross-sections ˙ and ˙ 0 of the flow near a singular-hyperbolic set. We always
assume that the Poincaré time t.�/ is large enough as explained in what follows.

We assume that � is a compact invariant subset for a flow X 2 X1.M/ such that
� is a singular-hyperbolic attractor. Then every equilibrium in � is Lorenz-like.

6.7.1.1 Stable Foliations on Cross-Sections

We start recalling standard facts about uniformly hyperbolic flows from e.g. [14].
An embedded disk � � M is a (local) strong-unstable manifold, or a strong-

unstable disk, if dist.X�t .x/; X�t .y// tends to zero exponentially fast as t ! C1,
for every x; y 2 � . Similarly, � is called a (local) strong-stable manifold, or a
strong-stable disk, if dist.Xt.x/; Xt .y// ! 0 exponentially fast as n ! C1,
for every x; y 2 � . It is well-known that every point in a uniformly hyperbolic
set possesses a local strong-stable manifold W ss

loc.x/ and a local strong-unstable
manifold W uu

loc.x/ which are disks tangent to Ex and Gx at x respectively with
topological dimensions dE D dim.E/ and dG D dim.G/ respectively. Considering
the action of the flow we get the (global) strong-stable manifold

W ss.x/ D
[

t>0

X�t�W ss
loc

�
Xt.x/

��

and the (global) strong-unstable manifold

W uu.x/ D
[

t>0

Xt
�
W uu

loc

�
X�t .x/

��

for every point x of a uniformly hyperbolic set. These are immersed submanifolds
with the same differentiability of the flow. We also consider the stable manifold
W s.x/ D [t2RXt

�
W ss.x/

�
and unstable manifold W u.x/ D [t2RXt

�
W uu.x/

�
for

x in a uniformly hyperbolic set, which are flow invariant.
Now we recall classical facts about partially hyperbolic systems, especially

existence of strong-stable and center-unstable foliations. The standard reference is
[14].

We have that� is a singular-hyperbolic isolated set ofX 2 X1.M/with invariant
splitting T�M D Es ˚ Ecu with dimEcu D 2. Let QEs ˚ QEcu be a continuous
extension of this splitting to a small neighborhoodU0 of�. For convenience we take
U0 to be forward invariant. Then QEs may be chosen invariant under the derivative:
just consider at each point the direction formed by those vectors which are strongly
contracted by DXt for positive t . In general QEcu is not invariant. However we can
consider a cone field around it on U0

C cu
a .x/ D fv D vs C vcu W vs 2 QEs

x and vcu 2 QEcu
x with kvsk 6 a � kvcukg
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which is forward invariant for a > 0:

DXt .C cu
a .x// � C cu

a .X
t .x// for all large t > 0. (6.5)

Moreover we may take a > 0 arbitrarily small, reducing U0 if necessary. For
notational simplicity we write Es and Ecu for QEs and QEcu in all that follows.

From the standard normal hyperbolic theory, there are locally strong-stable and
center-unstable manifolds, defined at every regular point x 2 U0 and which are
embedded disks tangent to Es.x/ and Ecu.x/, respectively. Given any x 2 U0
define the strong-stable manifold W ss.x/ and the stable-manifold W s.x/ as for an
hyperbolic flow (see the beginning of this section).

Denoting Ecs
x D Es

x ˚EX
x , where EX

x is the direction of the flow at x, it follows
that

TxW
ss.x/ D Es

x and TxW
s.x/ D Ecs

x :

We fix � once and for all. Then we call W ss
� .x/ the local strong-stable manifold and

W cu
� .x/ the local center-unstable manifold of x.
Now let ˙ be a cross-section to the flow, that is, a C1 embedded compact disk

transverse to X : at every point z 2 ˙ we have Tz˙ ˚ EX
z D TzM (recall that

EX
z is the one-dimensional subspace fs � X.z/ W s 2 Rg). For every x 2 ˙ we

define W s.x;˙/ to be the connected component of W s.x/ \ ˙ that contains x.
This defines a foliation F s

˙ of ˙ into co-dimension 1 sub-manifolds of class C1.
Given any cross-section ˙ and a point x in its interior, we may always find a

smaller cross-section also with x in its interior and which is the image of the square
Œ0; 1� � Œ0; 1� by a C1 diffeomorphism h that sends horizontal lines inside leaves of
F s
˙ . In what follows we assume that cross-sections are of this kind, see Fig. 6.2.
We also assume that each cross-section˙ is contained in U0, so that every x 2 ˙

is such that !.x/ � �.
On the one hand x 7! W ss

� .x/ is usually not differentiable if we assume thatX is
only of class C1, see e.g. [24]. On the other hand, assuming that the cross-section is
small with respect to �, and choosing any curve � � ˙ crossing transversely every
leaf of F s

˙ , we may consider a Poincaré map

R˙ W ˙ ! ˙.�/ D
[

z2�
W ss
� .z/

with Poincaré time close to zero, see Fig. 6.2. This is a homeomorphism onto
its image, close to the identity, such that R˙.W s.x;˙// � W ss

� .R˙.x//. So,
identifying the points of ˙ with their images under this homeomorphism, we
pretend that indeedW s.x;˙/ � W ss

� .x/.
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Fig. 6.2 The sections ˙ ,˙.�/, the manifoldsW s.x/;W ss.x/,W s.x;˙/ and the projection R˙ ,
on the right. On the left, the square Œ0; 1� � Œ0; 1� is identified with ˙ through the map h, where
F s
˙ becomes the horizontal foliation and the curve � is transverse to the horizontal direction. Solid

lines with arrows indicate the flow direction

6.7.1.2 Hyperbolicity of Poincaré Maps

Let ˙ be a small cross-section to X and let R W ˙ ! ˙ 0 be a Poincaré map
R.y/ D Xt.y/.y/ to another cross-section ˙ 0 (possibly ˙ D ˙ 0). Here R needs
not correspond to the first time the orbits of ˙ encounter˙ 0.

The splitting Es ˚ Ecu over U0 induces a continuous splitting Es
˙ ˚ Ecu

˙ of the
tangent bundle T˙ to ˙ (and analogously for˙ 0), defined by

Es
˙.y/ D Ecs

y \ Ty˙ and Ecu
˙ .y/ D Ecu

y \ Ty˙: (6.6)

We now show that if the Poincaré time t.x/ is sufficiently large then (6.6) defines a
hyperbolic splitting for the transformationR on the cross-sections restricted to �.

Proposition 6.3. Let R W ˙ ! ˙ 0 be a Poincaré map as before with Poincaré
time t.�/. Then DRx.Es

˙.x// D Es
˙ 0.R.x// at every x 2 ˙ and DRx.Ecu

˙ .x// D
Ecu
˙ 0.R.x// at every x 2 � \˙ .
Moreover for every given 0 < � < 1 there exists T1 D T1.˙;˙

0; �/ > 0 such
that if t.�/ > T1 at every point, then

kDR j Es
˙.x/k < � and kDR j Ecu

˙ .x/k > 1=� at every x 2 ˙ .

Given a cross-section ˙ , a positive number �, and a point x 2 ˙ , we define the
unstable cone of width � at x by

C u
� .x/ D fv D vs C vu W vs 2 Es

˙.x/; v
u 2 Ecu

˙ .x/ and kvsk 6 �kvukg: (6.7)

Let � > 0 be any small constant. In the following consequence of Proposition 6.3
we assume the neighborhoodU0 has been chose sufficiently small.



6 On Sensitive Dependence on Initial Conditions and Existence of Physical. . . 91

Corollary 6.4. For any R W ˙ ! ˙ 0 as in Proposition 6.3, with t.�/ > T1 , and
any x 2 ˙ , we have DR.x/.C u

� .x// � C u
�=2.R.x// and

kDRx.v/k > 5

6
��1 � kvk for all v 2 C u

� .x/:

As usual a curve is the image of a compact interval Œa; b� by a C1 map. We use `.�/
to denote its length. By a cu-curve in ˙ we mean a curve contained in the cross-
section ˙ and whose tangent direction is contained in the unstable cone Tz� �
C u
� .z/ for all z 2 � . The next lemma says that the length of cu-curves linking the

stable leaves of nearby points x; y must be bounded by the distance between x
and y.

Lemma 6.3. Let us we assume that � has been fixed, sufficiently small. Then there
exists a constant � such that, for any pair of points x; y 2 ˙ , and any cu-curve �
joining x to some point of W s.y;˙/, we have `.�/ 6 � � d.x; y/.
Here d is the intrinsic distance in the C2 surface˙ , that is, the length of the shortest
smooth curve inside ˙ connecting two given points in ˙ .

In what follows we take T1 in Proposition 6.3 for � D 1=3.

6.7.1.3 Adapted Cross-Sections

Now we exhibit stable manifolds for Poincaré transformations R W ˙ ! ˙ 0. The
natural candidates are the intersections W s.x;˙/ D W s

� .x/ \ ˙ we introduced
previously. These intersections are tangent to the corresponding sub-bundleEs

˙ and
so, by Proposition 6.3, they are contracted by the transformation. For our purposes
it is also important that the stable foliation be invariant:

R.W s.x;˙// � W s.R.x/;˙ 0/ for every x 2 �\˙: (6.8)

In order to have this we restrict our class of cross-sections whose center-unstable
boundary is disjoint from �. Recall that we are considering cross-sections ˙ that
are diffeomorphic to the square Œ0; 1� � Œ0; 1�, with the horizontal lines Œ0; 1� � f�g
being mapped to stable sets W s.y;˙/. The stable boundary @s˙ is the image of
Œ0; 1� � f0; 1g. The center-unstable boundary @cu˙ is the image of f0; 1g � Œ0; 1�.
The cross-section is ı-adapted if

d.�\˙; @cu˙/ > ı;

where d is the intrinsic distance in ˙ , see Fig. 6.3.

Lemma 6.4. Let x 2 � be a regular point, that is, such thatX.x/ ¤ 0. There exists
ı > 0 such that there exists a ı-adapted cross-section ˙ at x.
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Fig. 6.3 An adapted
cross-section for �

We are going to show that if the cross-sections are adapted, then we have the
invariance property (6.8). Given˙;˙ 0 2 � we set˙.˙ 0/ D fx 2 ˙ W R.x/ 2 ˙ 0g
the domain of the return map from˙ to ˙ 0.

Lemma 6.5. Given ı > 0 and ı-adapted cross-sections ˙ and ˙ 0, there exists
T2 D T2.˙;˙

0/ > 0 such that if R W ˙.˙ 0/ ! ˙ 0 defined by R.z/ D Rt.z/.z/ is a
Poincaré map with time t.�/ > T2, then

1. R
�
W s.x;˙/

� � W s.R.x/;˙ 0/ for every x 2 ˙.˙ 0/, and also
2. d.R.y/;R.z// 6 1

2
d.y; z/ for every y, z 2 W s.x;˙/ and x 2 ˙.˙ 0/.

Clearly we may choose T2 > T1 so that all the properties of the Poincaré maps
obtained up to here are valid for return times greater than T2.

6.7.2 The Proof of Expansiveness

Here we sketch the proof of Theorem 6.5. The proof is by contradiction: let us
suppose that there exist � > 0, a sequence ın ! 0, a sequence of functions hn 2 K
and sequences of points xn; yn 2 � such that

d
�
Xt.xn/; X

hn.t/.yn/
�

6 ın for all t 2 R; (6.9)

but

Xhn.t/.yn/ … XŒt��;tC��.xn/ for all t 2 R: (6.10)

The main step of the proof is a reduction to a forward expansiveness statement about
Poincaré maps which we state in Theorem 6.7 below.

We are going to use the following observation: there exists some regular (i.e.
non-equilibrium) point z 2 � which is accumulated by the sequence of !-limit sets
!.xn/. To see that this is so, start by observing that accumulation points do exist,
since � is compact. Moreover, if the !-limit sets accumulate on a singularity then
they also accumulate on at least one of the corresponding unstable branches which,
of course, consists of regular points. We fix such a z once and for all. Replacing
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our sequences by subsequences, if necessary, we may suppose that for every n there
exists zn 2 !.xn/ such that zn ! z.

Let ˙ be a ı-adapted cross-section at z, for some small ı. Reducing ı (but
keeping the same cross-section) we may ensure that z is in the interior of the subset

˙ı D fy 2 ˙ W d.y; @˙/ > ıg:

By definition, xn returns infinitely often to the neighborhood of zn which, on its turn,
is close to z. Thus dropping a finite number of terms in our sequences if necessary,
we have that the orbit of xn intersects ˙ı infinitely many times. Let tn be the time
corresponding to the nth intersection.

Replacing xn, yn, t , and hn by x.n/ D Xtn.xn/, y.n/ D Xhn.tn/.yn/, t 0 D t � tn,
and h0

n.t
0/ D hn.t

0 C tn/�hn.tn/, we may suppose that x.n/ 2 ˙ı , while preserving
both relations (6.9) and (6.10). Moreover there exists a sequence �n;j , j > 0 with
�n;0 D 0 such that

x.n/.j / D X�n;j .x.n// 2 ˙ı and �n;j � �n;j�1 > maxft1; t2g (6.11)

for all j > 1, where t1 is given by Proposition 6.3 and t2 is given by Lemma 6.5.

Theorem 6.7. Given �0 > 0 there exists ı0 > 0 such that if x 2 ˙ı and y 2 �

satisfy

(a) there exist �j such that

xj D X�j .x/ 2 ˙ı and �j � �j�1 > maxft1; t2g for all j > 1I

(b) dist
�
Xt.x/;Xh.t/.y/

�
< ı0, for all t > 0 and some h 2 K ;

then there exists s D �j 2 R for some j > 1 such that Xh.s/.y/ 2
W ss
�0
.XŒs��0;sC�0�.x//.

The proof of Theorem 6.7 will not be given here, and can be found in [4].
We explain why this implies Theorem 6.5. We are going to use the following
observation.

Lemma 6.6. There exist � > 0 small and c > 0, depending only on the flow, such
that if z1; z2; z3 are points in � satisfying z3 2 XŒ��;��.z2/ and z2 2 W ss

� .z1/, with z1
away from any equilibria of X , then

dist.z1; z3/ > c � maxfdist.z1; z2/; dist.z2; z3/g:

This is a direct consequence of the fact that the angle between Ess and the flow
direction is bounded from zero which, on its turn, follows from the fact that the
latter is contained in the center-unstable sub-bundleEcu.

We fix �0 D � as in (6.10) and then consider ı0 as given by Theorem 6.7. Next,
we fix n such that ın < ı0 and ın < c�, and apply Theorem 6.7 to x D x.n/
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and y D y.n/ and h D hn. Hypothesis (a) in the theorem corresponds to (6.11)
and, with these choices, hypothesis (b) follows from (6.9). Therefore we obtain that
Xh.s/.y/ 2 W ss

� .X
Œs��;sC��.x//. Equivalently there is j� j 6 � such that Xh.s/.y/ 2

W ss
� .X

sC� .x//. Condition (6.10) then implies that Xh.s/.y/ ¤ XsC� .x/. Hence
since strong-stable manifolds are expanded under backward iteration, there exists
	 > 0 maximum such that

Xh.s/�t .y/ 2 W ss
� .X

sC��t .x// and Xh.sC��t /.y/ 2 XŒ��;��.Xh.s/�t .y//

for all 0 6 t 6 	 , see Fig. 6.4. Moreover s D �j for some j > 1 so that x is close
to cross-section of the flow which we can assume is uniformly bounded away from
the equilibria, and then we can assume that kX.Xt.x//k > c for 0 6 t 6 	 . Since
	 is maximum

either dist
�
Xh.s/�t .y/; XsC��t .x/

�
> �

or dist
�
Xh.sC��t /.y/; Xh.s/�t .y/

�
> c0�

for t D 	 , because kX.Xt .x//k > c0 > 0 for 0 6 t 6 	 . Using Lemma 6.6, we
conclude that dist.XsC��t .x/; Xh.sC��t /.y// > c� > ın which contradicts (6.9).
This contradiction reduces the proof of Theorem 6.5 to that of Theorem 6.7.

6.7.3 Singular-Hyperbolicity and Chaotic Behavior

Here we explain why singular-hyperbolic attractors, like the Lorenz attractor, are
necessarily robustly chaotic.

Proof (of Theorem 6.6). The assumption of singular-hyperbolicity on an isolated
proper subset � with isolating neighborhood U ensures that the maximal invariant
subsets \t2RY t .U / for all C1 nearby flows Y are also singular-hyperbolic. There-
fore to deduce robust chaotic behavior in this setting it is enough to show that a
proper isolated invariant compact singular-hyperbolic subset is chaotic.
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Let � be a singular-hyperbolic isolated proper subset for a C1 flow. Then there
exists a strong-stable manifold W ss.x/ through each of its points x. We claim that
this implies that � is past chaotic. Indeed, assume by contradiction that we can find
y 2 W ss.x/ such that y ¤ x and dist

�
X�t .y/; X�t .x/

�
< � for every t > 0, for

some small � > 0. Then, because W ss.x/ is uniformly contracted by the flow in
positive time, there exists � > 0 such that

dist.y; x/ 6 Const � e��t dist
�
X�t .y/; X�t .x/

�
6 Const � �e��t

for all t > 0, a contradiction since y ¤ x. Hence for any given small � > 0 we
can always find a point y arbitrarily close to x (it is enough to choose y is the
strong-stable manifold of x) such that its past orbit separates from the orbit of x.

To obtain future chaotic behavior, we argue by contradiction: we assume that �
is not future chaotic. Then for every � > 0 we can find a point x 2 � and an open
neighborhoodV of x such that the future orbit of each y 2 V is �-close to the future
orbit of x, that is, dist

�
Xt.y/;Xt .x/

�
6 � for all t > 0.

First, x is not a singularity, because all the possible singularities inside a
singular-hyperbolic set are hyperbolic saddles and so each singularity has a unstable
manifold. Likewise, x cannot be in the stable manifold of a singularity. Therefore
!.x/ contains some regular point z. Let ˙ be a transversal section to the flow Xt

at z.
Hence there are infinitely many times tn ! C1 such that xn WD Xtn.x/ 2 ˙

and xn ! z when n ! C1. Taking ˙ sufficiently small looking only to very
large times, the assumption on V ensures that each y 2 V admits also an infinite
sequence tn.y/ �����!

n!C1 C1 satisfying

yn WD Xtn.y/.y/ 2 ˙ and dist.yn; xn/ 6 10�:

We can assume that y 2 V does not belong to W s.x/, since W s.x/ is a C1

immersed sub-manifold ofM . Hence we consider the connected components �n WD
W s.xn;˙/ and �n WD W s.yn;˙/ of W s.x/ \ ˙ and W s.y/ \ ˙ , respectively.
We recall that we can assume that every y in a small neighborhood of � admits an
invariant stable manifold because we can extend the invariant stable cone fields from
� to a small neighborhood of �. We can also extend the invariant center-unstable
cone fields from� to this same neighborhood, so that we can also define the notion
of cu-curve in ˙ in this setting.

The assumption on V ensures that there exists a cu-curve �n in ˙ connecting
�n to �n, because Xtn.V / \ ˙ is an open neighborhood of xn containing yn. But
we can assume without loss of generality that tnC1 � tn > maxft1; t2g, forgetting
some returns to ˙ in between if necessary and relabeling the times tn. Thus
Proposition 6.3 applies and the Poincaré return maps associated to the returns to
˙ considered above are hyperbolic.
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visits to a cross-section

The same argument as in the proof of expansiveness guarantees that there exists a
flow box connecting fxn; yng to fxnC1; ynC1g and sending �n into a cu-curve R.�n/
connecting �nC1 and �nC1, for every n > 1.

The hyperbolicity of the Poincaré return maps ensures that the length of R.�n/
grows by a factor greater than one, see Fig. 6.5. Therefore, since yn; xn are uniformly
close, this implies that the length of �1 and the distance between �1 and �1 must be
zero. This contradicts the choice of y ¤ W s.x/.

This contradiction shows that� is future chaotic, and concludes the proof. ut
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Chapter 7
Thermodynamic Formalism for the General
One-Dimensional XY Model: Positive and Zero
Temperature

A.T. Baraviera, L. Ciolleti, A.O. Lopes, J. Mengue, J. Mohr, and R.R. Souza

7.1 Introduction

This is a survey paper on the general one-dimensional XY model. The proofs of
the results presented here appear in two papers which are [2] and [18]. In the last
mentioned work it is consider a more general setting where the state space is a
compact metric space and the a-priory probability is any fixed probability on the
metric space.

Let S1 the unitary circle, d1 the metric induced by the usual Riemmanian
structure and the metric in .S1/N given by: d.x; y/ D P1

nD1 1
2n
d1.xn; yn/; where

x D .x1; x2; : : :/ and y D .y1; y2; : : :/. Note that B WD .S1/N is compact by
Tychonoff’s theorem.

We denote by H˛ the set of ˛-Hölder functions A W B ! R with the norm
kAk˛ D kAkCjAj˛; where kAk D supx2B jA.x/j and jAj˛ D supx¤y

jA.x/�A.y/j
d.x;y/˛

:

� W B ! B denotes the shift map which is defined by �.x1; x2; x3; : : :/ D
.x2; x3; x4; : : :/:

We point out that a Hölder potential A defined on .S1/Z is coboundary with a
potential in .S1/N (same proof as in [20]). In this way the Statistical Mechanics of
interactions on .S1/Z can be understood via the analysis of the similar problem in
.S1/N.

Let C be the space of continuous functions from B to R, and we will fix the
a-priori probability measure dx acting the Borel sigma algebra over S1.
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For a fixed potential A 2 H˛ we define a Transfer Operator (also called Ruelle
operator) LA W C ! C by the rule

LA.'/.x/ D
Z

S1
eA.ax/'.ax/da ;

where x 2 B and ax D .a; x1; x2; : : : :/ denote a pre-image of x with a 2 S1.
The so called one-dimensional XY model (see [8,16,24]) is considered in several

applications to real problems in Physics. The spin in each site of the lattice is
described by an angle from Œ0; 2�/. In the Physics literature, as far as we know,
the potential A depends on two coordinates. A well known example in applications
is the potential A.x/ D A.x0; x1/ D cos.x1 � x0 � ˛/ C � cos.2x0/. We consider
here potentials which can depend on the all string x D .x1; x2; : : : :/ but which are
in the Hölder class. We call this setting the general one-dimensional XY model.

There are several possible points of view for understanding Gibbs states in
Statistical Mechanics (see [21,22] for interesting discussions). We prefer the transfer
operator method because we believe that the eigenfunctions and eigenprobabilities
(which can be derived from the theory) allow a more deep understanding of the
problem. For example, the information one can get from the main eigenfunction
(defined in the whole lattice) is worthwhile, mainly in the limit when temperature
goes to zero.

In Sect. 7.3 we consider the entropy, pressure and Variational Principle and its
relations with eigenfunctions and eigenprobabilities of the Ruelle operator. This
setting, as far as we know, was not considered before. In this case the entropy, by
its very nature, is always a nonpositive number. Invariant probabilities with support
in a fixed point will have entropy equal to minus infinity. The infinite product of dx
on .S1/N will have zero entropy. We point out that, although at first glance, the fact
that the entropy we define here is negative may look strange, our definition is the
natural extension of the concept of Kolomogorov entropy. In the classical case, the
entropy is positive because the a-priori measure is not a probability: is the counting
measure.

Among other things we consider in Sect. 7.4 the case where temperature goes
to zero and show some selection results related with the Ergodic Optimization (see
[7, 10, 12, 23]). Using the variational principle we obtain a simple proof of the fact
that Gibbs states converge to maximizing measures when the temperature goes to
zero (a question not discussed in [2]).

An important issue that does not appear in the classical Thermodynamic Formal-
ism (in the sense of [20] and [11]) is the differentiable structure. We will show in
Sect. 7.5 that, in the case A is smooth, then, the associated main eigenfunction is
also smooth.
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7.2 The Ruelle Operator

Let an be an element of .S1/n having coordinates an D .an; an�1; : : : ; a2; a1/, we
denote by anx 2 B the concatenation of an 2 .S1/n with x 2 B, i.e., anx D
.an; : : : ; a1; x1; x2; : : :/. In the case of n D 1 we will write a WD a1 2 S1, and
ax D .a; x1; x2; : : :/.

The n-th iterate of LA has the following expression

L n
A.'/.x/ D

Z

.S1/n
eSnA.a

nx/'.anx/.da/n;

where SnA.anx/ D Pn�1
kD0 A.�k.anx//.

Theorem 7.1. Let us fix A 2 H˛ , then there exists a strictly positive Hölder
eigenfunction  A for LA W C ! C associated to a strictly positive eigenvalue �A.
This eigenvalue is simple, which means the eigenfunction is unique (modulo
multiplication by constant).

We say that a potential B is normalized if LB.1/ D 1, which means it satisfiesR
S1
eB.ax/da D 1 ; 8x 2 B :

Let A 2 H˛ ,  A and �A given by Theorem 7.1, it is easy to see that

Z

S1

eA.ax/ A.ax/

�A A.x/
da D 1 ; 8x 2 B : (7.1)

Therefore we define the normalized potential NA associated to A, as

NA WD AC log A � log A ı � � log�A; (7.2)

where � W B ! B is the shift map. As  A 2 H˛ we have that NA 2 H˛ .
We say a probability measure � is invariant, if for any Borel set B , we have that

�.B/ D �.��1.B//: We denote by M� the set of invariant probability measures.
We note that B is a compact metric space and by the Riesz Representation

Theorem, a probability measure on the Borel sigma-algebra is identified with a
positive linear functional L W C ! R that sends the constant function 1 to the
real number 1. We also note that � 2 M� if and only if, for any  2 C we haveR
B  d� D R

B  ı � d� :
We define the dual operator L �

A on the space of Borel measures on B as the oper-
ator that sends a measure � to the measure L �

A .�/, defined by
R
B  dL �

A .�/ DR
B LA. / d� ; for any  2 C .

Theorem 7.2. Let A be a Hölder continuous potential, not necessarily normalized,
 A and �A the eigenfunction and eigenvalue given by the Theorem 7.1. We associate
to A the normalized potential NA D AC log A � log A ı � � log�A. Then
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(a) there exists an unique fixed point�A for L �NA , which is a �-invariant probability
measure;

(b) the measure �A D 1
 A
�A satisfies L �

A .�A/ D �A�A. Therefore, �A is an eigen-
measure for L �

A ;
(c) for any Hölder continuous function w W B ! R, we have that, in the uniform

convergence topology,
L n
A.w/
.�A/n

!  A
R
B wd�A and L nNA! ! R

B !d�A ; where
L n
A denotes the n-th iterate of the operator LA W H˛ ! H˛ .

We call �A the Gibbs probability (or, Gibbs state) for A. We will leave the
term equilibrium probability (or, equilibrium state) for the one which maximizes
pressure. As we will see, this invariant probability measure over B describes
the statistics in equilibrium for the interaction described by the potential A. The
assumption that the potential is Hölder implies that the decay of interaction is fast.

Proposition 7.1. The only Hölder continuous eigenfunction  of LA which is
totally positive is  A.

Proposition 7.2. Suppose NA is normalized, then the eigenvalue � NA D 1 is maximal.
Moreover, the remainder of the spectrum of L NA W H˛ ! H˛ is contained in a disk
centered at zero with radius �1NA strictly smaller than one.

Proposition 7.3. If v;w 2 L 2.�A/ are such that w is Hölder and
R

wd�A D 0,
then, there existsC > 0 such that for all n

R
.vı�n/wd�A � C .�1NA/

n: In particular
�A is mixing and therefore ergodic.

7.3 Entropy and Variational Principle

In this section (which was taken from [18]) we will introduce a notion of entropy.
Initially, this will be done only for Gibbs probabilities, and then we will extend this
definition to invariant probabilities. After that we prove that the Gibbs probability
obtained in the general setting above satisfies a variational principle.

We point out that any reasonable concept of entropy must satisfy two principles:
the entropy of probabilities with support in periodic orbits should be minimal and
the entropy of the independent probability should be maximal. This will happen for
our definition.

Definition 7.1. We denote by G the set of Gibbs measures, which means the set
of � 2 M� , such that, L �

B .�/ D �, for some normalized potential B 2 H˛ . We
define the entropy of � 2 G as h.�/ D � RB B.x/d�.x/:

One can show that � R B d� is the infimum of
˚� R Ad�C log.�A/ W A 2 H˛

�
:

The above definition which appears in [18] is different from the one briefly
mentioned in Sect. 3 in [2].

Proposition 7.4. If � 2 G , then we have h.�/ � 0.
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This follow from Jensen’s inequality.
It is easy to see that the Gibbs state .dx/N has zero entropy.
Now we state a lemma that is used to prove the main result of this section, namely,

the variational principle of Theorem 7.3. This lemma was shown to be true in the
classical Bernoulli case in [13].

Lemma 7.1. Let us fix a Hölder continuous potentialA and a measure � 2 G with
associated normalized potential B . We call C C the space of continuous positive
functions on B. Then, we have

h.�/C
Z

B
A.x/d�.x/ D inf

u2C C

 Z

B
log

�
LAu.x/

u.x/

�

d�.x/

�

:

Definition 7.2. Let � be an invariant measure. We define the entropy of � as

h.�/ D inf
A2H˛



�
Z

B
Ad�C log�A

�

;

where �A is the maximal eigenvalue of LA, given by Theorem 7.1.

This value is non positive and can be �1 as we will se later.

Definition 7.3. Given a Hölder potential A we call the pressure of A the value

P.A/ D sup
�2M�



h.�/C
Z

B

A.x/d�.x/

�

:

A probability which attains such maximum value is called equilibrium state
for A.

Theorem 7.3 (Variational Principle). Let A 2 H˛ be a Hölder continuous
potential and �A be the maximal eigenvalue of LA, then

log�A D P.A/ D sup
�2M�



h.�/C
Z

B
A.x/d�.x/

�

:

Moreover the supremum is attained on the Gibbs measure, i.e. the measure �A that
satisfies L �NA .�A/ D �A.

Therefore, the Gibbs state and the equilibrium state for A are given by the same
measure �A, which is the unique fixed point for the dual Ruelle operator associated
to the normalized potential NA.

Theorem 7.4 (Pressure as Minimax). Given a Hölder potential A

P.A/ D sup
�2M�

h
inf

u2C C

 Z

B
log

�
LAu.x/

u.x/

�

d�.x/

� i
:
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Remark. The entropy of a probability measure supported on periodic orbit can be
�1. Indeed, suppose S1 	 .0; 1�, and Ac W .S1/N ! R given by Ac.x/ D
log

�
c

1�e�c e
�cx1

�
. We have that for each c > 0, the function Ac is a C1 normalized

potential (therefore belongs to H˛), which depends only on the first coordinate
of x. Note that LAc .1/ D 1. Let � be the Dirac Measure on 01. We have
h.�/ � � R Acd� D �Ac.01/ D � log

�
c

1�e�c

� ! �1 when c ! 1. This
shows that h.�/ D �1. An easy adaptation of the arguments can be done to
prove that, in this setting, invariant measures supported on periodic orbits have
entropy �1.

7.4 Zero Temperature

Consider a fixed Hölder potential A and a real variable ˇ > 0. We denote,
respectively, by  ˇA and �ˇA, the eigenfunction for the Ruelle operator associated
to ˇA and the equilibrium measure (Gibbs) for ˇA. We would like to investigate
general properties of the limits of �ˇnA and of 1

ˇn
log ˇnA when ˇn ! 1: Some

results of this section are generalizations of the ones in [2]. It is well known that the
parameter ˇ represents the inverse of the temperature.

It is fair to call “Gibbs state at zero temperature for the potential A” any of the
weak limits of convergent subsequences�ˇnA. Even when the potentialA is Hölder,
Gibbs state at zero temperature do not have to be unique. In the case there exist the
weak limit �ˇA * �, ˇ ! 1, we say that there exists selection of Gibbs state for
A at temperature zero.

Remark. Given ˇ and A, the Hölder constant of uˇA D log. ˇA/, depends on the
Hölder constant for ˇ A, and is given by ˇ 2˛

2˛�1HolA (see [2]). As we normalize
 ˇA assuming that max ˇA D 1, the family of functions 1

ˇ
log. ˇA/; ˇ > 0,

is uniformly bounded. Note that when we normalize  ˇA the Hölder constant of
log. ˇA/ remains unchanged, which assures the family 1

ˇ
log. ˇA/ ; ˇ > 0, is

equicontinuous.

Therefore, there exists a subsequence ˇn ! 1, and V Hölder, such that, on the
uniform convergence topology V WD limn!1 1

ˇn
log. ˇnA/:

Remember that we denote by M� the set of � invariant Borel probability
measures over B. As M� is compact, given A, there always exists a subsequence
ˇn, such that �ˇnA converges to an invariant probability measure.

The limits of �ˇA are related (see below) with the following problem: given A W
B ! R Hölder, we want to find probabilities that maximize, over M� , the value

Z

B
A.x/ d�.x/:
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We define

m.A/ D max
�2M�

Z

B
Ad�

�

:

Any of the probability measures which attains the maximal value will be called
a maximizing probability measure, which will be sometimes denoted generically
by �1. As M� is compact, there exist always at least one maximizing probability
measure. It is also true that there exists ergodic maximizing probability measures.
Indeed, the set of maximizing probability measures is convex, compact and the
extreme probability measures of this convex set are ergodic (can not be expressed as
convex combination of others [11]). Results obtained in this setting belong to what
is called Ergodic Optimization Theory [3, 10].

The possible limits of 1
ˇn

log ˇnA are related (see below) with the following
concept:

Definition 7.4. A continuous function u W B ! R is called a calibrated subaction
for A W B ! R, if, for any y 2 B, we have

u.y/ D max
�.x/DyŒA.x/C u.x/�m.A/�: (7.3)

This can also be expressed as

m.A/ D max
a2M fA.ay/C u.ay/ � u.y/g:

Note that for any x 2 B we have

u.�.x// � u.x/ �A.x/Cm.A/ � 0:

If u is a calibrated subaction, then uCc, where c is a constant, is also a calibrated
subaction. An interesting question is when such calibrated subaction u is unique up
to an additive constant (see [16] and [9]).

Remember that if � is �-invariant, then for any continuous function u W B ! R

we have
Z

B
Œu.�.x// � u.x/� d� D 0:

Therefore if �1 is a maximizing probability measure for A and u is a calibrated
subaction for A, then (see for instance [7, 10, 23] for a similar result) for any x in
the support of �1, we have

u.�.x// � u.x/ �A.x/Cm.A/ D 0: (7.4)
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In this way if we know the valuem.A/, then a calibrated subaction u for A can help
us to identify the support of maximizing probabilities. The above equation can be
eventually true outside the union of the supports of the maximizing probabilities
(see an interesting example due to Leplaideur [6]).

One can show that in the case there exists a subsequence ˇn ! 1, such that on
the uniform convergence V WD limn!1 1

ˇn
log. ˇnA/; then such V is a calibrated

subaction forA. When there exists a V which is the limit V WD limˇ!1 1
ˇ

log. ˇA/;
(not just via a subsequence) we say we have selection of subaction at temperature
zero. Positive results in this direction are presented in [4, 15] and [16].

Proposition 7.5. Given a potential A Hölder continuous, we have:
i) limˇ!1 1

ˇ
log�ˇ D m.A/: ii) Any limit, in the uniform topology,

V WD lim
n!1

1

ˇn
log. ˇnA/;

is a calibrated subaction for A.

Now we return to study the Gibbs measures at zero temperature.

Theorem 7.5. Consider a Hölder potential A. Suppose that for some subse-
quence we have �ˇnA * �1. Then �1 is a maximizing probability, i.e.,R
B A.x/d�1.x/ D m.A/:

In the case the maximizing probability forA is unique, we have selection of Gibbs
probability at temperature zero.

Questions related to the Large Deviation property on the XY model, when
ˇ ! 1, are considered in [15]. The existence of a calibrated subaction plays an
important role in this kind of result.

7.5 The Differentiable Structure and the Involution Kernel

We consider in this section (which was taken from [18]) the differentiability
structure of the general one-dimensional XY model.

Let B� D f.: : : ; y2; y1/ 2 .S1/Ng, and we denote by the pair .yjx/ D
.: : : ; y2; y1jx1; x2 : : :/; the general element of OB WD B� � B D .S1/Z.

We denote by O� the shift on OB, i.e. O�.: : : ; y2; y1jx1; x2; : : :/D .: : : ; y2; y1; x1jx2;
x3; : : :/:

Definition 7.5. LetA W B ! R be a continuous potential (considered as a function
on OB). A continuous functionW W OB ! R is called an involution kernel, if

A� WD A ı O��1 CW ı O��1 �W

depends only on the variable y.
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Let us fix x0 2 B and A a Hölder continuous potential, then we define

W.yjx/ D
X

n�1
A.yn; : : : ; y1; x1; x2; : : :/ �A.yn; : : : ; y1; x0

1; x
0
2; : : :/: (7.5)

An easy calculation shows thatW.yjx/ is a involution kernel (see [1]).
Let A W B ! R be a Hölder continuous potential andW W OB ! R an involution

kernel, then for any a 2 S1, x 2 B and y 2 B�, we have

.A� CW /.yajx/ D .ACW /.yjax/: (7.6)

Questions related to Ergodic Transport Theory and the involution kernel are
analyzed in [6, 17, 19], and [14].

Remember that m.A/ D sup� is ��invariant

R
Ad�; and, in an analogous way we

definem.A�/ D sup� is ���invariant

R
A�d�:

The next result is an adaptation to the present setting of a result in [1].

Lemma 7.2. Let LA and LA� be the Ruelle operators defined on B and B�, and
W.yjx/ an involution kernel.

Then, for any x 2 B, y 2 B�, and any function f W OB ! R

LA�

�
f .�jx/ eW.�jx/

�
.y/ D LA

�
f ı O�.yj�/ eW.yj�/

�
.x/: (7.7)

Let �A and ��
A the eigenmeasures for L �

A and L �
A� , given in Theorem 7.2.

Suppose c is such that
’
eW.yjx/�c d��

A.y/d�A.x/ D 1.

Proposition 7.6. Suppose K.yjx/ D eW.yjx/�c . Then, d O�A D K.yjx/ d��
A .y/

d�A.x/ is invariant for O� and is the natural extension of the Gibbs measure �A.
The function  A.x/ D R

B�K.yjx/ d��
A.y/ is the main eigenfunction for LA;

and the function  A� .y/ D R
BK.yjx/ d�A.x/ is the main eigenfunction for LA� :

Furthermore �A D �A� :

Remark. Note that, as �ˇA D �ˇA� , we have that m.A/ D lim
ˇ!1

1

ˇ
log�ˇA D

m.A�/.

Suppose that A is differentiable in each coordinate of x 2 B, and given � > 0,
there existsH� > 0, such that, if jhj < H� , then

ˇ
ˇ
ˇ
ˇ
A.x C hej /� A.x/

h
�DjA.x/

ˇ
ˇ
ˇ
ˇ � �

2j
8j 2 N; (7.8)

whereDjA.x/ denote the derivative of A with respect to the j -th coordinate.
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Proposition 7.7. Suppose A is differentiable in the sense defined above. Then, for
any j

@

@xj
W.yjx/ D

X

n�1
DnCjA.yn; : : : ; y1; x1; x2; : : :/

Proposition 7.8. Let  A.x/ D R
Be

W.yjx/�c d��
A.y/, and suppose A is differen-

tiable. Then, the eigenfunction  A is differentiable, moreover

@

@xj
 A.x/ D

Z

B
eW.yjx/�cX

n�1
DnCjA.yn; : : : ; y1; x1; x2; : : :/ d��

A.y/:

We remark that the conditions necessary to interchange the integral and the
derivative are satisfied.

Remark. In the case where A depends only on the two first coordinates, we have
that

 A.x1/ D 1

�A

Z

S1
eA.y1;x1/ A.y1/ d�.y1/:

Hence,  A satisfies the equation

@

@x1
 A.x1/ D 1

�A

Z

S1
eA.y1;x1/D2A.y1; x1/  A.y1/ d�.y1/:
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Chapter 8
Impact of Political Economy and Logistical
Constraints on Assessments of Biomass Energy
Potential: New Jersey as a Case Study

Margaret Brennan-Tonetta, Gal Hochman, and Brian Schilling

8.1 Introduction

Methodologies used to estimate biomass energy potential have evolved over the
last several decades. Early studies made simple assumptions regarding land use
and the amounts of residue recoverable from agricultural production and forestry
management for use in bioenergy production (McKeever 2002) [7, 14, 15, 17, 20,
21]. More recent studies employ more sophisticated models to explicitly simulate
various scenarios that include environmental, technical, and economic assumptions,
such as energy prices, food costs, land use and other environmental factors [1, 3–
6, 8–10, 19]. In the recent United Kingdom Energy Research Centre report, Energy
from Biomass: the Size of the Global Resource [16], ninety global studies on
biomass potential were reviewed. Many of the studies reviewed in this report
impose assumptions governing land or land use. To a lesser extent these studies
also incorporate assumptions or constraints regarding yield and production capacity,
sustainability, environmental impacts, and economic and market factors. However,
realistic political economy and logistical constraints such as institutional factors,
existing policy frameworks and collection infrastructure that impact the utilization
of biomass feedstocks and the feasibility of installing alternative biomass-to-energy
conversion technologies, are absent.

In this chapter, we review a state-level biomass-to-energy assessment conducted
in New Jersey to demonstrate the effect of political economic and logistical
considerations on estimates of energy generation potential [2]. The assessment is
expansive, incorporating thirteen biomass-to-energy conversion technologies and
forty potential biomass feedstocks. Biomass-to-energy generation simulations were
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supported by the development of a novel Bioenergy Calculator.1 This tool allows
decision makers to evaluate the sensitivity of energy generation estimates to various
political economy, logistical and technological parameters affecting the availability
and conversion of biomass feedstocks into energy. Political economy constraints in
the model encompass assumptions regarding existing policies and logistical (i.e.,
feedstock collection, aggregation and distribution) or institutional barriers that limit
or support the diversion of biomass resources into energy production systems.
Qualitative assumptions are also made regarding the commercialization status or
market readiness of alternative energy production technologies.

The physical quantities of biomass feedstocks were estimated (on a dry tonnage
basis) at the state level and for each of New Jersey’s 21 counties based on the col-
lection of extensive secondary data. These estimates represent theoretical maxima
in the Bioenergy Calculator or, in other words, the upper bounds for feedstock
quantities potentially suitable for bioenergy generation. Subsequent calculations
discounted these maxima by considering political economy and logistical barriers
that limit or preclude the use of each biomass feedstock for bioenergy production.
The resulting feedstock balances, termed “practically recoverable feedstocks”, total
only 65 % of the theoretical dry tonnage maxima. The New Jersey case study
therefore demonstrates the sensitivity of biomass evaluations to assumptions regard-
ing institutional capacity, feedstock aggregation and distribution infrastructure, and
regulatory/policy considerations.

To set the context for the New Jersey biomass-to-energy assessment, the follow-
ing section provides a brief policy background on the role of bioenergy in the state’s
recent energy master plan. This is followed by a more detailed description of the
data collection methodologies, structure of the Bioenergy Calculator and estimates
of New Jersey’s biomass energy potential after consideration of political economy
and logistical constraints. The chapter concludes with a discussion of the results and
policy recommendations.

8.2 The Role of Renewable Energy in Achieving New
Jersey’s Energy Goals

New Jersey has taken significant steps to increase the development and utilization
of renewable energy resources through legislation, mandatory greenhouse gas
(GHG) emission reduction programs, incentives, and regional collaborations. In
February 2007, Governor Jon Corzine issued Executive Order 54, requiring that
20 % of the state’s electricity be derived from Class 12 renewable resources by

1The Bioenergy Calculator is accessible at: http://bioenergy.rutgers.edu/biomass-energy-potential/
default.asp.
2Class One Renewable Energy definition as provided by NJDEP: Class I renewable energy is
defined as electricity derived from solar energy, wind energy, wave or tidal action, geothermal

http://bioenergy.rutgers.edu/biomass-energy-potential/default.asp
http://bioenergy.rutgers.edu/biomass-energy-potential/default.asp
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2020. The executive order also outlined targets for reducing GHG emissions [18].
In 2011, the New Jersey State Energy Master Plan (EMP), for the first time,
incorporated renewable energy strategies, including biomass utilization [12]. These
strategies are designed to meet several goals, including the adoption of a Renewable
Portfolio Standard (RPS) requiring that 22.5 % of the state’s energy needs be met
from renewable sources by 2021. The EMP further specifies a target of 900 MW
of biopower as part of the State’s 2020 RPS.3 The EMP further recognizes the
importance of enabling public policies to achieve these goals, stating that “both State
and federal mandates regarding the use of renewables are predicated on the need to
establish worthwhile public policy goals to support renewable energy technology.”4

Within the context of New Jersey’s total energy generation portfolio, renewable
energy generation lags far behind other energy resources (i.e., nuclear, natural
gas and coal). In 1997, renewable energy sources accounted for 2.8 % of New
Jersey’s total energy generation. In 2011, renewables accounted for only 1.2 %,
demonstrating that growth in the renewable sector has not kept pace with the
increased energy demands of the state [23]; New Jersey ranks 46th in the country
in terms of renewable electricity net generation [24]. To meet future demand,
New Jersey’s growth rate of renewable energy will therefore have to increase
substantially over current levels. As noted in the EMP, meeting renewable energy
goals will require policies that ensure significant energy conservation, energy
efficiencies, and high growth in renewable energy sources.5

New Jersey has established economic incentives along with renewable energy
standards, to encourage the development and utilization of alternative energy.
The New Jersey Board of Public Utilities (NJBPU) Office of Clean Energy
establishes and implements the majority of renewable energy programs for the state.
From 2009–2012, BPU approved $1.2 billion for energy-efficiency and renewable
energy initiatives (an increase of $475 million over the 2005–2008 allocation).
In 2011, the Office of Clean Energy expended over $380 million to provide New
Jersey residents, municipalities and businesses with incentives to install energy
efficient and renewable energy technologies [13]. New Jersey also offers numerous
financial incentives for alternative fuel and alternative fuel vehicles in the form of
rebates and tax exemptions. In addition to the energy programs operated by BPU,
the New Jersey Economic Development Authority offers a suite of “Clean Energy
Solutions” programs6 that offer grants and low-cost financing.

energy, landfill gas, anaerobic digestion, fuel cells using renewable fuels, and, with written
permission of the New Jersey Department of Environmental Protection (DEP), certain other forms
of sustainable biomass.
3New Jersey Energy Master Plan [12, p. 1].
4New Jersey Energy Master Plan [12, p. 86].
5New Jersey Energy Master Plan [12, p. 103].
6Available at http://www.njeda.com/web/Aspx_pg/Templates/Pic_Text.aspx?Doc_Id=1080&
topid=722&midid=1357.

http://www.njeda.com/web/Aspx_ pg/Templates/Pic_Text.aspx?Doc_Id=1080&topid=722{&}midid=1357
http://www.njeda.com/web/Aspx_ pg/Templates/Pic_Text.aspx?Doc_Id=1080&topid=722{&}midid=1357
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New Jersey currently has no financial incentives to support the development of
alternative fuel infrastructure to serve the general public, which will be needed
if the state intends to effectuate the transition to alternative fuel vehicles and
associated infrastructure. The Alternative Fuel Infrastructure Rebate provides only
limited funding to eligible local governments, state colleges and universities, school
districts, and governmental authorities for the purchase and installation of refueling
infrastructure for alternative fuels. Lack of public access to alternative fuels will
impede the state’s goals of alternative fuel use and greenhouse gas reductions.
However, New Jersey has instituted a number of regulations designed to support
emissions reductions and use of alternative fuel and vehicles which include biodiesel
fuel use rebates, emissions reductions requirements, low emission vehicle standards
and plug-in hybrid electric vehicle promotion.

To advance biomass energy use in an environmentally responsible and sustain-
able manner, and as mandated by existing legislation and NJBPU regulations, the
Department of Environmental Protection is developing an objective and systematic
process of sustainability determinations that will facilitate environmental permitting
of qualified biomass projects meeting the sustainability criteria of: (1) superior
environmental performance (including meeting state-of-the-art (SOTA) air quality
standards); (2) socioeconomic sustainability; and (3) reduction of greenhouse gas
emissions.7

8.3 Assessment of Biomass Energy Potential for New Jersey

The assessment of biomass energy potential for New Jersey was completed in
2007 and provided critical information to the NJBPU as it incorporated bioenergy
potential into the state’s energy master plan. The 2011 EMP was the first version
to contain information and recommendations on the development and utilization
of bioenergy to meet state energy demands, necessitating baseline information
on biomass feedstocks and practical estimates of potential bioenergy generation.
The objectives of the biomass assessment were therefore to:

(1) assess the characteristics and quantity of New Jersey’s biomass resources;
(2) assess technologies (commercially or near commercially available) that are

capable of producing biopower or biofuels from New Jersey’s biomass
resources;

(3) develop the first statewide mapping of waste/biomass resources and bioenergy
potential; and,

(4) develop policy recommendations for creating a bioenergy industry in New
Jersey [2].

7New Jersey Energy Master Plan [12, pp. 102–103].
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Since no previous assessment of biomass feedstocks and bioenergy potential
had ever been conducted for New Jersey, a method was required to guide the
collection and analysis of a substantial amount of data. In addition, a decision
support tool was needed to calculate energy potential based: (1) estimated biomass
feedstock quantities, (2) availability of suitable bioenergy generation technologies,
and (3) previously described political economic and logistical constraints. These
were foundational elements in the development of the Bioenergy Calculator and are
detailed in the following sections.

8.3.1 Feedstock Assessment

The feedstock assessment efforts concentrated on collecting existing data on
quantity and location for each type of biomass identified as a potentially significant
feedstock for energy production. The data was evaluated for validity and complete-
ness, and additional data collected as needed to fill existing gaps. This data was
then used for assessing conversion technologies to identify the most promising and
efficient technologies in terms of feedstock needs and cost per unit of fuel/energy
production.

The methodology for identification of the type and quantity of biomass resources
involved the following steps:

1. Identify all types of biomass resources in New Jersey that are suitable for
bioenergy production.

2. Identify, by county, the quantity and location of the resources
3. Place these resources into categories that are identified by similar feedstock

characteristics and common type of energy conversion technologies.
4. Determine factors that could reduce the availability of these resources for use as

a bioenergy feedstock.
5. Create a screening function in the database to eliminate those resources or

percentages of resources that are not realistically able to be used.

Public data (as of September 2006) on biomass resources for each New Jersey
county (21) was collected to determine an estimated total biomass quantity for the
state of New Jersey. The characteristics and quantities of forty of New Jersey’s
biomass resources were divided into five categories based on their physical charac-
teristics: sugars/starches, lignocellulosic biomass, bio-oils, solid wastes, and other
waste (i.e. animal waste). Sugars/starches are traditional agricultural crops and food
processing residues suitable for fermentation using first generation technologies.
Lignocellulosic biomass is clean, woody and herbaceous material from a variety
of sources including: agricultural residues, cellulosic energy crops, food processing
residues, forest residues, mill residues, urban wood waste (wood from urban forests,
used pallets) and yard waste. Bio-oils are traditional edible oil crops and waste
oils suitable for conversion to biodiesel, including soybean oil, used cooking oil
(“yellow grease”) and grease trap waste (“brown grease”). Solid wastes are primar-
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Fig. 8.1 Theoretical biomass potential

ily lignocellulosic biomass that may be contaminated or commingled with other
biomass types. This category includes the biomass component of municipal solid
waste (MSW), construction and demolition (C&D) wood, food wastes, non-recycled
paper and recycled materials. Other Wastes are biomass wastes that are generally
separate from the solid waste stream, including animal waste, wastewater treatment
biogas and landfill gas. This data was entered into the biomass resource database
which forms the foundation of the bioenergy calculator.

In addition, the geographic distribution of biomass feedstocks were mapped
using GIS technology to facilitate analysis of the logistics and practicality of
collection and aggregation. The assessment concluded that an estimated 8.2 million
dry tons of biomass is produced in New Jersey annually, representing the theoretical
or upper bound for biomass feedstocks available for bioenergy generation (see
Fig. 8.1). The most abundant feedstocks in the state are from lignocellulosic sources
and landfilled biomass. These feedstocks are also the most difficult to collect
(lignocellulosic) and the most bound by political economic restraints (landfilled
biomass).

8.3.2 Technology Assessment

There are many bioenergy technologies currently available or in the pipeline
that are capable of converting New Jersey biomass resources into bioenergy. For
the purposes of this study only biofuel and biopower were considered. Bio-heat
applications were not included in the assessment since these are typically “captive”
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opportunities in biomass based industries like forest products, and are therefore
limited in New Jersey.

Biofuel technologies are often classified as either first or second generation
technologies. Ethanol and biodiesel, as examples, are considered first generation
biofuels. A significant advantage of these fuels is the ease of their incorporation
into existing petroleum infrastructure. Currently, they are the only renewable option
for liquid transport fuels. The downside with first generation biofuels is limited
scalability, economically unviable, impacts on grain supply for food, and uncertainty
of indirect land use change effects. Second generation biofuel R&D efforts are
focused on increasing the range of feedstocks from which to produce biofuels
and reducing the biomass to liquid fuel conversion costs. Three second generation
technology platforms are under development:

• Biochemical pathway: conversion of cellulose to fermentable sugars to multiple
alcohol fuels

• Thermochemical pathway: conversion of biomass to syngas and synthesis to
multiple fuels

• Purification of biogas (landfill gas and anaerobic digester gas) into biomethane
for transportation fuels (as a compressed or liquefied gas)

These technologies require significant private and public money investment in R&D,
but they offer great potential for fossil fuel displacement.

Four conversion technologies are generally considered the most appropriate for
biopower applications. These are as follows:

• Direct combustion is the primary form of biomass utilization for power genera-
tion. It is a mature technology that is applied broadly in industrial combined heat
and power (CHP) and stand-alone grid power applications.

• Gasification has received significant public and private sector investment and
numerous technologies are commercially available. Although this technology is
much less widely deployed relative to direct combustion, it is considered a major
technology platform for future biopower development.

• Pyrolysis is less developed than either direct combustion or gasification, but
is the subject of moderate technology development and commercialization
activities. One company (DynaMotive) is constructing a 200 tpd power plant in
Canada.

• Anaerobic Digestion is commonly practiced in wastewater treatment plants and
increasingly on animal farms. Landfill gas is also a product of natural anaerobic
digestion in landfills. Power and CHP are the most common applications.

In an effort to identify the technologies that would be most applicable to New
Jersey’s biomass resources, a technology evaluation analysis was conducted using
the following criteria (Fig. 8.2):

• Certain technologies are not well developed yet and/or are likely to be applicable
primarily to niche applications. These were excluded from detailed analysis.
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Fig. 8.2 Technology commercialization timeline (the time required to pass through any given
stage can vary considerably. The values shown here are representative of a technology that passes
successfully from one stage to the next without setbacks)

• Though there are many biomass feedstocks that could be used with a particular
conversion technology, in practice, certain feedstocks are better suited to certain
conversion processes. Technologies that could more efficiently utilize New Jersey
feedstocks were given priority.

• Given the wide range of technologies within a particular “platform” (e.g., types
of biomass gasification reactors), the analysis focused on broad technology
platforms with similar characteristics. Representative feedstock-conversion-end
use pathways were selected for the economic analysis.

• Technologies were assessed on a Market Readiness scale to determine their
location along the development/commercialization continuum. The scale was
defined as five points (1) Research and Development stage; (2) Demonstration
stage; (3) Market Entry stage; (4) Market Penetration stage; and (5) Market
Maturity stage.

The evaluation process yielded thirteen technologies deemed feasible for the
conversion of New Jersey’s biomass feedstocks into biofuel or biopower. The
selected technologies were divided into five major categories: Direct Combustion,
Thermo-Chemical Conversion, Fermentation, Anaerobic Digestion and Physio-
Chemical Conversion (see Fig. 8.3).

Energy generation data for the thirteen selected bioenergy technologies, which
takes into consideration advances in energy output and efficiency over time, was
calculated. Estimated energy potential included energy produced using current or
near-term technologies appropriate for each feedstock resource. All the resource
and technology data was integrated with other information (e.g. technology process
efficiencies and yields). A unique bioenergy calculator was then developed to
aggregate all biomass and technology information and to automatically calculate
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Fig. 8.3 Core technology platforms and applications

energy generation potential for each county in New Jersey.8 The database is
designed to analyze the biomass resource data and technology assessment data in
an interactive fashion and can be updated and modified. A screening tool embedded
in the database (described in next section) allows for sensitivity analyses to be
conducted on the estimates of recoverable biomass and energy potential. This also
tempered estimates of energy generation potential through incorporation of existing
political economic and logistical constraints.

8.3.3 Political Economic and Logistical Screening Process

Considering a variety of political economy factors to arrive at an estimate of the
realistic quantity of biomass in the state available for energy conversion was an
important step in the New Jersey assessment. First, all biomass currently going to
the state’s seven incinerators were removed from the assessment, reflecting a state
policy priority to maintain the flow of feedstocks into these facilities. Keeping the
incinerators functioning to the end of their useful life was a priority in terms of
maintaining a viable financial model. In addition, incinerated waste is considered a
Class 2 resource and the focus of state biomass policy is only on utilization of Class

8The calculator programming was developed by Navigant Consulting.
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Fig. 8.4 Biomass screening process

1 resources. The total amount of waste going to incinerators per year is 688,012 dry
tons and was not included in the analysis.

A screening process that considered political economy/logistics criteria for Class
1 biomass resources was incorporated to determine the proportions of each existing
biomass resource that are “practically recoverable” for energy production based
on several considerations (Fig. 8.4). First, is/can the biomass be collected? A well
established collection and delivery infrastructure is in place to manage New Jersey’s
municipal solid waste. However, for some biomass resources (i.e., agricultural
and forestry residues) new or significantly modified collection systems would be
required. The development of additional waste management systems would require
economic incentives to encourage adaptation of existing waste collection operations
or the development of new systems. Economic incentives would also be needed to
incentivize the owners of collection operations to add to or divert a portion of their
fleet for these purposes. This screen removed 910,000 dry tons of biomass.

The second screening criterion focused on is the biomass sortable (or is sorting
needed)? Further source separation policies are needed if New Jersey is to take
advantage of wastes that are now not fully separated, such as food waste and
C&D wood. This will require a change in policy and behavior for businesses and
residents which may be difficult to achieve. The elimination of 330,000 dry tons
of biomass resources due to inadequate or non-existent sorting logistics does not, of
course, preclude their inclusion in the future should policy or behavioral adaptations
promote needed waste separation.

The final screening criterion was does the biomass have a valuable alternative
use? As a prime example, much of New Jersey’s urban waste biomass is recycled
and used in alternative markets. These markets are well established and may, at
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least in the present day, provide higher economic returns than would be realized
if the biomass was diverted into bioenergy production. This screen resulted in the
largest quantity of biomass being removed—1,460,000 dry tons.

8.4 Results

Of the estimated 8.2 million dry tons (MDT) of Class 1 biomass produced annually
in New Jersey (see Table 9.1), nearly9 three-quarters of New Jersey’s biomass is
produced directly by the state’s population in the form of solid waste (e.g. municipal
waste). The majority of New Jersey’s biomass is concentrated in the counties of
central and northeastern New Jersey due to the large populations in those counties.
Landfill gas is considered a Class 1 resource and the major source of renewable
energy in the state.

Based on the screening process described previously, of the 8.2 MDT of biomass,
approximately 5.5 MDT (65 %) could ultimately be available to produce energy, in
the form of power or transportation fuels. The 35 % reduction in biomass volume
reflects the exclusion of materials due to political economic or logistical constraints
and demonstrates the clear importance of evaluating existing infrastructure limita-
tions, policy priorities, and logistical realities during the evaluation and formation
of bioenergy production alternatives.

Energy generation estimates were developed that account for the “practically
recoverable” amounts of biomass available in each feedstock category after the
screening process, and capable of being converted to energy by current or near-term
technologies appropriate for each resource. All resource and technology data were
integrated with other information (e.g. technology process efficiencies and yields)
within the Bioenergy Calculator. The calculator is designed to analyze the biomass
resource and technology assessment data in an interactive fashion and can be
updated and modified. The screening tool embedded in the database allows for
sensitivity analyses to be conducted on the estimates of recoverable biomass and
energy potential based on political economy changes or scenario alternatives.

The Bioenergy Calculator yields projected biopower and biofuel estimates for
2007, 2010, 2015, and 2020. It is currently being updated to 2025. “Typical” mois-
ture and energy content and/or yield assumptions for each resource were developed
and used to calculate dry weights needed to estimate total bioenergy potential.
The results showed that New Jersey’s 5.5 MDT of available Class 1 biomass
resources could deliver up to 1,124 MW of power (equivalent to approximately 9 %
of New Jersey’s current electricity consumption) or 311 million gallons of gasoline
equivalent (roughly 5 % of current transportation fuel consumed), if appropriate

9 This does NOT include biomass that is currently used for incineration or sewage sludge because
these are not classified as Class I renewable feedstocks in New Jersey.
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policies, technologies and infrastructure were in place to produce the bioenergy.
This is currently not the case, and at this time only 1.2 % of the state’s energy is
generated from biomass resources [22].

8.5 Policy Discussion and Conclusions

Creating an effective institutional, regulatory and feedstock supply infrastructure,
as well as comprehensive strategic and tactical industry development plans is vital
to the successful achievement of any state’s renewable energy goals. Based on
an examination of the impacts of political economic and logistical constraints in
the utilization of the state’s biomass resources, the State of New Jersey needs
to establish the capacity and infrastructure required for rapid biofuels and biore-
finery development and to create sustainable markets for bioenergy products.
A key step for achieving the bioenergy goals and targets is for policy to focus
on institutional infrastructure, regulations, market-based incentives and market
transformation through technological innovation. Market transformation will take
place once the technological and infrastructure capabilities exist and can function
in an economically viable and environmentally sustainable fashion. Institutional
infrastructure capable of supporting the development of a renewable energy industry
in New Jersey is essential to achieve the goals of the state’s energy master
plan. These include the establishment/appointment of a state agency with primary
responsibility for the development and support of the emerging renewable energy
industry. Furthermore, policy harmonization must be facilitated across all state
agencies so that the state’s renewable energy goals can be successfully achieved.
This effort will need to be fully integrated, include public and private partnerships,
and incorporate comprehensive research, policy and marketing plans. And finally,
regional partnerships with surrounding states must be built to take advantage of
related programs, maximize utilization of biomass feedstock, coordinate research
activities and share expertise.

Furthermore, since the assessment results showed that 75 % of New Jersey’s
biomass is produced directly by the state’s population, in the form of solid waste
(e.g. municipal waste), this leads to a recommendation that New Jersey pursue
the development of energy from waste industry. Energy from waste in New
Jersey is particularly attractive because waste disposal costs are high and waste
collection and consolidation infrastructure is already in place. Agriculture and
forestry management comprise the majority of the remaining biomass produced
in New Jersey and, therefore, are also important potential energy sources. The
biomass from agricultural sources includes both crops and crop residues. The use
of agricultural crops for energy production would require the decision to convert
the current food supply chain into energy production, which could have other
major policy implications. Crop residues, however, are generally underutilized and
undervalued, which should allow for an easier decision to use these resources. In
the case of energy crop production, New Jersey would need to decide whether to
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maintain current crop varieties (i.e. corn, soybean, hay, etc.), or introduce new crops
that would be better suited for energy production (e.g. Poplar or switchgrass).

The results of the New Jersey bioenergy analysis demonstrates the importance
of considering the influence of political economy and logistical constraints when
developing and optimizing assessment models. It illuminates potentially large biases
that may result from the exclusion of these constraints, thus generating dramatically
misleading results.
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Chapter 9
Modelling Decentralized Interaction
in a Monopolistic Competitive Market

Juan Gabriel Brida and Nicolás Garrido

9.1 Introduction

In this paper, we assume that an economy or a market jumps through a countable
infinitum space of states. Every state is identified by a tuple of observable variables.
The market cannot move from a given state to any other state. Instead of this, there
is a connected graph that links all the states specifying the possible changes in the
observable variables that the agents of the market are able to cause within a given
institutional framework.

Agents have incentives to move the economy from one state to another according
to the utility or profit that they obtain in the current state. Indeed, when an agent is
not in his most desirable state, he tries to make decisions that improve his payoff.
The farthest he is from the desirable state the higher the intensity to move the
market toward the desirable one. The interaction of all the incentives, within the
institutional framework, makes the economy travel through the network of states,
drawing different trajectories on the graph.
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The aim of this paper is double. On the one hand it describes the states in
which an economy spends more time, when it is inhabited by selfish agents, having
imperfect information and interacting within a monopolistic competitive market. On
the other hand, it explores whether the resulting steady states change as consequence
of two variations; first, a change in the firm learning algorithms and the release of
the monopolistic competitive price rule, and second a different specification of the
agent “intensities”. The first part of the paper is studied using Markov random fields,
whereas the second part, is explored with computational models.

Following [15], individual choice and the institutional constraints are integrated
in order to study how the agents are channeled through the space of states. In our
model, a monopolistic competitive market is the institutional framework in which
agents with imperfect information and bounded procedural capacities attempt to
make optimal choices.

In recent years there has been an increasing use of Markov random fields to
analyze stochastic interaction in the social sciences. Some references are Aoki [2,
3], Aoki and Shirai [4], Blume [5], Blume and Durlauf [6, 7], and Wolfgang [19].
The main concept is that interaction among agents produces aggregate effects, i.e.
mean fields, that affect their individual behavior. Thus, there is a feedback between
the individual behavior and the aggregated result obtained as consequence of the
individual interaction.

The interaction using mean fields has also been combined with network theory.
Dalle [9], assuming that there is a network of heterogeneous agents, shows through
the use of Gibbs random fields, how, according to the network externalities among
the neighbors, different landscapes of technology are found in an industry.

Instead of having a network of states, Kauffman et al. [11] introduce a technology
network (i.e. technological landscape) where each node has an economic value
according to the efficiency of the technology that represents. In this landscape it is
modeled a technological search, driven by the decisions made for optimizing labor
efficiency firms, constrained by the search cost.

The framework presented here is similar to [8] because firms employ relatively
simple behavioral routines, without making conjectures about other firms and using
only internally available information. Moreover, firms make decision on more than
one variable; price and production capacities.

The introduction of a graph to connect the state of the economy is not a necessary
formalism to solve the model. However, it is useful to makes clear that, due to the
bounded rationality of the agents and physical and institutional constraints in the
economy it is not possible to jump from one state to any other state.

The work is organized as follows: in the next section we develop the model
explaining how firms and consumers act in the market. Afterward, using the master
equation, the mean trajectory is presented as a dynamical system and the steady state
solution is found. In the next section, we simulate the model with firms learning
through an evolutionary algorithm. Finally, the conclusions are presented.



9 Modelling Decentralized Interaction in a Monopolistic Competitive Market 127

9.2 Model

There are N consumers and F firms buying and selling respectively an
homogeneous perishable good. Every time that a consumer goes shopping he
buys one unit of the good from one of the F active brands in the market.

Consumers are indistinguishable, therefore the state of the demand is charac-
terized by the number of consumers buying from the different firms. On the other
hand the state of the supply is described by two vectors; current prices and produced
quantities.

Defining the vector n D fn0; n1 : : : nF g; with N D PF
iD0 ni ; as the distribution

of consumers buying in the different firms, the vector p D fp1; : : : ; pF g as the
current prices in the market and q D fq1; : : : ; qF g as the production of the firms, it
is possible to describe the state of the market through the following state vector of
observable variables,

V D fn;p;qg (9.1)

The state vector V can take an infinite number of states, however, in reality is
observed just a small sample of them. This sample of most visited states can be
computed as consequence of the specification of the stochastic transitional dynamics
that move the system through the whole space of states. This dynamic in turn,
is determined as consequence of the satisfaction that the agents, either firms or
consumers, have in a given state.

An agent, entrepreneur or consumer, translate his optimal bounded rational
decision into an adaptive rule. The rule is adaptive because drives an agent from
the current less desirable state toward his most desirable one in a finite number of
steps. The rule is applied by the agent with a probability proportional to the distance
between his optimal state and the current one. In other words, dissatisfied agents are
trying to apply their adaptive rule to improve their state with high frequency.

Every agent attempts to reach his most desirable state. However, there is no social
agreement on which is the social desirable state. Accordingly, the interaction among
all the agents results in a state (or a subset of states) where the intensities of all the
agents to leave it are compensated. For instance, assume that the states of a market
is described by the values of one price. In this market, the “equilibrium” price, i.e.
the state where the market stay locked-in, is the state where the incentives to reduce
the price by the consumers and to increase the price by the firms is compensated.

In the following subsections the transitional probabilities and the adaptive rules
that determines the dynamics of the demand, the price and the quantity vectors are
specified. Afterwards, we identify the most visited states of the market.

9.2.1 Demand

The demand is composed by N consumers that periodically buy the unique
homogeneous good available in the economy.



128 J.G. Brida and N. Garrido

We can identify the consumers in two groups: consumers with and without
a good. Having the ownership means that the consumer has a unit of the good
produced by one of the firms in his shelf. In the other case, if the shelf is empty
the good has to be replaced, so the consumer is ready to buy a unit the next time that
he goes shopping.

Thus, in any instant of time the vector n D fn0; n1; : : : ; nF g describes the number
of consumers with ownership of a good and the number of consumers that are
shopping. The former is represented by nj , i.e. the number of consumers that have in
their shelves the good from the brand j , and n0 represents the number of consumers
ready to go shopping. The vector n characterize the state of all the consumers in the
market; in other words N D PF

jD0 nj :
There are two different transitional dynamics to be specified on the demand side;

first, how a consumer decide from which firm to buy given that they have his shelf
empty, and second how a consumer “consume” the good in his shelf. In other words,
it has to be explained how consumers move from n0 to nj and from nj to n0; where
j D 1::F .

9.2.1.1 How Consumers Buy

Each consumer i has a stochastic utility function Ui defined over the good offered
by the firms:

Following [1], the utility of the consumer i defined over the good of firm j is
defined as,

Ui;j D ui;j C "i;j (9.2)

where ui;j corresponds to the deterministic utility of the individual and "i;j is the
portion of the individual behavior that can not be appreciated by the modeler. It
could be interpreted as idiosyncratic differences within the population of consumers
N .1 Without loss of generality we assume homogeneity in the deterministic
component of the utility, so it is possible to avoid the sub index i in the previous
specification.

The probability that an individual chosen at random from N buys from the firm
j is given by

PF .j / D Pr

�

Sj D max
fD1::F Sf

�

where Sj D uj � pj is the surplus that the consumer obtains when buying from
j , pj is the price of firm j and Pr

�
Sj D maxfD1::F Sf

�
represents the probability

that the surplus of the firm j is the maximum surplus among all the firms in the

1Blume and Durlauf [6] attribute this randomness to some form of bounded rationality.
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market. Considering that the good sold by the firms is homogeneous, it is possible
to normalize the deterministic utility for all the brands, such that uj D 0 8j .

Theorem 2.2 in [1], proves that the random utility with appropriate assumptions
on "j , generates a multinomial logit model where the probability that a consumers,
randomly chosen, buys from firm j at price pj is given by

PF .j / D e�pj
PF

fD1 e�pf (9.3)

PF .0; j / defines the transition probability that a consumer buys one unit from the
firm j; given the vector of prices p.

We do not assume neither, inertial demand nor switching cost. Accordingly, for
a given consumer, the probability of buying from a firm j is independent from the
brand that the consumer previously had. Moreover, notice that all the firms have a
positive demand. Indeed, while firms fixing low prices have high demand, there are
firms with high prices having a positive demand.

Following [12] the probabilistic transition rate is the probability generated per
unit of time to the occupation of a new state. The relationship between the transition
rate and transition probabilities is P.j; k/ D !k;j

!j
;where !k;j is the transition rate

from j to k and !j D PF
kD1 !k;j .

Using Eq. (9.3), the transition rate for a consumer of moving from the state of not
having the ownership of a good to buy it from firm j is, !j;0 D �e�pj : Considering
that there are n0 agents without the good the transition rate becomes,

!cj0 D �e�pj no (9.4)

where � represents the intensity in an instant of time at which the consumers n0,
decide to go shopping. To make simple the interpretation of � it can be considered
as the inverse of a measure of the period of time that a consumer wait until he goes
shopping. Thus, longer the period of time, lower is the intensity of �; therefore there
is a lower probability that the consumers in n0 will go shopping in a given instant of
time. The value of !cj0 can be interpreted as the realized demand for the firm j:

9.2.1.2 How Consumers Consume

As time goes by, consumers exhaust the unit that they have in their shelf so they
have to go shopping again. In other words they move from nj to n0 with j D 1::F:

It is assumed that consumers have the good in their shelves during a period
of time �0; so that � D 1=�0 represents the number of consumers that loose the
ownership of the good in a unit of time. According to this the transition rate is
given by,

!c0j D �nj (9.5)
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Therefore,
PF

jD1 !c0j can be interpreted as the number of consumers that, in an
instant of time, consume the good from their shelves.

9.2.2 Firms

Firms operate in the market according to price and production plans that they revise
periodically. The revision are due to differences between their plans and the results
obtained from the market. When the difference between plans and results is high,
firms revise their plans and adopt corrective actions frequently. If the difference is
negligible, firms are lazy to correct it.

Firms revise their plans asynchronically, in the sense that if firm j decide to
revise its production plan, it does not mean neither, it revises its price plan nor that
other firms revise their production plans.

It is also assumed that firms adjust their plans slowly, in the sense that they can
change either price or production decision just through the possible path defined by
local network of states; there are not shortcuts between two states that are not linked.
Even though this assumption seems to be restrictive, this is not necessarily the case,
because the further a firm is from its desirable state the higher the frequency with
which it decides to revise its plans.

9.2.2.1 Price Dynamics

The firm’s profit is given by,

˘j D pj qj � c.qj / (9.6)

where c.qj / and pj qj represent the cost function and the revenue for the firm j

respectively. We assume that c .0/ D 0 and c0 .�/ D Nc > 0:
Even though firms can survive in the market having different prices, changes on

the price of a firm affect the demand of other firms. This characterize the dynamic of
the monopolistic competitive market interaction. Moreover, as in the long run firms
prevent new entries, every firms follows the plan of equalizing price to average cost,
pj D Nc.qj /:2

Thus the adaptive rule to update the price is: when the price is below the average
cost increases it, in the opposite case reduces it. In any case the price is adjusted in
one unit.3

2Notice that the average cost and the marginal cost in this case coincide.
3This assumption about the size of the price adjustment �p D 1 does not affect the general result.
The size of the jumps can be reduced below one but greater than zero without modifying the main
results.
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On the other hand, a firm revises its price with a frequency proportional to both:
the difference between its price and average cost, and its price. A firm is reactive to
change its price if it realizes that it is far from the average cost because if the price is
too high, the high profits could produce new entries. If the price is below the average
cost, the firm is having negative profits, therefore it has to change its price soon.

The additional awareness to revise firms’ plans when prices are high capture the
idea that firms having high prices have a low demand, therefore they have to be
ready to change when there is a deviation from the plan very soon.

Thus, the frequency with which firm j wants to revise its plan is given by,

Xj D . Ncj .qj / � pj /pj (9.7)

The sign of Xj specifies the direction in which the price has to be adjusted.
Any price revision by firm j can be from pj to pj C 1 in the case that Xj > 0

or to pj � 1 when Xj < 0: Formally the transition rate for the price revision is
given by,

!
p
jC D ˇXj#.Xj / (9.8)

!
p
j� D ˇ.�Xj /#.�Xj / (9.9)

where the function #.X/ is 1 in case that Xj > 0, and 0 otherwise, ˇ measure
the intensity of the transition rates, according to the same interpretation of the
parameters � and � in the consumer analysis. Thus, if firms wait an infinitum period
of time to adjust their plans, this mean ˇ D 0: In this case, prices remain the same.

9.2.2.2 Production Dynamics

The revision in the production plans is done according to differences between the
production and the demand; higher the excess or the short demand of the firm, higher
will be the probability of making revisions in the production plan. Formally,

Zj D .dj � qj /qj (9.10)

where dj is the demand that the firm receives at any time, dj D !cj0n0:

As in the case of price revision, it is assumed that when the level of production
is higher firms are more sensitive to make an adjustment in their production plan.

According to this, the transition rates are given by

!
q
jC D ˛Zj#.Zj /

!
q
j� D ˛.�Zj /#.�Zj /
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where ˛ is the intensity parameter that represents how sensitive firms are to a
revision of the production plan and the function #.X/ is the same as before.

Assuming that ˇ is higher than ˛; means that to an equal difference in the price
and the production plan firms are more willing to revise their prices.

9.2.3 Most Visited Nodes of the Network of States

The transitions rates constitute the basic ingredient for the equation of probabilistic
motion of the system through the network of states.

The state vector V in (9.1) characterizes the system in a specific instant of time,
whereas the transition rates !c;!p and !q specify the change in probability that
the state vector has of moving from a given state V to a neighbor V 0:

A neighborhood of V in the network is defined according to the three dimensions
that the state vector describes: demand, price and production.

Given an initial state V D fn;p;qg a demand neighborhoodV n is the state vector
in which n D fn0 ˙ 1; : : : ; nj � 1g with j 2 Œ1; F � and the vector describing price
and production are exactly the same as in V: In other words a demand neighbor of
V is the state in which one consumer either moves from having the ownership to go
shopping or vice versa.

In the same way a price or production neighborhood of V is the state in which
one firm increases or decreases its price or production by one unit.

Thus, the dynamics of the model, is specified in terms of the transition probabil-
ities of the outflows and inflows transitional probabilities from the reference state
V: Transitions from V toward any of the possible neighbors are outflows and the
transition rates coming from the neighbors toward the reference state are inflows.

The probabilistic transitions rate between neighbor states, either outflows or
inflows, capture the micro dynamic of the model and how the aggregate state affects
it, i.e. mean fields. For instance the multinomial model of demand, is the mean field
that aggregate the interaction of the decision of the consumers and firms. Indirectly
this field will affect the production plans of the firms and the decisions that the
consumers make to buy a good.

The main assumption to obtain the solution of the model is that there is a
distribution that describes the probability of observing at time t the system in a
given state V: Such a probability satisfies,

Pr.V; t/ > 0
X

V2S
Pr.V; t/ D 1

where the summation is over all the possible states in the space of state S .
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The equation that represents the dynamic evolution of the probability in the
system, is the master equation,4

d Pr.V; t/

dt
D
X

V 0

inflows
�
V 0 ! V

��
X

V 0

outflows
�
V ! V 0� (9.11)

where V 0 represents all the neighbors’ state of V .
Thus, the system is in the stationary state when the flow of probability of leaving

is equal to the flow of probability of reaching the state V .
The stationary state solution of this equation gives information about the most

probable state or subset of states. If we denote the stationary state probability as
Pr�; the subset of most visited spaces V � is the solution to arg maxV2S Pr� .V / :
This subset of states represents the demands, prices and quantities that are found
with higher probability in our monopolistic competitive market.

The specification of the master equation for our model is given by:

@Pr.V; t/

@t
D

FX

jD1
!c0j Pr

�f.n0 � 1; n1; : : : ; nj C 1; : : : ; nF /;p;qg; t� (9.12)

�
FX

jD1
!cj 0 Pr .fn;p;qg; t/

C
FX

jD1
!cj 0 Pr

�f.n0 C 1; n1; : : : ; nj � 1; : : : ; nF /;p;qg; t�

�
FX

jD1
!c0j Pr .fn;p;qg; t/

C
FX

jD1
!
p
jC Pr.fn; .p1; : : : ; pj � 1; : : : ; pF /;qg; t/

�
FX

jD1
!
p
j� Pr .fn;p;qg; t/

C
FX

jD1
!
p
j� Pr.fn; .p1; : : : ; pj C 1; : : : ; pF /;qg; t/

4For more details on the master equation see Chap. 10 of [19]
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�
FX

jD1
!
p
jC Pr .fn;p;qg; t/

C
FX

jD1
!
q
jC Pr.fn;p; fq1; : : : ; qj � 1; : : : ; qF gg; t/

�
FX

jD1
!
q
j� Pr .fn;p;qg; t/

C
FX

jD1
!
q
j� Pr.fn;p; fq1; ::; qj C 1; : : : ; qF gg; t/

�
FX

jD1
!
q
jC Pr .fn;p;qg; t/

The first and second rows of the differential equation represent the flow of
probability between the reference state V D fn;p;qg and all its possible demand
neighborhoods. For instance, the first term on the right side of the first row, is the
inflow probability that the system moves from a demand neighbor into the state V:
On the other hand, the second term represents the outflow probability that the system
moves from V to a neighbor state.

The third and fourth lines of the equation represent the flow of probability
between a price neighbor state V p and the state of reference V:

Finally the fifth and sixth rows represent the flow of probability among quantity
neighbor states and the reference state V:

9.2.4 Master Equation Solution

Suppose that it is possible to produce a bundle of experiments using the model
previously defined with different initial conditions. Accordingly, suppose that we
collect information about the evolution of V for each experiment.

The solution to (9.13) represents the mean trajectory thorough the graph of states
that the market would follow over all the experiments.

We use the quasi-mean value equations as in [3, 12, 19] to describe the mean
trajectory through the following dynamical system,

This approach is better suited for social systems where there is no chance
of having a big number of trajectories to describe the complete behavior of the
momentum of its underlying distribution. Instead of this, the researcher only dispose
of one or at best of a few comparable systems to describe.
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dnj .t/

dt
D !cj0 � !c0j D ve�pj n0 � �nj (9.13)

dn0.t/

dt
D

FX

jD1
!c0j �

FX

jD1
!cj 0 D �

FX

jD1

dnj .t/

dt
(9.14)

dpj .t/

dt
D !

p
jC � !

p
j� D ˇXj#.Xj /� ˇ.�Xj /#.�Xj / (9.15)

dqj .t/

dt
D !

q
jC � !

q
j� D ˛Zj #.Zj /� ˛.�Zj /#.�Zj / (9.16)

for j D 1::F:

Replacing the transition rate with the formula derived previously and given the
complementary between the two demand equations, the system which determines
the solution is given by,

dnj .t/

dt
D ve�pj n0 � �nj (9.17)

dpj .t/

dt
D ˇ. Ncj .qj / � pj /pj (9.18)

dqj .t/

dt
D ˛.dj � qj /qj (9.19)

dn0.t/

dt
D �

FX

jD1

dnj .t/

dt
(9.20)

which is a system with 3F C 1 equations, that for a relatively big number of firms
it becomes hard to deal with.

9.2.5 Homogeneous Oligopoly Case

In order to simplify the solution of the dynamical system (9.17) we use the slaving
principle5 to express the system as a function of order parameters.

We assume that the total number of consumers N does not growth, the incum-
bents have production capacities to satisfy all consumers and that firms are capable
of adjusting their prices without cost.

5The slaving principle comes from the synergetic. The idea is that in a dynamic system there are
fast and slow variables. The dynamics of the fast variables is driven by the slow variables. Thus, it
is possible to analyze the system assuming that the fast variables are in their steady state, and that
the stable state is driven by the order parameters of the slow variables.
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If firms can adjust prices and productions to the demand, the order parameter of
our model is the demand. In other words, prices and productions are fast variables
that firms adjust, following the slow changes in the demand. Thus,

0 D ˇ. Ncj .qj / � pj /pj
0 D ˛.dj � qj /qj

which means that firms set price equal to the average cost and that firms produce
exactly what is demanded in the market at t . In other words,

pj D Ncj .qj /
qj D �e�pj n0

for j D 1::F:

Given the fixed number of consumers, the dynamic of the demand equation can
be expressed as,

dnj .t/

dt
D �e�pj .N �

FX

iD1
ni / � �nj (9.21)

which after the normalization of n into x, with
PF

iD0 xi D 1; we obtain,

dxj .t/

dt
D �e�pj .1 �

FX

iD1
xi /� �xj forj D 1::F (9.22)

Thus, the system of F Eq. (9.22) represents the dynamic of the quasi-mean
demand for every firm of the monopolistic competitive market of the model under
the assumption that price and production decisions are variables that follow the
demand.

In steady state (i.e. dxi .t /
dt D Pxi D 0/ the solution to the system is given by,

xj D e�pj
�

�
CPF

iD1 e�pi forj D 1::F (9.23)

where price is equal to average cost and � and � represent the reciprocal of the
periods that consumers have the good in their shelves and the periods that they wait
before of going shopping once they exhausted the good in their shelves.6

6Stability Analysis: We assume that the average cost of every firm is constant. Thus, the Jacobian
of the system (9.22) is given by
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From Eq. (9.23) it is possible to compute the proportion of consumers that are
shopping in any period of time,

x0 D �=v

�=v CPF
iD1 e�pi (9.27)

The proportion of consumers shopping increases with any of these three factors:
(1) the time that the consumers have the good in their stack is short, so the parameter
� is high, (2) the time that the consumers spend shopping is long, so that v is low,
and (3) when the prices are high.

If there is no market, i.e. F D 0; no consumer has a good x0 D 1: In the
competitive market, where the number of firms setting the market price is infinitum
all the consumers has a good in their stack, x0 D 0:

Equation (9.27) can be used to explain why there is a big number of retailers
and few shops selling durable goods. Food is consumed relatively fast, so � is high,
therefore the population of consumers shopping is high. On the other hand durable
goods are consumed during a long period of time, therefore all else equal, there are
few consumers buying durable goods. However, the durable case has a caveat: when
the cost of producing a particular durable good is reduced, its price fall, therefore
the proportion of consumers shopping increases. Thus, the number of shops selling
the durable good with low price increase as well.

The solution obtained in (9.23) differs from the standard oligopoly solutions á la
Bertrand and Cournot, because in steady state prices and production can be different.
The asymmetry comes from an unobserved consumer component in his utility
function. This stochastic component, specified in (9.2), represents an idiosyncratic
bias in the consumer utility function.

Our model differ from spatial models of product differentiation as [16] because
the interaction between firms is not local. In our model, the interaction is among all
the firms in the market. Our model is close to the monopolistic competitive literature
as in [10]. The interaction is global and there is a low level of strategic interaction,

2

6
6
4

 1 � �  2 : : :  F
 1  2 � � : : :  F
: : : : : : : : : : : :

 1  2 : : :  F � �

3

7
7
5 (9.24)

where  i D �ve�pi . Notice that when firms have the same average cost, this means that all the
 i are equal. The generic solution of the characteristic polynomial of this matrix is given by

�i D �� i D 1::F � 1 (9.25)

�F D �
FX

iD1

 i � � (9.26)

Notice that in any case the first F � 1 roots are real and negatives, therefore the system is
asymptotically stable.
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“in that the strategies of any particular firm do not affect the payoff of any other
firm” [14, p. 400].

The model of this paper is close to models of bounded rationality in [17],
because all the agents use private information. Moreover, the agents do not use any
“proxy” of the market behavior, as the mean demand or the mean price. In all the
cases, agents use adaptive rules, and the asymmetric equilibrium is explained as
consequence of the interaction among all the agents.

9.2.6 Heterogeneous Duopoly

In this section � is assumed to be a proxy of the quality of the goods produced by
the firms. We assume that high quality goods stay longer in consumer’s shelves than
low quality goods.

Assume that in the economy there are two firms producing a good with different
quality. The good of firm 1 has higher quality than the good of firm 2, i.e. �1 < �2:

With these assumptions and using the slave principle, the solution to (9.17) is
given by.

x1 D �2e
�p1

�1�2
v

C �1e�p2 C �2e�p1

x2 D �1e
�p2

�1�2
v

C �1e�p2 C �2e�p1

x0 D
�1�2
v

�1�2
v

C �1e�p2 C �2e�p1

Assuming that firms do not modify their prices when the quality changes, and
setting v D 1; we can compute how the shares changes as the quality of the good of
firm 1 improve, i.e. �1 falls.

dx1
d�1

D � �2e
�p1 .e�p2 C �2/

.�1�2 C �2e�p1 C �1e�p2 /2
< 0

dx2
d�1

D �2e
�.p1Cp2/

.�1�2 C �2e�p1 C �1e�p2 /2
> 0

dx0
d�1

D �22e
�p2

.�1�2 C �2e�p1 C �1e�p2 /2
> 0

An improve on the quality of the good produced by firm 1 increases the market
share of firm 1, reduces the share of firm 2 and the proportion of consumers shopping
x0. Moreover, notice that dx0

d�1
C dx1

d�1
C dx2

d�1
D 0:
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9.3 Computational Agent Model

The model of the previous sections, shows the aggregated macro behavior that
results as consequence of the probabilistic micro behavior of the agents within a
given institutional settings. Two characteristics of our institutional setting identify
it with a monopolistic competitive market: first, the interaction is global with a low
level of strategic interaction and second, in order to prevent new entries firms set
price equal to average cost.

In this section we construct a model with computational agents of our previous
specification.

As in the analytical model, each of the N customers buys and consumes a
homogeneous good sold by one of the F firms. Every firm i chooses price and
quantity to maximize its profit, �ei D piq

e
i � C.qei /; where qei is the expected

demand for the firms and the cost function is C.q/ D cq:

The dynamic of the system is represented by a set of events that modify the state
of the system. The system change when either of the following four types of events
happen; (1) a consumer goes shopping, (2) a firm revises price, (3) a firm revises the
produced quantity, or (4) a customer consumes the good that he bought previously.

In every period t; a numberEt of events may occur, with 0 � Et �NC2F: If the
system does not change in a period t; it means that Et D 0: On the other extreme,
the maximum number of events occurs in the unlikely case where all these events
happen in a period t : each of the n0 .t/ consumers buys a good from one of the firms,
each of the N � n0 .t/ consumers consumes the good that they bought in previous
periods, theF firms revise their prices, and theF firms revise their production plans.
Notice that the sum of all these events is Et D n0 .t/C .N � n0 .t//C F C F D
N C 2F:

In every event an agent, consumer of firm, executes an action or change his state.
Events are asynchronics because the agents are not coordinated to make decisions.
For instance, when a firm revises its price it does not mean that any other firm has
to revise its price.

Thus, in the specification of the model to be simulated the following two
characteristics have to be described; first, when the events of making an action is
triggered and second, how the agents execute the specific action.

9.3.1 Consumers

Consumers may be in two different states during a simulation; consuming the good
that they have in their shelves or shopping a unit of good because they do not have
the good anymore.
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9.3.1.1 Consuming

The good sold by the firms is perishable. In fact, once a costumer i acquire a good
he spends a period of time �ci consuming it. Every consumer takes a different period
of time to consume its good. This depends on a set of unobservable, for the modeler,
characteristics.

We assume that the periods to consume a good is independently among the
consumers and that in average a consumer spend 1= O� periods of time with a good.
In order to simulate this behavior we use two variations: first, every time that a
consumer i buys a good we draw the value of �ci from an exponential distribution
with mean 1= O�: Thus, the consumer i moves to the group of consumers n0 after �ci
periods. The second strategy is that in every period, the consumers in nj move to n0
with probability O�:

When a consumer having a good from firm j consumes his good, he becomes a
consumer ready to go shopping again. This means, that the number n0 of customers
ready to go shopping is increased by one unit and the number of customers from a
firm j is reduced by one unit.

9.3.1.2 Shopping

The consumer search in the market before deciding from which firm to buy. Indeed,
we assume that the agent i spends �si periods of time searching before of buying the
good. We assume that the agents spend in average 1= O� periods of time searching. We
use two strategies to modelling this, according to the strategy follows to model the
consuming time. With the first strategy, the amount of periods �si for the agent i is
drawn from an exponential distribution with mean 1= O�:With the second strategy the
value of Ov is used to compute the probability that every agent from n0 stop searching
and decide to buy.

After the searching process elapses, a consumer buys from firm j with probabil-
ity Pr.j / D e

�pj
PF
iD1 e

�pi
, where pj is the price of firm j: We rationalize this decision

as in Sect. 9.2.1.1
The parameters �,v; O� and Ov capture the flow intensity of the transitions from

consuming to shopping and vice versa. In the analytical model the influence is
through the intensity of the transition rates. In the computational model we explore
two different alternatives to model the intensity. In the first one, we use the
parameters with the same effect of the analytical model: intensity of the transition
rate.

However, transition rates is an infinitesimal concept hard to be measured in
reality. Thus, we use the computational model to explore whether the predicted
results of the analytical model change with a different specification of the flow
intensity of the transitions from consuming to shopping and viceversa. In the second
strategy we specifically model the time. We assume that the parameters are mean
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times of a distribution. In particular we use a negative exponential distribution7 to
model the time that every consumer spend consuming and shopping.

9.3.2 Firms

We assume that every firm follows a price and produces a quantity that is fixed in
its plan. A firm revise its plan according to its performance. Indeed, plans with low
performance are revised frequently while good plans are revised with less frequency.

We explore two specifications about how firms revise their plans; in the bench-
mark case, every firm has a plan for the price and a plan for the quantity whereas in
the evolutionary model, firms have a single plan for both, price and quantity.

In the benchmark case firms set a plan and they adapt their current price or
quantity to their plan using adaptive rules. In the evolutionary case firms use an
evolutionary algorithm to select the best plan.

In both cases firms attempt to maximize their profit.

9.3.2.1 Production Decision in the Benchmark Case

In this case, a firm has more incentive to adjust its production plan if it is far from
the demand that it received during the current period. Thus, the probability that
a firm i revises its production plan at the end of the period t increases according
to jˇ.di;t � qi;t /qi;t j, where di;t represents the current demand, qi;t is the quantity
produced according to the last production plan, ˇ is a normalization parameter and
j�j represent the absolute value of �.

Firms cannot adjust their production instantaneously. When a firm revises his
production plan, it adjust the production on one unit according to whether it receives
an excess or not of demand.

In other words, firms will adjust the production according to the following
adaptive rule,

qi;tC1 D qi;t C sign.di;t � qt;i / (9.28)

where sign.:/ is the sign function.8

7The negative exponential distribution applies frequently in the simulation of the interarrival and
interdeparture times of service facilities. For more details see [13].
8The sign function is defined as,

sign.x/ D
8
<

:

1 x > 0

0 x D 0

�1 x < 1
(9.29)
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Notice that if the current production is far from the current demand the
adjustment on qi are frequent. The distance is measured by the normalization
parameter ˇ: If jˇ.di;t � qi;t /qi;t j � 1 the production is adjusted in every period.

9.3.2.2 Price Adjustment in the Benchmark Case

Following the setting of the analytical model, in the benchmark case firms set price
equal to average cost.

The further the current price is from the current average cost, the higher will be
the incentives to adjust the price. Thus a firm j revises its price, at the end of period
t; with a probability given by j˛. Nc.dj;t /� pj;t /pj;t j where dj;t is the demand in the
current period, pj;t is the price of the current period, Nc.dj / is the average cost and
˛ is a normalization parameter.

Firms adjust prices according to the following adaptive rule,

pj;tC1 D pj;t C sign. Nc.dj / � pj / (9.30)

9.3.2.3 Evolutionary Firms: Production and Price Decision Made
Simultaneously

In this case, we assume that firms revise their prices and productions plans every �
periods of time in order to obtain the maximum profit,

�j D min.dj ; qj /pj � C.qj / (9.31)

where the min.dj ; qj /means the minimum between the demand and the production.
Every firm has a set of plansL. Every plan has a price and a production decision.

A firm explore different plans until it manages to obtain the most profitable one.
Every plan produces a profit, as consequence of interacting with the plans of all the
other firms.

To obtain the best plan that gives the maximum profit every firm evolve its set
of plans, discarding low performance plans and using good performance plans to
generate new ones. The performance of a plan is measured by its profit.

Every firm apply every � periods, three genetic operators over its set of plans;
selection, crossover and mutation.9 Selection selects the best plans, and crossover
and mutation generate a set of new one.

Using the evolutionary algorithm to simulate how firms make their price and
quantity decisions, introduces two modifications in the original assumptions of the
analytical model: on the one hand it changes the structure of neighborhood of one

9See [18] for more details on Genetic Algorithms.
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states; a firm can change its price or its production in more than one unit. The
neighborhood of one state is now is defined by the mixing matrices in Vose’s model
of simple genetic algorithms (see [18]).10 The second deviation from the original
assumption is that firms do not follow the rule of price equal to average cost.

With the goal of observing the consequences of this modification of assumptions
in the next section we simulate our computational specifications.

9.3.3 Experiments

We simulate the computational model using the following base line parameters:
there are N D 1;000 consumers and F D 10 firms interacting during T D 5;000

periods. The 5;000 periods are in all the cases enough to reach in every case the
steady state.

The normalization parameters for the price and production revisions are ˛ D
ˇ D 0:2: This means that if the difference between the price and the average cost,
or between demand and production for a firm is equal or greater than 5; the firm
revises his price or production plan with probability 1:

For the evolutionary firms we assume that every firm has a set of L D 30 plans.
Every� D 30 periods each firm evolve its set of plans.11

In order to explore the effect of heterogeneity in the cost function, two cases
are studied: the homogeneous case, as a benchmark where all the firms have the
same cost function and the heterogeneous case where there are two groups of firms
differentiated by their cost function.

In the homogeneous case all the firms have the same cost function C.q/ D 2:5q.
In the heterogeneous case half the firms, type 1, have the cost functionC.q/ D 2:5q

and half, type 2, C.q/ D 3q:

The two different cost structures together with the two different model of firms,
produce four simulations to be tested,

1. Benchmark firms with homogeneous in their cost function.
2. Benchmark firms with heterogeneous cost function.
3. Evolutionary firms with homogeneous cost function.
4. Evolutionary firms with heterogeneous cost function.

According to the analytical results obtained in Sect. 9.2.3, and using the param-
eters described in this section, the steady state of the system (i.e. the most probable
result observed) for each case is given in Table 9.1. Thus, for instance when all the
firms have the same cost function, each firm will have 7.6 % of the market, and it
will price the good to 2.5 monetary units.

10The mixing matrices define all the possible states that can be visited as consequence of applying
the mutation and crossover operator to the active population of plans that the firms have.
11We select 25 % of the plans using roulette. Moreover mutation is applied with 0.01 probability.
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Table 9.1 Proportion of
agents consuming a given
brand and prices according to
the analytical model

Homogeneous Heterogeneous

Type 1 Type 2

Quantity 7:6% 9:02% 5:4%
Price 2:5 2:5 3

These analytical results are useful as benchmarks to compare the simulated
experiments.

For each of the four experiments we run 250 simulations. Each of the 1,000
simulations is started with a different initial conditions. Thus, at time t D 0

consumers are distributed among firms uniformly and initial prices are set equal
to ci .1C ei / with ci the average cost of firm i and e an independent draw from a
normal distribution N .0; 1/.

Consumers spend 1= O� D 40 periods consuming a unit of the good and they
spend searching for a new unit 1= O� D 10 periods. In Sect. 9.3.1 we specify two
strategies to model the transitions from shopping to consuming and vice versa:
the transition rate probability and the modelling of time strategy respectively. We
explore the results using both strategies and we do not distinguish differences in the
outcomes. Therefore, in order to reduce the size of the paper, we present only results
based on the modelling of time strategy. In other words, O� and O� are parameters of a
negative exponential distribution. We simulate the periods of time that a consumer
spend shopping or consuming through a random draw from a negative exponential
distribution with parameters O� and O� respectively.

In the first row of Table 9.2 we plot the mean quantity in the period 5;000 for the
benchmark.12 The first bar is the proportion Nx0: of consumers shopping. The next ten
bars represent the proportion of consumers that have in their shelves a good of one of
the firms. Notice that for the benchmark with homogeneous and heterogeneous costs
the results are close to the analytical one. The small fluctuations are consequence of
the stochasticity of the model.

In Table 9.3 we plot the average price for the benchmark case in the first row
again. In both cases, homogeneous and heterogeneous cost structure, the average
cost is reached with high precision.

The results for the evolutionary case are reported in the second row of Tables 9.2
and 9.3. In this case the outcomes require an additional analysis. Although firms use
a completely diverse learning mechanism and set simultaneously price and quantity,
the quantities of steady state are close to the benchmark, but prices are different.

There are two differences between the prices in the benchmark and the evolu-
tionary case: first the prices are higher than the average costs and second, the prices
have more variability.

12Each bar in the plot represents the mean of 250 simulations. For instance, in the benchmark
with homogenous cost the first bar is Nx0 D 1

250

P250
jD1 x0;5000;j : Where the subindex j counts the

simulations.
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Table 9.2 Proportion of agents shopping and consuming

Homogeneous Heterogeneous

Benchmark

20

15

10

5

0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10

20

15

10

5

25

Evolutionary 0 1 2 3 4 5 6 7 8 9 10

15

10

5

0 1 2 3 4 5 6 7 8 9 10

20

15

10

5

25

Table 9.3 Firm’s prices

Homogeneous Heterogeneous

Benchmark 1

1

2

2

3 4 5 6 7 8 9 10

2.5

1.5

0.5

1 2 3 4 5 6 7 8 9 10

1

2

2.5

1.5

0.5

3

Evolutionary 1 2 3 4 5 6 7 8 9 10

1

2

2.5

1.5

0.5

3

3.5

1

1

2

2

3

3

4

4

5 6 7 8 9 10

The additional variations is explained because in the optimization algorithm there
is a population of firms exploring different plans. This process of searching converge
to select the best plans. Although after 5;000 periods there are few plans left to
be explored and the best plans have been selected, the mutations from the genetic
algorithm keeps introducing new combinations of price and quantity. Thus, this is
translated into the observed variation.
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The intuition is that even when the market is in equilibrium, there are
entrepreneurs searching for new plans. This exploration introduces the additional
variation.

The increase in the prices is explained by the (low) strategic interaction between
the firms. In the evolutionary case, firms do not follow the rule of price equal to
average cost. In this case there is a fix number of firms maximizing their profits.
The demand is not infinitely inelastic. Instead, every firm has a “local” elasticity
consequence of the global interaction and of the assumption that consumers do not
switch to the firm offering the lowest price.

Indeed, in the evolutionary case the maximization of profit for every firm is when
they set their marginal revenue equal to their marginal cost. Using our cost function
we have,

pi

�

1C 1

"i

�

D ci for i=1..F (9.32)

where pi is the price, "i is the price elasticity and ci is the marginal cost for firm i:

We use the analytical model to compute the elasticity "iD�pi
�

1� �e�pi

�C�PF
jD1 e

�pj

�

.

We are not able to provide a close form for the F prices that solve (9.32). How-
ever, using the same parameters of the computational model we obtain numerical
solutions for the prices.

When the cost structure is the same for all the firms, the homogeneous case, firms
set price pi D 3:51: The mean of prices obtained from the simulations is Np D 3:39:

When the cost functions are heterogeneous, the price for the firms with low cost
is pi D 3:51; whereas the price for the firms of high cost is pi D 4:01: The mean
prices that we obtain for every group with the evolutionary firms, are ˇp D 3:24

and Np D 3:93 for the low and high cost respectively.
Notice that the price values are close in every case. The small difference between

the theoretical values and the simulated ones are due to the variation introduced by
the optimization algorithm.

9.4 Conclusion

The aim of this paper is double: first, we present a model where consumers and
firms interact according to their bounded rational adaptive rules and to the constrain
established by an institution. We aim to capture the massive interaction that is
present in the market through an stochastic model. The second goal of the paper is
to construct a computational model with the same assumptions of the analytical one.
This comparison of methods to modelling the same problem allows us to understand
better some features of the analytical model.

We learnt from the analytical model that the time that consumers spend shopping
and consuming is helpful to approximate the population of consumers shopping.
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When the goods are homogeneous, either one of this two effects: short period
of time that consumers spend consuming a good or the long periods that they
spend searching (shopping) for a good produce the same result: the proportion of
consumers shopping increases. Moreover, if the prices of the firms are raised, all
else equal, there will be a higher proportion of consumer shopping. The price effect
is explained by the consumers gathering more information about the goods when
prices are high.

Using the analytical model we also describe the effect of increasing the quality of
the good of a firm. Thus, in a duopoly, if a firm increases the quality of its good there
is an increase in the proportion of consumers buying it. The increase is explained
with both, a reduction in the proportion of consumers buying the other good, and a
reduction in the proportion of consumers doing shopping.

From the computational models we learnt two things. First, the result of the
analytical model is conditioned by the price equal to average cost rule. This rule
is exogenously introduced in the analytical model with the assumption that firms do
it to prevents the entry of new firms. In the simulated model, when we released that
institutional constraint, the results change. This time, as the number of firms is fixed
and each firm optimizes they set prices higher than the average cost. We shown that
as consequence of introducing evolutionary firms the outcomes of the simulation
are close to an equilibrium where all the firms set their marginal revenue equal to
marginal cost.

The second thing that we learnt from the implementation of the computational
model is about the interpretations of the parameters � and �: Using the computa-
tional models, we validate the interpretation of those parameters as periods of time
that consumers spend either consuming or shopping. Moreover, we model the time
evolution as random draws from a negative exponential distribution, using � and � as
parameters. This last result, within the assumptions of our analytical model, allows
us to estimate the proportion of customers doing shopping, consuming and buying
using market prices and the mean period of time that a consumer spend consuming
and shopping.
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Chapter 10
Measuring the Effectiveness of an E-Commerce
Site Through Web and Sales Activity

Ana Ribeiro Carneiro, Alípio Mário Jorge, Pedro Quelhas Brito,
and Marcos Aurélio Domingues

10.1 Introduction

There are currently several ways of measuring the success of e-commerce sites.
Many companies specialize in analyzing e-commerce and each of them uses
different methods and techniques to solve the same problem: Is this Website
successful? Why or why not? How do you make it successful?

In this chapter a case study is presented where the effectiveness of an e-commerce
site is studied using Web server log file (Web access logs) data and commercial
data (sales figures). The Web data and selling data are combined to determine the
Website’s ability to achieve the goal for which it was created: to sell. For this we will
use clustering techniques and values obtained for site success metrics by adapting
the work developed by Spiliopoulou [10]. The final goal is to provide the company
under analysis with objective information that can be used to improve the site, raise
marketer’s awareness of these factors and increase sales. This process combines
technical Web data analysis and marketing analysis.
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Firstly theoretical concepts, such as the concept of e-loyalty and how to measure
the success of a site are presented. This is followed by an introduction to the
problem and the company behind this case study. How the company’s Website’s
buying process is organized is analyzed along with how the Web server log data
are pre-processed and stored in a data warehouse. The Web server log results are
measured, the selling results are evaluated and a clustering analysis is performed.
The Website success is then measured for each of the clusters discovered. Finally,
the main conclusions for this case study are presented along with proposals for
future work.

10.2 Electronic Commerce on the Web

Electronic commerce may be defined as the process of buying, selling, or exchang-
ing products, services, or information via computer networks [13]. E-commerce
has definitely been changing the world in terms of the way people interact and
schedule their time, in the way companies reorganize their selling processes and
human resources, in the way governments relate to the people, to companies and to
other countries. The economy, markets, society, the labor market and industry have
all been and still are being shaken by e-commerce.

10.2.1 Electronic Commerce from a Marketing Perspective

“The ability to track a user’s browsing behavior down to the individual mouse clicks has
brought the vendor and end customer closer than ever before. It is now possible for a
vendor to personalize their product message for individual customers on a massive scale; a
phenomenon that is being referred to as mass customization” [11].

Electronic commerce can be a huge source of income. Analyzing the data
generated by Web usage in electronic commerce sites provides important added
value. Web usage mining [4, 10, 11] can contribute to optimizing a company’s
Websites, meeting the needs of users/customers and accomplishing the aims of the
owners of the sites. For marketers, it is clear that they are most concerned with the
return on investment. For Travis [12], approaching the World Wide Web in the right
way brings considerable advantages; “There are four key benefits from a customer-
centred approach: higher revenues, loyal customers, improved brand volume and
process improvement.”

10.2.2 The Customer and E-Loyalty

Understanding consumer behavior on the World Wide Web is essential for the
success of a business. With this knowledge, marketers will be able to respond to their
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consumers’ needs on time. After all, competitors are just one click away. Moreover,
customers’ tolerance of inconsistency and mediocrity is rapidly disappearing [8].

Turban et al. [13] define e-loyalty as the customer’s loyalty to an entity that sells
online, be it apparel, music, books or any kind of service. Customer acquisition
and retention is a critical success factor in e-commerce. Liao et al. [6] warn
that the maturity and low cost of technology in this business lowers the entrance
threshold for new competitors. Furthermore, the transparency of information makes
the business model easy for competitors to mimic.

After acquiring a new customer how can we gain his/her loyalty? “To gain the
loyalty of customers, you must first gain their trust” [8]. According to Liao et al. [6]
in order to maintain customers’ trust, you have to constantly improve the usability
of your Website. The Website is the only way the customer has of getting to know its
supplier. Therefore, the sites’ usability is of extreme importance in terms of deciding
whether to trust the supplier or not.

The basis for loyalty is not technological; loyalty is based on old-fashioned
customer service basics like: quality customer support, on-time delivery, compelling
product presentations, convenient and reasonably priced shipping and handling and
clear and trustworthy privacy policies. What is actually changing is the rhythm at
which economies are played out and the need for speed in improving products and
services [8]. Companies must constantly deliver a total customer experience to their
customers. Seybold et al. [9] define a total customer experience as: “A consistent
representation and flawless execution, across distribution channels and interaction
touchpoints, of the emotional connection and relationship you want your customers
to have with your brand.”

When customers identify themselves with a brand it is more likely that they
become and remain loyal to it. Every time they come into contact with the brand, if
they have a positive experience they are reinforcing that loyalty [9].

A company must define what kind of customers they are willing to attract because
the site design strongly defines this. When defining what kind of customers to attract
and which ones to avoid, the company must be aware of the different categories
of on-line customers. There are types of loyalty-oriented customers and types of
customers who flit—like butterflies—from site to site seeking bargains [8].

For companies that use both channels for business (the traditional and the
Web) it is important to balance both in terms of human resources. A company
should not view the Web channel as a mere way to reduce costs by bypassing
its commissioned sales force. Reichheld and Schefter [8] give the example of a
successful company that seamlessly integrates its Web channel with its traditional
channel. This company pays sales commissions independently of the channel which
was used to sell, because this means that the sales representatives direct customers to
the most convenient channel. Windham and Orton [14] conclude that if Web retailers
wish to establish Web brand loyalty and remain competitive, they must provide the
components that create a good consumer experience.
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10.3 How to Measure the Success of a Site?

“For a business deploying a personalization system, accuracy of the system will be little
solace if it does not translate into an increase in quantitative business metrics such as profits
or qualitative metrics such as customer loyalty” [1].

Website usage has been monitored one way or the other by examining Web
server logs. A large number of success measures have been tried and developed
since the first Websites were created and many programs are available for this end.
Berthon et al. [2] modeled the flow of surfer activity on a Website as a six-stage
process; this process has six indexes that measure: the awareness efficiency, the
locability/attractability efficiency, the contact efficiency, the conversion efficiency
and the retention efficiency. In 2001, Spiliopoulou and Pohle [10] used two of
Berthon’s measures of a site’s success: the contact efficiency and the conversion
efficiency. The first measure assesses how effectively the organization transforms
Website hits into visits, which means the number of users that spent at least a user-
defined minimum amount of time exploring the site. The second measures the ability
to turn visitors into purchasers, which is measured by the ratio of users that after
exploring the site also made a purchase. In this study, Spiliopoulou and Pohle [10]
defined their goal as being not only to measure but also to improve a Website’s
success. Mafe and Navarre [7] have made further developments by defining an
online consumer typology. This is made by segmenting consumers according to
their Web behavior and Web purchases. Their study intends to make the Website’s
marketing actions more profitable and obtain a competitive advantage.

10.4 The B2B Portal Case

Starting with the measures mentioned above, the online activity of the e-commerce
site owned by INTROduxi, a Portuguese company (www.introduxi.pt) was analyzed
with the aim of identifying its strengths and weakness and taking into account
its customers’ profiles. The core business of this Website is selling hardware and
software products to retailers. It is a business to business Website. In order to be a
registered user of this Website, the client must be a company with an activity related
to selling computing material or providing assistance in the area. The company has
a policy of selling through the online channel as well as through the call centre
placed at the headquarters (this channel will be called the “classic channel”). As
a consequence, the Website not only aims to offer electronic commerce but it also
makes it possible for registered users to check which products exist and if they
are available, using the call centre afterwards. As a matter of fact, there are some
products for which the price is not available even when added to the shopping cart. In
these situations the user is invited to contact their account manager at the call centre.

INTROduxi was formed in 1995 and is now one of the main players in the
Portuguese computer market. The company aims to make their Website more
successful with respect to either direct sales (selling through the Web channel)

www.introduxi.pt
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Step 1 Step 2 Step 3 Step 4 Step 5

info buy pay

pay

order

order
add to shopping cart

The server records the
instruction “comprar” and the
code reference of the ordered
product. as in step 3

Fig. 10.1 The two different ways of completing a buying process on the INTROduxi Website

Table 10.1 Success measures

Contact efficiency of an
action page A

The proportion of sessions containing page A with respect to all
sessions in the log in the considered period of time

Relative contact
efficiency of an
action page A

The proportion of sessions containing page A with respect to the
number of logged active sessions, called aSessions. Active
sessions are sessions that contain at least one action page

Conversion efficiency of
a page P to a target
page T

This measure estimates the success of an arbitrary page in helping/
guiding the users towards a target page; the proportion of active
sessions containing pages P and T (the access to page T is after
the access to page P) with respect to active sessions containing P

or indirect sales (using the Web channel to promote traditional sales). Although
the activity of the site can be analyzed using Web analytics tools such as Google
Analytics [5], such a solution has limitations that the study presented in this chapter
proposes to overcome. For example, we present a cross analysis between Web
accesses and offline sales.

The buying process is the process that leads the user to reach the site’s goal by
confirming and concluding the order; it is also the focus of this analysis. The buying
process on INTROduxi’s Website takes five steps (Fig. 10.1) from entering the site
(step 1) to actually ordering the product (step 5). In the buying process there are two
turning points that deserve attention. One is when the user enters an action page
(a page which indicates that the user is potentially interested in purchasing) (step
2). The other turning point corresponds to accessing a target page, the page that
corresponds to an actual purchase (step 5). It is important to note that it is possible
to skip step 2 when a specific product is directly added to the shopping cart. In this
case, after selecting the kind of product the user is interested in (step 1), the user
immediately adds it to the shopping cart (step 3) instead of having a closer look at
the specific product of choice (step 2).

The meaning of the site’s success measures are now defined more precisely: the
contact efficiency of an action page A, the relative contact efficiency of an action
page A and the conversion efficiency of a page P with respect to a target page T. The
definitions presented in Table 10.1 are adapted from Spiliopoulou et al. [10]:



154 A.R. Carneiro et al.

Fig. 10.2 Architecture of the data warehouse

The pre-processed Web server log data are stored in a data warehouse and the
measures are implemented using SQL queries as described in the next section.

10.4.1 Pre-processing and Storage of Web Server Log Data

The ETL (extraction–transformation–loading) process and the data warehouse
proposed in [3] were used to pre-process and store the Web server log data. The
general architecture of such a data warehouse is presented in Fig. 10.2. In [3] the
goal is to use the architecture with the widest possible applicability. For this case
study the architecture was adapted according to our needs.

Only the site independent part of our data warehouse is used here. We exploit
usage data extracted from Web access logs corresponding to 1 month of activity. The
general model of the data warehouse follows a star scheme that is represented by
centralized fact tables which are connected to multiple dimension tables (Fig. 10.3).
The characters “#” and “*” indicate that the field is a primary or a foreign key in
the table, respectively. The tables Parameter Page and Parameter Referer store the
name and value of the parameters of an URI. These are neither fact nor dimension
tables, they are just normalized relational tables to make the usage of parameters of
an URI easier.

The Fact Table Usage is filled with data about accesses/requests to pages of
the Website. The ETL process is described in Fig. 10.4 and it is implemented as
a composition of different existing tools.

In the extraction step, the process creates a local version of the remote Website
and access logs. This local version is stored in the Data Staging Area (DSA),
a simple directory in the file system. Wget1 and Scp2 were used for this task.

1http://www.gnu.org/software/wget/.
2http://www.openssh.org/.

http://www.gnu.org/software/wget/
http://www.openssh.org/
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Fig. 10.3 Star schema of the data warehouse

Web pages/
access logs
(Remote)

Transactional
Database
(Remote)

Web pages/
access logs/

database
(Local)

Web pages/
access logs/

database
(Pre- processed)

Data
warehouse

Wget(pages)

Scp(logs)

etlDb(database) etlDb(database) etlDb(database)

etlLog(logs)

etlHtml(pages)

Extraction Pre-processing/
Transformation

Load

Data Staging Area

Tidy(pages)

WUMprep(logs)

Fig. 10.4 The process of extracting, transforming and loading (ETL) the Web data into the data
warehouse

In the transformation step, the local version of the site and logs are pre-processed
and transformed into useful information that is ready to be loaded into the data
warehouse. The pre-processing of the access logs consists of merging the log
files, removing irrelevant requests and/or data fields, removing robot requests and
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identifying users and sessions for the local version of the access logs. WUMPrep,3

a collection of Perl programs supporting data preparation for data mining of web
logs was used. For the loading step, two components were implemented, etlHtml
and etlLog, they use simple SQL commands to load data into the data warehouse.
Additionally, to handle data collected from a transactional database, a component
was developed, called etlDb, to select data, pre-process and load them into the data
warehouse.

Once the data has been stored in the data warehouse, the success measures can
be calculated. To do that, only the highlighted fields in Fig. 10.3 were used. Using
simple SQL queries, the numerator and denominator values can be calculated for
the three measures. For example, the Contact Efficiency measure can be calculated
as follows:

Numerator: Query to count all different sessions containing action pages about
laptops.

SELECT COUNT(DISTINCT session.session_id) FROM session,

usage, page, parameter_page WHERE session.session_id =

usage.session_id AND usage.page_id = page.page_id AND

page.uri LIKE ’%product_info.asp%’ AND page.page_id =

parameter_page.page_id AND parameter_page.name =

’product’ AND parameter_page.value = ’laptop’

Denominator: Query to count all different sessions.

SELECT COUNT(DISTINCT session.session_id) FROM session

10.5 Case Study Results

10.5.1 Contact Efficiency

The contact efficiency of A is the percentage of sessions in which an attempt to
reach the site’s goal has been made using action page A. By computing this value
for each action page, it is possible to (1) identify the impact of each page on the

3http://hypknowsys.sourceforge.net/wiki/Web-LogPreparationwithWUMprep/.

http://hypknowsys.sourceforge.net/wiki/Web-Log Preparation with WUMprep/
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Table 10.2 Efficiency results per product type

Product type
Contact
efficiency (%)

Relative contact
efficiency (%)

Conversion
efficiency (%)

ACESSORIOS 9:21 14:41 5.10
COMPONENTES 20:97 32:82 4.56
COMPUTADORES 8:26 12:92 0.99
CONSUMIVEIS 2:26 3:53 4.52
IMAGEM 2:55 3:99 3.11
PERIFERICOS 16:83 26:33 4.36
REDES/COMUNICACAO 6:57 10:28 3.58
SOFTWARE 1:35 2:11 3.89

overall success of a site in engaging visitors and (2) detect pages with low contact
efficiency. In the case of INTROduxi, the action page and the target page were
chosen for each of the 81 product families. Each page is identified in the access
log through a specific substring in the URI, as described in the example above.
Table 10.2 depicts an aggregate of the results for the three measures for each type
of product (accessories, components, computers, consumables, images, peripherals,
networks and communications, software).

The overall results for the contact efficiency measure are necessarily low. This is
an expected implication of the fact that there are many action pages that the user can
go to. In other words, a user is not likely to visit such a number of different products
at every session. However, it can be observed that different product types can have
very different contact efficiency. This can be a measure of the popularity of the
product or product type. Components and peripherals are in fact the products sold
in the highest quantities. The relative contact efficiency is a measure appropriate for
sites with many action pages, which is the case, or with a large number of inactive
sessions, which is also the case.

10.5.2 Conversion Efficiency

The conversion efficiency estimates the success of a given page in helping/guiding
users towards a target page. With this measure, it is possible to study the impact of
each page on the success of the site and to identify pages that have low conversion
efficiency and require improvement. The action page for Computer (Computador),
for example has a very low conversion efficiency (the lowest of the 8) for a page
with such high contact efficiency (the fourth highest). This kind of discrepancy can
be monitored and the sales force can be informed. However, as we will see, such
differences can also be explained by different prices and product prevalence.



158 A.R. Carneiro et al.

3000 800 €

700 €

600 €
500 €
400 €

300 €
200 €

100 €

A
ve

ra
g

e 
P

ri
ce

A
ve

ra
g

e 
P

ri
ce

Q
u

an
ti

ti
es

Q
u

an
ti

ti
es

Q
u

an
ti

ti
es

T
u

rn
o

ve
r

T
u

rn
o

ve
r

T
u

rn
o

ve
r

A
ve

ra
g

e 
P

ri
ce

0 €

800 €

700 €

600 €
500 €
400 €

300 €
200 €

100 €

0 €

800 €

700 €

600 €

500 €

400 €

300 €

200 €

100 €

0 €

2500

2000

1500

1000

500

0

Contact Efficiency Contact Efficiency Contact Efficiency

0%

0% 0% 0%5% 5% 5%10%

0% 10% 20% 0% 10% 20% 0% 10% 20%

10%

Relative Contact EfficiencyRelative Contact EfficiencyRelative Contact Efficiency

Conversion Efficiency Conversion EfficiencyConversion Efficiency

10%

0%2% 2%4% 4% 6% 0%
0%

2%

2%

4%

4%

6%

6%

8%

10%

12%

14%

0%

2%

4%

6%

8%

10%

12%

14%

0%

2%

4%

6%

8%

10%

12%

14%

3000

2500

2000

1500

1000

500

0

3000

2500

2000

1500

1000

500

0

Fig. 10.5 Combining success measures and sales figures per family of products

10.5.3 Log Based Metrics vs. Sales Metrics

As seen above, the efficiency of a page may be very different for different products
or product types. Although this variation may be caused by usability problems, most
of it is probably explained by the popularity and the price of the products. Products
sold in large quantities also get more visits to their pages. Expensive products may
have lower conversion efficiency. This hypothetical relationship will be studied in
this section by relating the success measures obtained from the access log with
the sales figures. The sales numbers consider three determinant variables for the
success of the business: the quantities sold, the average price of the products and
the turnover for each product. The success metrics come from the calculation of the
contact efficiency, relative contact efficiency and conversion efficiency measures
considering the entire log.

In Fig. 10.5 each point represents a family of products. The first observation is
that there are different shapes of point clouds. Some tend to follow a diagonal line
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where the y axis increases with the x axis. Others follow a kind of power law.
After a detailed look, it is possible to see that contact efficiency tends to increase
with average price and turnover. Conversion efficiency has the opposite behaviour.
In other words, it can be confirmed that expensive products have low conversion
efficiency. Inexpensive products with low conversion efficiency should therefore be
analysed in terms of the usability of their representing Web pages.

The relation between contact efficiency and quantity sold is more surprising,
since there are highly visited products sold in relatively low quantities and vice
versa. This may be explained by direct sales external to the Web channel.

10.5.4 Segmented Analysis

The next question is how usage behavior changes with customer segments. For this,
INTROduxi’s customer profiles have been grouped according to their click stream
behaviour and selling information. Therefore, contrary to the above analysis, which
was performed on all users of the site, independently of being buying users or not,
this clustered analysis was performed on customers only (users who actually made
a purchase). The variables chosen were the following: the number of page views, the
average page views per session, the average time per session, the customer share,
the total number of units ordered and the average price per order. Using the SPAD
software4 seven clusters were found which can be characterized according to the
relative contact efficiency results, as follows:

Cluster 1: “Low-price I” (557 customers)—the action pages or the type of products
that are relatively more important on the site for these customers are the ones with
the lowest average prices.

Cluster 2: “Good share & Poor navigation performance” (64 customers)—the
Componentes and Perifericos (components and peripherals) type of products are
the most important on the site, although the majority of these types of products
are cheap, this cluster leans towards the products of greater value within this
range.

Cluster 3: “Big value orders” (eight customers)—the most important type of
product for this cluster is Computador (computer), this makes a lot of sense since
they are known for the incredibly high average price of their orders.

Cluster 4: “Online all day long” (ten customers)—the type of products relatively
more important to the customers within this cluster are Perifericos (peripherals).
They visualize more pages per session than the others and have an extreme
relative contact efficiency result of 100 %.

4http://eng.spad.eu.

http://eng.spad.eu
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Table 10.3 Relative contact efficiency results per cluster and by type of product

Cluster

Relative contact efficiency 1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%) 7 (%)

ACESSORIOS 25:10 16:54 28:57 58:33 36:36 24:96 18:64

COMPONENTES 38:23 44:88 14:29 25:00 76:66 56:45 52:54

COMPUTADORES 4:58 19:69 100:00 0:00 9:37 9:38 7:63

CONSUMIVEIS 3:96 6:30 0:00 33:33 6:61 4:36 3:39

IMAGEM 3:33 5:51 14:29 16:67 5:23 4:36 3:81

PERIFERICOS 34:27 40:94 42:88 100:00 52:82 39:53 33:05

REDES/COMUNICACAO 13:13 10:24 0:00 25:00 17:91 15:41 12:71

SOFTWARE 1:25 9:45 0:00 0:00 2:20 4:02 2:54

Cluster 5: “Low-price II” (197 customers)—as in cluster 1, the type of products
that are relatively more important on the site for these customers are the ones
with the lowest average prices.

Cluster 6: “Good share & Good performance” (140 customers)—the Componentes
and Perifericos (components and peripherals) type of products are the most
important within the site for this cluster; it offsets the low value of the products
ordered with the volume of quantities ordered.

Cluster 7: “Top share customers” (30 customers)—the action pages relatively more
important on the site are the ones concerning the type of product Componentes
(components), again a type of product with a low average price; this cluster
totally wins the ordering championship, achieving the highest customer share
via quantity.

Table 10.3 shows how the action pages for each type of product are visited by
each cluster. The pages about computers, accessories and peripherals are successful
within cluster 3. Otherwise the pages for computers do not have a great impact. With
this information, the owners of the site can focus on particular groups when they
analyze the success of each part of the site. In other words, the pages for a certain
product type are only expected to be successful for certain groups of customers.
It must be noted that this analysis can be performed with a finer level of detail,
such as on product family or even product. Another interesting example is cluster 4,
where peripherals are very important. If, during the continuous monitoring of these
measures, this value drops for these customers, then something wrong is happening
on the site.

Table 10.4 depicts the conversion efficiency for the Web pages of each type
of product under each segment. It is interesting to see, for example, that despite
the huge difference in terms of contact efficiency of the pages on computers for
clusters 3 and 2 (100 vs. 19.69 %), the difference is very small when it comes to
conversion (71.43 vs. 60 %). This means that something on the action pages for
selling computers is not working as expected for cluster 3.

Clusters 1 “Low-price I” and 5 “Low-price II” showed unexpectedly good
conversion efficiency results for most types of products. It could be interesting



10 Measuring the Effectiveness of an E-Commerce Site Through Web and. . . 161

Table 10.4 Conversion efficiency results per cluster and by type of product

Cluster

Conversion efficiency 1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%) 7 (%)

ACESSORIOS 56:43 66:67 50:00 85:71 50.00 50.34 65.91
COMPONENTES 65:40 42:11 100:00 0:00 60.22 49.85 62.10
COMPUTADORES 27:27 60:00 71:43 0:00 17.65 19.64 44.44
CONSUMIVEIS 57:89 75:00 0:00 50:00 79.17 73.08 50.00
IMAGEM 62:50 71:43 100:00 0:00 57.89 42.31 55.56
PERIFERICOS 62:31 51:92 0:00 58:33 61.78 48.31 61.54
REDES/COMUNICACAO 59:52 38:46 0:00 33:33 47.69 40.22 63.33
SOFTWARE 91:67 83:33 0:00 0:00 37.50 41.67 33.33

to develop a targeted marketing campaign for the customers of these clusters.
The purpose would be to increase these customers’ interest in higher added value
products similarly to cluster 2 or to raise the number of orders among these
customers similarly to cluster 6. Since the behaviour of these two clusters is very
similar it would be better to test this marketing campaign on only one of the clusters.
It could make more sense to start with cluster 5 “Low-price II” since its navigation
performance results are better than those from cluster 1 “Low-price I”.

10.6 Conclusions and Future Work

In this chapter we have objectively measured the success of an e-commerce Website
from a Portuguese company. We have adapted the Website success measures pro-
posed in the literature to the specific buying process under study. We have observed
that products with relatively high contact efficiency can have low conversion
efficiency and vice versa. This highlights the pages which need more attention and
the ones which are already successful.

Furthermore, we have combined the analysis of the access log data with the
selling data available, obtaining further validation information on the marketing
success of the Web pages. We conclude that, despite the fact that we have
observed major tendencies; some product pages do not follow the general laws.
Further investigation into the relation between the Web success measures and the
commercial activity measures would be required.

We have performed clustering to segment clients according to sales and naviga-
tional behavior and studied the success of the site by segment. This makes it possible
to see the success of parts of the site for different user groups. We can therefore
design different action pages for different customer segments. We can also ignore
expected low Web performance for some pages within some groups, as well as high
demand performance within other groups.

Following the work presented in this chapter we would like to study the dynamics
of Website usability, collecting contact and conversion efficiency measures over a
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period of time and determining maximum and minimum threshold values that can
be used to monitor the success of the site and its parts. At the same time we are
interested in performing a similar study for each of the segments identified.

It would be interesting to relate sudden variations in the success of the site and
of its pages to decisions made by the marketing team, or to outside events. For
example, if a new campaign increases contact but reduces conversion, this could be
studied.

We would also like to implement a tool that collects data and continuously
compiles the measures and makes it available to the site’s management. This way
the management could make decisions in real time, based on how the customers are
behaving on their Web site.
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Chapter 11
Worldwide Survey of Biodegradable Feedstocks,
Waste-to-Energy Technologies, and Adoption
of Technologies

Mike Centore, Gal Hochman, and David Zilberman

11.1 Introduction

The generation of waste is an unavoidable consequence of most human activity.
During the economic life cycle of the production and consumption of goods
and services, undesirables are discarded from start to finish. These undesirables,
if not managed properly, pose a serious environmental and public health risk.
One category of waste—biodegradable waste—originates from plant or animal
sources. Despite emanating from organic sources, improper handling of such waste
can threaten air, water, and land resources. Globally, as both population and
affluence increase, production of biodegradable waste is also likely to increase.
Properly managing such waste as to reduce pollution and limit exposure while
promoting nutrient recycling will be an important undertaking for both developed
and developing countries in the years to come.

This book chapter has three main purposes: (1) to survey six broad categories
of biodegradable waste; (2) to identify and analyze four major types of waste
management technologies; and (3) to examine global adoption of such technologies.
The six categories of waste (from here on, “waste” will refer to only biodegradable
waste) to be appraised are manure and animal waste, food waste, crop residues,
sewage sludge, and a general category of other industrial, municipal, and residential
waste. Next, the four technologies to be studied are landfilling, composting,
incineration, and anaerobic digestion. Afterwards, we conclude with discussion of
international adoption of such technologies.
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11.2 Survey of Biodegradable Feedstocks

The waste categories surveyed below—manure and animal waste, food waste, crop
residues, sewage sludge, and other waste—differ in terms of generation rates,
worldwide distribution, and biological characteristics.

11.2.1 Manure and Animal Waste

Most animals, which are produced for human consumption, are produced in
concentrated animal feeding operations or CAFOs [5]. According to a 2004 EPA
study, “One animal facility with a large population of animals can easily equal
a small city in terms of waste production,” and a dairy farm with 2,500 cattle
produces a similar amount of waste to a city of 411,000 people [27, 28]. The
abundance of CAFOs today presents challenges for animal waste management.
The traditional method of manure management is land deposition, which simply
involves dispersing the manure onto the fields as fertilizer, either in a solid or liquid
form. This method is adequate for traditional farms that have small concentrations
of livestock, but because of the size and concentration of today’s farms, large
quantities of waste are produced in a relatively small area. The great volumes of
waste produced often exceed the assimilative capacity of the land for any land within
an economically feasible transport distance [27, 28]. One hundred and thirty-three
million dry tons of manure is produced in the United States each year, and there is
a question of how to effectively treat and dispose of this waste. Animal manure is
high in organics, nitrogen, and phosphorus, which make it useful as a fertilizer or
conditioner of farmland—however, if manure is over-applied to the land, the soil
will be overloaded with nutrients and heavy metals [5].

There is a number of other environmental, public health, and water quality issues
related to the treatment of manure from CAFOs. In the US, human waste is treated
before disposal into the environment, but animal waste is not treated or minimally
treated before disposal, such as in land deposition [27, 28]. There are possible
environmental contaminants in animal waste from CAFOs, including: nutrients,
pathogens, veterinary pharmaceuticals, heavy metals (especially zinc and copper),
and naturally excreted hormones. There are also over 100 microbial pathogens
in swine waste that can cause human illness and disease. Parasites, viruses, and
bacteria are present in animal wastes at the level of 1 billion per gram. Animal waste
is also high in biochemical oxygen-demanding materials (BODs)—namely, in the
quantity of oxygen used by microorganisms (e.g., aerobic bacteria) in the oxidation
of organic matter. Swine waste slurry contains 20,000–30,000mg of BODs per liter.
Treated human sewage contains 20–60 mg of BODs per liter, and raw human sewage
contains 300–400 mg of BODs per liter [5].

Laws regarding the treatment and disposal of animal waste differ between
countries. In Norway, disinfection of sludge has been mandatory since 1995. In
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the EU, laws regarding disinfection are being proposed. Land deposition of animal
waste is the most common method of disposal in the US [27, 28]. In Europe, 35–
45 % of animal waste is deposited on land, but land deposition is being phased out.
In Norway, the use of disinfected biosoils is prohibited in areas where vegetables,
berries, potatoes, or fruits are produced. In the EU, use in forests is prohibited. For
treating pathogens in animal waste, there are a number of effective methods, but
in the case of unexpected waste spills the high concentrations of nutrients, heavy
metals, and pathogens present in waste can contaminate surface and ground waters.

The properties of manure differ between animals, and the differences in manure
types can affect the type of waste treatment or waste storage method used. Manure
from swine, dairy cows, and layer chickens are typically handled as a liquid, which
requires liquid storage methods. Manure from broiler chickens, turkeys, and beef
cows is typically handled as a solid. In general, liquid wastes are more suitable
for anaerobic digestion and solid wastes are more suitable for dry composting.
Poultry manure has seen the largest increases for any category of animal waste:
From 1982 to 2001, manure from poultry increased by more than 80 %. Poultry
manure is higher in phosphorus than other animal wastes, which has implications
for treatment and deposition of the waste, because certain nitrogen-to-phosphorus
ratios are desirable for plant growth [27, 28]. Manure also changes characteristics
after leaving the animal. The most prominent of these changes is the loss of nitrogen
as ammonia into the air. By the time the manure is applied to soil, nitrogen losses
may be 90 %. These changes adversely affect the fertilizer value of manure. Loss
of nitrogen to the air may also be a pollution concern if it gets redeposited in
other watersheds, and airborne ammonia will cause bad odors, which becomes an
annoyance to people in the community. The method of land deposition affects how
much nitrogen is lost to the air—the loss is maximized with sprayers and minimized
with direct injections into the soil. Phosphorus does not get lost to the air as nitrogen
does, so the method of land deposition affects the nitrogen-to-phosphorus ratio as
well [27, 28].

Besides manure, effluents from dairy and meat processing factories can also be
included in the category of animal waste. Large quantities of water are used in dairy
and meat processing operations. This water is used to clean the outsides and insides
of carcasses, and for cleaning equipment and facilities before and after killing.
There are three types of wastewater from dairy processing: sanitary wastewater,
process wastewater, and cleaning wastewater. Sanitary wastewater is disposed of
directly into municipal sewer systems. Processing wastewater is mainly used for
cooling and heating. This water does not normally have pollutants and can also
be disposed of in sewer drains. Cleaning water—used for cleaning facilities and
equipment—regularly comes in contact with, and is mixed with, milk products. This
type of wastewater is high in organics, is mixed with cleaning compounds, and is
high in sodium [19]. In meat processing plants, wastewater comes from stockyard
washdowns and stock watering, rendering operations, fecal removal from intestines,
and hair scalding. Effluents from these plants contains high organic compounds,
high fat concentrations, high levels of N, P and Na, and it fluctuates in pH and
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temperature This wastewater effluent, like manure, also contains high levels of
nitrogen and phosphorus. For farmers, the effluent can be a free source of nutrients,
but use of the effluent on farmland carries with it environmental dangers such as
dissolved salts causing soil salinity and groundwater contamination. These effluents
can be treated in a two-stage process—first with screens to remove large debris, then
with anaerobic or aerobic digestion.

11.2.2 Food Waste

Food waste in the US has increased approximately 50 % since 1974, reaching
1,400 kcal per person per day or 150 trillion kcal per year. Food waste is the biggest
category of waste in the US. An average US family of 2.63 persons generates 100 kg
of wet food waste in slightly over a year [11]. Including restaurants and institutions
as well as households, US food waste amounts to 43.6 million tons per year. In the
US, over one quarter of total freshwater supply is used on wasted food, and wasted
food accounted for 4 % of total US oil consumption in 2003 [15]. Food waste is
30 % solids and 70 % water. The solid portion of the waste is 95 % decomposable
and 5 % ash. The energy contained in wet food waste is 4,650 kJ/kg [11]. This waste
can be converted into energy in a variety of ways, including incineration with energy
recovery, pyrolysis and gasification, and anaerobic digestion.

Food waste can be divided into three main categories: post-harvest losses of
perishable and non-perishable crops, waste from food processing and retail, and
post-consumer waste. Different countries, and different types of economies, have
different sources of food waste. In developed economies, post-consumer food waste
accounts for the most losses, and “as much as half of all food grown is lost or wasted
before and after it reaches the consumer”. In industrialized countries, post-harvest
losses of non-perishable food crops are not significant. In other countries, 15 % of
grain may be lost in the post-harvest system. The post-harvest losses of perishable
food crops are greater than non-perishable losses in both developing and developed
countries. In the US, these losses are estimated to be (depending on the commodity)
between 2 and 23 %. The overall average post-harvest food loss for perishable crops
in the US is 12 %. In the UK, these losses are estimated to be 9 %. In developing
countries, current methods of fruit harvesting (leading to bruised fruit) may lead
to greater losses if supply chains get longer; with current short supply chains, the
bruised fruit always finds a consumer [24]. For example, 30 % of fresh fruit and
vegetable production in India is lost through lack of a temperature-controlled supply
chain.

In the UK, food and drink waste is estimated to be approximately 14 megatons.
The largest source of waste in the UK is from households. For the food and drink
manufacturing and processing sector, food waste is approximately 2.6 megatons.
At the retail and distribution stage, the number is 366 kilotons per year [24].
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In the UK, Post-consumer food waste amounts to 8.3 megatons of food and drink
each year. This waste has a retail value of 12.2 billion pounds (in 2008 prices).
This waste is equivalent to over 20 megatons of carbon dioxide emissions. The total
percentage of food wasted in the UK is estimated at 25 % of food purchased. In the
US, Kantor et al. estimated that 25 % of food is wasted. The EPA estimated that food
waste was 12.7 % of municipal waste, or 31.79 megatons. In Australia, food waste
is estimated at 15 % of the 20 megatons of municipal waste that goes to landfills
each year. Dutch consumers throw away 8–11 % of food purchased. A study by
REFORSK found that food waste from households in six municipalities in Sweden
in 1998 was 40.4 % of total household waste (by weight). Other studies found that
food waste was 14.8 % of total household waste. This amounted to 177,682 dry
tons/year. In a South Korean study of municipal waste, food waste was found to be
26–27 % of household waste [24].

Several trends affect worldwide food waste. Urbanization in developing countries
requires that new food supply chains be developed. The structure of these supply
chains will affect future food waste. In BRIC countries (Brazil, Russia, India and
China), diets are also changing to include less starchy food and more meat, dairy,
and fish. These foods are more perishable. Also, transitioning to longer food supply
chains may bring more waste; in the UK, “contractual penalties, product take-
back clauses and poor demand forecasting had a combined influence that drove
10 % over-production and high levels of wastage in the UK FSC [food supply
chain]” [24].

It cannot be assumed that all food waste goes into municipal solid waste.
Household sink food disposers or “garbage disposals” divert the solid waste into
wastewater systems. Of the 100 kg of wet food waste that an average US family
generates in slightly over a year, 75 % can be disposed of in a food waste disposer.
One thousand and thirty-one kilograms of water is needed to flush 100 kg of food
waste through the food waste disposer, and this is added to the food waste total [11].

Waste cooking oil is a source of food waste used to produce biodiesel Waste
cooking oil is high in abundance (~9 pounds/person/year) and low in cost (between
$0.09 and $0.20/lb)— [16]. Its properties, however, differ based on cooking process,
source collection, and storage conditions. When compared to petroleum-based
diesel, Kulkarni and Dalai [16] argue that emissions of HC, CO, NO, SO2 and
CO2 decrease but NOx increase observed. Further, although engine performance
is the same, biodiesel consumption is slightly higher (while the volumetric energy
content of biodiesel reported in the literature is 33.3–35.7 MJ/L, petroleum based
diesel is 40.3 MJ/L), but that blend of biodiesel and petroleum-based diesel (75:25
and 50:50) maintains balance for fuel consumption and emissions.

Another source of oil used to produce biodiesel is restaurant Waste Lipids [7].
Canakci analysis suggests that 1 lb of fats and oils can be converted to 1 lb of
biodiesel (1:1 ratio), and that the samples of feedstocks analyzed had moisture
levels, which varied from 0.01 to 18.06 %, and Free Fatty Acids content that varied
from 0.7 to 41.8 %. Yet another source used to produce biodiesel is soapstock,
a byproduct of edible oil refining, which some argue is less expensive than edible-
grade refined oils—it costs $0.11/kg, 1/5 price of crude soybean oil.
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11.2.3 Crop Residues

Crop residues are a major byproduct of agriculture. These residues are cellulosic
plant material such as corn stalks, corncobs, wheat straw, and rice chaff. Corncobs
make up 20 % of corn crop residue by weight. It is estimated that US production
could produce 40–50 million tons of corn cobs per year. For the entire world, the
UNEP states that “140 billion metric tons of biomass is generated every year from
agriculture”. Biomass is defined as all agricultural wastes, manures, and forestry
scraps. This biomass is equivalent to approximately 50 billion tons of oil and could
provide energy to 1.6 billion people in developing countries. In these countries,
agricultural biomass is mostly left to rot in fields or burned.

Currently, biomass contributes 9–13 % of the world’s energy supply. There has
recently been great interest in converting energy-crops into biofuels and other types
of energy, but their efficacy is limited by space constraints, growing conditions, and
competition with food crops. Crop residues may be a better option—they do not
interfere with food production, they can be harvested on a large scale in different
climates, and “they can be harvested sustainably without affecting soil quality” [12].
Agricultural residues such as corn stover, crop straw, and sugar cane bagasse show
great potential for the production of energy. Corn stover particularly is predicted
to play an important role in bioethanol production. According to the US National
Renewable Energy Laboratory, it is possible to produce 288–447 l of ethanol per
dry ton of corn stover.

A simple method of using crop residues for energy is to burn them in a boiler
to create steam and electric power. However, the efficiency of this process is
limited by the high water content of the biomass. The most versatile method,
according to [12], is gasification and pyrolysis. The authors designate three different
products generated from this process: high-pressure steam, electricity, and steam
for the conversion of char into activated carbon. Pyrolysis involves subjecting the
biomass to high temperatures in an oxygen-deficient environment. Activated carbon
is in high demand for industrial applications, water purification, and air pollutant
removal.

From the 5 % of corn left on fields, 9.3 gigaliters of ethanol could be produced.
Furthermore, the dry milling process of producing bioethanol produces dry grains
that can be used as animal feed. These grains would replace a certain amount of corn
as animal feed. If this corn were used for bioethanol instead of animal feed, another
5.3 gigaliters would be produced. This could replace. Ninety-three percent of world
gasoline consumption. Allowing for 60 % ground cover, the remaining available
corn stover could produce 58.6 gigaliters of bioethanol. This could replace 3.8 % of
world gasoline consumption.

In the same way, bioethanol from barley waste and residue could replace 1.3 % of
global gasoline consumption. Oat waste and oat straw could produce 3.16 gigaliters
of bioethanol, or 0.2 % of global gasoline consumption. Energy produced from
rice waste would amount to 14.3 % global gasoline consumption, from wheat and
wheat straw 7.5 %, from sorghum 0.3 %, and from sugar cane waste and sugar cane
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bagasse 3.4 %. Furthermore, lignin residues from the process of creating ethanol
could be used for generating electricity and steam. This electricity would amount to
0.7 % of total global electricity generation. The total potential replacement of global
gasoline consumption from crop residues is 32 %, and the potential replacement of
global electricity production is 3.6 %.

The use of crop residues for energy production is not without potential envi-
ronmental issues. Soil conservation is a major consideration. Conservation tillage
practices state that at least 30 % of soil surface be covered with crop residues. In the
US today, 90 % of corn stover is left in the fields. Some authors argue that the
best use of crop residues is to leave them on the fields, due to the nutrients and
erosion-management benefits they provide to the environment. It is argued that the
crop residues will nourish the soil and increase crop yields in the following season.
Others estimate that 30 % of crop residue on the field can be harvested without
affecting soil quality [12].

11.2.4 Sewage Waste

Sewage sludge is a mixture of biosolids and liquids from wastewater treatment
plants. Sludge is an unwanted byproduct of wastewater treatment, and it presents
the challenges of disposal and disinfection. However, sewage sludge also has the
potential to be used for beneficial means, such as fertilizer or energy production. Its
high organic, nitrogen, and phosphorus content makes it suitable for this purpose.
In the US, over half of biosolids that are a product of municipal wastewater
treatment go toward fertilizing or conditioning land, and the remaining portion is
either incinerated or landfilled. Dumping sewage sludge into the ocean is no longer
allowed [27, 28]. In the EU, policies exist to enhance the use of sewage sludge in
agriculture. However, there are regulations concerning acceptable levels of certain
compounds in sewage sludge, depending on the country. The amount of sewage
sludge produced is relatively constant—it is estimated to be about 50g of dry matter
per person per day. The EU member states produce 8 million metric tons of sewage
sludge each year. The presence of sewage sludge, and the treatment of it, will
continue to pose environmental challenges into the future.

The use of sewage sludge as fertilizer is potentially very beneficial, as the
sludge has the ability to put nutrients into the soil and replace some amount of
chemical fertilizers. However, sludge carries a wide variety of pathogens that are
infectious to humans as well as various species of animals and plants. The treatment
and disinfection of sewage sludge is therefore an important process, but it can be
costly. Sewage sludge treatment accounts for over half of total wastewater treatment
costs [25].

There has been a large amount of interest over the past two decades in converting
sewage wastewater effluent to energy in various forms. The main two options for
producing energy from sewage sludge are incineration with energy recovery and
anaerobic digestion. Heat from the incineration process can be recovered and used
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as energy. In anaerobic digestion, methane is produced which can be used to power
generators to produce electricity.

11.2.5 Other Organic Industrial, Municipal, and Residential
Waste

Municipal solid waste is composed of organic and non-organic portions. Paper and
organic waste are the major components of the municipal solid waste stream by
weight. Plastics make up 10 % of the waste weight but 40 % of the volume. The
amount and composition of solid waste differs between developed and developing
countries. According to one estimate, developed countries produce an average of
1.5 kg of municipal solid waste per person per day. In developed Asian countries,
solid waste generation is estimated at 0.4–0.6 kg per person per day. In developing
Asian countries, the number is 0.7–0.8 kg per person per day. Also, recyclable waste
is more common in developed countries, and organic waste is more common in
developing countries [23]. Global MSW is estimated at 1,100 million tons per year.

The methane emissions from municipal solid waste in landfills are a major
concern if they are not trapped and used as fuel. Global average emissions of
methane into the atmosphere from MSW alone are estimated at 34 million tons
per year.

Landfill emissions are estimated to be in the range of 6–20 % of total world
methane emissions (anthropogenic or otherwise). In the EU, landfill methane is
required to be either used as fuel or flared. Flaring refers to the burning of methane,
which converts it into carbon dioxide—a less potent greenhouse gas. Besides the
greenhouse gas potential of methane from landfills, improper disposal of waste
can also have far-reaching environmental and health effects such as ground and
surface water contamination, soil and air pollution, spreading of diseases, and bad
odors [23].

11.3 Waste Management Technologies

A waste hierarchy is often used in waste policy. This hierarchy is: (1) Waste
reduction, (2) Reuse, (3) Recycle, (4) Incinerate with heat recovery, (5) Landfill.
This hierarchy can be seen in certain pieces of legislation, such as the German “Law
on the Prevention and Disposal of Waste” (1986), followed by the “Closed Loop
Economy Law” (1994); the US “Pollution Prevention Act” (1990); and in Denmark,
the “Government Action Plan on Waste and Recycling” (1993), which set targets for
recycling, incineration, and landfill. After waste reduction, the priorities of waste
treatment are often contested [13].
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11.3.1 Anaerobic Digestion

There is a question of where to place anaerobic digestion and composting in this
hierarchy. Anaerobic digestion is an effective and widely used treatment strategy,
which utilizes microorganisms to digest waste without the presence of oxygen. Four
types of microorganisms are used in anaerobic digestion: hydrolytic, fermentative,
acetogenic, and methanogenic [3]. Anaerobic digestion produces methane (CH4)
and carbon dioxide (CO2), as well as trace amounts of other gases. Anaerobic diges-
tion produces 60–70 % methane and 30–40 % carbon dioxide. Anaerobic digestion
is also effective in disinfecting waste, which is a mandatory process in countries
such as Norway, and could become mandatory in the EU. The biogas products of
anaerobic digestion can be used to generate heat or electricity, and the resulting
digestate can be used as fertilizer, which can be applied in agriculture. Mata-Alvarez
et al. [20] analysis suggests that while emissions of VOC from composting are
747.4 g/ton biowaste, anaerobic digestion is only 100.6 g/ton biowaste. Furthermore,
they document a reduction of emissions with anaerobic digestion of CO2 emissions
of 25–67 % than composting.

Methods of anaerobic digestion include covered lagoons, complete mix digesters,
and plug-flow digesters [27, 28]. Covered lagoons are a wet digestion system that
involves digesting the waste underneath a covering which traps biogas emissions.
Complete mix digesters allow inflows of new material to be mixed with the partially
digested material and plug-flow digesters do not allow new material to be mixed
with the biomass undergoing digestion. After digestion, the digestate is usually
refined for use on farmland or compost, and some portion of the liquid effluent
will go back into the digestion process as inoculum [3].

11.3.1.1 Animal Waste

With anaerobic digestion, farmers of livestock can obtain energy from biogas,
fertilizer and, in countries such as Brazil, even carbon credits. Anaerobic digestion
is also used to treat effluent wastewater from dairy and meat processing factories.
Anaerobic lagoons are common where land is available for their construction and
where the climate is warm. They are not common in urban areas. Suspended biomass
reactors include anaerobic contact reactors and suspended biomass reactors. Anaer-
obic contact reactors are considered dated technology but are still used in older and
smaller factories throughout the world [19]. Anaerobic sequencing batch reactors
have shown high efficiency in treating wastewater. Immobilized cell reactors—i.e.,
cells that are entrapped within or associated with an insoluble matrix—have been
successfully applied in full-scale operations for almost two decades [19].

Around the world, the most common disposal strategy for animal manure is land
deposition. In Brazil, the most common treatment strategy is anaerobic digestion.
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11.3.1.2 Food Waste

For the most part, food waste in the US goes to landfills, but energy-from-waste
is becoming more economically viable. Due to the high moisture content of
food waste, anaerobic digestion is preferred to combustion or gasification [29].
Zhang et al. [29] concluded that “. . . food waste contained the required nutrients
for anaerobic microorganisms.” and that it was “a highly desirable feedstock for
anaerobic digestion.”

In one study by Finnveden et al. [13], electricity consumed in the anaerobic
digestion process was 31 MJ per ton of organic household waste (dry weight).
Dry weight is 30 % of wet weight. The plant’s heat consumption in the study
was 495 MJ per ton organic household waste (dry weight). This heat was gener-
ated from the methane gas produced. The digestion residue contained 7.6 kg/ton
nitrogen and 1.1 kg/ton phosphorus (dry weight). Describing the energy needed
for spreading the produced residue from anaerobic digestion and composting, the
authors say “The energy required for spreading is approximately 20 MJ diesel/ton
digestion residue and 15 MJ/ton compost” [13]. From 1 ton food waste, anaer-
obic digestion produces 858 kg residue (14.2 % weight loss, wet weight). Com-
posting produces 500 kg (50 % weight loss, wet weight). The avoided energy
costs of producing and spreading artificial fertilizers must also be taken into
account in the life-cycle analysis. The energy produced from methane from food
waste is 3,743 MJ/ton food waste, and 495 MJ of that is used for the plant
itself [13].

It is also possible to co-digest food waste and yard waste, which possibly gives
greater biogas yields. Co-digestion of other wastes (food waste with dairy manure)
has been shown to increase total methane production. 30.9 million metric tons/year
of yard waste (grass, leaves, wood chips) is available for co-digestion. The literature
has shown that, at F/E ratio of 2, increased methane production was seen when food
waste was 10 % of the substrate. At F/E ratio of 1, increased methane production
was seen when food waste was 20 % of the substrate.

Oil waste, a type of food waste, can be used to produce biodiesel, and several
alternative technologies are discussed in the literature. One of those technologies
is Supercritical Methanol—a catalyst free technology of biodiesel production
under high temperature and pressure. Different from existing technologies, it is
insensitive to water and Free Fatty Acid content. When using this technology, the
feedstocks can account for 80 % of total costs of production, biodiesel produced
using Supercritical Methanol is similar to commercial diesel fuel, and the reaction
time is relatively short [9]. Lee et al. [17] evaluated three biodiesel processes:

1. Alkali-catalyzed, virgin oil (Alakai-FVO);
2. Two-step process, WCO (Alkali-WVO); and
3. Supercritical Methanol process, WCO (SC-WVO).
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Their analysis suggests that energy consumption of alkali-FVO of 2,349 kW, alkali-
WVO of 5,258 kW, and SC-WVO of 3,927 kW. Those authors conclude that energy
consumption of SC comparable to Alkali-FVO, and that the most significant
variable affecting production cost is feedstock (64–84 %). Using co-solvent in
Supercritical Methanol, Cao et al. [8] conclude that because Supercritical Methanol
requires temperatures of 350–400 ıC and pressures of 45–65 MPa, this process is
one with high production costs and energy consumption. The analysis presented
by those authors suggests that using propane as a co-solvent reduces severity of
necessary conditions: At 280 ıC and 12.8 MPa, they obtained methanol/oil ratio of
24 and 98 % yield within 10 min. Thus, the authors conclude that the Supercritical
Methanol with co-solvent is superior to Supercritical Methanol by itself, and that
when using co-solvent lower temperatures and pressures is required, and that less
energy required for process.

When using Waste Cooking Oil, Kulkarni and Dalai [16] argue that Chemi-
cal Transesterification Processes: (1) Alkali-Catalyzed Transesterification has fast
reaction rate but is inefficient when Free Fatty Acid content is high; and (2)
Acid-Catalyzed Transesterification has a slow reaction rate but works better if
Free Fatty Acid content is high. On the other hand, a Two-Step Acid and Alkali
Transesterification, whereby

1. Stage 1: pretreatment process (acid-catalyzed)
2. Stage 2: transesterification (alkali-catalyzed),

has problems with pretreatment of feedstock, recovery of glycerol, removal of cat-
alyst, and energy intensity. Other Transesterification Processes surveyed, included
Enzyme-Catalyzed Transesterification, where the authors argued that this process
has no generation of by-products, easy product recovery, mild reaction condition,
and is insensitive to FFA and moisture content. Another process discussed and
analyzed by the authors was a Catalyst-Free Technology, i.e., the Supercritical
methanol process—an emerging technology that results in higher yield of biodiesel
even with high Free Fatty Acid and moisture content. However, scaling up and
commercialization has yet to be proven. Testing of Biodiesel Produced from Waste
Cooking Oil, the presented analysis suggested estimated costs for biodiesel from:

1. Soybean oil—$0.418/L
2. Yellow grease—$0.317/L; and
3. Brown grease—$0.241/L.

The author concluded that chemical processes are not recommended due to high
costs. But that enzyme transesterification may be a good option that should be
developed. The authors also concluded that Supercritical methanol method has
potential but scaling up is required. Canakci [7], while focusing on Restaurant Waste
Lipids concludes that because moisture and Free Fatty Acid content vary widely, the
Transesterification processes needs to account for this, and that Two-step process
(alkali and acid transesterification) is recommended.

Diaz-Felix et al. [10] looked at Yellow Grease, and seek to quantify output
based upon Free Fatty Acid content of feedstock and methanol use during reac-
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tion. They also advocate for a two-step process, with pre-treatment followed by
transesterification. Their analysis suggests that while using molar ratio of 18:1 and
95 % conversion, the Fatty Free Acid content were reduced to 0.4 %. The authors
further argues that this process can be further optimized as only 85 % conversion
is necessary for reduction in Fatty Free Acid content to 2 %, and that the alkaline-
catalyzed transesterification successful at 2 % content. Haas [14] also argued for the
two-step process, while focusing on Soapstock–a byproduct of edible oil refining.
Haas argued that the Saponification process

1. Step 1: alkali-catalyzed hydrolysis increases FFA; and
2. Step 2: acid-catalyzed transesterification produces FAME,

is efficient and that it met ASTM specifications for biodiesel and the product was
comparable to biodiesel from soy oil. It costs $0.41/L to produce biodiesel from
soapstock, which is 25 % less than production from soy oil.

11.3.1.3 Crop Residues

In Europe, biogas plants are mainly fed with animal waste effluents and dedicated
energy crops. As the number of biogas plants has increased, the amount of dedicated
energy crops has also increased. There are concerns about world food supply in this
system. As an alternative, crop residues can be used, and there will be no food
supply concerns (setting aside the argument that taking crop residues off the fields
can reduce subsequent crop yields). If the residues are harvested sustainably, leaving
enough on the fields for effective nutrient deposition and erosion control, then this
will not be a concern.

Combustion-based plants are rare in Italy due to the fact that the production
of thermal energy is not incentivized, but the government incentivizes electricity
production. Thus, the thermal energy is converted into electricity by heating water
to create steam to power turbines. The efficiency of this process is less than using
methane-powered engines which would be used at biogas plants. Combustion plants
also require flue gas purification, but anaerobic digestion biogas plants do not. And
the digestate from biogas plants can be used as fertilizer. Using crop by-products
instead of energy crops also reduces greenhouse gas emissions [21].

As the result of a study by Menardo and Balsari [21] which compared methane
yields of different types of crop residues, maize stalks produced the lowest yields.
Rice chaff, wheat straw, kiwi, and onion were not significantly different in yields.
Dairy products produced the most biogas and methane yields due to high protein and
fat content—however, dairy products are not available in large amounts, and would
not be applicable on a large scale. Dry bread biogas yields were not significantly
different from rice chaff, maize stalks and wheat straw but had a high methane
percentage compared to other gases. The lignocellulosic compounds in corn stalks
and wheat straw negatively affected methane yields, but the huge amounts of these
resources that is available for use makes them attractive energy sources nonetheless.
Rice chaff also has high availability in Italy and it is also an attractive potential
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source of biogas. Mechanical shredding can be used as pre-treatment for these types
of crops to prepare them better for digestion [21].

11.3.1.4 Sewage Waste and Municipal Solid Waste

In a typical situation, sewage waste is mechanically and biologically treated with
sedimentation followed by anaerobic digestion. This process involves three steps: a
hydrolysis step, an acidification step, and a third step in which biogas is produced.
Anaerobic digestion is used to stabilize the sewage and convert it into biogas.
Menger-Krug et al. [22] state that, “Currently, anaerobic digestion of sewage sludge
is mainly applied at large and medium-sized wastewater treatment plants. However,
also, a growing interest is observed in the application of anaerobic treatment in
small-sized plants.” Pretreating the sewage in a variety of ways can also increase
the amount of biogas produced.

The portions of municipal solid waste that are suitable for anaerobic digestion
are paper, green waste or yard waste and food waste. The organic fraction of
municipal solid waste is approximately 50 % [3]. The typical method of disposal
for municipal solid waste is incineration or landfill. Anaerobic digestion has been
used for over 100 years to treat sewage sludge, but experience with digesting
the organic portion of municipal solid waste is more recent. Typically, anaerobic
digestion is most appropriate when the waste is mostly food waste, and aerobic
composting is most appropriate when it is mostly yard waste. Anaerobic digestion
provides a good solution for treating the wet fraction of municipal solid waste
which is too high in moisture for incineration. This method also requires less land
than aerobic composting. Furthermore, because anaerobic digestion can be applied
to many different types of waste, it is possible to co-digest the organic portion
of municipal solid waste with other wastes such as agricultural manure [3]. The
efficiency of the digestion process is even increased in some cases when wastes are
co-digested [4].

In order for municipal solid waste to undergo anaerobic digestion, it must be
pre-treated, which includes sorting and separation of differently sized particles. In
wet systems, sorting and separation can occur simultaneously. For dry digestion
systems, rotating drums are typically used. For wet digestion systems, pulpers are
used [3].

11.3.2 Waste Incineration

11.3.2.1 Sewage Waste

Incineration with energy recovery is a process that can be applied to mechanically-
dewatered or dried sludge. The sludge before dewatering is 98 % water. The
dewatering techniques include drying beds, belt filter presses, plate and frame
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presses, and centrifuges. Pretreatment strategies can also be used before dewatering,
which involves mixing the sewage sludge with lime, ferric chloride, or other
chemicals [27, 28]. The dewatering process adds to the cost of incineration.

There are potential environmental problems with incineration, involving emis-
sions of pollutants and quality of ash produced. There are systems (scrubbers)
to eliminate the harmful pollutants from the emissions, but they are costly. This
is one of the main reasons why incineration is an expensive option compared to
other treatment methods. The heavy metals in the ash are not an environmental
problem because, due to the high heat treatment, they are immobilized and not
prone to leaching. Currently, incineration of sludge is mainly used for generating
heat (steam) or electricity. Incineration is used worldwide and on a large scale. The
performance largely depends on the water content and the performance of the drying
process. To reduce costs, the dried sludge can be co-incinerated in an existing coal-
fired power plant. The combustion and the gas treatment systems will be already in
place, so initial costs will be lowered. This option is already applied in practice [25].

The ash from the incineration process can be used in the production of various
products such as bricks or portland cement. This process is used today in Japan. The
energy efficiency of the production process is not very high; it has high costs, and
the current practical applications of this technology are limited [25].

11.3.2.2 Food Waste

Incineration is expanding in Sweden: “The amount of waste incinerated has more
than doubled since 1980 and the energy production has increased almost fourfold
during the same period” [13]. In 1995, 1.8 megatons of waste were incinerated, and
the energy produced from this waste was 5 terawatt-hours [13]. It is possible that
incineration of food waste offers no net energy benefit due to the high moisture
content in food waste, which requires energy for drying or dewatering. However,
some authors argue that the moisture can be evaporated off efficiently and that net
energy benefits can be attained [2].

11.3.3 Municipal Solid Waste

Incineration is an option for managing municipal solid waste. Incineration is effec-
tive in reducing the volume of the waste to be disposed and sterilizing it. Volume
reductions of the waste are up to 90 %. However, strict emissions regulations have
made this option more costly. Nonetheless, some countries are attempting to reduce
the amount of organic content of post-recycled waste destined for landfill and
promoting incineration as an alternative. If the infrastructure for incineration and
emissions purification are already in place, such as with co-incineration inside coal-
fired power plants, then this option becomes more economical.
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Many countries have deemed “bottom ash” (the ash collected during
incineration—contrasted with the finer and more leaching-prone “fly ash”) suitable
for disposal in landfills. But it is also used in construction materials. Germany,
Denmark, and Sweden use 60–90 % of bottom ash in road construction or in
asphalt/concrete. The fly ash, by contrast, is considered hazardous and needs to be
disposed separately. However, in the US, the fly ash and bottom ash are combined
and disposed of together [26].

11.3.4 Composting

Composting can be used to treat a variety of organic wastes, including animal
manure, sewage waste, the organic portion of municipal solid waste, food waste and
yard waste. Composting is commonly used to treat these wastes in the US. Com-
posting reduces the volume of the waste as well as disinfecting and stabilizing it.
Reduced volume and weight leads to easier and more economical transportation of
the waste product. After the composting process, the compost can be used to fertilize
land or be placed in a landfill. However, composting does not result in usable
amounts of methane. The process is aerobic and mostly results in the production of
carbon dioxide. From 1990 to 2010, the amount of waste composted in the US rose
392 %. This increase is mainly attributable to population growth and legislation in
the 1990s to reduce the amount of yard trimming disposed in landfills [27,28]. Sakai
et al. [26] stated that biological treatment methods were reemerging as commercially
viable, which had led toward composting garden, kitchen, and commercial food
wastes, and away from mixed solid waste processing.

Large amounts of composting can be done through aerated static pile, aerated
windrow, or in-vessel composting. Aerated static pile composting simply involves
one large pile of waste mixed together with layers of bulking agents such as wood
chips, which allow air to reach the bottom of the compost pile. Aerated static pile
composting works well for yard waste, food waste and paper, but not for animal
waste. Aerated windrow composting is different from static pile composting in that
the waste is placed in rows which get turned over periodically. In-vessel composting
involves depositing the waste in large drums, silos, or trenches and controlling the
moisture and aeration of the waste mixture. This method of composting works well
for all types of organic waste, although, like all aerobic composting, it does not have
the potential to produce useable amounts of methane from the waste.

Composting (especially in-vessel composting) solves many problems for farm-
ers who need to manage large amounts of solid or liquid manure. Composting
transforms liquid manure into solid, which reduces the volume and weight of the
manure and lessens its transportation cost. Transportation cost is one of the main
considerations in animal waste management because the waste must be transported
off the farm site due to the inability of the on-site farmland to assimilate the
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nutrients present in the waste. Composting is also effective for disinfecting waste.
The common methods of waste disinfection are as follows:

• Lime treatment
• Dry composting
• Wet composting
• Wet composting C anaerobic digestion
• Pre-pasteurization C anaerobic digestion
• Anaerobic digestion C thermal drying

Composting for disinfection purposes can be performed in either a wet or dry state,
or combined with anaerobic digestion.

In the composting of food waste, there are commonly three stages: mechanical
pre-treatment, composting, and manufacturing of soil products. The soil products
produced can be used for fertilizer. The composting process on a large scale has
implicit costs associated with it. One study found that electricity consumed in the
process is 54.4 MJ per dry ton of food waste. Also, consumption of diesel in the
process is 555.5 MJ per dry ton of food waste. The compost residue contained 8.3 kg
of nitrogen per dry ton and 2.0 kg of phosphorus per dry ton [13].

11.3.5 Landfilling

Landfills are the third-largest source of human-related methane emissions in the US.
The EPA estimates landfill methane emissions to be 16.4 % of total US methane
emissions in 2010 [27,28]. This figure is contrasted with the percentage of methane
emissions from wastewater treatment (2.5 %) and composting (<1 %). Clearly,
landfills present a huge environmental issue: how best to deal with these emissions
of methane, which is a greenhouse gas with 25 times the potency of carbon dioxide.

There are about 1,900 landfills operating in the US today. Over the past 20
years, the number of landfills has decreased and the average landfill size has
increased. The process of decomposition in landfills is initially an aerobic one,
but then turns anaerobic when oxygen is depleted. Eventually, this process leads
to the production of methane and carbon dioxide in approximately equal parts.
From 1990 to 2010, net methane emissions from landfills decreased 27 %, even
though municipal solid waste deposition in landfills increased 23 %. This change
is due to several factors. Even though the amount of waste increased, the amount
of decomposable waste decreased by 21 %. Methane-recovery in landfills also
increased. From 2009 to 2010, there was an increase in methane recovery of 5 %. In
2010, 54 new landfill gas-to-energy projects began. It is estimated, in part because
of the rising US population, that municipal solid waste will increase in the coming
years—but the percentage landfilled may decrease if more waste is recycled and
composted [27, 28].

Food waste in the US, for the most part, goes to landfills, but energy-from-
waste is becoming more economically viable [29]. Landfilling is also one of the
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most widely used options in Sweden with 300 municipal landfill plants. In 1998,
4.8 million tons of waste were landfilled. Energy gained from landfills is used for
60 % heat and 30 % energy, and 10 % is lost. There are also more efficient types of
landfills known as biocells [13].

Municipal solid waste landfills receive approximately 69 % of the solid waste
generated in the US. The remaining waste is sent to industrial landfills. However, the
municipal solid waste landfills accounted for 94 % of the total methane emissions.
The US has banned many polluting compounds, and banned disposal of certain
items like car batteries in landfills.

11.4 Discussion and Concluding Remarks

Many facets of converting biodegradable waste to energy and the associated
technologies are mature and used extensively in some regions but not in others.
These technologies can potentially reduce greenhouse gases and help countries
achieve their Kyoto Protocol goals. However, the realm of adoption of biodegrad-
able technologies is one of divergent experiences. Within Europe, Germany and
Denmark were the early adopters of the anaerobic technology in the early 1990s,
with much of Europe following. The US, however, only began to experience growth
starting in 2003. Interesting but Europe does not have a comparative advantage
in either technology or feedstock availability, although work has detected large
differences in policy and especially in use of the feed-in-tariffs overtime [1].

More generally, the literature has shown that adoption is impacted by lack
of access to credit, and that these constraints may hamper the introduction of
otherwise profitable technologies [30]. Furthermore, financial incentives have a
positive effect on adoption of energy conservation technologies but that the elasticity
of adoption in response to financial incentives is low [18]. These conclusions can be
explained using the putty-clay nature of capital-intensive assets and the long-term
commitments associated with adoption of capital goods, where response to financial
incentives that results in the adoption of new technologies is associated with the
response to new entrants. Further, research has concluded that capital investments
are barriers to adoption and use of agricultural anaerobic digestion among farmers
(e.g., [6]).

Experiences in Europe as well as to the west of the Atlantic indicate policy
stability in the form of financial support is the most important factor in promoting
the adoption of technologies converting biodegradable waste to energy. As more
countries acknowledge the multitude of benefits from these technologies, adoption
will likely increase. In future work we plan on further understanding the importance
of policy and further explain differences in patterns of adoption of these technolo-
gies among countries and regions.
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Chapter 12
Ergodic Transport Theory, Periodic Maximizing
Probabilities and the Twist Condition

G. Contreras, A.O. Lopes, and E.R. Oliveira

12.1 Introduction

We will state in this section the mathematical definitions and concepts we will
consider in this work. We denote by T the action of the shift in the Bernoulli space
f1; 2; 3; ::; d gN D ˙ .

Definition 12.1.1. Denote

m.A/ D max
� an invariant probability for T

Z

A.x/ d�.x/;

and, �1;A; any probability which attains the maximum value. Any one of these
probabilities �1;A is called a maximizing probability for A.

We will assume here that the maximizing probability is unique and has support in
a periodic orbit. An important conjecture claimed that this property is generic (see
[11] for partial results). Recently this conjecture was proved by Contreras (see [9])

The analysis of this kind of problem is called Ergodic Optimization Theory [2,3,
5,8,11,12,15,17–19,29]. A generalization of such problems from the point of view
of Ergodic Transport can be found in [21].

We denote the set of ˛-Hölder potentials on ˙ by C˛.˙;R/.
If A is Hölder, and, the maximizing probability for A is unique, then the

probability �1;A is the limit of the Gibbs states �ˇA, for the potentials ˇA; when
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ˇ ! 1 [11, 13]. Therefore, our analysis concerns Gibbs probabilities at zero
temperature .ˇ D 1=T ).

The metric d in ˙ is defined by

d.!; �/ WD �N ; N WD minf k 2 N j!k ¤ �k g:

The norm we consider in the set C˛.˙;R/ of ˛-Hölder potentials A is

jjAjj˛ D sup
d.x;y/<"

jA.x/ �A.y/j
d.x; y/˛

C sup
x2˙

jA.x/j:

Contreras showed that for a generic set of ˛-Hölder potentials in this topology
the maximizing probability for A has support in a periodic orbit (see [9]).

One can also consider Lipchitz potentials and the theory works in the same way.
We denote Ȯ D ˙ �˙ D f1; 2; 3; ::; d gZ, and, we use the notation

Nx D .: : : x�2; x�1 j x0; x1; x2; ::/ 2 Ȯ ;

w D .x0; x1; x2; ::/ 2 ˙ , x D .x�1; x�2; ::/ 2 ˙ . Sometimes we denote
Nx D .w; x/: We say w D .x0; x1; x2; ::/ are the future coordinates of Nx and
x D .x�1; x�2; ::/ 2 ˙ are the past coordinates of Nx. We also use the notation:
� is the shift acting in the past coordinates w and T is the shift acting in the future
coordinates x. Moreover, T is the (right side)-shift on Ȯ , that is,

T
�1.: : : x�2; x�1 j x0; x1; x2; ::/ D .: : : x�2; x�1 x0 j x1; x2; ::/:

As we said before we denote the action of the shift in the coordinates x by T ,
that is,

T .x�1; x�2; x�2::/ D .x�2; x�3; x�4::/:

For w D .x0; x1; x2; ::/ 2 ˙ , x D .x�1; x�2; ::/ 2 ˙ , denote �w .x/ D
.x0 ; x�1; x�2; ::/:

We use sometimes the simplified notation �w D �x0 , because the dependence on
w is just on the first symbol x0.

Using the simplified notation Nx D .w; x/, we have

T
�1.w; x/ D . �.w/; �w.x/ /:

We also define �k;ax D .ak; ak�1; : : : ; a1; x0; x1; x2; : : :/, where x D
.x0; x1; x2; : : :/; a D .a1; a2; a3; : : :/.

Bellow we consider thatA acts on the past coordinate x andA� acts on the future
coordinate w.
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Definition 12.1.2. Consider A W ˙ ! R Hölder. We say that a Hölder continuous
function W W Ȯ ! R is a involution kernel for A, if there is a Hölder function
A� W ˙ ! R, such that,

A�.w/ D A ı T
�1.w; x/CW ı T

�1.w; x/ �W.w; x/:

We say that A� is a dual potential of A, or, that A and A� are in involution.

The above expression can be also written as

A�.w/ D A.�w.x//CW.�.w/; �w.x/ / �W.w; x/:

Theorem 1 ([1]). Given A Hölder there exist a Hölder W which is an involution
kernel for A.

We call �1;A� the maximizing probability for A� (it is unique if A has a unique
maximizing �1A, as one can see in [1]).

To consider a dual problem is quite natural in our setting (see also [27]). Note
that m.A/ D m.A�/ (see [1]).

In [3] it is presented several examples where one can get explicitly the involution
kernel and the dual potential.

We denote by K D K.�1;A; �1;A� / the set of probabilities O�.w; x/ on Ȯ , such
that ��

x . O�/ D �1;A; and also that ��
y . O�/ D �1;A� :

We are interested in the solution O� of the Kantorovich Transport Problem for
�W , that is, the solution of

inf
O�2K

Z Z

�W.w; x/ d O�:

Note that in the definition of W we use the dynamics of T. Note also that if
we consider a new cost of the form c.x;w/ D �W.x;w/ C '.w/, instead of �W ,
where ' bounded and measurable, then we do not change the original minimization
problem.

Definition 12.1.3. A calibrated sub-action V W ˙ ! R for the potential A, is a
continuous function V such that

sup
y such thatT .y/Dx

fV.y/CA.y/ �m.A/ g D V.x/:

We denote by V � a calibrated subaction for A�.
We denote by O� the minimizing probability over Ȯ D f1; 2; 3; ::; d gZ for the

natural Kantorovich Transport Problem associated to the �W , where W is the
involution kernel for A (see [1]).

We call O�max the natural extension of �1;A as described in [1, 28].
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In [22] was shown (not assuming the maximizing probability is a periodic orbit)
that:

Theorem 2. Suppose the maximizing probability for A Hölder is unique (not
necessarily a periodic orbit). Then, the minimizing Kantorovich probability O� on
Ȯ associated to �W , where W is the involution kernel for A, is O�max.

Moreover, it was shown in [22]:

Theorem 3. Suppose the maximizing probability is unique (not necessarily a
periodic orbit). If V is the calibrated subaction for A, and V � is the calibrated
subaction for A�, then, the pair .�V;�V �/ is the dual (�W )-Kantorovich pair of
.�1;A; �1;A� /.

The solution cames from the so called complementary slackness condition [7,30,
31] which were obtained in Proposition 10 (1) [1]. We can assume that � in [1] is
equal to zero.

One can consider in the Bernoulli space ˙ D f0; 1gN the lexicographic order. In
this way, x < z, if and only if, the first element i such that, xj D zj for all j < i , and
xi ¤ zi , satisfies the property xi < zi . Moreover, .0; x1; x2; : : :/ < .1; x1; x2; : : :/:

One can also consider the more general case ˙ D f0; 1; : : : ; d � 1gN, but in
order to simplify the notation and to avoid technicalities, we consider only the case
˙ D f0; 1gN. We also suppose, from now on, that Ȯ D ˙ �˙:
Definition 12.1.4. We say a continuous G W Ȯ D ˙ � ˙ ! R satisfies the twist
condition on Ȯ , if for any .a; b/ 2 Ȯ D ˙ �˙ and .a0; b0/ 2 ˙ �˙ , with a0 > a,
b0 > b, we have

G.a; b/CG.a0; b0/ < G.a; b0/CG.a0; b/: (12.1)

Definition 12.1.5. We say a continuousA W ˙ ! R satisfies the twist condition, if
its involution kernel W satisfies the twist condition.

Examples of twist potentials are presented in [22].
One of the main results in [22] is:

Theorem 4. Suppose the maximizing probability is unique (not necessarily a
periodic orbit) and W satisfies the twist condition on Ȯ , then, the support of
O�max D O� on Ȯ is a graph (up to one possible orbit).

Given A W ˙ D f1; 2; ::; d gN ! R Hölder, the Ruelle operator LA W C0.˙/ !
C0.˙/ is given by LA.�/.x/ D  .x/ D P

T .z/Dx eA.z/ �.z/:
We also consider LA� acting on continuous functions in ˙ D f1; 2; ::; d gN.
We also denote by �A and �A� the corresponding eigen-functions associated to

the main common eigenvalue �.A/ of the operators LA and LA� (see [26]).
�A, and, �A� are respectively the eigen-probabilities for the dual of the Ruelle

operator LA and LA� .
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Finally, �A D �A �A D and �A� D �A� �A� are the invariant probabilities
such that they are solution of the respective pressure problems for A and A�. The
probability �A is called the Gibbs measure for the potential A.

If the maximizing probability is unique, then, it is easy to see that considering for
any real ˇ the potential ˇA and the corresponding �ˇA, then, �ˇA ! �1 ;A, when
ˇ ! 1.

In the same way, if we take any real ˇ, the potential ˇA�, and, the corresponding
�ˇA� , then �ˇA� ! �1 ;A� , when ˇ ! 1.

In Statistical Mechanics ˇ D 1
T

where T is temperature. Then, �1;A is the
version of the Gibbs probability at temperature zero.

One can choose c (a normalization constant) such that

Z Z

eW.w;x/�c d�A�.w/ d�A.x/ D 1: (12.2)

A calibrated sub-action V can obtained as the limit [11, 13]

V.x/ D lim
ˇ!1

1

ˇ
log�ˇA.x/: (12.3)

In the same way we can get a calibrated sub-action V � for A� by taking

V �.w/ D lim
ˇ!1

1

ˇ
log�ˇA�.w/ : (12.4)

Moreover, by [1]

�A�.w/ D
Z

e WA.w;x/�c d�A.x/; (12.5)

and,

�A.x/ D
Z

e WA.w;x/�c d�A�.w/ D
Z

e WA.w;x/�c
1

�A�

d�A�.w/: (12.6)

Note that if W and A� define an involution for A, then, given any real ˇ, we
have that ˇW and ˇ A� define an involution for the potential ˇ A. The normalizing
constant c, of course, changes with ˇ (see [1]).

We say a family of probabilities �ˇ , ˇ ! 1, satisfies a Large Deviation
Principle, if there is function I W ˙ ! R [ 1, which is non-negative, lower semi-
continuous, and such that, for any cylinderK � ˙ , we have

lim
ˇ!1

1

ˇ
log.�ˇ.K// D � inf

z2K I.z/:
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In this case we say the I is the deviation function. The function I can take the
value 1 in some points.

In [1] a Large Deviation Principle is described for the family �ˇ D �ˇA of
equilibrium states for ˇA, under the assumption that the maximizing probability for
A is unique (see also [20] for a different case where it is not assumed uniqueness).
The function I is zero on the support of the maximizing probability for A. We point
out that there are examples where I can be zero outside the support (even when
the maximizing probability is unique) as we will show bellow in an example due to
Leplaideur.

Applying the same to A� we get a deviation function I� W ˙ ! R [ f1g.
The function I� is defined by

I�.w/ D
X

n� 0

�
V � ı � � V � � A�� ı �n.w/;

where V � is a fixed calibrated subaction.
We point out that in fact the claim of Theorem 3 should say more precisely that

the pair .�V;�V �/ is the dual (�W C I�)-Kantorovich pair of .�1;A; �1;A�/.
Using the property (12.6) above, and, adapting Varadhan’s Theorem [14] to the

present setting, it is shown in [22], that given any x 2 ˙ , then, it is true the relation

V.x/ D sup
w2˙

ŒW.w; x/ � V �.w/� I�.w/ �:

For each x we get one (or, more than one) wx such attains the supremum above.
Therefore,

V.x/ D W.wx; x/ � V �.wx/ � I�.wx/ :

A pair of the form .x;wx/ is called an optimal pair. We can also say that wx is
optimal for x.

Given A the involution kernel W and the dual potential A� are not unique. But,
the above maximization problem is intrinsic on A. That is, if we take another A�
and the correspondingW , there is some canceling, and we get the same problem as
above (given x the optimal wx does not change).

It is also true that (see [22]) there exists � such that for any w

� C V �.w/ D sup
x2˙

ŒW.w; x/ � V.x/ � I.x/ �:

Given w, a solution of the above maximization is denoted by xw. We denote the
pair .xw;w/ a �-optimal pair.

We assume without lost of generality that � D 0, by adding �� to the
functionW .
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Definition 12.1.6. The set of all .x;wx/, is called the optimal set for A, and,
denoted by O.A/.

Remark 1. Note that in [22] it was shown that, under the twist assumption, the
support of the optimal transport periodic probability O�A, for the cost �W , is a graph,
that is, for each x, there is only one w such that .x;w/ is in the support of O�A. But,
nothing is said about the graph property of the set O.A/. Note that the support of
O�A is contained in O.A/.

Remark 2. Note also that the minimal transport problem for the cost �W , or the
cost �W C I� is the same (see [22]).

Our main result is:

Theorem 5. Generically, in the set of potentials Hölder potentialsA that satisfy

(i) the twist condition,
(ii) uniqueness of maximizing probability which is supported in a periodic orbit,

the set of possible optimal wx , when x covers the all range of possible elements
x in 2 ˙ , is finite.

We point out that this is a result for points outside the support of the maximizing
probability.

In the first two sections we will show that under certain conditions the set of
possible optimal wx is finite, for any x. In Sects. 12.3 and 12.4 we will show that
these conditions are generic.

In [24] it is also considered the twist condition and results for the analytic setting
are obtained.

12.2 The Twist Property

In order to simplify the notation we assume that m.A/ D m.A�/ D 0.
Given A, we denote

�.x; x0; y/ D
X

n�1
A ı �y;n.x/ �A ı �y;n.x0/:

The involution kernel W can be computed for any .!; x/ by W.!; x/ D
�A.!; x; x/, where we choose a point x for good.

It is known the following relation: for any x; x0;w 2 ˙ , we have that W.w; x/�
W.w; x0/ D �.w; x; x0/ (see [1]).

We assume from now on that A satisfies the twist condition. It is known in this
case (see [4, 23]), that x ! wx (can be multivaluated) is monotonous decreasing.
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Proposition 12.2.1. If A is twist, then x ! wx is monotonous decreasing.

Proof. See [24]. ut
We define R by the expression R.x/ D V.�.x// � V.x/ � A.x/ � 0, and, we

define R� by R�.w/ D V �.�.w// � V �.w/ � A�.w/ � 0.
Note that given y, there is a preimage x of y, such that,R.x/ D 0: The analogous

property is true for R�.
Given A (and a certain choice of A� and W ) the next result (which does not

assume the twist condition) claims that the dual of R is R�, and the corresponding
involution kernel is .V � C V �W /:

Proposition 12.2.2 (Fundamental Relation (FR)).

R.�wx/ D .V � C V �W /.x;w/ � .V � C V �W /.�wx; �.w//CR�.w/:

Proof. see [24]. ut
We know that the calibrated subaction satisfies

V.x/ D max
w2˙ .�V

� � I� CW /.x;w/:

Then, we define

b.x;w/ D .V � C V C I� �W /.x;w/ � 0;

and,


V D f.x;w/ 2 ˙ �˙ jV.x/ D .�V � � I� CW /.x;w/g;

which can be written in an equivalent form


V D f.x;w/ 2 ˙ �˙ j b.x;w/ D 0g:

Given x, this maximum at wx can not be realized where I�.w/ is infinity.

Remark 3. Note, that b.x;w/ D 0, if and only if, .x;w/ is an optimal pair. We are
not saying anything for �-optimal pairs.

If we use R�.w/ D I�.w/ � I�.�w/, the FR becomes

R.�wx/ D .V � CV �W /.x;w/� .V � CV �W /.�wx; �.w//CI�.w/�I�.�.w//;

or

R.�wx/ D b.x;w/ � b.�wx; �.w// FR1:
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From this main equation we get:

Lemma 1. If T�1.x;w/ D .�wx; �.w//, then

a) b � b ı T
�1.x;w/ D R.�wx/;

b) The function b it is not decreasing in the trajectories of T;
c) 
V is backward invariant;
d) when .x;w/ is optimal then R.�w.x// D 0.

Proof. The first claim is a trivial consequence of the definition of T�1. The second
one it is a consequence of R � 0:

b � b ı T
�1.x;w/ D R.�wx/ � 0

b.x;w/ � b ı T
�1.x;w/:

In order to see the third part we observe that

.x;w/ 2 
V , b.x;w/ D 0

Since

b.x;w/ � b ı T
�1.x;w/ � 0

we get b.�wx; �.w// D 0 thus .�wx; �.w// 2 
V . ut
From the above we get that in the case .x;w/ is optimal, then, T�1.x;w/ is also

optimal. Indeed, we have that

b.x;w/ D 0 ) b.�wx; �.w// D 0:

This is equivalent to

V.x/ D �V �.w/ � I�.w/ �W.x;w/ )
V.�wx/ D �V �.�.w// � I�.�.w// �W.�wx; �.w//:

In this way T
�n spread optimal pairs.

We denote by M the support of the maximizing probability periodic orbit.
Consider the compact set of points P D fw 2 ˙ , such that �.w/ 2 M , and w is

not onM g.

Definition 12.2.1. We say that A is good if, for each w 2 P , we have that
R�.w/ > 0.

We alternatively, say sometimes that R� is good for A�.
We point out that there are examples of potentialsA� (with a unique maximizing

probability) where the corresponding R� is not good (see Example 1 in the end of
the present section).
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Remember that ,

I�.w/ D
X

n� 0

�
V � ı � � V � �A�� ı �n.w/ D

X

n� 0

R�.�n.w//:

In [23] Sect. 5 it is shown that if I�.w/ is finite, then

lim
n!1

1

n

n�1X

jD0
ı�j .w/ ! ��1:

One important assumption here is that R� is good. We will show later that this
property is true for generic potentials A.

Proposition 12.2.3. Assume A is good. If I�.w/ < 1, then, w is in the preimage
of the maximizing probability for A�.

For a proof see Sect. 5 in [23].

Proposition 12.2.4. Suppose .x;wx/ is an optimal pair, and, A is good, then, there
exists k, such that, Qwk D �k.wx/ is in the support of the maximizing probability for
A�. Moreover, for such k, we have that T�k.x;wx/ is an optimal pair.

Proof. Suppose .x;wx/ is optimal. Therefore, I�.wx/ < 1: Then, by a previous
proposition, wx is in the pre-image of the maximizing probability for A�, that is,
there exists k such that Qw D �k.wx/ is in the support of the maximizing probability
for A�.

Moreover, b.T�k.x;wx// D .xk; �
k.wx// D .xk; Qwk/ is also optimal. ut

Proposition 12.2.5. Assume A is good, then, the set of w such that I�.w/ < 1 is
countable.

Definition 12.2.2. We say a continuous A W ˙ ! R satisfies the the countable
condition, if there are a countable number of possible optimal wx , when x ranges
over the interval˙ .

Remark. If A is good, then, it satisfies the countable condition.

We showed before that the twist property implies that for x < x0, if b.x;w/ D
0 and b.x0;w0/ D 0, then w0 < w, which means that the optimal sequences are
monotonous not increasing. Thus, we define the “turning point c” as being the
maximum of the point x that has his optimal sequence starting in 1:

c D supfx j b.x;w/ D 0 ) w D .1w1 w2 : : :/g:

The main criteria is the following:
“If x 2 � has the optimal sequence w D .w0 w1 w2 : : :/ then
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w0 D

1; if x 2 Œ01; c�
0; if x 2 .c; 11�00

Starting from .x0;w0/ we can iterate FR1 by T
�n.x;w/ D .xn;wn/ in order to

obtain new points w1; w2 : : : 2 ˙ . Unless the only possible optimal point wx , for
all x, is a fixed point for � , then, 0 < c < 1.

Note that for c there are two optimal pairs .c;w/ and .c;w0/, where the first
symbol of w is zero, and, the first symbol of w0 is one.

We denote

B.w/ D fx j b.x;w/ D 0g:

Lemma 2 (Characterization of Optimal Change). Let c 2 .01; 11/ be the
turning point then, for any x < x0 and b.x;w/ D 0 and b.x0;w0/ D 0, we have
w ¤ w0 if, and only if, there exists n � 0 such that T n.c/ 2 Œx; x0�. Moreover, if x; x0
are such that wx and w0

x are identical until the n coordinate, then, T n.c/ 2 .x; x0/:
Each set B.w/ D Œa; b� is such that a D T n.c/, or, a it is accumulated by a

subsequence of T j .c/ from the left side. Similar property is true for b (accumulated
by the right side).

Proof. Step 0 If x < x0 � c then w0 D w0
0 D 1 else if c < x < x0 then

w0 D w0
0 D 0. Suppose w0 D w0

0 D2 f0; 1g then applying FR1 we get �ix < �ix0
and b.�ix; .w1 w2 : : :// D 0 and b.�ix0; .w0

1 w0
2 : : :// D 0.

Step 1 If �ix < �ix
0 � c then w1 D w0

1 D 1 else if c < �ix < �ix
0 then

w1 D w0
1 D 0. Otherwise if �1x < c < �1x0 we can use the monotonicity of T in

each branch in order to get x < T .c/ < x0. Thus

w1 ¤ w0
1 , x < T .c/ < x0:

The conclusion comes by iterating this algorithm.
The last claim is obvious from the above.
A point x is called pre-periodic (or, eventually periodic) if there is n ¤ m, such

that, T n.x/ D T m.x/:

We denote Œa; b�, a; b 2 ˙ , a � b, the set of all points w in ˙ such a � w � b.
We call Œa; b� the interval determined by a and b. Each interval Œa; b�, with a < b,
is not countable.

Lemma 3. The set

B.w/ D fx j b.x;w/ D 0g

is an interval (can eventually be a single point). More specifically, if B.w/ D Œa; b�,
then, a and b are adherence points of the orbit of c.



194 G. Contreras et al.

In particular, if c is pre-periodic, then, for any non-emptyB.w/, there exists n;m
such that B.w/ D ŒT n.c/; T m.c/� (unless B.w/ is of the form Œ0; b�, or Œa; 1�.

For a proof see [24].

Lemma 4. Let c 2 ˙ be the turning point. Let us suppose the c is isolated from his
orbit, which means that, there is d; e;w� and wC, such that, b.x;w�/ D 0, for any
x 2 .d; c�, and, b.x;wC/ D 0, for any x 2 Œc; e/, then, there is no accumulation
points of the orbit of c. In this case c is eventually periodic.

For a proof see [24].

Remark 4. The main problem we have to face is the possibility that the orbit of c is
dense in Œ0; 1�.

If c is eventually periodic there exist just a finite number intervals B.w/ with
positive length. The other B.w/ are reduced to points and they are also finite.

Lemma 5. Suppose A satisfies the twist and the countable condition. Then there
is at least one B.w/ with positive length of the form .T n.c/; T m.c//. Moreover, for
each subinterval .a; b/ there exists at least oneB.w/ with positive length of the form
.T n.c/; T m.c// contained on it. Therefore, there exists an infinite number of such
intervals.

Denote the possible w, such that, I�.w/ < 1, by wj , j 2 N.
For each wj , j 2 N, denote Ij D B.wj /, the maximal interval where for all

x 2 Ij , we have that, .x;wj / is an optimal pair. Some of these intervals could be
eventually a point, but, an infinite number of them have positive length, because the
set ˙ is not countable. We consider from now on just the ones with positive length.

Note that by the same reason, in each subinterval .e; u/, there exists an infinite
countable number of B.w/ with positive length.

We suppose, by contradiction, that each interval B.w/ D Œa; b�, with positive
length is such that, each side is approximated by a sub-sequence of points T j .c/.

Take one interval .a1; b1/ with positive length inside ˙ . There is another one
.a2; b2/ inside .01; a1/, and one more .a3; b3/ inside .b1; 11/.

If we remove from the interval ˙ these three intervals we get four intervals.
Using our hypothesis, we can find new intervals with positive length inside each
one of them. Then we do the same removal procedure as before. This procedure
is similar to the construction of the Cantor set. If we proceed inductively on this
way, the set of points x which remains after infinite steps is not countable. An
uncountable number of such x has a different wx . This is not possible because the
optimal wx are countable.

Then, the first claim of the lemma is true.
Given an interval .a; b/ � ˙ , we can do the same and use the fact that .a; b/ is

not countable. ut
Lemma 6. Under the twist and the countable condition the turning point c is
eventually periodic.
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Proof. Denote by wj , j 2 N, the countable set of pre-images of the periodic orbit
maximizing A�.

For each wj , j 2 N, denote Ij D B.wj /, the maximal interval where for all
x 2 Ij , we have that, .x;wj / is an optimal pair. Some of these intervals could be,
eventually, a point, but, an infinite number of them have positive length, because the
set ˙ is not countable.

We will suppose c is not eventually periodic, and, we will reach a contradiction.
Therefore, if T n.c/ D T m.c/; then m D n.

From, now on we consider just j , such that, for the corresponding wj , the interval
Ij has positive length, and, it is of the form ŒT n.c/; T m.c/�, m; n � 1. From last
lemma there exist an infinite number of them.

Denote by Ij D Œaj ; bj �. We denote I0 the interval of the form Œ01; b0�, and, I1
the interval of the form Œa0; 1

1�. From last lemma, for j ¤ 0; 1, there is nj andmj ,
such that aj D T nj .c/ and bj D T mj .c/.

Consider the inverse branch �
i
j
1

, where i j1 D i1 is such that �i1..T
nj /.c// D

T nj�1.c/. This i1 do not have to be the first symbol of the optimal w for T nj .c/.
Then, �i1.Ij / is another interval, which is strictly inside a domain of injectivity of
T , does not contain any forward image of c, and in its left side we have the point
T nj�1.c/.

Then, repeating the same procedure inductively, we get i2, such that
�i2..T

nj�1/.c// D T nj�2.c/, determining another interval which does not contain
any forward image of c, and in his left side we have the point T nj�2.c/. Repeating
the reasoning over and over again, always taking the same inverse branch which
contain T n.c/, 0 � n � nj , after nj times we arrive in an interval of the form
.c; rj /. Note that each inverse branch preserves order. It is not possible to have an
iterate T k.c/, k 2 N, inside this interval .c; rj / (by the definition of Ij ). Then,
the optimal w for x in this interval .c; rj / is a certain Qwj which can be different of
�nj .wj /:

Suppose now that nj > mj . Using the analogous procedure we get that there
exists rj , such that the optimal wx for x in the interval .rj ; c/ is �nj .wj /:

If both cases happen, then c is eventually periodic.
The trouble happens when just one type of inequality is true. Suppose without

lost of generality that we have always nj < mj , for all possible j .
Let’s fix for good a certain j .
Therefore, all we can get with the above procedure is that c is isolated by the

right side.
In the procedure of taking pre-image of T nj .c/, always following the forward

orbit T n.x/, 0 � n � nj , we will get a sequence of i1; i2; : : : ; inj . In the first step
we have two possibilities: �i1.T

m�j .c// D T mj�1.c/, or not.
If it happens the second case, we are done. Indeed, the interval �i1 ŒT

nj .c/;

T mj .c/� does not contain forward images of c (otherwise ŒT nj .c/; T mj .c/� would
also have). Now we follow the same procedure as before, but, this time following
the branches which contains the orbit of T m.c/, 0 � m � mj . In this way, we get
that c is isolated by the left side.
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Suppose �i1.T
mj .c// D T mj�1.c/. Consider the interval, ŒT nj�1.c/; T mj�1.c/�,

which do not contain forward images of c.
Now, you can ask the same question: �i2.T

mj�1.c// D T mj�2.c/? If this do not
happen (called the second option), then, in the same way as before, we are done (c
is also isolated by the right side). If the expression is true, then, we proceed with the
same reasoning as before.

We proceed in an inductive way until time nj . If in some time we have the second
option, we are done, otherwise, we show that any x 2 .c; T mj�nj .c// has a unique
optimal wx (there is no forward image of c inside it).

Denote k D mj � nj for the j we fixed.
From the above we have that for any B.w/, which is an interval of the form

ŒT ni .c/; T mi .c/�, for any possible i , it is true thatmi �ni D k: There are an infinite
number of intervals of this form.

We claim that the set of points x which are extreme points of any B. Qw/, and,
such that x can be approximated by the forward orbit of c is finite. Suppose without
lost of generality that x is the right point of a B.w/ D .z; x/.

If the above happens, then, by the last lemma, we have an infinite sequence
of intervals of the form ŒT ni .c/; T niCk.c/�, such that T ni .c/ ! x, as ni ! 1:

Therefore, x is a periodic point of period k. There are a finite number of points of
period k. This shows our main claim. Finally, c is eventually periodic. ut
Definition 12.2.3. We denote by G the set of Hölder potentials such that

1. the maximizing probability is unique, and it is a periodic orbit;
2. The potential A satisfies the twist condition;
3. R� is good for A�.

From the above one can get:

Theorem 6. Suppose A is in G, then, for any x, there exists a finite number of
possible wx such that .x;wx/ are optimal pairs. If we denote by Ij D .aj ; bj /,
j D 1; 2; ::; n, the maximal open intervals where for x 2 Ij the wx is constant,
then, just on the points x D aj , or x D bj , we can get two different wx , which
define points .x;wx/ in the optimal set O.A/.

Note that if x is in the maximizing orbit for A 2 G, then, at least one of the
optimal wx is in the support of the maximizing probability for A�. This point x
can be eventually in the extreme of one of this maximal intervals IJ . This do not
contradicts the graph property.

Definition 12.2.4. We denote by A the open set of Hölder potentials such that

1) the maximizing probability is unique, and it is a periodic orbit;
2) The potential A satisfies the twist condition.

The next theorem shows the class we consider above is large.
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Theorem 7. The set G is generic in the open set A.

The proof of this result will be done in the next two sections (see Theorem 12.4.1
bellow).

Corollary 1. For any A 2 G, the value c D cA is given by the expression

c D inffx jV.x/ � V.�1x/ � A.�1.x// > 0g;

where V is any calibrated subaction for A. Moreover, cA is locally constant as a
function of A.

Proof. The first claim follows from the fact that we have to use 0 as first symbol of
the optimal wx , when x is on the right of c.

If R� is good the point c is in the pre-image of the support of the maximizing
probability (which is locally constant by the continuous varying support property
[11]). Therefore, the possible c are in a countable set.

Note that under the uniqueness hypothesis of the maximizing probability for A,
the sub-action V D VA can be chosen in a continuous fashion with A. From this
follows the last claim of the corollary. ut

Now we will provide a counterexample.

Example 1. The following example is due to Leplaideur.
We will show an example on the shift where the maximizing probability for a

certain Lipschitz potential A� W f0; 1gN ! R is a unique periodic orbit � of period
two, denoted by p0 D .01010101 : : :/; p1 D .10101010 : : :/, but for a certain
point, namely, w0 D .110101010 : : :/, which satisfies �.w0/ D p1, we have that
R�.w0/ D 0.

The potential A� is given by A�.w/ D �d.w; � [ 
 /, where d is the usual
distance in the Bernoulli space. The set 
 is described later.

For each integer n, we define a 2nC 3-periodic orbit zn; �.zn/; : : : ; �2nC2.zn/ as
follows:

we first set

bn D .01010101 : : : 01„ ƒ‚ …
2 n

1 01/;

and the point zn is the concatenation of the word bn: zn D .bn; bn; : : :/.
The main idea here is to get a sequence of periodic points which spin around

the periodic orbit fp0; p1g during the time 2 n, and then pass close by w0 (note that
d.�2n.zn/;w0/ D 2�2.nC1/).

Denote �n the periodic orbit �n D fzn; �.zn/; �2.zn/; : : : ; �2nC2.zn/ g:
Consider the sequence of Holder (could be also Lipschitz) potentials A�

n.w/ D
�d.w; �n[�/: The support of the maximizing probability forA�

n is �n[� . Moreover

0 D m.A�
n/ D max

� an invariant probability for �

Z

A�
n.w/ d�.w/:
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Denote by V �
n a Holder (or Lipschitz) calibrated subaction for A�

n such that
V �
n .w0/ D 0. In this way, for all w

R�
n.w/ D .V �

n ı � � V �
n �A�

n/ .w/ � 0;

and for w 2 �n [ � we have that R�
n .w/ D 0:

We know that R�
n is zero on the orbit �n, because �n is included in the Masur set.

Note that we not necessarily have R�
n.w0/ D 0.

By construction, the Lipschitz constant for A�
n is 1. This is also true for V �

n .
Hence the family of subactions .V �

n / is a family of equicontinuous functions. Let us
denote by V � any accumulation point for .V �

n / for the C 0-topology. Note that V �
is also 1-Lipschitz continuous. For simplicity we set

V � D lim
k!1V �

nk
:

We denote by 
 the set which is the limit of the sets �n (using the Hausdorff
distance). � [ 
 is a compact set. Note that 
 is not a compact set, but the set of
accumulation points for 
 is the set � . We now consider A�.w/ D �d.w; � [ 
 /.

As any accumulation point of 
 is in � , any maximizing probability for the
potentialA� has support in � . On the contrary, the unique �-invariant measure with
support in � is maximizing for A�.

Remember that for any n we have V �
n .w0/ D 0. We also claim that we have

A�
nk
.w0/ ! 0 and V �

nk
.�.w0// ! 0; as k ! 1.

For each fixed w we set

R�
nk
.w/ D .V �

nk
ı � � V �

nk
� A�

nk
/ .w/ � 0:

The right hand side terms converge (for the C 0-topology) as k goes to C1. Then
R�
nk

converge, and we denote by R� its limit. Then for every w we have:

R�.w/ D .V � ı � � V � �A�/ .w/ � 0:

This shows that V � is a subaction for A�. Note that R�.w0/ D 0. From the
uniqueness of the maximizing probability forA� we know that there exists a unique
calibrated subaction for A� (up to an additive constant).

Consider a fixed w and its two preimages wa and wb . For any given n, one of
the two possibilities occur R�

n.wa/ D 0 or R�
n .wb/ D 0, because V �

n is calibrated
for A�

n .
Therefore, for an infinite number of values k either R�

nk
.wa/ D 0 or

R�
nk
.wb/ D 0.

In this way the limit of V �
nk

is unique (independent of the convergent subse-
quence) and equal to V �, the calibrated subaction for A� (such that V �.w0/ D 0).



12 Ergodic Transport Theory, Periodic Maximizing Probabilities and the. . . 199

Therefore,

R�.w0/ D .V � ı � � V � � A�/ .w0/ D 0;

and V � is a calibrated subaction for A�.w/ D d.w; � [ 
 /.

12.3 Generic Continuity of the Aubry Set

In this section and in the next we will present the proof of the generic properties we
mention before.

In order to do that we will need several general properties in Ergodic Optimiza-
tion.

Remember that we will denote the action of the shift in the points x by T , and,
we leave � for the action of the shift in the coordinates w.

We will present our main results in great generality. First, in this section, we
analyze the main properties of sub-actions and its dependence on the potential A.

First we will present the main definitions we will consider here.
F � C0.˙;R/ denotes a complete metric space with a (topology finer than)

metric larger than dC0.f; g/ D kf � gk0 WD supx2˙ jf .x/ � g.x/j; (for instance,
Hölder functions, Lispchitz functions, etc.) AND such that

8K � ˙ compact ; 9 2 F s.t.  � 0; Œ D 0� D fx j .x/ D 0g D K:

(12.7)

Given A 2 F and F a calibrated sub-action for A, remember that its error is
denoted by R D RA W ˙ ! Œ0;C1Œ:

R.x/ WD F.T .x//� F.x/ �A.x/CmA � 0:

S .A/ denotes the set of Hölder calibrated sub-actions (it is not empty [11, 13]).
Given A, the Mañé action potential is:

SA.x; y/ WD lim
"!0

h
sup

n n�1X

iD0

	
A.T i .z// �mA


 ˇˇ
ˇ n 2 N; T n.z/ D y; d.z; x/ < "

oi
:

Given x and y the above value describe theA-cost of going from x to y following
the dynamics.

The Aubry set is A.A/ WD f x 2 ˙ jSA.x; x/ D 0 g.
The terminology is borrowed from the Aubry-Mather Theory [10].
For any x 2 A.A/, we have that SA.x; :/ is a sub-action (in particular, in this

case, SA.x; y/ > �1, for any y), see Proposition 23 in [11].
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The set of maximizing measures is

M .A/ WD f� 2 M .T / j
Z

Ad� D mA g:

If F 2 C˛.˙;R/ is a Hölder function define

jF j˛ WD sup
x¤y

jF.x/ � F.y/j
d.x; y/˛

:

Define the Mañé set as

N.A/ WD
[

F2S .A/

I�1
F f0g;

where the union is among all the ˛-Hölder calibrated sub-actions F for A and

IF .x/ D
1X

iD0
RF .T

i .x//:

IF .x/ is the deviation function we considered before.
For A 2 F define the Mather set as

M.A/ WD
[

�2M .A/

supp.�/:

The Peierls barrier is

hA.x; y/ WD lim
"!0

lim sup
k!C1

SA.x; y; k; "/;

where SA.x; y; k; "/ WD sup
n n�1X

iD0

	
A.T i .z//�mA


 ˇˇ
ˇ n � k; T n.z/ D y;

d.z; x/ < "
o
:

Several properties of the Mañé potential and the Peierls barrier are similar (but
not all, see Sect. 4 in [16]). We will present proofs for one of them and the other
case is similar.

Lemma 7.

1. If � is a minimizing measure then

supp.�/ � A.A/ D f x 2 ˙ j SA.x; x/ D 0 g:
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2. SA.x; x/ � 0, for every x 2 ˙ .
3. For any z 2 ˙ , the function F.y/ D hA.z; y/ is Hölder continuous.
4. If, a 2 A.A/, then, hA.a; x/ D SA.a; x/, for all x 2 ˙ .

In particular, F.y/ D SA.a; x/ is continuous, if a 2 A.A/.
5. If SA.w; y/ D hA.w; y/ then the function F.y/ D SA.w; y/ is continuous at y.
6. If S.x0; T nk .x0// D Pnk�1

jD0 A.T j .x0//, limk T
nk .x0/ D b and limk nk D C1,

then

lim
k
S.x0; T

nk .x0// D S.x0; b/:

Item (1) follows from Atkinson-Mañé’s lemma which says that if � is ergodic
for �-almost every x and every " > 0, the set

N.x; "/ WD
n
n 2 N

ˇ
ˇ
ˇ

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

n�1X

jD0
A.T j .x// � n

Z

Ad�

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� "
o

is infinite (see Lemma 2.2 [25] (which consider non-invertible transformation, [10],
[11] or [15] for the proof). We will show bellow just the items which are not proved
in the mentioned references.

The problem with the discontinuity of F.y/ D SA.w; y/ is when the maximum
is obtained at a finite orbit segment (i.e. when SA.w; y/ ¤ hA.w; y/), the hypothesis
in item (5).

Proof. By adding a constant we can assume that mA D 0.

(2). Let F be a continuous sub-action for A. Then

�RF D AC F � F ı T � 0:

Given x0 2 ˙ , let xk 2 ˙ and nk 2 N be such that T nk .xk/ D x0, limk xk D x0
and

S.x0; x0/ D lim
k

nk�1X

jD0
A.T j .xk//:

We have

nk�1X

jD0
A.T j .xk// D

h nk�1X

jD0

�
AC F � F ı T �.T j .xk//

i
C F.x0/ � F.xk/

� F.x0/� F.xk/:
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Then

S.x0; x0/ D lim
k

nk�1X

jD0
A.T j .xk// � lim

k

	
F.x0/� F.xk/


 D 0:

The proofs of (3)–(5) can be found in [11, 15].

(6). Let �k be the branch of the inverse of T nk such that �k.T nk .x0// D x0. Let
bk D �k.b/ for k sufficiently large. Then, by the expanding property of the
shift, there is � < 1, such that,

d.x0; bk/ � �nk d.T nk .x0/; b/
k�! 0;

ˇ
ˇ
ˇ
ˇ
ˇ

nk�1X

iD0
A.T i .x0//�

nk�1X

iD0
A.T i .bk//

ˇ
ˇ
ˇ
ˇ
ˇ

� kAk˛
1 � �˛

d.T nk .x0/; b/
˛:

Write Q WD jAj˛
1��˛ , then

S.x0; b/ � lim sup
k

nk�1X

iD0
A.T i .bk//

� lim sup
k

S.x0; T
nk .x0//�Qd.T nk .x0/; b/

˛

� lim sup
k

S.x0; T
nk .x0//:

Now for ` 2 N let b` 2 ˙ and m` 2 N be such that lim b` D x0, T m`.b`/ D b

and

lim
`

m`�1X

jD0
A.T j .b`// D S.x0; b/:

Let O�l be the branch of the inverse of T m` such that O�l .b/ D b`. Let x` WD
O�l .T nk .x0//. Then

d.x`; x0/ � d.x0; b`/C d.b`; x`/

� d.x0; b`/C �` d.T nk .x0/; b/
`�! 0:

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

m`�1X

jD0
A.T j .x`// �

m`�1X

jD0
A.T j .b`//

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� Qd.T nk .x0/; b/
˛:
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Since x` ! x0 and T m`.x`/ D T nk .x0/, we have that

S.x0; T
nk .x0// � lim sup

`

m`�1X

jD0
A.T j .x`//

� lim sup
`

m`�1X

jD0
A.T j .b`//�Qd.T nk .x0/; b/

˛

� S.x0; b/�Qd.T nk .x0/; b/
˛:

And hence

lim inf
k

S.x0; T
nk .x0// � S.x0; b/:

ut
Proposition 12.3.1. The Aubry set is

A.A/ D
\

F2S .A/

I�1
F f0g;

where the intersection is among all the ˛-Hölder calibrated sub-actions for A.

Proof. By adding a constant we can assume that mA D 0.
We first prove that A.A/ � T

F2S .A/ I
�1
F f0g.

Let F 2 S .A/ be a Hölder sub-action and x0 2 A.A/. Since SA.x0; x0/ D
0 then there is xk ! x0 and nk " 1 such that limk T

nk .xk/ D x0 and
limk

Pnk�1
jD0 A.T j .xk// D 0. If m 2 N we have that

F.T mC1.x0// � F.T m.x0//C A.T m.x0//

� F.T mC1.xk//C
nkCm�1X

jDmC1
A.T j .xk//C A.T m.x0//

� F.T mC1.xk//C
nk�1X

jD0
A.T j .xk// �

mX

jD0
jA.T j .xk//� A.T j .x0//j

(12.8)

When k ! 1 the right hand side of (12.8) converges to F.T mC1.x0//, and hence
all those inequalities are equalities. ThereforeRF .T m.x0// D 0 for allm and hence
IF .x0/ D 0.

Now let x0 2 T
F2S .A/ I

�1
F f0g. Since, ˙ is compact there is nk

k! C1
such that the limits b D limk T

nk .x0/ 2 ˙ and � D limk �k 2 M .T /,
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�k WD 1
nk

Pnk�1
iD0 ıT i .x0/ exist and b 2 supp.�/. Let G be a Hölder calibrated sub-

action. For m � n we have

G.T n.x0//C SA.T
n.x0/; T

m.x0// � G.T n.x0//C
m�1X

jDn
A.T j .x0//

D G.T m.x0// [because IG.x0/ D 0 ]

� G.T n.x0//C SA.T
n.x0/; T

m.x0//:

Then they are all equalities and hence for anym � n

SA.T
n.x0/; T

m.x0// D
m�1X

jDn
A.T j .x0//:

Since

0 D lim
k

1

nk
SA.T

n.x0/; T
m.x0// D lim

k

1

nk

m�1X

jDn
A.T j .x0// D

Z

Ad�;

� is a minimizing measure. By Lemma 7.(1), b 2 A.A/.
Let F W ˙ ! R be F.x/ WD SA.b; x/. Then F is a Hölder calibrated sub-action.

By hypothesis IF .x0/ D 0 and then

F.T n.x0// D F.x0/C SA.x0; T
nk .x0//:

SA.b; T
nk .x0// D SA.b; x0/C SA.x0; T

nk .x0//:

By Lemma 7.(4) and 7.(6), taking the limit on k we have that

0 D SA.b; b/ D SA.b; x0/C SA.x0; b/ D 0:

0 � SA.x0; x0/ � SA.x0; b/C SA.b; x0/ D 0

Therefore x0 2 A.A/. ut
We want to show the following result which will require several preliminary

results.

Theorem 12.3.1. The set

R WD fA 2 C˛.˙;R/ j M .A/ D f�g; A.A/ D supp.�/ g (12.9)

contains a residual set in C˛.˙;R/.

The proof of the bellow lemma (Atkinson-Mañé) can be found in [25] and [10].



12 Ergodic Transport Theory, Periodic Maximizing Probabilities and the. . . 205

Lemma 8. Let .X;B; �/ be a probability space, f an ergodic measure preserving
map and F W X ! R an integrable function. Given A 2 B with �.A/ > 0 denote
by OA the set of points p 2 A such that for all " > 0 there exists an integer N > 0

such that f N .p/ 2 A and

ˇ
ˇ
ˇ

N�1X

jD0
F
�
f j .p/

� �N

Z

F d�
ˇ
ˇ
ˇ < " :

Then �. OA/ D �.A/.

Corollary 2. If besides the hypothesis of Lemma 8, X is a complete separable
metric space, and B is its Borel �-algebra, then for a.e. x 2 X the following
property holds: for all " > 0 there exists N > 0 such that d.f N .x/; x/ < " and

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

N�1X

jD0
F
�
f j .x/

� �N
Z

F d�

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
< "

Proof. Given " > 0 let fVn."/g be a countable basis of neighborhoods with diameter
< " and let OVn be associated to Vn as in Lemma 8. Then the full measure subset
\
m

[
n

OVn. 1m/ satisfies the required property. ut
Lemma 9. Let R be as in Theorem 12.3.1. Then if A 2 R, F 2 S .A/ we have

1. If a; b 2 A.A/ then SA.a; b/C SA.b; a/ D 0.
2. If a 2 A.A/ D supp.�/ then F.x/ D F.a/C SA.a; x/ for all x 2 ˙ .

Proof.

(1). Let a; b 2 A.A/ D supp.�/. Since � is ergodic, by Corollary 2 there
are sequences ˛k 2 ˙ , mk 2 N such that limk mk D 1, limk ˛k D
a; limk d.T

mk .˛k/; ˛k/ D 0,

mk�1X

jD0
A.T j .˛k//� 1

k
; and writing �k WD 1

mk

mk�1X

jD1
ıT mk .˛k/; lim

k
�k D�:

Since b 2 supp.�/ there are nk � mk such that limk T
nk .˛k/ D b.

Let �k be the branch of the inverse of T nk such that �k.T nk .˛k// D ˛k . Let
bk WD �k.b/. Then T nk .bk/ D b and

d.bk; a/ � d.bk; ˛k/C d.˛k; a/

� �nk d.b; T nk .˛k//C d.˛k; a/

� d.b; T nk .˛k//C d.˛k; a/
k�! 0:
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We have that
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

nk�1X

jD0
A.T j .bk// �

nk�1X

jD0
A.T j .˛k//

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� kAk˛
1 � �˛

d.T nk .˛k/; b/
˛:

S.a; b/ � lim sup
k

nk�1X

jD0
A.T j .bk//

� lim sup
k

nk�1X

jD0
A.T j .˛k//�Qd.T nk .˛k/; b/

˛:

Let �k be the branch of the inverse of T mk�nk such that �k.T mk.˛k// D T nk .˛k/.
Let ak WD �k.a/ Then T mk�nk .ak/ D a and

d.b; ak/ � d.b; T nk .˛k//C d.T nk .˛k/; ak/

� d.b; T nk .˛k//C �mk�nk d.T mk .ak/; a/

� d.b; T nk .˛k//C d.T mk .ak/; a/
k�! 0:

Also
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

mk�nk�1X

jD0
A.T j .ak//�

mk�1X

jDnk
A.T j .˛k//

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� kAk˛
1 � �˛ d.a; T

mk .˛k//:

S.a; b/ � lim sup
k

mk�nk�1X

jD0
A.T j .ak//

� lim sup
k

mk�1X

jDnk
A.T j .˛k/�Q d.a; T nk .˛k//

Therefore

0 � S.a; a/ � S.a; b/C S.b; a/

� lim sup
k

nk�1X

jD0
A.T j .˛k//C lim sup

k

mk�1X

jDnk
A.T j .˛k//
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� lim sup
k

h nk�1X

jD0
A.T j .˛k//C

mk�1X

jDnk
A.T j .˛k//

i

� lim sup
k

1

k

� 0:

(2). We first prove that if for some x0 2 ˙ and a 2 A.A/ we have

F.x0/ D F.a/C SA.a; x0/; (12.10)

then Eq. (12.10) holds for every a 2 A.A/. If b 2 A.A/, using item (1) we have that

F.x0/ � F.b/C S.b; x0/

� F.a/C SA.a; b/C SA.b; x0/

� F.a/C SA.a; b/C SA.b; a/C SA.a; x0/

D F.a/C SA.a; x0/

D F.x0/:

Therefore F.x0/ D F.b/C S.b; x0/.
It is enough to prove that given any x0 2 ˙ there is a 2 A.A/ such that the

equality (12.10) holds. since F is calibrated there are xk 2 ˙ and nk 2 N such that
T nk .xk/ D x0, 9 limk xk D a and for every k 2 N,

F.x0/ D F.xk/C
nk�1X

jD0
A.T j .xk//:

We have that

SA.a; x0/ � lim sup
k

nk�1X

jD0
A.T j .xk//

D lim sup
k

F.x0/ � F.xk/

D F.x0/� F.a/

� S.a; x0/:

Therefore equality (12.10) holds.
It remains to prove that a 2 A.A/, i.e. that SA.a; a/ D 0. We can assume that

the sequence nk is increasing. Let mk D nkC1 � nk . Then T mk .xkC1/ D xk . Let �k
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be the branch of the inverse of T mk such that �k.xk/ D xkC1 and akC1 WD �k.a/.
We have that

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

mk�1X

jD0
A.T j .akC1//�

mk�1X

jD0
A.T j .xkC1//

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� kAk˛
1 � �˛

d.a; xk/
˛:

Since xk ! a we have that

d.akC1; a/ � d.akC1; xkC1/C d.xkC1; a/

� �mk d.xk; a/C d.xkC1; a/

� d.xk; a/C d.xkC1; a/
k�! 0:

Therefore

0 � SA.a; a/ � lim sup
k

mk�1X

jD0
A.T j .akC1//

� lim sup
k

mk�1X

jD0
A.T j .xkC1//�Q d.a; xk/

˛

D lim sup
k

F.xk/� F.xkC1/�Q d.a; xk/
˛

D 0:

ut
The above result (2) is true for F only continuous.

Corollary 3. Let R be as in Theorem 12.3.1. Then ifA 2 R,F 2 S .A/ we have

1. If x … A.A/ then IF .x/ > 0.
2. If x … A.A/ and T .x/ 2 A.A/ then RF .x/ > 0.

Proof. (1). By Lemma 9.(2) modulo adding a constant there is only one Hölder
calibrated sub-action F in S .A/. Then by Proposition 12.3.1, A.A/ D ŒIF D
0�. Since IF � 0, this proves item (1).

(2). Since T .x/ 2 A.A/

IF .x/ D
X

n�1
RF .T

n.x// D 0:

Since x … A.A/, by item (2) and Proposition 12.3.1, A.A/ D ŒIF D 0�. Then
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IF .x/ D
X

n�0
RF .T

n.x// > 0:

Hence RF .x/ > 0.
ut

Lemma 10. 1. A 7! mA has Lipschitz constant 1.
2. Fix x0 2 ˙ . The set S .A/ of ˛-Hölder calibrated sub-actions F for A with
F.x0/ D 0 is an equicontinuous family. In fact

sup
F2S .A/

jF j˛ < 1:

3. The set S .A/ of ˛-Hölder continuous calibrated sub-actions is closed under the
C0 topology.

4. If #M .A/ D 1, An
n! A uniformly, supn jAnj˛ < 1, and, Fn 2 S .An/,

then, limn Fn D F uniformly.
5. A � B & mA D mB H) SA � SB .
6. lim sup

B!A

N.B/ 
 N.A/, where

lim sup
B!A

N.B/ D ˚
lim
n
xn
ˇ
ˇ xn 2 N.Bn/; Bn

n! A; 9 lim
n
xn
�

7. If A 2 R then

lim
B!A

dH .A.B/;A.A// D 0;

where dH is the Hausdorff distance.
8. If A 2 R with M .A/ D f� g and �B 2 M .B/ then

lim
B!A

dH
�
supp.�B/; supp.�/

� D 0:

9. If A 2 R then

lim
B!A

dH
�
M.B/;A.A/

� D 0:

If X; Y are two metric spaces and F W X ! 2Y D P.Y / is a set valued function,
define

lim sup
x!x0

F.x/ D
\

">0

\

ı>0

[

d.x;x0/<ı

V".F.x//;

lim inf
x!x0

F.x/ D
\

">0

[

ı<0

\

d.x;x0/<ı

V".F.x//;
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where

V".C / D
[

y2C
f z 2 Y j d.z; y/ < " g:

Proof.

(1). We have that A � B C kA� Bk0, then

Z

A d� �
Z

B d�C kA� Bk0 ; 8� 2 M .T /;

Z

A d� � sup
�2M .T /

Z

B d�C kA � Bk0 D mB C kA� Bk0 ;

mA � mB C kA � Bk0 :

Similarly mB � mA C kA� Bk0 and then jmA �mB j � kA � Bk0.
See also [18] and [11] for a proof.

(2). Let " > 0 and 0 < � < 1 be such that for any x 2 ˙ there is an inverse branch
� of T which is defined on the ball B.T .x/; "/ WD f z 2 ˙ j d.z; T .x// < " g,
has Lipschitz constant � and �.T .x// D x.

Let F 2 S .A/. Let

K WD jF j˛ WD sup
d.x;y/<"

jF.x/�F.y/j
d.x; y/˛

; a WD jAj˛ WD sup
d.x;y/<"

jA.x/ �A.y/j
d.x; y/˛

be Hölder constants for F and A. Given x; y 2 ˙ with d.x; y/ < " let �i , i D
1; : : : ; m.x/ � M be the inverse branches for T about x and let xi D �i .x/, yi D
�i .y/. We have that

jF.xi /� F.yi /jKI�˛ d.x; y/˛; jA.xi /� A.yi /j˛ �˛ d.x; y/˛:
F.xi /C A.xi / � F.yi /C A.yi /C .K C a/ �˛ d.x; y/˛;

max
i

	
F.xi /C A.xi / �mA


� max
i

	
F.yi /C A.yi /�mA


C.K C a/ �˛ d.x; y/˛;

F.x/ � F.y/C .K C a/ �˛ d.x; y/˛;

Then jF j˛ � �˛ .jF j˛ C jAj˛/ and hence

jF j˛ � �˛

.1� �˛/
jAj˛: (12.11)

This implies the equicontinuity of S .A/.
The proof of the above result could be also get if we just assume that F is

continuous.
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(3). It is easy to see that uniform limit of calibrated sub-actions is a sub-action,
and it is calibrated because the number of inverse branches of T is finite, i.e.
supy2˙ #T �1fyg < 1. By (2) all C˛ calibrated sub-actions have a common
Hölder constant, the uniform limits of them have the same Hölder constant.

(4). The family fFng satisfies Fn.x0/ D 0 and by inequality (12.11)

jFnj˛ < �˛

.1 � �˛/
sup
n

jAnj˛ < 1:

Hence fFng is equicontinuous. By Arzelá-Ascoli theorem it is enough to prove
that there is a unique F.x/ D SA.x0; x/ which is the limit of any convergent
subsequence of fFng. Since sup jAnj˛ < 1, by inequality (12.11), any such
limit is ˛-Hölder. Since by Lemma 9.(2), S .A/ \ ŒF .x0/ D 0� D fF.x/ D
SA.x0; x/ g, it is enough to prove that any limit of a subsequence of fFng is
a calibrated sub-action. But this follows form the continuity of A 7! mA, the
equality

Fn.x/ D max
T .y/Dx Fn.y/C An.y/ �mAn

and the fact sup
x2˙

#.T �1fxg/ < 1.

(5). The proof follows from the expression

SA.x; y/ W D lim
"!0

h
sup

n n�1X

iD0

	
A.T i .z//�mA


 ˇˇ
ˇ n 2 N; T n.z/ D y;

d.z; x/ < "
oi
:

(6). Let xn 2 Bn ! A be such that xn ! x0. Let Fn 2 S .A/ be such that
IFn.xn/ D 0. Adding a constant we can assume that Fn.x0/ D 0 for all
n. By (2), taking a subsequence we can assume that 9F D limn Fn in the
C0 topology. Then F is a C˛ calibrated sub-action for A. Also RFn ! RF
uniformly and there is a common Hölder constant C for all the RFn . We have
that

jRFn.T k.xn//�RF .T k.x0//j �
ˇ
ˇRFn.T

k.xn//�RFn.T k.x0//
ˇ
ˇC ˇ

ˇRFn.T
k.x0//�RF .T k.x0//

ˇ
ˇ

� C d.T k.xn/; T
k.x0//

˛C kRFn � RF k n�! 0

Since for all n; k, RFn.T
k.xn// D 0, we have that RF .T k.x0// D 0 for any k.

Hence IF .x0/ D 0 and then x0 2 N.A/.



212 G. Contreras et al.

(7). By Lemma 9.(2), there is only one calibrated sub-action modulo adding
a constant. Then by Proposition 12.3.1, A.A/ D N.A/. Then by (6)
lim supB!A A.B/ � A.A/. It is enough to prove that for any x0 2 A.A/

and Bn ! A, there is xn 2 A.Bn/ such that limn xn D x0. Let �n 2 M .Bn/.
Then limn �n D � in the weak* topology. Given x0 2 A.A/ D supp.�/ we
have that

8" > 0 9N D N."/ > 0 8n � N W �n.B.x0; "// > 0:

We can assume that for all m 2 N, N. 1
m
/ < N. 1

mC1/. For N. 1
m
/ � n <

N. 1
mC1 / choose xn 2 supp.�n/ \ B.x0;

1
m
/. Then xn 2 A.Bn/ and limn xn D

x0.
(8). For any B 2 F We have that

supp.�B/ 
 A.B/ 
 N.B/:

By item (7),

lim sup
B!A

supp.�B/ 
 A.A/ D supp.�/:

It remains to prove that

lim inf
B!A

supp.�B/  supp.�/:

But this follows from the convergence limB!A �B D � in the weak* topology.
(9). Write M .A/ D f� g. By items (7) and (8) we have that

lim sup
B!A

M.B/ 
 lim sup
B!A

A.B/ 
 A.B/;

A.A/ D supp.�/ 
 lim inf
B!A

M.B/:

ut
Proof of Theorem 12.3.1. The set

D WD fA 2 F j #M .A/ D 1 g

is dense (c.f. [11]). We first prove that D � R, and hence that R is dense.
Given A 2 D with M .A/ D f�g and " > 0, let  2 F be such that k k0 C

k k˛ < "  � 0, Œ D 0� D supp.�/. It is easy to see that M .AC  / D f�g D
M .A/. Let x0 … supp.�/. Given ı > 0, write

SA.x0; x0I ı/ WD sup
n n�1X

kD0
A.T k.xn// j T n.xn/ D x0; d.xn; x0/ < ı

o
:
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If T n.xn/ D x0 is such that d.xn; x0/ < ı then

n�1X

kD0
.AC  /.T k.xn// � SA.x0; x0I ı/C

n�1X

kD0
 .T k.xn//

� SA.x0; x0I ı/C  .xn/:

Taking lim supı!0,

SAC .x0; x0/ � SA.x0; x0/C  .x0/ �  .x0/ < 0:

Hence x0 … A.AC  /. Since by Lemma 7.(1), supp.�/ � A.AC  /, then A.AC
 / D supp.�/ and hence AC  2 R.

Let

U ."/ WD fA 2 F j dH .A.A/;M.A// < " g:
From the triangle inequality

dH.A.B/;M.B// � dH .A.B/;A.A//C dH .A.A/;M.B//

and items (7) and (9) of Lemma 10, we obtain that U ."/ contains a neighborhood
of D . Then the set

R D
\

n2N
U . 1

n
/

contains a residual set. ut

12.4 Duality

In this section we have to consider properties for A� which depends of the initial
potential A.

We will consider now the specific example described before. We point out that
the results presented bellow should hold in general for natural extensions.

We will assume that T and � are topologically mixing.
Remember that T W Ȯ ! Ȯ ,

T.x; !/ D .T .x/; �x.!// ; T
�1.x; !/ D .�!.x/; �.!//

Given A 2 F define�A W ˙ �˙ �˙ ! R as

�A.x; y; !/ WD
X

n�0
A.�n;!.x// �A.�n;!.y//
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where

�n;!.x/ D ��n! ı ��n�1! ı � � � ı �!.x/:

Fix x 2 ˙ and w 2 ˙ .
The involution W -kernel can be defined as WA W ˙ � ˙ ! R, WA.x; !/ D

�A.x; x; !/. Writing A WD A ı �1 W T ! R, we have that

W.x; !/ D
X

n�0
A.T�n.x; !// � A.T�n.x; !//

We can get the dual function A� W ˙ ! R as

A�.!/ WD .WA ı T
�1 �WA CA ı �1/.x; !/:

Remember that we consider here the metric on ˙ defined by

d.!; �/ WD �N ; N WD minf k 2 N j!k ¤ �k g

Then � is a Lipschitz constant for both �x , and �! and also for Tjfxg�˙ and
T

�1j˙�f!g.
Write F WD C˛.˙;R/ and F� WD C˛.˙;R/. Let B and B� be the set of

coboundaries

B W D f u ı T � u j u 2 C˛.˙;R/ g;
B� W D f u ı � � u j u 2 C˛.˙;R/ g:

Remember that

jjzjj˛ D kzk0 C jzj˛:

We also use the notation Œz�˛ D jjzjj˛.

Lemma 11.

1. z 2 B ” z 2 C˛.˙;R/ & 8� 2 M .T /;
R

zd� D 0.
2. The linear subspace B � C˛.˙;R/ is closed.
3. The function

Œz C B�˛ D inf
b2B

Œz C b�˛

is a norm in F=B.



12 Ergodic Transport Theory, Periodic Maximizing Probabilities and the. . . 215

Proof.

(1). This follows1 from [6], Theorem 1.28 (ii) H) (iii).
(2). We prove that the complement Bc is open. If z 2 C˛.˙;R/ n B, by item (1),

there is � 2 M .T / such that
R

zd� ¤ 0. If u 2 C˛.˙;R/ is such that

ku � zk0 <
1

2

ˇ
ˇ
ˇ
ˇ

Z

z d�

ˇ
ˇ
ˇ
ˇ

then
R

u d� ¤ 0 and hence u … B.
(3). This follows from item (2).

ut
Lemma 12.

1. If A is C˛ then A� is C˛.
2. The linear map L W C˛.˙;R/ ! C˛.˙;R/ given by L.A/ D A� is continuous.
3. B � kerL.
4. The induced linear map L W F=B ! F�=B� is continuous.
5. Fix one! 2 ˙ . Similarly the corresponding linear mapL� W F� ! F , given by

L�. / D W �
 ı T �W C  ı �2

D
X

n�0
�.Tn.x; !//� �.Tn.T x; !//

D �.x; !/C
X

n�0
�.Tn.T x; �x!//� �.Tn.T x; !//;

with � D  ı �2, is continuous and induces a continuous linear map L� W
F�=B� ! F=B, which is the inverse of L W F=B ! F�=B�.

Proof.

(1) and (2). We have that

A�.!/ D
X

n�0
A.T�n.x; !// � A.T�n.x; � !//

D A.x/C
X

n�0
A.T�n.�! x; � !// � A.T�n.x; � !//

Since d.T�n.�! x; � !/;T�n.x; � !// � �n d.�! x; x/ � �n and
kAk˛ D kA ı �1k˛ D kAk˛ , we have that

kA�k0 � kAk0 C kAk˛
1 � �˛ :

1Theorem 1.28 of Bowen [6] asks for T to be topologically mixing.
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Also if m WD minf k � 0 j wk ¤ �k g

A�.!/ � A�.�/ D
X

n�m�1
A.T�n.�! x; � !// � A.T�n.x; � !//

�
X

n�m�1
A.T�n.�� x; � �//� A.T�n.x; � �//

jA�.!/� A�.�/j � 2 kAk˛
�.m�1/˛

1 � �˛
D 2 kAk˛ ��˛

1 � �˛ d.!; �/˛:

kA�k˛ � 2 kAk˛
�˛.1 � �˛/

:

(3). If u 2 F and U WD u ı �1 from the formula for L (in the proof of item
[1]) we have that

L.u ı T � u/ D U.T.x; !//� U.T.x; �!//

D u.T x/� u.T x/ D 0:

(4). Item (4) follows from items (2) and (3).
(5). We only prove that for any A 2 F , L�.L.A// 2 AC B. Write

L�.L.A// D �
W �
A� ı T �W �

A� C A��. � ; !/
D .W �

A� ı T �W �
A� CWA ı T

�1 �WA/CA

Write

B WD W �
A� ı T �W �

A� CWA ı T
�1 �WA: (12.12)

Since A;L�.L.A// 2 F D C˛.˙;R/, then B 2 C˛.˙;R/.
Following Bowen, given any � 2 M .T / we construct an associated measure

� 2 M .T/. Given z 2 C0.˙ � ˙;R/ define z] 2 C0.˙;R/ as z].x/ WD z.x; !/.
We have that

�
�.z ı T

n/] ı T m � .z ı T
nCm/]

ˇ
ˇ
0

� varnz
n�! 0;

where

varnz D supf jz.a/ � z.b/j j 9x 2 ˙; a; b 2 T
n.fxg �˙/ g

� supf jz.a/ � z.b/j j d˙�˙.a; b/ � �n g n�! 0;

d˙�˙ D d˙ ı .�1; �1/C d˙ ı .�2; �2/:
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Then

ˇ
ˇ�..z ı T

n/]/� �..z ı T
nCm/]

ˇ
ˇ D ˇ

ˇ�..z ı T
n/] ı T m/ � �..z ı T

nCm/]
ˇ
ˇ � varnz:

Therefore �..z ı T
n/]/ is a Cauchy sequence in R and hence the limit

�.z/ WD lim
n
�..z ı T

n/]/

exists. By the Riesz representation theorem � defines a Borel probability measure
in ˙ �˙ , and it is invariant because

�.z ı T/ D lim
n
�..z ı T

nC1/]/ D �.z/:

Now let B WD L�.L.A//�A and B WD B ı�1. By formula (12.12) we have that
B is a coboundary in ˙ �˙ . Since �1 ı T n D T n we have that

0 D �.B/ D lim
n
�..B ı T

n/]/

D lim
n
�.B ı T n/

D �.B/:

Since this holds for every � 2 M .T /, by Lemma 11.(1), B 2 B and then .LC ı
L/.AC B/ � AC B. ut
Theorem 12.4.1. There is a residual subset Q � C˛.˙;R/ such that if A 2 Q
and A� D L.A/ then

M .A/ D f�g ; A.A/ D supp.�/;

M .A�/ D f��g ; A.A�/ D supp.��/:
(12.13)

In particular

IA.x/ > 0 if x … supp.�/;

IA.!/ > 0 if ! … supp.��/;

and

RA.x/ > 0 if x … supp.�/ and T .x/ 2 supp.�/;

RA.!/ > 0 if ! … supp.��/ and �.!/ 2 supp.�/:

Proof. Observe that the subset R defined in (12.9) in Theorem 12.3.1 is invariant
under translations by coboundaries, i.e. R D R CB. Indeed if B D uıT �u 2 B,
we have that



218 G. Contreras et al.

Z

.AC B/ d� D
Z

Ad�; 8� 2 B;

SACB.x; y/ D SA.x; y/C B.x/ � B.y/; 8x; y 2 ˙:
Then the Aubry set and the set of minimizing measures are unchanged: M .A C
B/ D M .A/, A.AC B/ D A.A/.

For the dynamical system .˙; �/ let

R� D f 2 C˛.˙;R/ j M . / D f�g; A. / D supp.�/ g
By Theorem 12.3.1, the subset R� contains a residual set in F� D C˛.˙;R/ and
it is invariant under translations by coboundaries: R� D R� C B�.

By Lemma 12 the linear map L W F=B ! F�=B� is a homeomorphism with
inverse L�. Then the set Q WD R \ L�1.R�/ D R \ .L�.R�/ C B/ contains a
residual subset and satisfies (12.13).

By Corollary 3 the other properties are automatically satisfied. ut
From this last theorem it follows our main result about the generic potentialA to

be in G.
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Chapter 13
Measuring the Welfare Impact of Biofuel
Policies: A Review of Methods and Findings
from Numerical Models

Christine L. Crago

13.1 Introduction

The growth of the biofuel sector in the United States (US) and other parts of the
world has been dramatic in the past several years. Buoyed by support policies in
the form of subsidies, mandates, and trade protection, US production increased
from 175 million gallons in 1980 to 1.8 billion gallons in 2000, and over 13
billion gallons in 2011. Rationales for these support policies include: increased
energy security, reduced greenhouse gas (GHG) emissions, and strengthened rural
economies. Although the industry has benefited from subsidies since the early
1990s, it is only recently that much attention has been given to evaluating the
social welfare and environmental impacts of biofuel support policies. This is due
in part to the increase in government expenditures needed to finance these policies,
as well as the widening reach of these policies in terms of what markets are affected.
In particular, the role of biofuels in increasing food prices [1, 24, 40], and its
contribution to global deforestation [27, 29] by inducing an expansion in global
cropland acreage have heightened scrutiny toward biofuel policies.

This review article discusses different modeling frameworks for assessing the
welfare impacts of biofuel policies and presents an overview of the findings of
studies that examine the welfare consequences of biofuel policies in the US.
Determinants of the magnitude of welfare impacts are also discussed and gaps in
current research are identified. Although this research area is relatively new, much
ground has been covered in the last several years. Analyses and modeling efforts
have also evolved to adapt to changes in regulation and in response to new findings
about the impact of biofuels and biofuel policies on related markets.
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Studies of biofuel policies use models that differ in scope and modeling
framework, which has sometimes led to differences in their conclusions about the
impact of biofuel policies and whether these policies increase or decrease social
welfare in the US. Numerical models used in these studies show that biofuel policies
lead to allocative inefficiencies, but these losses can be partially or fully offset
by gains from improved terms of trade in corn and oil markets. While current
literature has made strides in quantifying the social surplus and environmental
impacts of biofuel policies in the US, more research is needed to address impacts
of biofuel policies on water use, agricultural pollution, and biodiversity. Further
research is also needed to address the long term impact of biofuel policies on
energy security. Extending current methods to incorporate long-run energy security
benefits requires considering the role of biofuel policies in inducing technological
change, the potential share of biofuels in the overall energy mix, and future prices
and availability of other energy resources.

The chapter is organized as follows: Sect. 13.2 provides a background on
the evolution of biofuel policies in the US. Section 13.3 discusses the general
framework used to examine the welfare impact of biofuel policies and the factors
that affect the magnitude of these impacts, and presents the different modeling
approaches used to quantify the welfare impact of biofuel policies. Section 13.4
discusses quantitative findings of selected studies analyzing the welfare impact of
biofuel policy. Section 13.5 concludes.

13.2 Background

Ethanol from corn has received government support since the early 1900s. However,
this support did not receive much scrutiny until the last several years. The technol-
ogy to produce ethanol and use it as transportation fuel has been around since the
early 1900s. Indeed, Ford’s Model T car and Fordson (a tractor) was designed to
run on both gasoline and ethanol. One of the first federal incentives for ethanol
was signed by President Theodore Roosevelt in 1906, exempting ethanol from the
$2.08 per gallon tax on alcohol imposed to generate revenue during the Civil War.
However, even with this subsidy, the growth of the ethanol sector was limited by
its high production cost relative to gasoline. During the Great Depression, ethanol
was seen as a means to support agricultural income, but support quickly faded once
agricultural income rose [39]. Steady support for the ethanol industry started after
the oil shocks of the 1970s. The Energy Tax Act of 1978 exempted ethanol from the
$0.04 exercise tax on fuel. In 1980, the Energy Security Act added a $0.54 per gallon
tariff to the already existing 2.5 % ad-valorem tariff on imported ethanol. Between
1980 and 2004, ethanol tax exemptions ranged from $0.5 to $0.6 per gallon, in
addition to other government supports in the form of loan guarantees for ethanol
production plants, and research and development funding. In 2004, the $0.51 tax
exemption for ethanol began to be administered as a tax credit [30, 38]. Federal
support for ethanol received little attention prior to mid-2000s because the total
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support package was not substantial. The subsidy per gallon in 2004 was $0.51.
With production at 3.4 billion gallons, the total subsidy bill was about $1.8 billion
or less than a third of subsidy expenditures in 2011.

Starting in the mid-2000s, several factors led to the rapid growth of the ethanol
sector, with production growing threefold from 2004 to 2011. First, the widespread
ban on methyl tertiary butyl ether (MTBE) as a fuel oxygenate created a steady
demand of about six billion gallons per year. MTBE was the preferred oxygenate by
the petroleum industry, but findings by the Environmental Protection Agency (EPA)
that MTBE contaminates groundwater led to a sharp decline in its use [10]. Second,
crude oil prices started to increase, fueling fears of energy insecurity and securing
support for home-grown fuels such as ethanol. Finally, concerns about climate
change came to the fore, and ethanol received support as a cleaner alternative to
gasoline owing to its lower direct GHG emissions compared to gasoline. Increasing
energy security and curbing GHG emissions, along with the desire to support
rural communities motivated legislation to impose mandates on annual ethanol
consumption. The Energy Policy Act of 2005 established the Renewable Fuel
Standard (RFS) that mandates biofuel consumption of 7.5 billion gallons by 2015.
The mandate was later increased in the Energy Independence and Security Act of
2007 (EISA) to 36 billion gallons by 2022. EISA has additional provisions about
the mix of feedstocks that should be used in biofuel production, as well as minimum
standards for GHG emissions from biofuels [9].

With the expansion of biofuel production and consumption, the total expenditure
to support the industry (over $6 billion in 2011), as well as the support policies’
distortionary effect on fuel and agricultural markets increased, leading to concerns
about the social welfare impacts of these policies. One of the first analyses was
by [10] who examine the impact of the first RFS mandate. This was followed by
a number of studies, as analyses attempted to keep pace with changes in biofuel
policies as well as emerging findings about which markets are impacted by biofuel
policies and what the environmental impact of these policies are.

Early studies focused on the interaction of ethanol and corn markets.
In particular, whether increasing ethanol production and increasing demand for
corn, which resulted in increased price of corn, lowered the expenditures needed
to finance price-contingent farm subsidies (e.g. loan rate program). Gardner [11]
compares the deadweight loss of a deficiency payment given directly to corn farmers
to an ethanol subsidy. De Gorter and Just [7] examine the interaction between the
ethanol subsidy and a loan rate program for corn. Historically, Brazil was the largest
producer and exporter of ethanol. Between 2004 and 2007, sugarcane ethanol
imports from Brazil were 2–8 % of US corn ethanol production [33]. Sugarcane
ethanol produced in Brazil was also historically cheaper than corn ethanol produced
in the US. Elobeid and Tokgoz [8] and Lasco and Khanna [22] focus on the welfare
impact of removing the ethanol tariff. Studies by [21] and [2] focus on the impact of
biofuel policies on the market for fuel and vehicle miles traveled. The second RFS
stipulated that more than 50 % of biofuels used to meet the mandate must be derived
from feedstocks other than corn, such as sugarcane, crop and forest residues, woody
biomass, and dedicated biomass crops. Huang et al. [18] incorporate the use of these
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feedstocks in their analysis of the welfare effect of biofuel policies. Hertel et al. [14]
examine the welfare effect of combined US and EU policies on US markets, as they
interact with the rest of the world commodity market, while [25] examine the
impact of policies in the US and Brazil. Some studies emphasize the effect of
biofuel policies on environmental externalities. Assuming monetary values for the
marginal cost of these externalities, they include changes in the level of externalities
in their calculation of the welfare effect of biofuel policies. Cui et al. [5] and Lasco
and Khanna [22] include externality from CO2 emissions. Khanna et al. [21] and
Ando et al. [2] include the impact of biofuel policies on miles externalities such as
congestion.

The next section discusses the general framework used to examine the welfare
impact of biofuel policies as well as differences in modeling approaches. Factors
that affect the magnitude of biofuel policies’ impacts on affected markets are also
discussed.

13.3 Modeling Approaches to Measure the Welfare Effect
of Biofuel Policy

Welfare impacts of a policy are typically measured by changes in social surplus
(the sum of producer surplus and consumer surplus) due to the policy change [19].
Thus, it is important to accurately identify markets affected by biofuel policies and
measure impacts (i.e. changes in prices and quantities) in those markets. Because
biofuels are produced from agricultural feedstock, but work as a substitute for
fuel in the transportation market, biofuels have created a link among agriculture,
transportation, and energy markets. To examine the impact of biofuel policies,
a model has to capture the dynamic interaction among agricultural and energy
markets, both domestically and internationally. Ideally, these interactions will have
a spatial and temporal dimension. The cost and location of biofuel production will
partly be determined (and limited) by land availability constraints. Since policies
may span many years, analyses should consider how the affected sectors will evolve
over the lifespan of the policies considered.

Models used to quantify the impact of biofuel policies differ in their modeling
framework, assumptions about baselines used to compare biofuel policies against,
and the range of policies they analyze.

Modeling Framework. Numerical models used to quantify the impact of biofuel
policies vary in scope and sophistication, and can be categorized into partial
equilibrium and general equilibrium models. Under these categories, models can
be further characterized as static and dynamic. Partial equilibrium models consider
markets that are closely impacted by biofuel policies, and do not include other inter-
sectoral linkages or impacts to government budget. Some static partial equilibrium
models include only a few markets, usually fuel (ethanol and gasoline), corn, and
oil markets [2, 7, 11, 21, 22]. Others like the Food and Agricultural Policy Research
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Institute (FAPRI) model are more extensive and include the major agricultural
commodities as well as the livestock sector [8]. It also links to a model of world
commodity markets and Brazil’s ethanol market. The Biofuels and Environmental
Policy Analysis (BEPAM) model used by [18] is a dynamic partial equilibrium
model, with a rolling time horizon. It also includes the major agricultural crops,
as well as a detailed representation of non-corn ethanol biofuels like cellulosic
ethanol from miscanthus, switchgrass and residues, as well as biodiesel. In addition,
it models the existing vehicle fleet by considering different types of vehicles:
conventional vehicles, flex-fuel vehicles, hybrid vehicles, and diesel vehicles. The
advantage of focusing on a limited number of markets is the ability to model
production activities in great detail, and achieve fine-scale spatial resolution. For
example, models like BEPAM have detailed representation of different biofuel
supply chains, and model variation in land characteristics by crop reporting districts.
General equilibrium models include stylized models consisting of several markets
directly related to the biofuel sector [5], as well as computable general equilibrium
models like the Global Trade Analysis Project (GTAP) model with numerous
commodities linked to defined regions of the world market via trade [14]. General
equilibrium models usually consider broader inter-sectoral linkages and include
interactions with factor markets and government budget. The drawback of broader
coverage is the lack of detailed representation of production activities, and fine-
scale spatial resolution, as the world economy is often divided into large countries
and regional economies.

Baselines and Policy Mix. Studies differ in the mix of policies they evaluate,
and the baseline those policies are compared against. Different biofuel policies,
such as subsidies and mandates have different market impacts when implemented
on their own. Furthermore, the combined effect of support policies can be quite
different from their individual effects, and in most cases lead to greater welfare
losses. For example, the negative effect of a subsidy is further exacerbated when
it is used in conjunction with a mandate because the subsidy results in subsidizing
fuel consumption when the mandate is binding [6]. In addition to biofuel policies,
other policies in the fuel market also affect biofuels. A carbon tax on fuels and a
low carbon fuel standard will shift consumption toward biofuel if it is less carbon-
intensive relative to gasoline potentially increasing the welfare cost of biofuel
policies [17,18]. The examination of multiple policies in tandem is expected because
biofuels have been supported by several different policies.

Not only is the policy mix different across studies, the baseline is also
different. Some studies evaluate the impact of biofuel policies against a no-market
intervention baseline, while others include non-biofuels policies, such as a fuel tax
in the baseline. Studies that consider externalities also define an optimal scenario,
in which optimal tax rates that account for externalities (carbon emissions, miles
externalities) are in place [2, 5, 18, 21, 22]. Cui et al. [5] also include optimal
tariffs in the optimal scenario. It is important to take these differences into account
when evaluating findings about the impact of biofuel policies. For example, in [5]
an ethanol subsidy along with a fuel tax increases welfare when compared to a
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no-ethanol policy scenario, but decreases welfare compared to a scenario with
optimal taxes and tariffs.

The remainder of this section focuses on the different markets affected by biofuel
policy, and the determinants of the magnitudes of the biofuel policies’ impacts on
those markets.

13.3.1 Agricultural Markets

The most significant impact of biofuel policies on the agricultural sector is in the
corn market. As of 2012, over 90 % of biofuel produced in the US is ethanol from
corn, and 40 % of the corn crop goes to ethanol production. Corn feedstock costs
account for 65 % of the cost of ethanol production [4]. Increased corn demand for
biofuel production increases the price of corn, increasing the producer surplus of
corn producers, while decreasing the consumer surplus of those buying corn in the
world market and livestock producers that use corn as feed. Higher corn prices
also reduce the welfare of consumers that purchase products using corn as input
(cereal, meat). The increase in the price of corn also has important feedback effects
to the ethanol sector. An increase in corn prices also increases the production cost of
ethanol. Constraints on agricultural land, and cropland for corn in particular, limit
the growth of ethanol production.

The impact of biofuel on the agricultural sector is affected by the types of
feedstock used to produce biofuel. Feedstocks vary in their land requirement and
carbon footprint. For example, using Miscanthus grass as feedstock can yield up
to 9,782 L of cellulosic ethanol per hectare, while one hectare of corn will yield
at most 4,452 L of ethanol [20]. Producing biofuel from feedstocks with lower
land requirement will minimize the need to displace crops for food and feed with
crops going to fuel production. High yielding feedstocks are also typically grasses
that can be grown on marginal lands [13, 34], which further minimizes the impact
of biofuels on agriculture. Different feedstocks also have different environmental
impacts. Corn ethanol has been shown to reduce direct GHG emissions by 20–40 %
[23, 36], while cellulosic ethanol from grasses and residues reduce GHG emissions
relative to gasoline by up to 90 % [37]. Furthermore, since cellulosic ethanol has a
smaller impact on the agricultural sector, it also minimizes the potential for GHG
emissions due to deforestation in other countries, as increased world crop prices
induces farmers to deforest in order to extend the agricultural frontier. High prices
of grains induce more production, and induce technological change. As demand for
feedstocks grows, the desire to maximize profits will incentivize farmers to increase
yields by applying more non-land inputs such as fertilizer and developing higher-
yielding varieties. The degree to which yield increases on land currently used for
biofuel feedstock, as well as on land that is brought in for additional agricultural
production will affect the impact of biofuel on agricultural markets. A greater
increase in yields to meet greater demand will lessen the impact of biofuels on grain
prices.
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To the extent that the increased demand for corn changes the crop mix, biofuel
policy affects the overall agricultural market, including the livestock sector that
derives its inputs from grain markets. The production of ethanol also creates
by-products such as dried distillers grains (DDGS) and corn oil. Failing to consider
by-products will lead to an overestimate of the negative impact of diverting corn
for feed to corn for ethanol, because part of the output of corn ethanol production
is DDGS which substitutes for corn and soy meal as animal feed. Using the
GTAP model, Taheripour et al. [31] show that omission of by-products leads to
an overestimation of cropland conversion due to US and EU mandates by 27 %.

Since the US is a large agricultural exporter, the impact of biofuel policies could
extend to world commodity markets. Changes in the world commodity markets
will then have feedback effects on the biofuel sector. For example, the extent to
which grain prices increase due to decreased exports by the US would determine
the increase in production cost of ethanol due to rising corn prices. For models with
linkages to world markets, assumptions about the ease of price transmission from
domestic markets like the US, from which a biofuel policy shock originates, to world
markets affect the magnitude of policies’ impact on world commodity markets.
The ease of price transmission is related to how easy it is for goods to be traded
among countries. Two approaches are currently used. The Armington approach has
a tendency to preserve the status quo because it differentiates otherwise homogenous
goods by country of origin. Countries first decide on trading partners before
determining traded goods and their quantities. In contrast, the integrated world
market (IWM) framework assumes that goods will be produced where it is least
costly to do so. If there are omitted factors in the model, such as political stability,
the IWM assumption can produce unrealistic predictions about trade flows [12].
For example, the model may predict that a country that has very low production
cost but is traditionally a closed economy due to political reasons will be exporting
significant amounts of biofuel.

13.3.2 Fuel Market

The impact of biofuel policies on the fuel market depends on the price elasticity
of miles demand, substitutability between different fuels, and the extent to which
biofuels change oil prices. Biofuel policies affect the price of fuel and also the price
of miles. A greater price elasticity of miles demand increases the impact of biofuel
policies on the quantity of fuel consumed. The impact of biofuels on the fuel mix
is also determined by the substitutability between gasoline and biofuel. Although
gasoline and biofuel are perfect substitutes as energy sources, demand and supply
side constraints such as fleet structure and distribution facilities prevent them from
being blended as such in practice. Assumptions of perfect [7] and imperfect [22]
substitution are used in current studies. Assuming greater substitutability will lead
to a larger share of biofuels relative to gasoline, given a policy change supporting
biofuels.
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Biofuel policies could also impact world oil markets. Earlier studies assume
that the price of oil or petroleum is exogenous and unaffected by the quantities
of ethanol in the market [6]. However, studies like [28] show that biofuels can
decrease the domestic gasoline price. If a significant portion of gasoline is produced
from imported crude oil, reduced demand for crude oil can also affect world oil
prices because the US is a major importer of oil [16]. Recent work has endogenized
the price of oil or gasoline [5, 6, 18]. With the assumption that gasoline price is
exogenous, a policy such as the RFS that drives up the price of ethanol increases
overall fuel prices. However with the price-endogenous assumption, gasoline price
could decrease as its demand decreases. Thus, even with an increased use of higher-
priced ethanol, overall fuel prices could still fall. The size of the rebound effect
(increase in gasoline consumption due to price decrease) will have a significant
effect on how much fuel (and miles) consumption increases, which in turn has
important implications for the impact of biofuels on externalities related to fuel
use, such as GHG emissions and importantly, miles-related externalities such as
congestion, accidents and air pollution that account for a significant share (over
95 %) of the total external cost of driving [26]. The world oil market also affects
the impact of biofuel policies on the domestic fuel market. If the price of oil is low,
biofuels will find it difficult to compete with gasoline, and the level of subsidies
needed to induce adoption of biofuels will be higher.

13.4 Empirical Results

This section discusses the quantitative results obtained by selected studies
examining the welfare impact of biofuel policies.

13.4.1 Ethanol and Corn Market Interaction

Gardner [11] examine the impact of a $0.51 per gallon ethanol subsidy on ethanol
and corn markets, and compare its impact to a corn production subsidy in the form
of a deficiency payment equal to the difference between the market price and a set
target price for corn. For an equal amount of government expenditure ($2.6 billion),
Gardner [11] finds that the deadweight loss of the ethanol subsidy is 5–18 times
greater than that of the deficiency payment. In the short run (1 year),the deadweight
loss from the subsidy is $91 million compared to $18 million for the deficiency
payment. In the long run (10 years), the deadweight loss from the subsidy is $665
million compared to $37 million for the deficiency payment. If the demand elasticity
for non-ethanol use of corn is around �1 or smaller, corn producers gain more in
the long run from the ethanol subsidy compared to the deficiency payment. On the
other hand, if demand for non-ethanol corn was more elastic (�2), corn producers
would prefer the deficiency payment, since a more elastic corn demand would lead
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to a greater price increase with the deficiency payment. Also, because corn supply
is expected to be less elastic in the long run than ethanol supply (owing to inelastic
land supply), corn farmers capture most of the benefits of the subsidy or deficiency
payment compared to ethanol producers.

De Gorter and Just [7] focus on the interaction of the biofuel subsidy (tax credit)
with price-contingent farm subsidies in the corn market. They assume that gasoline
prices are exogenous and constant, although the price of fuel changes due to changes
in ethanol price. Gasoline and ethanol are perfect substitutes. They convert the per
gallon ethanol subsidy of $0.51 to a per bushel corn subsidy, which equals $2.04
after accounting for by-products of ethanol production. They examine the impact
of the tax credit on the tax costs and deadweight costs of the loan rate program.
In their numerical simulation for the years 2001–2007, they find that the combined
tax credit and loan rate program leads to an average annual social welfare loss of
$1.3 billion. The tax credit on its own or the loan rate program on its own leads to a
smaller welfare loss of $913 million and $613 million, respectively. The tax credit
reduces the cost of an existing loan rate program by increasing the price of corn for
non-ethanol consumers, and financing a portion of the loan rate payment to corn
that goes to ethanol production. However, the cost of the tax credit program itself is
not fully offset by the reduction in the cost of the loan rate program. ‘Rectangular
deadweight’ loss that represents the costs of the tax credit program that are not offset
by savings in the costs of the loan rate program averaged $1.5 billion per year.

The results from the studies by [11] and [7] suggest that the ethanol tax credit
program is less efficient than the loan rate (or deficiency payment) program for corn,
and that the combined effect of the two policies lead to even greater welfare losses.

13.4.2 Ethanol Trade With Brazil

Elobeid and Tokgoz [8] examine the impact of removing the US ethanol subsidy
($0.51 per gallon) and tariff on imported ethanol ($0.54 per gallon, plus 2.5 %
ad-valorem) using the FAPRI model, a multi-market open-economy model consist-
ing of the markets for US ethanol and its by-products, oil refining into gasoline, and
agricultural crops. These markets are linked to an international sugar market and
Brazil’s domestic ethanol market. Exports of ethanol from CBI countries are also
included but play a small role in the analysis. They find that the removal of the tariff
increases US consumption of ethanol by 3.75 %, and increases imports by 199 %.
The authors assume that ethanol and gasoline have a dominant complementary
relationship. Thus, gasoline consumption also increases by 0.11 % when the tariff is
removed. When both the subsidy and tariff are removed, imports increase by 137 %.
The subsidy’s removal dominates the result, so that production and consumption
decrease by 10 and 2 % respectively, while gasoline consumption decreases by
0.06 %. Elobeid and Tokgoz [8] also report that the combined welfare in the US
ethanol and corn markets decreases under the removal of the tariff (or tariff and
subsidy), due to the decline in ethanol and corn prices. This result suggests that the
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tariff and subsidy policies cause wealth transfers from producers of livestock that
use corn as input and producers of other crops that compete with corn for land, to
corn and ethanol producers.

Lasco and Khanna [22] also examine the joint impact of the ethanol subsidy
and tariff on welfare and GHG emissions. Unlike [8], they assume that gasoline
and ethanol are imperfect substitutes. They also link the demand for fuels to the
demand for miles. Using a stylized partial equilibrium model of the US fuel and
miles markets linked to Brazil’s ethanol market, they compare the impact of a $0.51
per gallon ethanol subsidy and a $0.54 per gallon, plus 2.5 % ad valorem tariff on
imported ethanol mostly from Brazil, to a baseline scenario without these policies.
They find that the subsidy decreases welfare by $2.9 billion if the US is a price
taker in the ethanol market, and $3.47 billion if the US has market power (i.e. can
influence the price) in the world ethanol market. Combined with the tariff, welfare
losses increase to $3.51 billion under the price-taker assumption, and decrease to
$3.2 billion under the market-power scenario. The tariff increases US welfare if the
US has market power because it improves terms of trade of the US relative to Brazil,
as the tariff decreases the price received by ethanol exporters. Both policies provide
negligible (in some cases negative) GHG reduction benefits.

13.4.3 Impact on Environmental Externalities

Gallagher et al. [10] analyze the welfare implications of a national ban on the use
of MTBE as a fuel additive and the imposition of a Renewable Fuel Standard
of five billion gallons of ethanol by 2015 relative to the baseline of existing
EPA regulations, including a 2 % oxygenate standard. They use a static partial
equilibrium model that includes markets for petroleum, gasoline, petroleum refining
byproducts, corn, corn refining by-products, and fuel additives. Gallagher et al. [10]
show that ethanol price increases while gasoline price decreases, leading to an
overall fuel price increase and a decrease in fuel consumption. The combined MTBE
ban and RFS reduce welfare by $14.7 billion (excluding excise tax payments, in
2000 dollars), owing to reduced consumer surplus in the fuel market and reduced
profits in the petroleum refining and gasoline retail sectors. Corn producers, however
benefit from both policies. They also find that emissions of EPA clean air criteria
pollutants (volatile organic compounds (VOC), toxics, and nitrous oxide (NOX))
decrease with the MTBE ban and RFS, although these environmental benefits are
not monetized.

Khanna et al. [21] examine the impact of an ethanol subsidy on environmental
externalities due to the consumption of fuel and vehicle miles traveled, namely
GHG emissions and congestion. They assume that consumers derive utility from
miles driven and miles are produced using gasoline and ethanol. Consumers also
experience disutility from externalities such as congestion and GHG emissions.
Gasoline and ethanol are imperfect substitutes in the production of miles, and both
have upward sloping supply curves. The optimal policy to address externalities
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is to set a Pigouvian tax on fuels equal to their marginal external damage. They
compare the welfare effect of the ethanol subsidy, relative to the optimal scenario
in which Pigouvian taxes are levied on miles, gasoline and ethanol. The optimal
taxes are: $0.085 per mile, $0.08 per gallon gasoline, and $0.04 per gallon ethanol.
They find that compared to the optimal policy, the ethanol subsidy of $0.51 per
gallon increases consumption of fuels and leads to a welfare loss of $19 billion
(2007) dollars per year. Compared to the status quo with the current fuel tax ($0.39
per gallon), the welfare loss is $1.5 billion, due to the deadweight loss of the
subsidy. Miles consumption is greater in the scenario with the subsidy compared
to the optimal and status quo scenarios because the subsidy decreases the overall
price of fuel. They also find that the subsidy increases GHG emissions by 20.5 %
compared to the optimal scenario, and decreases emissions by 0.09 % compared to
the status quo.

Ando et al. [2] extend the framework of [21] to examine the impact of mandates.
Specifically they consider the effect of stacking the EISA RFS that requires the
blending of 36 billion gallons of corn ethanol and other advanced biofuels by 2022.
By 2015, which is the time period considered in their analysis, the projected biofuel
mix is 15 billion gallons of corn ethanol and 5.5 billion gallons of cellulosic ethanol.
Cellulosic ethanol receives a tax credit of $1.01 per gallon, while corn ethanol
receives $0.51 per gallon. They first compare the status quo policy of a $0.39 per
gallon fuel tax and $0.51 corn ethanol subsidy with the optimal scenario where
emissions and miles externalities are taxed according to their marginal external
damage at $0.025 per mile and $0.085 per kg CO2. Compared to the optimal
scenario, the status quo policy leads to a welfare loss of $52 billion. Relative to the
scenario with a fuel tax and corn ethanol subsidy (status quo), the RFS reduces the
price of gasoline and increases the price of ethanol; the overall effect is lower cost of
fuel and miles. Consumers of gasoline and producers of ethanol see an increase in
welfare whereas producers of gasoline see a decrease in producer surplus. The net
welfare effect of adding the RFS and subsidizing cellulosic ethanol at $1.01 relative
to the status quo is a 16 % greater loss in welfare. Differences in GHG emissions
are negligible between the RFS and status quo scenarios, but the social cost of miles
externalities are greater with the RFS.

Cui et al. [5] use an open-economy general equilibrium model to examine the
welfare impact of alternative policies in the US fuel sector, in contrast to an optimal
policy scenario. The optimal policy scenario includes an optimal carbon tax on fuel,
as well as an optimal import tariff on oil and export tariff on corn. Alternative
policies include combinations of fuel taxes and ethanol policies. They find that
compared to the equilibrium with no policies and a scenario with the current fuel
tax but no ethanol policy, policy alternatives that include ethanol support policies
increase social welfare, although they do not always reduce GHG emissions. Most
of the increase in welfare associated with ethanol policies is owing to its favorable
effect on terms of trade in oil and corn markets.

Results from the studies that examine the impact of biofuel policies on environ-
mental externalities, notably emissions, suggest that at best the effect is modest, and
there are cases when emissions may even increase. Considering the welfare costs
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of biofuel policies, the emissions savings from biofuel policies come at great costs.
Importantly, if fuel prices decrease due to biofuel policies, miles consumption could
increase, leading to large welfare losses due to increases in miles externalities such
as congestion, air pollution, and traffic accidents. Current studies do not include the
impact of biofuel policies on water use, agricultural pollution and biodiversity. More
research is needed to quantify the impact of biofuel policies in these areas.

13.4.4 Interaction with Fuel Market Policies

Huang et al. [18] use BEPAM, a multi-market, dynamic, price-endogenous, non-
linear mathematical programming model of the US fuel and agricultural sectors,
linked by trade to the rest of the world. Unlike other studies that focus on corn
ethanol, the model includes several feedstocks for biofuel including forest and
agricultural residues, dedicated biomass such as miscanthus and switchgrass, as
well as corn, soybeans, and sugarcane. They examine the impacts of the RFS,
and its combination with a low carbon fuel standard and carbon tax from 2005
to 2035, relative to a business-as-usual (BAU) scenario without those policies.
They find that the increase in biofuel demand owing to these policies increase
agricultural prices and lower fuel prices (as gasoline demand decreases, so does its
price). Agricultural consumers and fuel producers incur losses while fuel consumers
and agricultural producers gain. Government revenue increases due to more fuel
tax revenue from higher fuel consumption. The net social surplus effect of these
policies are positive because the reduction in fuel price offsets the negative effect
of rising agricultural prices. The main impact of the LCFS is to increase the share
of cellulosic biofuel relative to corn ethanol. The carbon tax increases both fuel
and agricultural prices, while reducing the price received by producers. However
government revenue increases, offsetting the losses in the agricultural and fuel
markets. GHG emissions from the food and agricultural sectors decrease under all
these scenarios with the reduction largest for the policy with a carbon tax. The RFS
alone decreases emissions by 4.8 % relative to BAU.

13.4.5 World Biofuel Policies and Commodity Markets

Hertel et al. [14] examine the impact of biofuel mandates in the US and in the
European Union (EU). Using the GTAP model, they simulate the effect of the US
mandate that increases corn ethanol consumption to 15 billion gallons, and the EU
mandate that increases the share of renewable fuels by 6.25 % by 2015. They report
changes in bilateral trade in coarse grains, oilseeds, and other food products as
well as changes in land cover and aggregate welfare for the different world regions
represented in the model. They find that the combined US and EU biofuel policies
decrease allocative efficiency both in the US and EU due to the mandated increase
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in biofuel quantities in the absence of high oil prices that would make biofuels
competitive with gasoline. US welfare changes by �$15 billion from 2006 to 2015
due to reduction in allocative efficiency. On the other hand, the US gains $7 billion
from improved terms of trade, as reduced demand for petroleum depresses the world
price of oil. Thus, the total welfare change from the US and EU mandates is �$8
million in the US. Including net welfare effect in the EU (�$25 million), welfare
gains of exporting countries like Brazil, and welfare losses of oil exporters, total
welfare loss in the world market is $43 billion.

Nuñez et al. [25] examine the impact of biofuel policies in the US and Brazil
on economic surplus, GHG emissions and land use. They use a static partial
equilibrium model that includes the fuel and agricultural sectors of the US, Brazil,
China, Argentina, and the rest-of-the-world. Sources of biofuels include corn
ethanol and cellulosic ethanol produced in the US, and sugarcane ethanol produced
in Brazil. They find that relative to the baseline case without biofuel support policies,
the RFS, corn ethanol subsidy, and import tariff increase Brazil’s social surplus,
while having a minimal effect on the social surplus of the US. Removing the subsidy
and tariff while keeping the RFS leads to a greater social surplus in Brazil, compared
to the scenario with the subsidy and tariff in place.

The studies discussed above suggest that biofuel policies lead to welfare losses
due to allocative inefficiencies. On the other hand, they can improve terms of trade
in markets where changes in US excess demand and supply can affect world market
prices. Hertel et al. [14] find that terms of trade gains do not fully compensate for
welfare losses from inefficiencies introduced by biofuel policies, while [18] and [5]
find that terms of trade gains dominate.

13.5 Conclusion

In evaluating biofuel policies, it is important to consider the stated goals of biofuel
policy: increase energy security, reduce GHG emissions and support farm incomes.
While current studies on the welfare effect of biofuel policies have made significant
progress toward incorporating aspects of these objectives in their analysis, further
research is needed to take into account energy security benefits. Future benefits
from diversified energy sources and reduced dependence on foreign oil are hard
to quantify. Studies have used expenditures to secure oil supplies from the Middle
East to estimate benefits from displacing gasoline with ethanol [35]. Will it be
welfare increasing in the long run to continue supporting the biofuel industry? The
production cost of corn ethanol has decreased by 43–60 % from the early 1980s
to 2005 due to learning-by-doing and technological change, and is expected to
further decrease in the future [3, 15]. Without policy supports for corn ethanol,
these cost reductions may not have been realized. Cellulosic ethanol currently
requires large subsidies to be competitive, additional support for research and
development, and loan guarantees to induce production at a large scale. It is hard
to predict whether these investments will pay off in the form of cheap, domestically
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produced renewable energy with a small carbon footprint. It will depend on what
technological breakthroughs will be achieved, and what future costs of other energy
sources will be.

Even with the uncertainty in the future energy picture, some clear guidelines
emerge that would enable the US to move toward a future of diversified energy
sources and reduced dependence on foreign oil. Current analyses of biofuel policies
have identified mandates to be the least distorting form of support for the biofuel
sector. It appears that policy makers have heeded this advice as the corn ethanol
subsidy of $0.45 per gallon and the ethanol tariff of $0.54 per gallon were both
allowed to expire in January 2012. It is also clear that the ideal feedstock for biofuel
is not one that would compete with food [32]. These include perennial grasses
that can be grown on marginal land, residues, and waste materials. Studies have
also shown that biofuel from cellulosic feedstock have a much greater potential to
reduce GHG emissions than ethanol from corn [36]. Thus, there is some rationale
for continuing to support the development of the cellulosic biofuel industry. There is
currently a debate about whether it is worthwhile to keep the mandate for cellulosic
biofuels even with the lack of commercial scale production. Some have argued
that mandates should be waived, while others argue that the biofuel sector will be
stalled indefinitely without certainty in the regulatory environment. Further research
needs to be undertaken to determine what support mechanism will strike a balance
between minimizing inefficiency, and enabling the biofuel sector to grow.
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Chapter 14
Advanced Mathematical and Statistical Tools
in the Dynamic Modeling and Simulation
of Gene-Environment Regulatory Networks

Özlem Defterli, Vilda Purutçuoğlu, and Gerhard-Wilhelm Weber

14.1 Introduction

In order to deeply understand and examine in details the whole structure of a
biological network on a system-level approach rather than single-cell components,
some technologies are recently developed. In this direction, there is an essential
need for the methods to model and analyze the regulatory networks [1]. With
the help of biochemical and genetics studies and user friendly computer tools,
various mathematical models have been already constructed to describe gene
interactions and to make predictions precisely and representatively [2]. Additionally,
the development of new mathematical methods for the analysis of these highly
interconnected systems allows a deeper understanding in the dynamic behavior and
the topological aspects of complex regulatory systems appearing not only in biology,
but also in finance, engineering and environmental sciences [2–5].

There are three main deterministic approaches as listed below to model the
biological networks. These are modeling by graphs, Boolean networks and dynamic
models. Moreover, Bayesian networks is another modeling technique which consid-
ers stochastic effects.

Modeling by graphs is one of the well known way of modeling the gene
regulatory networks by representing as directed graphs. A directed graph or network
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is expressed by G D .V; A/ components which consist of a finite set of nodes, i.e.
vertices and denoted by V , and a subset A of arcs of the cross product (V � V )
[6, 7]. Here, an arc or edge a 2 A is defined as an ordered pair of distinct
nodes .v1; v2/ 2 .V � V / in the directed graph. In a genetic network, the nodes
refer to genes and the arcs refer to the relationships between the genes, i.e., gene
interactions. Hereby, the pair a D .v1; v2/ of nodes indicates an arc which connects
two nodes (genes), v1 and v2, and weighted with a value where it represents the
influence of the first node v1 (gene 1) on the second node v2 (gene 2). This associated
weight can be positive or negative which stands for an activation or inhibition effect,
respectively, between gene 1 and gene 2 [8].

On the other hand the Boolean networks, firstly studied by Kauffman [9], are
another sort of dynamic approaches in order to model the gene regulation [10–12].
The advantage of the Boolean networks over its alternatives is its ability to present
a rich variety of dynamic behaviors such as convergence to a stable steady-state,
multi-stationarity, oscillations, switch-like behavior or hysteresis activation in a
system [13]. But as they are in the class of deterministic models, they cannot
represent the stochastic nature of gene expressions and do not account for noise
in the measurements. Whereas many extensions of these networks have been
proposed in order to overcome some of these limitations [1]. Among alternatives,
the probabilistic Boolean networks can be seen the most important method since
they enable us to include the stochastic fluctuations of the regulation process [1].

As an alternative way of modeling, Bayesian networks initially used by Murphy
and Mian [14] to deterministically construct the gene interactions by using expres-
sion data [15]. Getting information for a Bayesian network from dataset is related
with the estimation of the joint probability distribution which defines the structure
of the corresponding directed acyclic graph [1]. Therefore the Bayesian networks
are probabilistic systems whereas they are static and so disable to model complex
phenomena like the oscillations, multi-stationarity, etc. [3, 13]. But in order to deal
with these restrictions, the dynamic Bayesian networks are developed [1, 14, 15].

Finally, modeling with ordinary differential equations is a recently suggested
approach to represent the dynamic behavior of gene regulatory networks quan-
titatively. This way of modeling enables us to understand better the underlying
mechanisms causing certain kinds of dynamic behaviors rather than Boolean and
Bayesian networks. In this approach, different parametrizations of the right-hand
side function are proposed to solve the problem of initialization of the system.
These parameters appearing in the model refer directly to reaction rates, binding
affinities or degradation rates, which are useful for both a reasonable restriction of
the parameter space and the interpretation of inference results [1]. A linear version
of this model has been firstly proposed by Chen et al. [16] and its extensions which
include piecewise linear and nonlinear approaches, hybrid system approach [17–22],
stochastic kinetic approaches, partial differential equations, and delay differential
equations [23] have been further suggested. In [19], the mixed continuous-discrete
model has been introduced to contain the most relevant regulating interactions in
a cell as a complementary approach to the one developed by [16] and later on by
[17, 18, 24] where the dynamics is obtained by a hybrid system.
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The common challenge in all these listed modeling approaches for the network
inference is to select a model that can fit better with the given data which are
generally sparse. This sparsity means that the number of network components p
is large with respect to the number of different conditions or time points N , i.e.,
p>>N . Hence, there is a fitting problem of a high-dimensional function due
to the measurements for a few data points. Therefore, the optimization problems
are ill-posed. In order to overcome this challenge, various regularization methods
such as the application of distinct model selection criteria are developed. The
Akaike information criterion (AIC) and the Bayesian information criterion (BIC),
which take into account the negative logarithm of the likelihood function and
penalized term having a large number of parameters, are the most popular ones
among alternatives [8, 19, 25–27]. These type of criterias restrict the parameter
space by considering the biological knowledge in the optimization process. This
can be done by introducing constraints into the optimization problem like upper
bounds for single parameters or by adding penalty terms in the associated likelihood
function [1].

Hereby, in this study, we particularly deal with the inference of the system via
the ordinary differential equations’ and Gaussian graphical models’ approaches
among other listed alternatives since both of them enable us to get high accuracy
in the construction of the biological network. So, in the following part we explain
the mathematical details of each model comprehensively. Then, in Sect. 14.4 we
present simulation of the system to obtain future states via the estimated structure
of the network by the discretization of system of ordinary differential equations.
In this simulation, recently developed numerical methods, namely a class of
explicit Runge-Kutta approximations, are reviewed briefly. The evaluation of the
new results are given in Sect. 14.5 on an artificial dataset where the network
structure is estimated by two different model, i.e. ordinary differential equations
(ODEs) based model and Gaussian graphical model (GGM). Correspondingly, the
graphical representation of these two different inference are obtained and presented.
Additionally, Sect. 14.5 contains the previously obtained simulation results for the
forecasting of future behaviour of the system are presented, only for the inference
results of the ODE based model. Finally, we conclude and discuss the findings in
Sect. 14.6 with the statement of our future work.

14.2 Modeling of Gene-Environment Regulatory Networks
via Differential Equations

The differential equations (DE) are commonly used for modeling the biological
systems. The main advantage of this approach is it gains in the accuracy of the
physical systems and it has ability for the possible extensions like the dynamic
system theory in analyzing and capturing the dynamic behaviours of the system.
Moreover, considering that the activation of the biological systems is continuous
in time, it is preferred to use this approach since it enables us to do instantaneous
changes in their right-hand side expression [28].
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In this model, a differential relation among n variables of gene networks is simply
described by the following expression

dxi
dt

D fi .x/; (14.1)

where i D 1; : : : ; n, and each function fi W Rn ! R is nonlinear. Furthermore, the
vector x D .x1; : : : ; xn/

T stands for the positive concentrations of proteins, mRNAs,
or small components. In the literature, there are a number of DE methods which can
represent the behaviour of the system under the assumption of continuous in time.

14.2.1 Gene-Environment Networks and Time-Continuous
Model Class

Among many ordinary differential equations’ approaches, the first time-continuous
model is suggested as a system of time-autonomous ODEs that can represent the
dynamic structure of the gene-environment network via the expression below

PE D F.E/; (14.2)

where E D .E1; : : : ; Ed /
T shows the d -dimensional vector of positive concen-

tration levels of proteins (or mRNAs or small components) under certain levels
of environmental factors. Here, E D E.t/ in which the time t is in the interval
I where I D .a; b/ 
 R. Here, the first n components of the vector E refer to
the genes, whereas, the remaining (d � n) components denotes the environmental
factors. Moreover, PE.D dE

dt / presents a continuous change in the gene-expression
data and Fi W Rd ! R are nonlinear coordinate functions of F, i.e., F D .F1.E/;

: : : ; Fd .E//
T [8, 16, 24, 25, 27, 29, 30]. The associated parameters appearing in the

expression of F can be estimated by considering the experimental data vectors NE
which are obtained from microarray experiments and environmental measurements
at the sample times. Indeed, the vectors NE are approximated values of the actual
states E, thereby may contain some errors, noise and uncertainties coming from
these measurements [20,21,31–33]. Here, E.t0/ D E0 refers the initial values, where
E0 D NE0. Furthermore, Ei.t/ denotes the gene-expression level, i.e., concentration
rate, of the i th-gene at time t , and Ei.t/ describes the first n coordinates in the
d -dimensional vector E of genetic and environmental states.

In [8, 16–19, 24–26, 30, 34–36], various dynamical model types are presented as
improved versions of the first model given by Eq. (14.2). These improved model
types have the following forms [37, 38]:

1. Chen et al. [16] propose the first time-continuous model consisting of system of
the first-order ODE’s to model time-series gene expression patterns. This model
is formulated as
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PE D ME; (14.3)

where M is an .n � n/-dimensional constant matrix as a transition matrix
representing regulatory interactions for both genes and proteins, and E indicates
the .n� 1/-dimensional vector showing the expression level of individual genes.
Here n denotes the total number of genes.

On the other hand, Hoon et al. [29, 30] use similar version of this model but
they consider only the mRNA concentrations and the AIC value to find the places
and the number of nonzero parameters in M, respectively. Later, Sakamoto and
Iba [24] develop a more flexible model as given below:

PEj D Fj .E1; : : : ; En/
T : (14.4)

Here Fj (j D 1; : : : ; n/ denotes the function of E D .E1; : : : ; En/
T obtained by

the genetic programming and least-squares methods.
2. The models suggested by part .1/ are improved by the following aspects [8, 25,

26, 35, 39]: Gebert et al. [8] considers a constant gene interaction matrix, M, in
the model given by Eq. (14.3) and apply the discrete least-squares approximation
[40] to find the parameters in the regulatory relations. On the other hand, in [25],
the following nonlinear, also called quasi-linear, model is proposed which has a
matrix multiplicative form

PE D M.E/E: (14.5)

In this expression, the interaction matrix M depends on the current metabolic
state E which allows nonlinear interactions between network variables to be
taken into account. But the solution space is restricted by imposing bounds on
the number of regulating factors for each gene so that the regulatory network can
be uniquely identified.

This dynamical system is represented by the n genes and their associated
interactions. Hereby, the matrix M owns an .n � n/-dimensional matrix with
entries as the functions of polynomials, exponential, trigonometric, splines or
wavelets containing some parameters to be optimized. In the matrix M, each row
and column correspond to one gene in the genetic network, thereby, the value
of each entry denotes the interactions between genes. If these entries are zero,
they imply no interaction between the genes. Moreover, the smaller the absolute
value of the entries of the matrix, the less is the influence or interaction between
genes [8].

3. In the study of Yılmaz [18], an extended version of the model given by Eq. (14.5)
is derived in order to emphasize the nonlinear interactions with the environment
by the following model

PE D F.E/; (14.6)
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in which F.E/, given as F D .F1; : : : ; Fn/
T , consists of a sum of quadratic

functions as shown below while j D 1; : : : ; n.

Fj .E/ D fj;1.E1/C fj;2.E2/C : : :C fj;n.En/: (14.7)

Later, the affine linear shifts terms are included into to the model.
4. In order to preserve the idea of recursive iteration that is given in [26] by the

underlying affine linear shifts, Eq. (14.5) is reconstructed as in Eq. (14.8) [17,34]:

PE D M.E/E C C.E/: (14.8)

The additional column vector C.E/ stands for the environmental perturbations
or contributions and provides more accurate data fitting (see [18,35] for the case
of a constant C). The shift term C.E/ does not need to reveal E as a factor.
In the extended model [17, 18, 34–36], represented by Eq. (14.8), the dimension
of the vector E becomes (n C m) by considering the m-dimensional vector
LE.t/ D . LE1.t/; : : : ; LEm.t//T , which indicatesm environmental factors affecting
the gene-expression levels and their variations. In order to represent the weights
of the effect of the j th-environmental factor LEj on the gene-expression data Ei ,
the .n � m/-dimensional weight matrix (also called gene-environment matrix)
LM.E/ is introduced so that the vector C.E/ can be written as C.E/ D LM.E/ LE,

where

LM.E/ D

2

6
4

c11.E/ � � � c1m.E/
:::

: : :
:::

cn1.E/ � � � cnm.E/

3

7
5 : (14.9)

Hence, the gene-environment network described by the dynamic in Eq. (14.8)
becomes

PE D M.E/E C LM.E/ LE: (14.10)

The extended initial value problem can finally be written in a multiplicative form
as follows:

PE D M.E/E; E0 D
�

E0
LE0
�

; (14.11)

where

E WD
�

E
LE
�

; M.E/ WD
�

M.E/ LM.E/
0 0

�

; (14.12)
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are an .nCm/-dimensional vector and Œ.nCm/� .nCm/�-dimensional matrix,
respectively. The different kinds of extension of the gene-environment network
described in Eq. (14.8) are studied in [20, 31, 36, 41].

As a system of ordinary differential equations, Eqs. (14.3)–(14.8), hence,
Eq. (14.11) are all autonomous, which means that the right-hand side depends
on the state E only, but not on time t . This implies that trajectories do not cross
themselves [25].

The models given by the continuous dynamical equations in items (1)–(4) can be
written in general via

PE D M.E/E; (14.13)

where M.E/ is a .d � d/-matrix which is estimated to compute the gene network
based on the gene expression dataset [42, 43] and E denotes the d -dimensional
concentration vector of the genes throughout the time [20, 31, 33, 36]. Hereby the
initial value is equal to E0 D E.t0/. Accordingly the entries of M.E/, which
can be polynomial, trigonometric, exponential, logarithmic, hyperbolic, spline, etc.,
by standing for the growth, cyclicity or other kinds of changes in the genetic or
environmental concentration rates. The form of system in Eq. (14.13) allows a time-
discretization such that the dynamics is given by a step-wise matrix multiplication.
This recursive property is an important advantage based on the algorithmic stability
analysis [17, 34].

On the other hand, in inference of the network matrix M.E/ appearing in the
ODE based model, the following discrete least-squares optimization problem has to
be solved:

min
y

N�1X

kD0

�
�
�My. NE.k// NE.k/ � PNE.k/

�
�
�
2

2
: (14.14)

In this expression we aim to find the matrix M.E/ which enables us to obtain the
distance between the forecasted and actual observed values as small as possible with
respect to the k � k2 norm. Here, y is the vector of a subset of all the parameters and

N refers to the number of biological measurements (observations). PNE.k/ describe
the difference quotients based on the kth-experimental data NE.k/ with step lengths
Nhk WD NtkC1 � Ntk between neighbouring sampling times NtkC1 and Ntk [8,19,25,32,33,
37,38]. The forward and central difference approximations are the common choices
for approximating PE.k/ as presented via

PE.k/ WD
(
.E.kC1/ � E

.k//= Nhk; if k 2 f0; 1; : : : ; N � 1g;
.E.N / � E

.N�1//= Nhk; if k D N

)

: (14.15)

For the equidistant step-size, Nhk � c .c > 0/, PE.k/ WD .E.kC1/ � E
.k�1//=2c is a

common choice [19, 20, 25, 33].
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Hereby in Eq. (14.14), the estimation of the entries of M.E/ can be calculated by
the least-squares methods of linear and nonlinear regression in such a way that the
set of a given experimental data can fit to the model and the statistical properties of
the estimates can be characterized. In this optimization problem, a set of constraints
can be imposed in order to restrict the solution space because of the high complexity
and dimension of the problem. Here, the choice of constraints and their bounds
are related with the decision making, multi-criteria optimization, rarefication and
regularization [44–46]. The bounds to be added to the problem in (14.14) will form
it to the mixed integer problem [47], given in Sect. 14.5, and they regularize and
rarefy the gene-network by selecting the most important and meaningful elements
[8, 25, 26, 38].

14.3 Modeling via Gaussian Graphical Models

The Gaussian graphical model (GGM) is a dynamic modeling of the biological
system under the assumption of the multivariate normality of the data with mean
vector � and covariance matrix ˙ for p nodes or genes, i.e., Np.�;˙ /. In this
approach we consider that the direct association or interaction between any two
genes can be described by the partial correlation coefficient between the genes
conditional on all other genes in the system [6]. In inference this conditional
correlation can be found from the inverse of ˙ , also called precision matrix ˙�1.
But, particularly, in genomic data since the number of observations for each node
N is much smaller than the number of dimensions p, that is N << p, the empirical
covariance matrix can be singular [48]. In the study of Schäfer and Strimmer [49],
the underlying challenge is solved via the shrinkage approach which combines the
maximum likelihood estimator of ˙ , i.e., denoted by ˙ML, with the constrained
estimator of˙ C such that

Ȯ � D � Ȯ
ML C .1 � �/ Ȯ

C ; (14.16)

where � describes the shrinkage indicator and satisfies 0 � � � 1. In Eq. (14.16),
� which minimizes the mean squared error between the unconstrained high-
dimensional model and the constrained low-dimensional correspondence as seen
in Eq. (14.17), can be found from the Ledoit and Wolf lemma [50]. Indeed as given
in Eq. (14.17), this is an optimization problem for � in the sense that we need to
select a best fitted model among the unconstrained estimates of the actual model
with large variance and more model parameters, and the constrained estimates of
the actual model with lower variance and bias factor:

min
0<�<1

MSE.�/ WD E

"
pX

iD1
. Ȯ � � Ȯ �

Ci
/2

#

; (14.17)
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in which min MSE.�/ shows the mean squared error function of � that is minimized.
Ȯ � represents the estimated˙ according to Eq. (14.16). In this expression˙ is the

covariance structure of the actual p-dimensional multivariate normal model where
the associated means from each dimension are equal. Hereby, in Eq. (14.17), the
optimal � , i.e., ��, which minimizes MSE.�/ is obtained via

�� D
Pp

iD1 V . Ȯ
i /� Cov. Ȯ

Ci ;
Ȯ
i / � B. Ȯ

i /E. Ȯ
Ci � Ȯ

i /
Pp

iD1 EŒ. Ȯ
Ci � Ȯ

i /2�
; (14.18)

where B. Ȯ
i / describes the bias due to Ȯ

i . In this expression the estimated � exits
always and is unique under p << N [49]. Whereas the underlying approach can
produce invertible ˙ under p < N . Moreover, the calculation of the optimal �
can be computationally demanding. In order to simplify the problem for practical
purposes such as the inference in high-dimensional genomic data, it is assumed
that the nodes are pairwise uncorrelated, but can have unequal variances. But once
the interactions between the nodes are estimated, the results are tested for their
statistical significance. For this purpose different strategies can be followed. Schäfer
and Strimmer [51] suggest to test the distribution of the observed partial correlations
across edges, which is taken as beta density, via the false discovery rate. As an
alternative of this testing procedure, the model check can be also done by regressing
each gene i to the remaining set of p � 1 variables and the repetition of this process
in turn for every gene [52]. In this calculation, which is called the lasso regression,
the inference of � is found from the following expression.

O�i D 2

r
sii

N
˚�1

�

1 � ˛

2p2

�

; (14.19)

where O�i refers to the estimated � for each regressed variable or node gi (i D 1;

: : : ; p). ˚ is the cumulative density of the standard normal and ˛ indicates the
constant that controls the probability of false positives, i.e., the probability of the
falsely connected two nodes while there is no connection between them. Finally sii

presents the maximum likelihood estimate of the variance of the i th node. In the
lasso regression model, the matrix of regression coefficients indicates the precision
matrix, thereby the interpretation of the conditional independence structure can be
also obtained from the regression coefficients. From the analysis it is shown that the
underlying strategy is successful if N goes to infinity, that is when the system is
large [53]. But it does not guarantee the symmetry of the estimated ˙ . In order
to unravel this limitation, Friedman et al. [54] propose the maximization of the
penalized likelihood approach as

max
�2Rp�p

log Œdet.�/� � tr.S�/� � jj�jj1; (14.20)

in which det.�/ and tr.�/ stand for the determinant and trace of the underlying
matrix, respectively, and S displays the estimate of the covariance matrix of the
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data. Moreover jj�jj1 describes the L1-norm of the inverse of ˙ , i.e., � D ˙�1.
� 2 R

p�p matrix where � belongs to the class of symmetric, invertible, and non-
negative matrices [6]. L1-norm represents the sum of the absolute values of the
entries for the given matrix.

This optimization problem, as seen in Eq. (14.20), is also known as the graphical
lasso in literature and this method has two major advantages over its alternatives:
(1) the solution space is always positive definite for all � ’s under both singular
and nonsingular S , (2) the estimate of � is sparse even if � is large [55]. In
order to solve the underlying graphical lasso challenge by maintaining a block
diagonal matrix, various approaches can be applicable. Hence in the calculation to
guarantee the presence of results with block diagonal, the following two conditions
are required [55]. These conditions enable us to resolve a smaller graphical lasso
problem on each block in the estimate of˙ .

1. If the inverse of ˙ is block diagonal, Eq. (14.20) can be handled by separately
maximizing this expression for each block in such a way that ˙�1 and S are
replaced by ˙�1

i (i D 1; : : : ; p for the p nodes) and S i where ˙�1
i and S i

imply the submatrices of˙�1 and S , respectively.
2. jSjj0 j < � for all j belonging to ˙ j (j 2 ˙ j , j 0 2 ˙ j and j ¤ j 0). Here, ˙ j

refers to the partition of the p variables for j D 1; : : : ; k, as used previously. k
is the total number of block diagonals in this partitioning.

On the other hand in the computation of the solution, different methods can
be used. The coordinate descent method [53] is one of these alternatives. In this
approach, briefly, a loss function, which is the negative of the log-likelihood
function, is minimized with respect to the precision,˙�1. The step of the algorithm
can be summarized as follows:

(a) The diagonal elements of˙�1, denoted byW d .0/, are initialized as 1, the off-
diagonal terms, i.e.,W o.0/, and the counter of the iteration, shown by k, are set
to zero.

(b) The negative gradient, g.k/, is computed via g.k/ D �@l=@W o for the cur-
rent W o and W d where l.W o;W d / D �W .W o;W d / represents the log-
likelihood function andW .W o;W d / is found via

W .W o;W d / D N

2
log j˙�1j � 1

2

NX

iD1
X 0
i˙

�1Xi ; (14.21)

in which Xi denotes the i th observation (i D 1; : : : ; N ).
(c) fj .k/ D I

˚jgj .k/j � � � max1�j�q jgj .k/j
�

is calculated. Here I.�/ displays
the indicator function and � refers to the threshold parameter, � 2 Œ0; 1�, by
adjusting the diversity of the values of fj .k/. When � D 0, the estimate of˙�1
becomes sparser, whereas, while � D 1, the elements of ˙�1 have the most
diversity. In other words as � changes, the path of the precision alters from the
maximum likelihood estimate of the precision to the precision matrix surface
defined by S�1, that is the estimate of sample covariance matrix. Therefore �
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can be seen the parameter which can control the sparsity in W o and penalty in
the graphical lasso problem. Finally, q D p.p � 1/=2 for the p-dimensional˙
shows the number of off-diagonal elements of ˙�1. Hence, h.k/ is computed
as the following way:

h.k/ D
qX

jD1
fj .k/gj .k/; (14.22)

where it presents the tangent vector in each step of the algorithm by a descent
direction.

(d) The off-diagonal elements ofW , i.e.,W o, is calculated by the gradient descent
step as

W o.k C�k/ D W o.k/C�kh.k/; (14.23)

where k WD k C�k and �k displays the infinitesimal increment in each itera-
tion of k.

(e) The W d parameters are updated by maximizing the log-likelihood via the
Newton-Raphson algorithm whileW o is taken as fixed duringW o.k C�k/.

(f) The process is repeated from step b until the convergence is obtained from the
Newton-Raphson iterations [56].

In this calculation since the performance of the method is closely related to the
selection of � , i.e., degree of the penalty, different strategies can be used. The control
of the false positive rate, that is the proportion of the falsely detected interaction, is
one of these alternatives. In order to find the optimal � under this condition, the
ROC (receiving operating characteristic) curve can be implemented by checking �
that maximizes the sensitivity of the model, i.e., the true positive rate. Moreover
the k-fold cross-validation method can be also performed for the detection of the
optimal � [54]. In this approach the observation matrix is separated into two parts,
namely, training and validation sets, in such a way that the data are randomly
partitioned into k subsamples. Then in each iteration one of these subsamples is
assigned as the validation set to test the performance of the fitted model and the
remaining k � 1 subsamples are retained as the training set to get the fitted model.
Accordingly, in the calculation initially the precision matrix is estimated by the
graphical model via the training set. This precision is then used for the computation
of the likelihood of the validation set. The same procedure is repeated for all the
folds iteratively in order to compute the overall likelihood. Finally, the penalty �
which maximizes this likelihood is chosen for the network construction. On the
other hand, apart from this idea, distinct model selection criteria such as the BIC
can be also applied to select the best fitted models among various choices of �
[53]. Whereas these alternatives are computationally demanding for large systems.
To solve this problem by guaranteeing the two sufficient conditions as presented
above, Witten et al. [55] suggest two approaches which are based on searching the
parameters’ space that gives the block diagonal in the estimate of ˙�1. In the first
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approach, initially, the fully unconnected nodes in the graphical lasso solution from
Eq. (14.20) are identified such that jSii0 j < � for i 0 D 1; : : : ; i�1; iC1; : : : ; p, under
totally p number of nodes. Then the underlying fully unconnected nodes, which are
totally q amount, and afterward p � q remaining nodes are ordered. Finally the
estimate of˙�1 is found as

˙�1 D

0

B
B
B
B
B
B
B
@

1
S11C� � � � 0 0

0
: : : 0 0

:::
:::

0 : : : 1
SqqC� 0

0 : : : 0 ˙�1
qC1

1

C
C
C
C
C
C
C
A

; (14.24)

where ˙�1
qC1 denotes the graphical lasso problem implemented to the square

symmetric .p�q/� .p�q/ submatrix of S whose nodes are not fully unconnected
to the all other nodes in the system. On the other side in the second approach this
algorithm is further adjusted in such a way that the second condition can be included
in the iterations too [55].

14.4 Simulation of Gene-Environment Regulatory Networks

In the generation of the system to capture its behavior, the starting time point t is set
to t0 with a given initial value E.0/. Then the states of the system, which are taken as
the solution at discrete time points, is approximated during the given time interval.
This approximate value of the solution at a state is simulated from the value at the
previous states iteratively. Here, the main concerns are the stability and precision of
these generated approximate results [17, 57].

By using discretization methods, we can transform a continuous process to
obtain the approximate solutions E

.0/;E.1/; : : : ;E.N�1/ at discrete time points
t0; t1; : : : ; tN�1. Then, we can compare them with the given experimental values
NE.0/; NE.1/; : : : ; NE.N�1/

. The comparison of Euler’s and Runge-Kutta methods, as
discretization methods (schemes) which are based on the ordinary differential
equations, is studied in [57] for a concrete example of the differential equations’
system. Among alternatives, the Euler’s method is the simplest discretization
scheme and depends on the first-order Taylor series expansion, resulting in the
approximation of the function by a straight line [17, 57]. From the study of Dubois
and Kalisz [57], it is reported that this scheme may produces unstable results
compared with the exact solution. Moreover, it is slow and inaccurate.

On the other hand in [17, 18, 20, 31, 33, 34, 36], the Euler’s method and the
second-order Heun’s method, also known as the second-order Runge-Kutta method,
are applied for the time-discrete dynamics of gene-environment, also called target-
environment, regulatory systems given in Sect. 14.2.1 together with the derived
matrix algebra correspondingly.
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Considering the most general form of gene-environment network modeled by
Eq. (14.13), the Euler’s method is applied to discretize the time-continuous process
as follows (see [17, 18, 34, 35, 41] and the references therein):

PE.k/ WD E
.kC1/ � E

.k/

hk
D M.E.k//E.k/ and (14.25)

E
.kC1/ D .I C hkM.E

.k///E.k/; (14.26)

where PE.tk/ � PE.k/ for all k 2 N0, hk D tkC1 � tk is the step-size and tk < tkC1.
Correspondingly, the time-discrete dynamics are obtained by the following

equation

E
.kC1/ D M

.k/
E
.k/ .k 2 N0/: (14.27)

The next state can be iteratively generated from the previous states approximately
as below

OE.k/.WD E
.k// D M

.k�1/.M.k�2/ � � � .M.1/.M.0/ NE.0//// .k 2 N0/; (14.28)

for a given initial value NE.0/ D E
.0/, where NE.0/; NE.1/; : : : ; NE.N�1/

denote the

provided experimental values and OE.0/; OE.1/; : : : ; OE.N�1/
refer to the approximated,

i.e., estimated values. This multiplicative form provides an important advantage
both computationally and analytically.

In the derivation of iterative formula of second-order Heun’s method for the
dynamics of gene-environment networks and the corresponding matrix algebra, we
refer to [17, 18, 20, 31, 33, 34, 36, 41, 58].

On the other hand, explicit higher order Runge-Kutta methods, namely the third-
order Heun’s method and the fourth-order classical Runge-Kutta method, are newly
derived and studied in details for the construction of the discrete dynamics of gene-
environment/target-environment regulatory networks by Defterli in [32, 37, 38, 59]
in junction with their corresponding matrix algebra. The applications of third-
order Heun’s method and the fourth-order classical Runge-Kutta method on a set
of artificial data and real-world data are newly studied in [32, 37, 38, 59] within
a comparison process of these methods with Euler’s and second-order Heun’s
methods. The performance of these methods are investigated with different step-
sizes and also their sensitivity with respect to various perturbations is tested in [38].

14.5 Application and Comparison of Inference Results

For the comparison of both ODE based modeling and graphical modeling
approaches, we use the bench-mark artificial dataset in Table 14.1 [25] which
has been applied previously in the literature [25] in order to assess different time-
discretization models based on the fixed time interval between the states.
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Table 14.1 Expression
scores of the genes A, B, C
and D at four time points [25]

Time/genes A B C D

1 255 250 0 255 D . NE.1/
/T

2 255 200 50 0 D . NE.2/
/T

3 255 180 70 255 D . NE.3/
/T

4 255 170 80 0 D . NE.4/
/T

In inference, initially the ODE technique is implemented. Hereby, by formulating
the system via the differential equation

PE D ME; (14.29)

where the network matrix M contains some unknown parameters to be estimated. By
solving the following nonlinear mixed-integer problem, that is defined and solved
in [19,25,26,32,37,38,59], the network is inferred by obtaining M in various ways
corresponding to the given gene-expression data and approximated derivative data.
The mentioned nonlinear mixed-integer problem is formulated as follows [19, 25,
26, 32, 37, 38, 59]:

min
MD.mij/

NX

kD1

�
�
�
�M NE.k/ � PNE.k/

�
�
�
�

2

2

;

subject to

mij �
 ��.i/; i D j;

0; i ¤ j;

.1 � yij/ �mij D 0; 8 i; j 2 G;
X

j2G
yij � degmax;i 8 i 2 G; (14.30)

where G D f1; 2; 3; 4g is the set of genes in the considered network, �.i/ is the
degradation rate and degmax;i 2 ZC is a bound on the indegree of each gene for
i 2 G [19, 25, 26]. These bounds for the imposed constraints are biologically given
as �.i/ D 2; degmax;i D 2, for i D 1; : : : ; 4 [19, 25, 26].

In [32, 37, 38, 59], the mixed-integer nonlinear programming (MINLP) problem
stated by Eq. (14.30) is solved for the gene-expression data in Table 14.1 and for
different kinds of the derivative data. The problem is solved for the gene derivative
data approximated by third-order Heun’s approximation in [32, 37, 38, 59] and also
by Euler’s approximation in [37,38]. Here, we present in below the inference results

for M where Euler’s approximation is used for the derivative data PNE.1/; PNE.2/; PNE.3/ (see
[37, 38]):
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M D

0

B
B
@

0 0 0 0

0 �0:20 0:38 0

0:19 0 �0:58 0

1 0 0 �2

1

C
C
A : (14.31)

On the other hand, as the second modeling approach for the data in Table 14.1,
we implement the L1-penalized likelihood approach. In the selection of the penalty
value, � , we perform the twofold cross validation method. From the calculation,
we find that � D 2 is the best fitted penalty term which maximize the likelihood
function of the time-course observation in Table 14.1. Indeed such a small dataset,
we can expect large values of � as computed here. Whereas if the dataset becomes
larger, the values found by the cross-validation can tend to small values of � which
indicates highly connected networks.

The estimated precision matrix, O� D Ȯ �1, which corresponds to the matrix
of the regression coefficient in the lasso-based regression model is obtained and
presented in Eq. (14.32). In the entries of O� we consider that the values less that
10�3 can be taken as the low strengths between the genes, thereby, setting to zero.

O� D

0

B
B
@

0:5 0 0 0

0 0:13 0:12 0

0 0:12 0:13 0

0 0 0 0

1

C
C
A : (14.32)

Moreover, in this calculation the estimated O� , can be seen the equivalent matrix
M in Eq. (14.13) based on the ODE approach. But, in order to compare the final
structures of the network from both graphical and ODE models, we add the matrix
2I, where I D I4�4 is the identity matrix, to O� . The reason is that, the network
matrix in the ODE model given by Eq. (14.29) is estimated by solving a constrained
optimization problem described in Eq. (14.30). Among these constraints,

mij �
 �2; i D j;

0; i ¤ j;
(14.33)

imposes a bound on self-degradation of the genes by the value �2 and off-diagonal
genes are prevented from negative regulation. Therefore, in order to compare the
two inferred network matrices M in (14.31) and O� in (14.32) which are obtained
from ODE based model and GGM, respectively, we have to define the following
network matrix

O� WD M C 2I D

0

B
B
@

2 0 0 0

0 1:80 0:38 0

0:19 0 1:42 0

1 0 0 0

1

C
C
A : (14.34)
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Fig. 14.1 Estimated structure of the gene-environment network via (a) ordinary differential
equations via MINLP solutions and (b) graphical lasso with L1-penalized likelihood approach.
In the graph the nodes 1, 2, 3, and 4 represent the gene A, B, C, and D, respectively

In the Fig. 14.1a, b, we draw the corresponding directed graphs of the networks
O� given in (14.34) and O� in (14.32), respectively, to figure out the estimated

interactions between genes A;B;C , andD.
According to the estimated network matrices given above, the gene-expression

vectors E.k/ at the future time levels tk .k D N;N C 1; : : :/ can be generated
iteratively by obtaining the time-discrete dynamics with a numerical approximation
scheme as mentioned in Sect. 14.4. As a class of explicit Runge-Kutta methods,
Euler’s method, second-order Heun’s method, third-order Heun’s methods and
fourth-order classical Runge-Kutta method are studied in details and applied in
[25, 32, 37, 38, 59] for forecasting the future behaviour of the network. In this
respect, Euler’s method is studied in [25], second-order Heun’s method, third-order
Heun’s method and fourth-order classical Runge-Kutta method are examined with
a comparative study in [32, 37, 38, 59].

Here, we chose the results of the ODE approach given in Eq. (14.31) and present
the simulation of the estimated system by the Euler’s method, second-order Heun’s
method, third-order Heun’s method for a fixed step-size h, for the fixed gene data
in Table 14.1 and correspondingly approximated derivative data in [37, 38]. These
simulation results are obtained in [37,38] in order to show the performance of these
numerical schemes. The following simulations, given by Figs. 14.2, 14.3, 14.4, and
14.5, presents the generated time series results for the gene-expression values that
are calculated using these three different discretization schemes [37, 38].

14.6 Conclusion

The modeling approaches representing the dynamic nature of gene-environment
regulatory systems are presented. Various discretization methods are reviewed in
order to explain the way of obtaining corresponding time discrete dynamics of the
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system and also predicting the future behaviour of the system. The inference of
a gene-environment network by considering two different modeling approaches,
namely, ODE based modeling with mixed-integer optimization method and graphi-
cal modeling by GGM is studied. The results of the inference problem is presented
by the corresponding graphs. Then, for the forecasting of the future behaviour of the
network by three different numerical methods, only previously obtained time-series
results of the network estimated by ODE based modeling is given. From the findings
presented by Figs. 14.2, 14.3, 14.4, and 14.5 [37, 38], it is observed that the higher-
order approximations in these methods outperform in convergence and smoothing
with respect to the results of the Euler scheme, as expected, for the generation of
future states.
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In our further studies, we will examine the future behaviour of a huge network
estimated by GGM by implementing the mentioned numerical method class and
compare these results with the forecasting results of the ODE based model.
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contributions to dynamics and optimization of gene-environment networks. Electron. J. Theor.
Phys. 4(16(II)), 115–146 (2007)

29. Hoon, M., Imoto, S., Miyano, S.: Inferring gene regulatory networks from time-ordered gene
expression data using differential equations. Discov. Sci. 267–274 (2002)

30. Hoon, M.D., Imoto, S., Kobayashi, K., Ogasawara, N., Miyano, S.: Inferring gene regulatory
networks from time-ordered gene expression data of Bacillus Subtilis using differential
equations. Proc. Pac. Symp. Biocomput. 8, 17–28 (2003)

31. Weber, G.-W., Taylan, P., Alparslan Gök, S.Z., Özöğür, S., Akteke Öztürk, B.: Optimization
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Chapter 15
BHP Universality in Energy Sources

Helena Ferreira, Rui Gonçalves, and Alberto Adrego Pinto

15.1 Introduction

Modeling the time series of the prices of different energy sources is important in
economics, finance and energy market, and it is essential in the management of
large stock portfolios [5–7,9,18–20,22–25]. In this paper we analyze the daily price
of north american biofuel ethanol and the plant from which ethanol is produced,
specifically, corn. Herein we present the results from two data sets, ethanol and corn
daily prices, from May 2005 to August 2013. Let Y.t/ be the energy source (ES)
price or adjusted close value at day t . We define the ES daily return on day t by

r.t/ D Y.t/ � Y.t � 1/

Y.t � 1/

H. Ferreira (�)
LIAAD—INESC TEC, Porto, Portugal
e-mail: helenaisafer@gmail.com.

R. Gonçalves
LIAAD—INESC TEC, Porto, Portugal

Faculty of Engineering, Section of Mathematics,University of Porto, R. Dr. Roberto Frias s/n,
4200-465 Porto, Portugal
e-mail: rjasg@fe.up.pt

A.A. Pinto
LIAAD—INESC TEC, Porto, Portugal

Faculty of Sciences, Department of Mathematics, University of Porto, Rua do Campo Alegre,
687, 4169-007, Porto, Portugal
e-mail: aapinto@fc.up.pt

A.A. Pinto and D. Zilberman (eds.), Modeling, Dynamics, Optimization
and Bioeconomics I, Springer Proceedings in Mathematics & Statistics 73,
DOI 10.1007/978-3-319-04849-9__15,
© Springer International Publishing Switzerland 2014

259

mailto:helenaisafer@gmail.com.
mailto:rjasg@fe.up.pt
mailto:aapinto@fc.up.pt


260 H. Ferreira et al.

We define the ˛ re-scaled ES daily positive returns r.t/˛ , for r.t/ > 0, that we
call, after normalization, the ˛ positive fluctuations. We define the ˛ re-scaled ES
daily negative returns .�r.t//˛ , for r.t/ < 0, that we call, after normalization,
the ˛ negative fluctuations. We analyze separately the ˛ positive and ˛ negative
daily fluctuations that can have different statistical and economic natures (see, for
example, [1, 2, 16, 17, 21]). Our aim is to find the values of ˛ that optimize the
data collapse of the histogram of the ˛ positive and negative fluctuations to the
Bramwell-Holdsworth-Pinton (truncated BHP) probability density function (pdf)
fBHP truncated to the support range of the data (see Bramwell et al. [3, 4]). Our
approach is to apply the Kolmogorov-Smirnov (K-S) statistic test as a method to
find the values of ˛ that optimize the data collapse. The ˛ values represent a new
measure that allows the comparison between the intensity of gains and losses of
market activity in different energy sources prices. Using this data collapse we do
a change of variable that allows us to compute the analytical approximations of
the pdf of the normalized positive and negative ES daily returns in terms of the
BHP pdf fBHP. Similar results have been observed for some other energy prices,
exchange rates, commodity prices as well as different indices with different time
scales (see [13–15]). Since the BHP probability density function appears in several
other dissimilar phenomena (see, for example, [8, 10–12]), our result reveals a
universal feature of the prices of energy sources. Furthermore, these results lead
to the construction of a new qualitative and quantitative econophysics model for the
stock market based on the two-dimensional spin model (2dXY) at criticality and a
new stochastic differential equation model for the stock exchange market indices
that provides a better understanding of several stock exchange crisis.

15.2 Energy Sources and BHP

15.2.1 Energy Source Positive Returns

Let TC be the set of all days t with positive returns, i.e.

TC D ft W r.t/ > 0g:

Let nC be the cardinal of the set T C. The ˛ re-scaled energy source daily positive
returns are the returns r.t/˛ with t 2 TC. The mean �C̨ of the ˛ re-scaled energy
source daily positive returns is given by

�C̨ D 1

nC
X

t2TC

r.t/˛ (15.1)
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The standard deviation �C̨ of the ˛ re-scaled energy source daily positive returns
is given by

�C̨ D
v
u
u
t

1

nC
X

t2TC

r.t/2˛ � .�C̨/2 (15.2)

We define the ˛ positive fluctuations by

rC̨.t/ D r.t/˛ � �C̨

�C̨ (15.3)

for every t 2TC. Hence, the ˛ positive fluctuations are the normalized ˛ re-scaled
energy source daily positive returns. Let LC̨ be the smallest ˛ positive fluctua-
tion, i.e.

LC̨ D min
t2TC

frC̨.t/g:

Let RC̨ be the largest ˛ positive fluctuation, i.e.

RC̨ D max
t2TC

frC̨.t/g:

We denote by F˛;C the probability distribution of the ˛ positive fluctuations. Let
the truncated BHP probability distribution FBHP;˛;C be given by

FBHP;˛;C.x/ D FBHP.x/

FBHP.RC̨/� FBHP.LC̨/

where FBHP is the BHP probability distribution (see Bramwell et al. [4] and [14]).
We apply the K-S statistic test to the null hypothesis claiming that the probability
distributions F˛;C and FBHP;˛;C are equal. The Kolmogorov-Smirnov P value P C̨
is plotted in Fig. 15.1. We observe that ˛C

BHP is the point where the P value PC
˛

C

BHP

attains its maximum.
It is well-known that the Kolmogorov-Smirnov P value P C̨ decreases with the
distance

D˛;C D kF˛;C � FBHP;˛;Ck
between F˛;C and FBHP;˛;C. In Fig. 15.2, we plot

D
˛

C

BHP ;C.x/ D
ˇ
ˇ
ˇF
˛

C

BHP;C.x/ � FBHP;˛C

BHP;C.x/
ˇ
ˇ
ˇ

and we observe that D
˛

C

BHP;C.x/ for ethanol and corn attains its maximum value for

the ˛C positive fluctuations below the mean of the probability distribution.
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Fig. 15.1 The Kolmogorov-Smirnov P value PC

˛ for values of ˛ in the range Œ0:2; 0:6�, for daily
returns. (a) Ethanol. (b) Corn
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In Fig. 15.3, we show the data collapse of the histogram f
˛

C

BHP ;C of the ˛C
BHP

positive fluctuations to the truncated BHP pdf fBHP;˛C

BHP ;C.

We assume that the probability distribution of the ˛C
BHP positive fluctuations

rC
˛

C

BHP

.t/ is approximated by F
BHP;˛C

BHP ;C. The pdf of the energy source positive

returns r.t/ is approximated by (see [14])

fBHP;ES;C.x/ D
˛C

BHPx
˛

C

BHP�1fBHP

��

x˛
C

BHP � �C
˛

C

BHP

�

=�C
˛

C

BHP

�

�C
˛

C

BHP

�

FBHP

�

RC
˛

C

BHP

�

� FBHP

�

LC
˛

C

BHP

�� :
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Fig. 15.3 The histogram of the ˛C

BHP fluctuations with the truncated BHP pdf fBHP;˛;C on top, in
the semi-log scale, for daily returns. (a) Ethanol. (b) Corn

Hence, we get

fBHP;Ethanol;C.x/ D 1:02x�0:69fBHP.10:40x
0:31 � 3:17/:

and

fBHP;Corn;C.x/ D 5:53x�0:45fBHP.20:53x
0:55 � 1:77/:

If ˛ < ˛
0

then the probability density of the returns near zero scale with order
x˛�1 and x˛

0�1 near zero. Hence the returns near probability zero have higher
probability for the density with ˛ than with ˛

0

. Therefore the exponent ˛ is a new
measure of intensity of the market.

We denote that x˛
C

BHP�1 is the intensity term of fBHP;ES;C.x/ at zero.

15.2.2 Energy Source Daily Negative Returns

Let T � be the set of all days t with negative returns, i.e.

T � D ft W r.t/ < 0g:

Let n� be the cardinal of the set T �.
The ˛ re-scaled energy source daily negative returns are the returns .�r.t//˛

with t 2 T �. We note that �r.t/ is positive. The mean ��̨ of the ˛ re-scaled energy
source daily negative returns is given by
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��̨ D 1

n�
X

t2T�

.�r.t//˛ (15.4)

The standard deviation � �̨ of the ˛ re-scaled energy source daily negative returns
is given by

� �̨ D
s

1

n�
X

t2T�

.�r.t//2˛ � .��̨/2 (15.5)

We define the ˛ negative fluctuations by

r �̨.t/ D .�r.t//˛ � ��̨

� �̨ (15.6)

for every t 2 T �. Hence, the ˛ negative fluctuations are the normalized ˛

re-scaled energy source daily negative returns. Let L�̨ be the smallest ˛ negative
fluctuation, i.e.

L�̨ D min
t2T�

fr �̨.t/g:

Let R�̨ be the largest ˛ negative fluctuation, i.e.

R�̨ D max
t2T�

fr �̨.t/g:

We denote by F˛;� the probability distribution of the ˛ negative fluctuations. Let
the truncated BHP probability distribution FBHP;˛;� be given by

FBHP;˛;�.x/ D FBHP.x/

FBHP.R�̨/� FBHP.L�̨/

where FBHP is the BHP probability distribution. We apply the K-S statistic test to
the null hypothesis claiming that the probability distributions F˛;� and FBHP;˛;� are
equal. The Kolmogorov-Smirnov P value P �̨ is plotted in Fig. 15.4. Hence, we
observe that ˛�

BHP is the point where the P value P �̨
�

BHP
attains its maximum.

It is well-known that the Kolmogorov-Smirnov P value P �̨ decreases with the
distance

D˛;� D kF˛;� � FBHP;˛;�k
between F˛;� and FBHP;˛;�. In Fig. 15.5, we plot

D˛�

BHP;�.x/ D ˇ
ˇF˛�

BHP;�.x/ � FBHP;˛�

BHP;�.x/
ˇ
ˇ

and we observe that D˛�

BHP;�.x/ attains its maximum value, in ethanol and corn
prices, for the ˛�

BHP negative fluctuations below the mean of the probability
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distribution. In Fig. 15.6, we show the data collapse of the histogram f˛�

BHP;� of
the ˛�

BHP negative fluctuations to the truncated BHP pdf fBHP;˛�

BHP;�.
We assume that the probability distribution of the ˛�

BHP negative fluctuations r �̨
�

BHP
.t/

is approximated by FBHP;˛�

BHP;�. The pdf of the energy source daily (symmetric)
negative returns �r.t/, with T 2 T �, is approximated by (see [14])

fBHP;Energysource;�.x/ D
˛�

BHPx
˛�

BHP1fBHP

��
x˛

�
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Fig. 15.6 The histogram of the ˛�

BHP fluctuations with the truncated BHP pdf fBHP;˛;� on top, in
the semi-log scale, for daily returns. (a) Ethanol. (b) Corn

Hence, we get

fBHP;Ethanol;�.x/ D 1:67x�0:61fBHP.10:72x
0:39 � 2:51/

fBHP;Corn;�.x/ D 5:02x�0:47fBHP.20:07x
0:53 � 2:12/

We denote that x˛
�

BHP�1 is the intensity term of fBHP;ES;�.x/ at zero.

15.2.3 Ethanol and Corn Prices Gains and Losses

In the presented data analysis all the P values are always higher that 0:01, which can
indicate universality of the values in these energy source prices. For daily returns,
in ethanol and corn prices, we observe that P�

BHP > P
C
BHP.

Considering the exponent ˛ as new measure of intensity of the market, we
observe that in daily returns, in the period of 8 years considered, in ethanol prices,
˛C

BHP < ˛
�
BHP which can indicate that the market was more intense or more active in

the losses than in the gains.
A smaller value of ˛ causes a higher blowup of the returns near zero and the fact

that, in corn daily prices, ˛C
BHP > ˛�

BHP, shows that the market was less intense or
less active in losses (Fig. 15.7).
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Fig. 15.7 Values of ˛C

BHP and
˛�

BHP, for daily returns

15.3 Conclusions

We computed the analytical approximations of the pdf of the distinct normalized
daily positive and negative returns for specific energy sources, in terms of the
truncated BHP pdf. We showed that the data collapse of the histogram of the positive
and negative returns supports our proposed theoretical pdfs. We presented a measure
of the intensity of gains and losses of different energy sources prices.
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Chapter 16
Dynamical Phase Transition in Slowed
Exclusion Processes

Tertuliano Franco, Patrícia Gonçalves, and Adriana Neumann

16.1 Introduction

A central question in Statistical Mechanics consists in obtaining the scaling limits
of interacting particle systems: given a microscopical interaction in a time-evolving
particle system, properly rescaled, what is the limiting behavior of the system? Here,
we are concerned about a one-dimensional particle system with a random evolution
where the interaction dynamics is given by the exclusion rule, namely, at most one
particle can occupy a fixed state (the so-called fermions in Physics) and all the bonds
have a constant rate of passage of particles, except a finite number of bonds, whose
rate is slowed down in order to difficult the passage across them.

The exclusion rule (Exclusion Process) is a standard model in Probability and
Statistical Physics, with wide literature about it. The special bonds slowing down
the passage of particles, denominated by slow bonds, have been considered in [5]
and have origin in the works [2, 4] and [3].
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The scaling limit considered here is the hydrodynamical limit (see [8] for a
reference on the subject) for a one-dimensional particle system, where the spatial
mesh of the discrete lattice is taken as N�1 and particles can evolve at a scaling
time given by N2. We further assume that at the initial time, the density of particles
is approximated by a continuous profile �.�/. The parameter characterizing the
intensity of the rate of passage at the slow bonds is taken asN�ˇ , where ˇ 2 Œ0;1�.
It is understood here that N�1 D 0. In order to keep notation simple we suppose
the presence of a single slow bond. The extension to a finite number of slow bonds
is straightforward, see [5] for details.

The main result of this paper consists on establishing a dynamical phase
transition that depends on the parameter ˇ 2 Œ0;1�, for the hydrodynamic limit
of exclusion processes with a finite number of slow bonds. In other words, we
prove that, when N ! 1, the time trajectory of the spatial density of particles
converges to a space-time function �.t; x/ that is the weak solution of a certain
partial differential equation, depending on the chosen regime of ˇ. More precisely, if
ˇ 2 Œ0; 1/, then �.t; x/ is the unique weak solution of the well known heat equation
on the torus T:


@t� D @2x� ;

�.0; �/ D �.�/ :

meaning that, although the rate of passage of particles across the slow bond goes to
zero, its microscopical effect is not strong enough in order to have any consequence
in the continuum.

On the other hand, at the critical value ˇ D 1, �.t; x/ is the unique weak solution
of the heat equation on the torus T, with Robin’s boundary conditions at the origin:

8
<

:

@t� D @2x�

�.0; �/ D �.�/
@x�t .1/ D @x�t .0/ D �t .0/� �t .1/:

We suppose that the slow bond is close to the origin, otherwise if it is close to some
point uN in the one-dimensional discrete torus TN , then the boundary condition is
given at u 2 T. It is possible to recognize above the Fick’s Law (or the Fourier’s Law
for the heat conduction), which states that the passage of mass across an interface
is proportional to the difference of the concentration (or the temperature in the
Fourier’s Law).

Now, if the rate of passage is slowed down in such a way that ˇ 2 .1;1�, then
�.t; x/ is the solution of the heat equation on the torus T, with Neumann’s boundary
conditions:

8
<

:

@t� D @2x�

�.0; �/ D �.�/
@x�t .1/ D @x�t .0/ D 0:
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In the case ˇ 2 .1;1/, the intensity of the slow bond is big enough in order to
prevent the passage of mass in the continuum. In the microscopic scenario, for each
fixed N , it is possible to observe particles crossing the slow bond, nevertheless
in the macroscopic limit, the corresponding boundary is isolated, as predicted by
the Neumann’s boundary conditions. Microscopically, the case ˇ D 1 denotes
a forbidden passage of particles across the slow bond and the same behavior is
reflected at the continuum, but in this case the system will evolve in a finite box
instead of the discrete torus TN .

The paper is organized as follows. In Sect. 16.2, we define our microscopic
dynamics as an exclusion type model with a finite number of slow bonds whose rate
of passage is given by N�ˇ with ˇ 2 Œ0;1�. In Sect. 16.3, we present the partial
differential equations that we obtain for the different regimes of ˇ and we define
what we mean by weak solutions of each one of those equations. In Sect. 16.4, we
formally define the concept of hydrodynamic limit and in Sect. 16.5 we state the
main result of this paper, namely, the dynamical phase transition at the level of the
hydrodynamic limit. We finish the paper, presenting in Sect. 16.6, some extensions
to higher dimensions and some future open problems.

16.2 Microscopic Dynamics

Let TN D Z=NZ D f1; : : : ; N g be the one-dimensional discrete torus with N
points. We consider a microscopic dynamics of exclusion type, at each site x 2TN

there can be at most one particle. As a consequence of this exclusion rule, our
Markov process has state space f0; 1gTN , its configurations being denoted by the
Greek letter � 2 f0; 1gTN . The occupation variable at the site x is defined in such a
way that �.x/ D 1, if the site x is occupied, otherwise �.x/ D 0 (Fig. 16.1).

Now, we define the dynamics of our interacting particle system. For that purpose,
suppose that initially we have particles distributed in TN as:

Let p W TN � TN ! Œ0; 1� be a probability measure such that for all x; y 2 TN

it holds that p.x; y/ WD p.y � x/.
At each site x 2 TN , there exists a random clock with exponential law of

parameter �.x/ (usually this parameter is equal to one), which is independent of
the random clocks at the other sites. When one clock rings, if there is a particle at
that site, then it jumps to a site y with probability p.y � x/. By the exclusion rule,
particles can only jump to empty sites (Figs. 16.2 and 16.3). For instance, this jump
is allowed by the dynamics:

while this other jump is forbidden:
We suppose that jumps are performed to the nearest-neighbors, namely, two sites

x; y 2 TN are nearest-neighbors, that we denote by x 	 y, if jx � yj D 1.
We also assume that there are a finite number of slow bonds whose rate of passage

of particles is decreased in such a way that those bonds act somehow as a barrier to
the movement of particles, see Fig. 16.4:

To each pair of sites x; y 2 TN such that x 	 y, we associate a number �Nx;y D
�Ny;x > 0, usually called conductance. At the slow bonds the conductance is a smaller
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Fig. 16.1 One possible initial configuration

Fig. 16.2 Since the destination site is empty the particle can jump

Fig. 16.3 Since the destination site is occupied the particle does not move

Fig. 16.4 Exclusion process with three slow bonds acting as a barrier. The rate at the slow bonds
is defined in such a way that the passage of particles across them is more difficult than in the other
bonds

a

0 ≡ 1

1
N

2
N

N−1
N

Fig. 16.5 Discrete torus 1
N
TN embedded in continuous torus T. The slow bond is the green one,

containing the macroscopical point a 2 T

in comparison with the value of the conductance at other bonds. The conductances
are related to the parameter of the exponential clock as follows: for each site
x 2 TN , �.x/ D P

yI y	x �Nx;y .
We consider a finite number of slow bonds, each one associated to a point

b1; : : : ; bk 2 T. Having a bond associated to the macroscopic point a 2 T, means
that this bond contains the point a in the natural embedding of the discrete torus TN
in the continuous torus T, 1

N
TN � T, see Fig. 16.5:

Given b1; : : : ; bk 2 T, we consider the following conductances:

�Nx;xC1 D

N�ˇ; if fb1; : : : ; bkg \ . x

N
; xC1
N
� ¤ ¿ ;

1; otherwise .

The rate of the conductances are chosen in such a way that particles cross bonds
at rate one, except k particular bonds in which the dynamics is slowed down by
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a factor N�ˇ , with ˇ 2 .0;1�. Each one of these particular bonds contains the
macroscopic point bi 2 T; or bi coincides with some vertex x

N
and the slow bond is

chosen as the bond to the left of x
N

.
Denote by f�t WD �tN2 W t � 0g the Markov process on f0; 1gTN whose

interacting dynamics is described above, speeded up byN2. Although �t depends on
N and ˇ, we are not indexing it on that, in order not to overload notation. Formally,
this Markov process has generator given on local functions f W f0; 1gTN ! R by

LNf .�/ D
X

x;y2TN
x	y

�Nx;y .f .�
x;y/ � f .�// ;

where �x;y is the configuration obtained from � by exchanging the variables �.x/
and �.y/.

Let D.RC; f0; 1gTN / be the path space of càdlàg trajectories with values in
f0; 1gTN . For a measure �N on f0; 1gTN , denote by P

ˇ

�N
the probability measure

on D.RC; f0; 1gTN / induced by the initial state �N and the Markov process
f�t W t � 0g.

16.3 Macroscopic Hydrodynamic Equations

In this section we present the partial differential equations governing the evolution
of the density profile for the different regimes of ˇ and we define the notion of weak
solutions of each one of these equations.

Denote by �t a function �.t; �/ and for an integer n denote by Cn.T/ the set of
continuous functions from T to R and with continuous derivatives of order up to n.
For I an interval of T, here and in the sequel we use the notation Cn;m.Œ0; T � � I/
for the set of functions defined on the domain Œ0; T ��I, that are of class Cn in time
and Cm in space, for n;m integers.

Fix a bounded density profile � W T ! R.

Definition 16.1. A bounded function � W Œ0; T � � T ! R is said to be a weak
solution of the parabolic differential equation:


@t� D @2u�

�.0; �/ D �.�/ (16.1)

if, for t 2 Œ0; T � andH 2 C1;2.Œ0; T � � T/, �.t; �/ satisfies the integral equation
Z

T

�.t; u/H.t; u/ du �
Z

T

�.u/H.0; u/ du

�
Z t

0

Z

T

�.s; u/ f@2uH.s; u/C @sH.s; u/g du ds D 0:

We repeat here the definition of the Sobolev Space from [1].
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Definition 16.2 (Sobolev space). For a; b 2 T, the Sobolev space H1.a; b/

consists of all locally summable functions � W .a; b/ ! R such that there exists
@� 2 L2.a; b/ satisfying

Z

T

@uG.u/�.u/ du D �
Z

T

G.u/@�.u/ du;

for all G 2 C1.a; b/ with compact support. For � 2 H1.a; b/, we define the norm

k�kH1.a;b/ D k@�kL2.a;b/ :

Definition 16.3. The space L2.0; T I H1.a; b// consists of all measurable functions
� W Œ0; T � ! H1.a; b/ with

k�kL2.0;T IH1.a;b// WD
� Z T

0

k�tk2H1.a;b/
dt
�1=2

< 1 :

Definition 16.4. Let fb1; : : : ; bkg � T. A bounded function � W Œ0; T � � T ! R

is said to be a weak solution of the following parabolic differential equation with
Robin’s boundary conditions at the points fb1; : : : ; bkg � T:

8
<

:

@t� D @2u�

�.0; �/ D �.�/
@u�t .b

C
i / D @u�t .b

�
i / D �t .b

C
i /� �t .b

�
i / ; 8t 2 Œ0; T � ;8 i D 1; : : : ; k

(16.2)

if the following two conditions are fulfilled:

(1) � 2 L2�0; T I H1.Tnfb1; : : : ; bkg/
�

;
(2) For all functions H 2 C1;2

�
Œ0; T � � Tnfb1; : : : ; bkg

�
and for all t 2 Œ0; T �,

�.t; �/ satisfies the integral equation

Z

T

�.t; u/H.t; u/ du �
Z

T

�.u/H.0; u/ du

�
Z t

0

Z

T

�.s; u/ f@2uH.s; u/C @sH.s; u/g du ds

�
kX

iD1

Z t

0

˚
�.s; bC

i /@uH.s; b
C
i / � �.s; b�

i /@uH.s; b
�
i /
�

ds

C
kX

iD1

Z t

0

˚
�.s; bC

i /� �.s; b�
i /
�˚
H.s; bC

i /�H.s; b�
i /
�

ds D 0:

(16.3)
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Definition 16.5. Let fb1; : : : ; bkg � T. A bounded function � W Œ0; T � � T ! R

is said to be a weak solution of the following parabolic differential equation with
Neumann’s boundary conditions at the points fb1; : : : ; bkg � T:

8
<

:

@t� D @2u�

�.0; �/ D �.�/
@u�.t; b

�
i / D @u�.t; b

C
i / D 0 ; 8t 2 Œ0; T � ;8 i D 1; : : : ; k

(16.4)

if the following two conditions are fulfilled:

(1) � 2 L2�0; T I H1.Tnfb1; : : : ; bkg/
�

;
(2) For all functions H 2 C1;2

�
Œ0; T � � Tnfb1; : : : ; bkg

�
and for all t 2 Œ0; T �,

�.t; �/ satisfies the integral equation

Z

T

�.t; u/H.t; u/ du �
Z

T

�.u/H.0; u/ du

�
Z t

0

Z

T

�.s; u/ f@2uH.s; u/C @sH.s; u/g du ds

�
kX

iD1

Z t

0

˚
�.s; bC

i /@uH.s; b
C
i /� �.s; b�

i /@uH.s; b
�
i /
�

ds D 0:

(16.5)

For classical results about Sobolev spaces, we refer the reader to [1] and [9].
Since in Definitions 16.4 and 16.5 we imposed � 2 L2�0; T I H1.Tnfb1; : : : ; bkg/

�
,

the integrals above are well-defined at the boundary points.
Heuristically, in order to establish an integral equation for the weak solution of

the heat equation with Robin’s or Neumann’s boundary conditions as above, one
should multiply both sides of (16.2) or (16.4) (respectively) by a test function H ,
integrate in space and time and then perform twice a formal integration by parts,
obtaining the equation

Z

T

�.t; u/H.t; u/ du �
Z

T

�.u/H.0; u/ du

�
Z t

0

Z

T

�.s; u/ f@2uH.s; u/C @sH.s; u/g du ds

�
kX

iD1

Z t

0

˚
�.s; bC

i /@uH.s; b
C
i /� �.s; b�

i /@uH.s; b
�
i /
�

ds

C
kX

iD1

Z t

0

˚
@u�.s; b

C
i /H.s; b

C
i /� @u�.s; b

�
i /H.s; b

�
i /
�

ds D 0:
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Applying the formal boundary conditions on �, one gets to (16.3) or (16.5),
respectively. Besides that, any strong solution of (16.2) or (16.4) is a weak solution
of (16.2) or (16.4), respectively.

16.4 Hydrodynamic Limit

In this section we define formally the hydrodynamic limit for the processes we
described above. For that purpose, we define the empirical measure by:

�Nt .du/ D �N .�t ; du/ D 1

N

X

x2TN
�t .x/ı x

N
.du/;

where ıu denotes the Dirac measure at u 2 T. As mentioned in the introduction
we assume that at the initial time the density of particles is approximated by a
given profile. Now we define exactly what is the assumption we need on the initial
distribution of the system.

Fix a continuous density profile � W T ! Œ0; 1� and denote by .�N /N a sequence
of probability measures on f0; 1gTN .

Definition 16.6. A sequence .�N /N is associated to an initial profile �.�/, if for
every continuous functionH W T ! R and for every ı > 0

lim
N!C1�N

hˇ
ˇ
ˇ
1

N

X

x2TN
H
� x

N

�
�.x/ �

Z

T

H.u/�.u/du
ˇ
ˇ
ˇ > ı

i
D 0: (16.6)

We can translate the definition above by saying that a sequence of measures
.�N /N is associated to a profile �.�/ if a Law of Large Number (in the weak sense)
holds for the empirical measure at time t D 0 under the probability �N . We can
rewrite (16.6) as

lim
N!C1�N

hˇ
ˇ
ˇ

Z

T

H.u/�N0 .du/�
Z

T

H.u/�.u/du
ˇ
ˇ
ˇ > ı

i
D 0:

The goal in hydrodynamic limit consists in showing that if at time t D 0

the empirical measures are associated to some initial profile �.�/, then at time t
they are associated to a profile �t , where �t is the solution of the corresponding
hydrodynamic equation. So, the goal is to show that if a Law of Large Numbers
holds for the empirical measure at time t D 0 then it holds at any time t .

In order to prove this result, we follow the Entropy Method which was introduced
by Guo, Papanicolau and Varadhan in [6]. This method requires the uniqueness
of weak solutions of the hydrodynamic equation. We notice that all the partial
differential equations (16.1), (16.2) and (16.4), have a unique weak solution. For
details we refer the reader to [5].
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16.5 The Main Result

Here, we state the main result of the article in which we establish the hydrodynamic
limit for the exclusion process with slow bonds depending on the regime of ˇ:

Theorem 1 (Franco, Gonçalves and Neumann [5]). Fix ˇ 2 Œ0;1�. Consider
the exclusion process with k slow bonds corresponding to macroscopic points
b1; : : : ; bk 2 T and with conductance N�ˇ at each one of these bonds. Fix a
continuous profile � W T ! Œ0; 1�. Let .�N /N be a sequence of probability measures
on f0; 1gTN associated to �.�/.

Then, for any t 2 Œ0; T �, for every ı > 0 and every H 2 C.T/, it holds that

lim
N!1P

ˇ

�N

n
�: W

ˇ
ˇ
ˇ
1

N

X

x2TN
H
� x

N

�
�t .x/ �

Z

T

H.u/ �.t; u/du
ˇ
ˇ
ˇ > ı

o
D 0 ;

where :

• if ˇ 2 Œ0; 1/, �.t; �/ is the unique weak solution of (16.1);
• if ˇ D 1, �.t; �/ is the unique weak solution of (16.2);
• if ˇ 2 .1;1�, �.t; �/ is the unique weak solution of (16.4).

16.6 Future Problems

We finish the paper by presenting some extensions to higher dimensions and some
future problems.

The extension of the results presented here to higher dimensional cases can be
obtained as in [4]. In that paper the slow bonds have a spatial position associated
to a smooth closed surface, modeling a membrane slowing down the passage
of particles. There, the authors study the case ˇ D 1 and it is an interesting
problem to obtain the dynamical phase transition as in [5], for any d -dimensional
exclusion process with slow bonds. Also, it would be a challenging problem to
extend the result to particle systems without exclusion constrains, as for example,
the generalized exclusion or the zero-range process.

One interesting problem that we are studying is related to the dynamical phase
transition at the level of the fluctuations or at the limit distributions of a tagged
particle. In the former case, we fix a profile �.�/ and we suppose the system to
start from the Bernoulli product measure ��.�/, with parameter �.x=N/ at the site
x 2 TN . We consider the density fluctuation field defined as:

YN
t WD 1p

N

X

x2TN
ıx=N

n
�t .x/� E��.�/ Œ�t .x/�

o
:
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The goal is to obtain the limit Y� of the density field as defined above and to
characterize it as a solution to some stochastic partial differential equation. As in
the hydrodynamic limit scenario, this equation will depend on the regime of ˇ. For
ˇ D 0, it was proved in [10] that Y� is an Ornstein-Uhlenbeck process with certain
characteristics depending on the non-equilibrium thermodynamical quantities of the
underlying system. The goal is to characterize the limit process for ˇ ¤ 0. In the
case of the tagged particle, at the initial time we fix one of the particles that are
distributed according to ��.�/ and we follow its trajectory. We want to establish a
dynamical phase transition at the level of the limiting distributions of this particle.
For ˇ D 0, it is proved in [7] that the limit distributions are given by a fractional
Brownian motion. We want to characterize the limit when ˇ ¤ 0. This is a step
towards characterizing the limit behavior of exclusion processes with slow bonds.
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Chapter 17
Cooperative Ellipsoidal Games: A Survey

S.Z. Alparslan Gök and G.-W. Weber

17.1 Introduction

Uncertainty affects our decision making activities on a daily basis. There are
many sources of uncertainty in the real world such as: noise in observation and
experimental design, incomplete information, vagueness in preference structures
and decision making. The important issue of whether and why individuals and
organizations choose to cooperate (or not) when faced with uncertainty on outcomes
or costs has generated a productive line of research in recent years. Crises in
the world and the need that players act in the directed manner of, e.g., the joint
implementation of the Kyoto Protocol, has brought the necessity of collaboration
into public awareness [5–7].

Cooperative game theory in coalitional form is a popular research area with
many new developments in the last few years. Several models are introduced in
this area such as the classical model of cooperative games with transferable utility
(TU-games), cooperative game theory in which the players have the possibility
to cooperate partially, namely, fuzzy games, multi-choice games and cooperative
interval games. In a cooperative TU-game, the agents are either fully involved or
not involved at all in cooperation with some other agents, while in a fuzzy game
players are allowed to cooperate with infinitely many different participation levels,
varying from non-cooperation to full cooperation. A multi-choice game describes
an intermediate case in the sense that each player may have a fixed finite number of
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activity levels. A cooperative interval game fits all the situations where participants
consider cooperation and know with certainty only the lower and upper bounds of
all potential revenues or costs generated via cooperation. For details of these models
we refer reader to [3].

The structure of interval data and the model of cooperative interval games [1]
have had broad applicability in Operational Research, climate negotiations and
policy, environmental management and pollution control, etc. However, the interval-
valued games model treats all its items separately, i.e., even if we have confidence
intervals given (as data) or to be estimated (as unknown parameters and levels of
states), there is not yet any stochastic kind of dependence, correlation, implied into
this model. For this reason and since the interval calculus is not able to represent
the players’ mutual dependencies, similarities and possible affinities to collaborate,
Alparslan Gök and Weber [2] recently introduced cooperative ellipsoidal games,
where ellipsoids were associated with clusters of players which were considered to
share such kinds of correlations. We notice that when changing to new/more general
structures (such as ellipsoids), we regularized—meaning: compromised between
the gain in accuracy with the forthcoming difficulties/sensitivities of the model and
computations. Ellipsoids go beyond intervals (and their Cartesian products: cubes or
parallelepipeds) in that they allow to include correlation between the items (genes,
actors, players) interpreted as dependences, common interests, etc.; intervals mean
parallelism—no correlations included. Cooperative ellipsoidal games are coopera-
tive games where the worth of each coalition is an ellipsoid. In [8], the ellipsoidal
core was introduced to solve the difficult problem of distribution of the ellipsoidal
value of the grand coalition over the players and in [9] a necessary condition for
the non-emptiness of the ellipsoidal core is given and the basic properties of the
ellipsoidal core are studied. Motivation for the model of cooperative ellipsoidal
games and for the ellipsoidal core relies on the need to collaborate, e.g., for
overcoming environmental challenges, in the presence of uncertainty that exist in
the real world, especially in gene-environment and eco-finance networks.

In the aforementioned studies, the research started with fully deterministic
models, in the form of networks, their dynamics and optimization. Since, however,
the real world is characterized by uncertainty in the form of noise in the observations
and a lack of knowledge about how the items of the models interact, the authors
left the deterministic real-valuedness of the models and turn to interval-valued
models. In fact, the given (data) and predicted values of the biological and entire
environmental information can hardly be identified by single scalar numbers, but
they can be easily hosted in some confidence intervals. The same can be said for the
levels of interactions of all these items. When aggregating all the intervals of data
vectors, state vectors or vectors of parameters using Cartesian products, we obtain
(confidence) parallelepipeds. Those parallelepipeds and intervals usually come from
a perspective where functional dependencies among any two of the errors made
in the measurements of the gene-environmental levels are not taken into account
explicitly.

The paper is organized as follows. Section 17.2 gives ellipsoid calculus needed
for handling ellipsoidal coalition values and payoff vectors whose components
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are ellipsoids. The model of cooperative ellipsoidal games is given in Sect. 17.3.
Section 17.4 deals with ellipsoidal solution concepts and related results for cooper-
ative ellipsoidal games. An economic application related with this model is given in
Sect. 17.5. Finally, we indicate some topics for further research.

17.2 Ellipsoid Calculus

In this section, some preliminaries from ellipsoidal calculus are given based on
[4, 8].

An ellipsoid in R
p will be parameterized in terms of its center c 2 R

p and a
symmetric non-negative definite configuration matrix˙ 2 R

p�p as

E .c;˙/ D f˙1=2u C c j kuk � 1g;

where ˙1=2 is any matrix square root satisfying ˙1=2.˙1=2/T D ˙ and k � k
representing the Euclidean norm. When ˙ is of full rank, the non-degenerate
ellipsoid E .c;˙/ may be expressed as

E .c;˙/ D fx 2 R
p j .x � c/T ˙�1.x � c/ � 1g:

We denote by � the set of all ellipsoids. The null ellipsoid will be denoted
by 0. Now, we introduce the basic operations needed to deal with ellipsoidal
uncertainty such as sums, intersections (fusions) and affine-linear transformations
of ellipsoids. The family of ellipsoids in R

p is closed with respect to affine-linear
transformations but neither the sum nor the intersection is generally ellipsoidal, so
both must be approximated by ellipsoidal sets. Given two non-degenerate ellipsoids
E1 D E .c1;˙1/ and E2 D E .c2;˙2/, their geometric (Minkowksi) sum E1 C E2 D
fz1 C z2 j z1 2 E1; z2 2 E2g is not generally an ellipsoid. However, it can be tightly
approximated by parameterized families of external ellipsoids. The range of values
of E1 C E2 is contained in the ellipsoid E1 ˚ E2 WD E .c1 C c2;˙.s// for all s > 0,
where˙.s/ D .1C s�1/˙1 C .1C s/˙2:

For a minimal and unique external ellipsoidal approximation an additional
condition has to be fulfilled. The value of s is commonly chosen to minimize either
the trace or the determinant of˙.s/.

The family of ellipsoids is closed with respect to affine transformations. Given
an ellipsoid E .c;˙/ � R

p , a matrix A 2 R
m�p and a vector b 2 R

m we get
AE .c;˙/ C b D E .Ac C b;A˙AT /. Thus, ellipsoids are preserved under affine
transformation. If the rows of A are linearly independent (which implies m � p),
and b D 0, the affine transformation is called a projection.

The (maximal in size) inner and (minimal in size) outer approximations of
ellipsoids by parallelepipeds and the projections of such parallelepipeds on the
coordinate axes provide a criterion to compare ellipsoids. We introduce binary
relation F on � as follows.
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Let E1;E2 2 � be non-degenerated ellipsoids whose interior parallelepipeds
are disjoint. We say that E1 F E2 if and only if d1k � d2k for each k D 1; : : : ; p,
where d1k and d2k are the coordinate wise sizes of the projected inner parallelepipeds
approximating E1 and E2, respectively. Note that the relation F is a partial order, that
is a reflexive and transitive binary relation.

17.3 The Model

A cooperative ellipsoidal game [2] is an ordered pair < N; Qw >, where N D
f1; 2; : : : ; ng is the set of players, and Qw W 2N ! � is the characteristic function
which assigns to each coalition S 2 2N an ellipsoid such that Qw.;/ D 0, where �
is the family of all ellipsoids.

Reward/cost sharing problems in situations modeled by cooperative ellipsoidal
games can be addressed with ellipsoidal solution concepts, i.e., solutions which
associate to each cooperative ellipsoidal game a set consisting of vectors of
ellipsoids. Such solutions inform the players about the ranges of individual payoffs
generated by cooperation within the grand coalition, and are helpful post cooper-
ation to distribute among the players the outcome of the grand coalition when the
ellipsoidal uncertainty is resolved.

The following example illustrates the concept of an ellipsoidal game.

Example 17.1 (Ellipsoid Glove Game [2]). Consider the ellipsoidal game with
three players with Qw.1; 3/ D Qw.2; 3/ D Qw.1; 2; 3/ D E .c;˙/ and Qw.S/ D 0,
otherwise.

Recall that a map � W 2N n f;g ! RC is called a balanced map [3] ifP
S22N nf;g �.S/eS D eN . Here, eS is the characteristic vector for coalition S with

eSi D

1 if i 2 S
0 if i 2 N n S:

Let < N; Qw > be a cooperative ellipsoidal game. We say that < N; Qw > is
E-balanced if for each balanced map � W 2N n f;g ! RC we have Qw.N / FP

S22N nf;g �.S/ Qw.S/.

17.4 Ellipsoidal Solution Concepts

Let < N; Qw > be a cooperative ellipsoidal game. Its ellipsoidal core is defined by

C. Qw/ D
(

.E1; : : : ;En/ 2 � j
X

i2N
Ei D Qw.N /;

X

i2S
Ei F Qw.S/;8S 2 2N n f;g

)

:
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Example 17.2. The ellipsoidal core of Example 17.1 is C. Qw/ D f.0; 0;E .c;˙//g.

In [9] a necessary condition for the non-emptiness of the ellipsoidal core is given as
follows:

Proposition 17.1. If a cooperative ellipsoidal game has a non-empty ellipsoidal
core then it is E-balanced.

The following basic properties of the ellipsoidal core are proved in [9].

Proposition 17.2. Let Qw be a cooperative ellipsoidal game. Then, the ellipsoidal
core C. Qw/ of Qw is a convex set.

Proposition 17.3. Let Qw be a cooperative ellipsoidal game. Then, the ellipsoidal
core C. Qw/ is relative invariant with respect to strategic equivalence.

Proposition 17.4. Let Qw be a cooperative ellipsoidal game. Then, the ellipsoidal
core C. Qw/ of Qw is a superadditive map.

17.5 An Economic Application

In this section we illustrate an economic application of cooperative ellipsoidal
games to motivate our work.

Example 17.3 ([8]). Three countries, say Australia, New Zealand and Indonesia,
consider cooperation for reducing their greenhouse gas emission because they do
not have enough money to do this separately. Australia and New Zealand have much
in common from cultural viewpoint and industrialization degree, while Indonesia is
rather complementary in technological sense. A joint CO2 reduction by the cluster
{Australia, New Zealand} has a positive influence on the cluster {Indonesia} and
vice versa. The technological complementary of Indonesia and the group consisting
of Australia and New Zealand together with the use of the TEM model allow us to
associate with this situation an ellipsoidal game < N; Qw >, where N D f1; 2; 3g,
with Australia as player 1, New Zealand as player 2 and Indonesia as player 3 whose
characteristic function Qw is given by Qw.1; 3/ D Qw.2; 3/ D Qw.1; 2; 3/ D E1.c;˙1/,
Qw.S/ D E2.c;˙2/, otherwise, with E1.c;˙1/ F E2.c;˙2/. Any ellipsoidal core
element gives equal ellipsoidal payoffs to players 1 and 2 and a better ellipsoidal
payoff to player 3 that owns the scarce good. We emphasize that the establishment
of the ellipsoids needs real-world data, the use of modern clustering theory and
further data mining and statistics.
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17.6 Final Remarks

In this paper we give a survey on the class of cooperative ellipsoidal games. Now, we
indicate some topics for further research regarding the ellipsoidal core such as: to
find conditions guaranteeing the non-emptiness of the interval core of a cooperative
ellipsoidal game, to design efficient algorithms for determining ellipsoidal core
elements, to characterize the ellipsoidal core on suitable classes of cooperative
ellipsoidal games. We invite the interested reader to participate in this exciting new
research programme and its modern applications.

Acknowledgements The authors thank Rodica Branzei and Stef Tijs for their valuable contribu-
tions to the research.

References

1. Alparslan Gök, S.Z.: Cooperative Interval Games: Theory and Applications. LAP-Lambert
Academic Publishing house, Germany (2010). PROJECT-ID:5124, ISBN-NR: 978-3-8383-
3430-1

2. Alparslan Gök, S.Z., Weber, G.-W.: Cooperative games under ellipsoidal uncertainty. In:
Proceedings of PCO 2010, 3rd Global Conference on Power Control and Optimization, Gold
Coast, Queensland, Australia, 2–4 February 2010. ISBN: 978-983-44483-1-8

3. Branzei, R., Dimitrov, D., Tijs, S.: Models in Cooperative Game Theory. Springer, Berlin (2008)
4. Kropat, E., Weber, G.-W., Sekhar, P.C.: Regulatory networks under ellipsoidal uncertainty:

optimization theory and dynamical systems. Preprint no. 138, Institute of Applied Mathematics,
METU (2009)

5. Pickl, S., Weber, G.-W.: Optimization of a time-discrete nonlinear dynamical system from a
problem of ecology: an analytical and numerical approach. J. Comput. Technol. 6(1), 43–52
(2001)

6. Weber, G.-W., Alparslan-Gök, S.Z., Dikmen, N.: Environmental and life sciences: gene-
environment networks: optimation, games and control: a survey on recent achievements, invited
paper. Special issue, DeTombe, D. (guest ed.). J. Organisational Transformation Soc. Change
5(3), 197–233 (2008)

7. Weber, G.-W., Alparslan-Gök, S.Z., Söyler, B.: A new mathematical approach in environmental
and life sciences: gene-environment networks and their dynamics. Environ. Model. Assess.
14(2), 267—288 (2009)

8. Weber, G.-W., Branzei, R., Alparslan-Gök, S.Z.: On cooperative ellipsoidal games. In: Pro-
ceedings of 24th MEC-EurOPT 2010 Mini EURO Conference: Continuous Optimization and
Information-Based Technologies in the Financial Sector, Izmir-Turkey, 23–26 June 2010

9. Weber, G.-W., Branzei, R., Alparslan-Gök, S.Z.: On the ellipsoidal core for cooperative games
under ellipsoidal uncertainty. In: Proceedings of 2nd International Conference on Engineering
Optimization, Lisbon, Portugal, September 6–9 2010



Chapter 18
Zeta Functions and Continuous Time Dynamics

Paolo Giulietti

18.1 Introduction

In the following we will address the following questions: “What is it known about
dynamical zeta functions for continuous dynamical systems? Why do we care at all
about zeta functions?”

As a brief comment to the skeptical reader, zeta functions are interesting for their
ability to encode statistical properties of physical systems, such as the abundance
and distribution of orbits. For example, in [25, 36], it is shown that the study of
the scattering of a point particle on a plane arising from the presence of three hard
disks can be carried out using considering orbits and zeta functions; moreover the
scattering poles are efficiently computed.

While in the last 40 years there were some advances in understanding zeta
functions as invariants of dynamical systems, the search for a unifying framework
is still not concluded; however, we can now recognize few recurrent patterns.

This survey takes firmly the continuous dynamic viewpoint, close in spirit to [71].
In fact, if the reader is more interested in the discrete case, he can read through
the many excellent introductions available [11, 12, 80] and follow the references
contained therein.

Proofs are omitted and the exposition is limited to outline roughly the ideas
involved; we hope that a casual reader will appreciate the elegance of the ideas,
while those who are already acquainted with the techniques can use this survey as a
reference to original papers.

Most of the definitions are grouped in Sect. 18.2, while few others are introduced
along the related results. In Sects. 18.3, 18.4 and 18.5, we present, mostly in a
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time-line fashion, available results. We do not claim to have collected exhaustively
all the available results, the choices made reflect the author1 taste.

18.2 General Framework

A continuous dynamical systems is, to the extent of this presentation, an action of
R on a smooth manifold2 M ; we will denote our flows by �t .

There are three main ideas which are central to our study: that of an orbit of a
dynamical system, that of correlation between observables and that of entropy. Let
us begin by fixing some notation.

Definition 18.1. � will be an orbit, �p be the prime orbit associated to it. �.�/ will
indicate the length of a orbit; �.�/ is its multiplicity with respect to its prime orbit
so that �.�/ D �.�/�.�p/. T will indicate the set of orbits and Tp will indicate the
set of prime orbits. � will be reserved to closed geodesics.

Definition 18.2. If �t preserves a measure � we can define the correlation function
for two observables f; g in some reasonable class as

�f;g.t/
:D
Z

M

f .�t .x//g.x/d�.x/ �
�Z

M

f .x/d�.x/

�

�
�Z

M

g.x/d�.x/

�

:

(18.1)

Note that choosing the “most adequate” class of observables will always be a critical
part of our work.

If �.t/ ! 0 for t ! 1 we say that the flow is mixing. The flow is weak mixing
if the equation f ı �t D eiatf has no solutions for f 2 C1.M;C/ and a > 0.3

Given a parametric Banach norm k � k˛; ˛ 2 .0; 1/ for our class of observables, if
there exists C˛ > 0 and �˛ > 0 such that j�t.x/j � kf k˛kgk˛e��˛t we say that the
flow is exponentially mixing. Last note that, given at least a weak-mixing flow, its
Fourier transform is well defined and we set

O�.!/ :D
Z C1

�1
ei!t�.t/dt; (18.2)

whose poles are called “resonances”.

Definition 18.3. LetX be a nonempty compact metric space with its distance d.�; �/
and T a continuous map on X . A set A 
 X is said to be .n; �/-separated, if for

1Arguably bad
2 The attention here is restricted to smooth manifolds, but in some occasions one could relax such
hypothesis or deal with a compact metric space X .
3 Note that if a D 0, by transitivity, any solution f must be constant.
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all x; y 2 A with x ¤ y the d.T ix; T iy/ � � for some i < n. Let !.n; �/ be
the maximal cardinality of a .n; �/-separated set in X . The topological entropy is
defined as

htop.T /
:D lim
"!0

lim sup
n!1

log.!.n; �//

n
:

By htop.�1/ we mean the topological entropy of the flow at time one (see [65] for
more details). For a discussion on equivalent definitions of topological entropy see
Bowen [18]. Conjugated to the notion of topological entropy there is, obviously,
the notion of measure of maximal entropy, for the definition and the relation with
topological entropy see [57–59].

Remark 18.1. From now on C is a running constant, in particular it could change
value even within the same sentence. Ca is a running constant, dependent from the
parameter a. Numbered constants Ci ; i 2 N, have fixed values.

18.3 The Prototype

Given a surface M of nonpositive sectional curvature one is led to ask which
are the properties of the geodesic flow that lives on it. The study of the geodesic
flow steams from the physical perspective that such flow describe the motion of a
particle constrained on the surface when no other force acts on it (for an elegant and
extensive introduction to geodesic flows as physically interesting objects see [4]).

In 1956 Selberg [84] highlighted the relation between the objects we are
interested in. Let M be a Riemann surface of curvature k D �1 and let

�Selberg.s/
:D
Y

�

1Y

kD0

�
1 � e�.sCk/�.�/

�
: (18.3)

Selberg was able to study its properties by using the trace formula which bears
his name and the following elegant strategy. First he showed that each factorQ1
kD0

�
1 � e�.sCk/�.�/� converges for s 2 C sufficiently large. Since formally we

have

d

ds
log

�
�Selberg.s/

� D
X

�

1X

kD0

d

ds
log

�
1 � e�.sCk/�.�/� D

X

�

1X

kD0

� .�/

1 � e�.sCk/�.�/ ;

(18.4)

we can proceed to interpret the rightmost element as following. Let � be the
Laplacian of the surface, let f�j gj2N be its positive discrete spectrum, and let
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�j 2 C1.
 =H2/ the related eigenfunctions. The set f�j g is a basis of L2.
 =H2/

and satisfies the equation

.�C �j /�j D 0:

We let �j
:D
q
�j � 1

4
for ��=2 � arg�j < �=2, then

Theorem 18.1 (Selberg [84]). Let h W C ! C be a suitable test function such
that h.s/ D h.�s/, h.s/ is holomorphic in a strip =.s/ � 1

2
C � for � > 0 and

jh.s/j � a.1C jsj2/�1�� for some a > 0. Then

1X

jD0
h.�j / � Area.M/

4�

Z 1

�1
h.�/ tanh.��/�d� D

X

�2Tp

1X

nD1

�.�/1n�.�/

2 sinh.n�.�/=2/

(18.5)

where Of indicates the Fourier transform of f . Thus while keeping some freedom in
the choice of the function h, by using the right hand sides of Eqs. (18.5) and (18.4)
we establish a straightforward connection between the set of orbit and the set of
eigenvalues.

Different h can be used to achieve different purposes: here given a parameter
k 2 R we let hk.�j / D .k2 � �2j /�1 and by doing so we formally obtain

1X

jD0
h�2C 1

4
.�j / D

1X

jD0
.� � �j /�1 D Tr

�
.�C �/�1

�
: (18.6)

Thus, we can study the property of �Selberg by studying the trace of the resolvent of
the Laplacian, which can be shown, in a regularized sense, to extend to the whole
C. Selberg also proved that

Theorem 18.2 (Selberg [84]). �Selberg converges absolutely for <.s/ > 1 and can
be analytically extended to an entire function on the whole C. Moreover �Selberg has
non-trivial zero precisely at s D htop.�1/ D 1 and at s D 1

2
˙ i�j where �j are as

above. Last �Selberg satisfies the following functional equation

�Selberg.s/ D �Selberg.1 � s/ exp

 

Area.M/

Z s� 1
2

0

u tan.�u/du

!

:

Thus the functional equation allows us to compute the values of �Selberg at any point,
by first computing the values in the region of granted convergence. Next the region
free of zeros grants the following result on the distribution of orbits based on a
classical tauberian theorem approach. In fact, with such result at hand, one obtains
(see [43]) that the number˘.L/ of closed geodesics of length less than L;L ! 1,
satisfies
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˘.L/ D
NjX

jD0

Z L

1

dt
e.1=2Ci�j /t

t
C O

 
e
3
4Lp
L

!

where Nj is such that �0; : : : � Nj satisfy =.�j / < 0.
Later results shows that �Selberg can be decomposed into a product formula over

its zeros, as it is usually done in number theory with the Hadamard product. In the
development of such formulas the main ingredients are the study of a functional
determinants, which encode the spectrum of the Laplacian, and the employment of
Barnes double gamma function [83, 94, 95].

See [60] for an overall presentation of the Selberg trace formula and its
implications.

18.4 Anosov Flows

It is important to recall that geodesic flows on a surface of constant negative
curvature are ergodic, mixing, and have been the model out of which Anosov flows
[75, 86] were defined.

Definition 18.4. An Anosov flow is a flow such that there exists a D�t -invariant
continuous splitting TM D E0 ˚ Es ˚ Eu, constants C1 > 1 and � > 0, such that
for t � 0,E0 is the one-dimensional subspace tangent to the flow and for all x 2 M

kD�t.v/k � C1kvke��t if t � 0; v 2 Es

kD��t .v/k � C1kvke��t if t � 0; v 2 Eu:

For such flows it holds

Theorem 18.3 (Anosov [3]). An Anosov flow has only one of the following two
properties, either it has a strong stable and strong unstable manifold everywhere
dense or it is a suspension of an Anosov diffeomorphism by a constant roof function.

Note that the geodesic flow on a surface falls in the first case. Moreover, note
that, in the second case even a smooth perturbation4 forces the perturbed flow to fall
into the first class.

There was a natural attempt to generalize Selberg’s results by considering
Anosov flows on a manifold of variable negative curvature. However such results
were not attainable at first, due to the fact that the trace formula relies critically
on the constant curvature assumption and on the means of representation theory.

4 For example the perturbation introduced by a smooth reparametrization obtained by choosing
two points which have irrational ratio.
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However, one is naturally led to ask if by replacing some of the elements involved
in such scheme one could obtain the same cascade of results.

In 1976, Ruelle [76] proposed a dynamical zeta function that reads as

�Ruelle.z/
:D
Y

�2Tp

�
1 � e�z�.�/

��1
; z 2 C: (18.7)

Since, at the time, Margulis already showed that

Theorem 18.4 (Margulis [57–59]). Given a geodesic flow on a surface of negative
curvature one has for C2 > 0 and L > 0

]f� 2 T W �.�/ < Lg 	 eC2L

C2L
;

by using the properties of the horocycle foliations (improving a previous result by
Sinai [87]), Ruelle zeta is convergent for z sufficiently large in the same geometrical
setting. An alternative proof which also showed that the constant of Theorem 18.4
is exactly htop.�1/ was found later on by Parry and Pollicott [64, 65] and it is based
on transfer operators and symbolic coding.

The definition (18.7) arose in Ruelle work in a natural way given the works of
Lang [51], Artin and Mazur [5], Smale [88] which all dealt, in different frameworks,
with counting periodic points for a discrete transformation. Moreover note that
whenever �Ruelle and �Selberg are both defined we coherently have

�Ruelle.z/ D �Selberg.z C 1/

�Selberg.z/
; �Selberg.z/ D

1Y

iD0
�Ruelle.z C i/�1:

First of all we want to highlight that, while for the geodesic flow the meromorphic
extension of (18.7) is granted to the whole C, in the context of flows of limited
regularity, it is not the case. Such result is coherent with examples by Gallavotti
[35], Ruelle [77] and Pollicott [67], where one finds an essential singularity for the
suspension flows constructed with an arbitrarily slow rates of decay correlations.

Thus, following the strategy of Selberg, we look for a suitable related operator.
The connection between our objects is highlighted in the following formal compu-
tations. Begin by noticing that we can turn the product formula into a sum formula
via

�Ruelle.z/ D
Y

�2Tp

�
1 � e�z�.�/

��1 D exp

0

@
X

�2Tp

1X

mD1

1

m
e�zm�.�/

1

A

D exp

 
X

�2T

1

�.�/
e�z�.�/

!

:

(18.8)
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Then, following Ruelle, we use the linear algebra identity for the linear finite
dimensional operator A given by

det.1 � A/ D
dimAX

`D0
.�1/` tr.^`A/:

Thus, as long as det.1 � A/ ¤ 0, we obtain

�Ruelle.z/ D exp

 
dimAX

`D0

X

�2T

1

�.�/

.�1/` tr.^`A/

det.1 �A/ e�z�.�/

!

: (18.9)

On the other hand we define the operator

Definition 18.5. Let g W M ! R a continuous weight function. Let f be a function
in C r (even C1). Then we define a family of transfer operators as

Lt;gf .x/
:D g.x/f .��t .x//:

Thus we define its resolvent as

R.z/f D
Z 1

0

dt e�ztLt;g.f /:

Such resolvent is in general not in trace class, however it can be constructed a
regularized trace for which holds

Trace .R/ 	
1X

iD0
.1 � �g;i /

�1 (18.10)

where �g;i are the eigenvalues of the transfer operator on a suitable functional space.
Thus we formally write a trace for the resolvent as

Z

M

dx ı.x/.R.z/ı.x// D
Z

M

dx ı.x/
Z 1

0

dt e�ztg.x/ı.��t .x// (18.11)

where we forcedR.z/ to act on ı as if it was a function, implying that we used some
regularization scheme.

Next we can decompose the space M in its orbits by considering ı.x � ��t .x//,
where ı is the usual delta function. Thus if U� � M is a sufficiently small
neighborhood of a single orbit we obtain

Z

U�

dxg.x/ı.x � ��t .x// D g�

j det.1 �D����.�//j
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if g depends only on the orbit and not on a specific point. Thus we can write

Z

M

dx
Z 1

0

dt e�ztg.x/ı.x � ��t .x// D
X

�2Tp

e�z�.�/g�

j det.1 �D����.� /j : (18.12)

which can be used5 with (18.10) to provide at the same time a representation and an
estimate of the trace of the resolvent.

Thus by using Eq. (18.12) in (18.9) we can obtain (18.8), provided the g-s can be
chosen for each ` to compensate for the weights induced by exterior algebra. Such
regularized traces have been used before, and are traditionally called “flat traces”,
they are analogous of those obtained by Atiyah-Bott [6–8] and thus inherited the
same nomenclature.

Hence the core of the work lies in giving mean to such flat trace and to define a
space of function on which the resolvent is (at least) quasi-compact, i.e. its spectrum
is given by an isolated eigenvalue at one, a spectral gap, some point spectrum and
an essential spectrum with radius strictly smaller then one. Such strategy has been
fruitful in a variety of situations.

In the case of expanding flows with real analytic stable and unstable foliations6

Ruelle already showed that �Ruelle has a meromorphic extension to C and that it is
the quotient between two entire functions d1, d2 such that jdi.z/ � 1j � e�C<.z/.
He was able to do so by coding the flow by a Markov partition à la Bowen [19]
and then studying the action of a suitable transfer operator on Hölder observables.
In the case of expanding semiflows (constructed as suspension of expanding maps,
without the analytic assumption) Ruelle [79] later showed that if one starts with7

f; r 2 C .k;˛/, where f W M ! M is an expanding map and r W M ! R
C is a roof

function, �Ruelle is meromorphic in the half-plane <.s/ > � where � < htop.�1/ is
the unique number such that P.f;�� � r/ D log 	�.kC˛/ where P is the topological
pressure and 	 is the expansion coefficient. In such context the extension is optimal
(see [10]).

The meromorphic extension to C was obtained by Rugh [81], for generic smooth
Anosov flows on three dimensional manifolds, and later by Fried [33,34] in arbitrary
dimension but still assuming analyticity of the flow.

In a series of paper by Parry and Pollicott [64,68,69] it was proved that for weak
mixing Anosov flows, �Ruelle.z/ is analytic and non zero for <.z/ � htop.�1/ apart
for a single pole at z D htop.�1/. Moreover if �t is topologically weak mixing then

5Modulo few nontrivial caveats tied to the orientation of Es along orbits, the choice of a suitable
g, the choice of how approximate the ı.
6 Recall that by real analytic function in a neighborhood of a point we mean that in such
neighborhood the function is infinitely many time differentiable and the Taylor expansion of f .x/
converges to f .x/. Thus, a real-analytic manifold is a manifold such that the charts are real-analytic
and a real-analytic foliation is a foliation such that the map from each leaf to R

n is real-analytic.
7 C.k;˛/ being the class of function k-times differentiable such that the k-th derivative has Hölder
exponent ˛.
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there are no other poles on the line <.s/ D htop.�1/. On the other hand if �t is not
topologically weak mixing then it has poles at s D htop.�1/C iak, k 2 Z; a 2 R.
The monograph [65] contains all the details and the references on such results. At
the moment the best available result is the following

Theorem 18.5 (Giulietti-Liverani-Pollicott [37]). Given a compact, connected
and orientable C 1 Riemannian manifoldM , for any C r Anosov flow �t with r > 2,
�Ruelle.z/ is meromorphic in the region

<.z/ > htop.�1/� �

2

�
r � 1
2

�

where � is determined by the Anosov splitting, and bxc denotes the integer part
of x. Moreover, �Ruelle.z/ is analytic for <.z/ > htop.�1/ and non zero for <.z/ >
maxfhtop.�1/ � �

2

�
r�1
2

˘
; htop.�1/ � �g. If the flow is topologically mixing then

�Ruelle.z/ has no poles on the line fhtop.�1/ C ibgb2R apart from a single simple
pole at z D htop.�1/.

Corollary 18.1. For any C 1 Anosov flow the zeta function �Ruelle.z/ is meromor-
phic in the entire complex plane.

The whole strategy relied, as in the original Ruelle [76] paper, on studying a
generalization of transfer operators when applied to forms. The ability of disposing
of Markov coding, thus of the analyticity hypothesis, is obtained by choosing
suitable Banach spaces of forms, on which one could study the resolvent of the
generator of the flow, refining what was done before in a variety of (discrete or
continuous) situations [15–17, 20, 38, 39, 50, 53, 54]. The second part, i.e. relating
“flat traces” to transfer operators, also implements ideas presents in the literature
[9, 13, 16, 55]. It is likely that “another” combination of the above techniques could
produce optimal results, at the price of lengthier computations.

Much less, despite the effort, is known about finer properties of �Ruelle, such as
precise location of zeros and poles; nevertheless some estimates are available in
specific cases. Recall that such estimates, by means of well established tauberian
theorems, readily give results for the number of orbits of a given length.

In 1998, Chernov [21] showed that the rate of mixing for sufficiently regular
Anosov flows on three dimensional manifolds is, at worst, stretched exponentially.
Dolgopyat [15], proved exponential mixing for C2C" weak-mixing Anosov ow
with C1 stable and unstable foliations. Dolgopyat, as Chernov before him, did not
translate his papers into the language of zeta functions. By having exponential decay
at hand, one obtains that a dynamical zeta function is analytic, except as usual at
htop.�1/, in a region determined by j<.z/ � htopj � j=.z/j�c for some c > 0 i.e.
there is a small strip free of zeros at the left of the half plane of convergence. Thus,
by tauberian theorems, on a negatively curved Riemannian surface [27,72] we have

�.L/ D li.ehtop.�1/L/CO.ec3L/ (18.13)
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where c3 < htop.�1/, li.x/ D R x
2 .ln.s//

�1ds. For weak-mixing transitive [73],
the error term estimate was later improved, for flows which satisfy a really weak
Diophantine condition, since it was proven that there exists a ı > 0 such that

�.L/ D ehtop.�1/L

htop.�1/L

�

1C O

�
1

T ı

��

:

Also there are some available results on resonances (see Eq. (18.2)). For real
analytic flows, Ruelle [78] showed that O� is meromorphic in a strip j=!j < ı and
the related resonances and their residues can be understood as some special Gibbs
distribution. Note that such poles are often computable [24, Chap. 17]. In the context
of real analytic suspension semiflows over uniformly expanding real-analytic map
of the interval of Naud [63] proves that O� extends meromorphically to the whole
complex plane and that one can find infinitely many resonances in a strip f�2h�� �
<.z/ � 0g, where h is the measure entropy with respect to an equilibrium measure
and a chosen potential.

In the analytic framework, it is known that both the topological entropy and
the metric entropy8 vary under an analytical perturbation in a real analytical sense
[48, 70]. Such phenomena is captured by �Ruelle, and is reflected by the location of
the entropy pole, which moves accordingly to the perturbation.

Remark 18.2 (Contact Anosov flows). The estimate (18.13) is available not only
when the horocycle foliation is C 1 [72, 90] but also for weaker conditions, and it
is conjectured to hold for all contact Anosov flows. Note that the first paper on
Anosov flows where one finds exponential decay of correlation, without requiring
the extra regularity of foliations, restricts the attention to contact Anosov flow [53].
In this sense the best estimate available at this time is obtained in [37], following
and adapting strategies developed elsewhere [14,52–54]; a Dolgopyat type estimate
is established for ds-forms, where ds is the dimension of the strong stable manifold.
The extension of the geometric part of the original Dolgopyat argument to the
framework of [37] required a pinching condition on top of the contact requirement,
to counteract for the fact that, morally integration is performed with respect to the
measure of maximal entropy. It is likely that recent work on contact flows, which
allowed to study directly the transfer operator associated to the time one map of the
flow [30, 31, 91–93] could allow a generalization of such estimate.

Remark 18.3 (L-functions). The importance of studying generalization of zeta
functions, such as L-functions, it is clear in the paper of Katsuda and Sunada
[49]. In fact, one construct a complex function associated to a unitary character
 W H1.X;Z/ ! U.1/ as

8 The metric entropy is defined as h.�; �/ D R
Eu.x/d�.x/ where � is the SRB measure related

of �t . See [98] for an introduction to SRB measures.
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L.s; / D
Y

�p

�
1 � .Œ�p�/e

�s�.�p /��1 :

Such definition is natural if one wants to keep track of the homological distribution
of orbits, in fact, Katsuda and Sunada prove an equidistribution theorem by
perturbation, by carefully studying the location of zeros and poles, near the real
axis and near the line defined by <.z/ D htop.�1/.

Remark 18.4 (Torsion). It is possible to connect the geodesic flows and torsion,
either à la Reidemeister or à la Ray-Singer, since they are known to be equivalent.
Fried [32] shows that the value of �Ruelle.0/ is equivalent to the value of torsion for
a closed oriented hyperbolic manifold.

Following the idea of exploiting analytic flows, and the results of Rugh and Fried,
Morgado [82] proves a stronger version of the theorem which relates the torsion with
the zeros of the zeta function already obtained by Fried. With this new approach he
is able to get rid of the requirement of the extra regularity on the foliations.

Theorem 18.6 (Morgado [82], Fried [32]). Let �t be an analytic transitive Anosov
flow on an orientable closed 3-manifold M . Let � W �1.M/ ! U.n/ be an acyclic
representation. Suppose there is a periodic orbit � such that 1 and the holonomy
of � are not eigenvalues of �.�/. Then the L-function is regular at the origin and
Torsion�.M/ D jL�;�.0/j.

Anantharaman [1] uses a dynamical zeta to construct an asymptotic expansion
of the functions which counts closed geodesics under cohomological constraint on
surfaces of negative curvature, she is able to do so by using the result of Dolgopyat
and Chernov-Dolgopyat on standard pairs.

Let � 2 H1.M;R/, ˛ 2 H1.M;Z/ and ı > 0. Let the “integral part” map be
Œ�� W H1.M;R/ ! H1.M;Z/ and let

�.�; ˛; ı; T /
:D f�; T � �.�/ � T C ı; Œ�� D ˛ C ŒT ��g :

Let H W � ! supm2Œ�� h.m/ i.e. H maps the element � to the supremum of the
metric entropy for the winding cycles in the class of �. Then we have

Theorem 18.7 (Anantharaman [1]). Let M be a three dimensional manifold and
consider an Anosov flow on it. Suppose moreover that the characteristic foliations
are of class C1 and uniformly jointly non integrable. Then there are analytic
functions cn; n2N; n ¤ 0 in D � R

dC1 such that for a ı > 0

�.�; ˛; ı; T / D eTH.�
T /�hrH j˛i

T d=2C1

 

c0.�
T ; ı/C

NX

kDi

ck.�
T ; ˛; ı/

T k
C O.T 1�n/

!

:

(18.14)

Note that the requirements over the foliations are coherent with the Anosov
alternative and necessary to the proof. The strategy of the proof requires mainly two



296 P. Giulietti

ingredient. First by using the regularity of the foliations to ensure the regularity of
the partitions as Dolgopyat does, the proofs exploit the cancellation effect. Second a
zeta function is introduced naturally as the inverse of the Laplace transform both
for �.�/ � T and for the homology class of � . Stretching further these ideas,
in [2] the authors show that there is relation between Wigner distributions and
Patterson-Sullivan distributions i.e. residues of weighted dynamical zeta functions
for a compact hyperbolic surface. In fact they show that such distributions are
asymptotically the same, in the region where they are both defined, on any line
parallel to the imaginary axis.

Remark 18.5 (Algebraic flavor). On a different direction, Mayer develops further
the algebraic side of the problem, in particular we find that given the Gauss map
G.x/ D x�1 mod 1 on the unit interval and the geodesic flow of a modular surface9

one has the following theorem

Theorem 18.8 (Mayer [61]). �Selberg for the geodesic flow related to the modular
group PSL.2;Z/ can be written as �Selberg.z/ D det.1�Lz/ det.1CLz/ with Lz the
transfer operator of the Gauss map. Moreover �Selberg is meromorphic in the entire
complex plane with (possibly removable) singularities at the points zk D .1�k/=2;
for k 2 N.

18.5 Semi-Classical Approximation

Zeta functions have proven to be quite successful in the study of semiclassical
regimes, i.e when one can relate periodic orbits in a classical system to the energy
levels of the corresponding quantum system. If the underlying geometry is Rn or Sn,
the solutions of the wave equation

@2u

@t2
D �u

for suitable boundary conditions and a class of functions u which satisfy rapid decay
are well understood. Such solutions are recovered by first reducing the problem,
through a change of variable, to a pair of transport equations. The properties of
�u are then studied through the resolvent of the associated semigroup. Note that
if one is given a sufficiently regular potential V , the solutions of .�C V /u D �u
are obtained through the analysis of its scattering matrix.10 Such problem becomes
extremely complex if we move to richer geometries, for example by studying spaces
of negative curvatures or by adding obstacles throughout the space. In such cases the

9The surface of constant negative curvature constructed from a modular group.
10 It is an operator. Such nomenclature comes from the one-dimensional framework, where it is
actually the refraction/transmission matrix associated to the potential.
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scattering matrix should extends to a meromorphic operator on a wider region, and it
is a widespread feeling that the poles of the scattering matrix should approximately
determine the singularities of a “semiclassical” �SM. The explicit expression of �SM

is usually fairly complex (compared to (18.7) or (18.3)), we will show later on an
example of it.

It is common for zeta functions to have both sum and products representations
(for example as we have seen in Eq. (18.8)) and as a matter of fact is often easier to
study the properties of the elements of the sum. Nevertheless it is usual to study the
“determinant”

DSM.s/
:D
X

�2T

S.�/e�s�.�/

j det.I � P�/j 12
(18.15)

where S.�/ embeds the properties of the system studied (for example the geometry
of the boundary or the geometry of the scatterers) and P� is a representation of
the Poincaré return map along the orbit � . Note that the usual det.I � P� /

�1 in
expressions like (18.9), is replaced here by det.I � P�/

�1=2 to compensate for
the fact that we are dealing with a wave amplitude, as can be seen from formal
computations similar to those of Eqs. (18.11) and (18.12) applied to waves.

A stepping stone to understand the properties of (18.15) is the Gutzwiller-Voros
trace formula [40, 96], which has the ability of tyeing eigenenergies of the wave
operator to DSM; such trace is formally similar to that of Selberg (18.5).

Thus, one is allowed to think of zeta functions as a good tool to numerically com-
pute eigenenergies, though only in an aggregate manner, since such computations
provide a good degree of accuracy even when truncated and evaluated through a
small number of orbits.

Recall that, generically, the study of a billiard is the study of the trajectory of
particles with given energy in a limited region, such that a particle obeys to the laws
of optical reflections whenever it encounters an obstacle (either a scatterer or the
border of its space).

In a series of a papers Harayama, Shudo and Tasaki [41,42,85] studied dispersing
strongly chaotic billiards.11 In such setting it is possible to define a Fredholm
determinant12 starting from the boundary element method. Here the authors are
able to show that if one chooses the symbolic dynamic associated to the flow in a
opportune manner, then such determinant agrees completely with the zeta function
defined by Gutzwiller-Voros. If we enrich the geometry with several strictly convex
obstacles, Ikawa [44–47] shows that DSM with an opportune weight gives rises to
the expected zeta function which has zeros and poles directly related to that of the
scattering matrix for the related perturbed symbolic flows. Stoyanov [89] is able to

11 By dispersing we mean that the boundary is strictly concave inward at every smooth point of the
boundary. By strongly chaotic we mean hyperbolic, ergodic, mixing, and Bernoulli.
12 In the sense of defining det.I C A/ by setting det.I CA/

:D P
1

0 Tr�k.A/.
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show that on R
3, under suitable hypothesis on the scatterers, �SM shows an infinite

number of poles on a strip near the real axis.
For dispersing billiards on R

3, Dahlqvist [26] approximates the zeta functions
by determinants with different weights and shows that the related traces can be
dominated by isolated zeros or by the continuous spectra. He also notes that there
is a phase transition between exponential decay and polynomial decay (reflected by
the properties of the zeta functions) for different values of the largest eigenvalue
of the weighted operator. His scheme seems numerically stable, and it can be used
to compute topological entropy and other dynamical features, such as Lyapunov
exponents or rate of decay of correlations.

In Naud [62], we find that for an open billiard flow in R
3 there is a generic

Diophantine condition13 which grants an analytic extension of �SM on a strip to the
left of topological entropy of width polynomially decreasing. In particular assume
�t has two primitive orbits �p;1 and �p;2 such that �.�p;1/

�.�p;2/
is a Diophantine number

and recall that the condition on the orbits is met with ease since can be deduced
if we have three obstacles such that the relative distances are Diophantine. In this
context, we define the two determinants

Zd.s/ D
X

�2T

.�1/m� �.�p/e�s�.�/

j det.I � P� /j 12
Z0.s/ D

1X

mD1

X

�p2T

.�1/mr� �.�p/e�s�.�p/Cı�

where m� are the number of reflections, r� D 0 if �.�p/ has an even number of
reflections, 1 otherwise and ı� D � 1

2
log.e1e2/ where e1 and e2 are eigenvalues of

P� . Thus he can set Z0.s/ D �� 0
SM.s/ and obtain

�SM.s/ D
1X

mD1

1

m

X

�mxDx
e�sfm.x/Cgm.x/Ci�m

and he can show meromorphic continuation of such zeta by introducing symbolic
dynamics into the billiard flow along with the irrationality condition. Moreover he
proves that there exist C; � > 0 such that Zd has an analytic continuation up to the
domain f� C it 2 C W jt j � 1; xc � C

jt j� � � � xcg. The strategy is to estimate
the resolvent of the transfer operator using the regularity of the Gibbs measure,
following of Dolgopyat [27], and then using the irrationality condition to prove that
.�I � Lt / is invertible.

Last we want to mention that Petkov and Stoyanov [66] show that it is possible to
compute an estimate on equidistribution of lengths of periodic orbits in no-eclipse
billiards on the plane. No-eclipse billiards are billiards where the convex hull of any
two scatterers has empty intersection with any other scatterer. Their results are close

13 An irrational number x 2 R is Diophantine if there exist � > 0 and M > 0 such that for all

.p; q/ 2 Z � N� we have
ˇ
ˇ
ˇx � p

q

ˇ
ˇ
ˇ > M

q2C� .
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in spirits to the theoretical ones obtained by Pollicott and Sharp [74] for negatively
curved surfaces. In the last mentioned paper the cancellation of oscillatory integrals
plays a remarkable role in proving estimates concerning the distribution of pairs
of closed geodesic on a compact surface of negative curvature whose difference in
length is given.14

Remark 18.6 (Casimir Effect). The Casimir effect, that is the attractive or repulsive
effect observed when two neutral metallic plates are pulled very close to each
other, can be computed from a quantum-mechanical billiard-type framework [97].
Its strength can be deduced from the appropriately weighted zeta function, by means
of a trace formula for transfer operators. It is shown that one could apply such
calculations to any length of given billiards, though good results are obtained only
for medium to large separations of scatterers.

18.6 Conclusions

We hope that we do not need to give any other motivation to persuade the reader
of the general interest of such questions. It is a pity that so far we have not been
able to find a better framework which encloses all the situations above, and we hope
that the above survey stimulated the reader curiosity. Nevertheless we would like to
conclude this survey by the following extraordinary path. Connes [22, 23] suggests
that one could use a suitable transfer operator to study the action of an opportune
“Riemann flow”. In fact, in his context he is able to define a suitable trace, similar
to what we presented so far which coherently relies on what we called dynamical
determinant. Next he guesses that if we could find a replacement for the standard
Selberg trace formula for such Riemann flow, we could probably be on the right
track to reformulate the Riemann hypothesis in dynamical terms.
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Chapter 19
Diffusion Dynamics in Economics:
An Application to the Effects of Fiscal Policy

Orlando Gomes

19.1 Introduction

Mainstream macroeconomic analysis typically adopts a rationality concept accord-
ing to which each agent is endowed with an automatic capacity to maximize
intertemporal utility subject to some resource constraints. Recent work searches
for reasonable departures from this paradigm of full rationality in order to bet-
ter replicate observable phenomena. ‘Bounded rationality’, ‘near-rational behav-
ior/expectations’ or ‘limited rationality’ are some of the designations that have been
progressively introduced in the macroeconomic lexicon in order to characterize
more or less significant departures from the idyllic setting in which every agent pos-
sesses the capabilities needed to compute optimal solutions in every circumstance
and in an instantaneous way. The voluminous literature that touches the mentioned
subjects includes the following relevant references: [1, 4–8].

With this study, we intend to contribute to the literature on bounded rationality in
macroeconomics by imposing the following central assumption: only a small share
of educated and well informed agents in the economy will be able or willing to
solve the optimization problem they face (these can be called the ‘innovators’). All
the other agents will just imitate the behavior of the first group, but with a time lag
that varies across individuals, following a diffusion process (these are the ‘adopters’
or ‘imitators’).

The general setting is a trivial intertemporal utility maximization problem where
three types of taxes influence the choices of private agents: labor income taxes,
taxes on asset revenues and taxes over the acquisition of consumption goods. The
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optimization problem is solved, allowing for presenting a trivial long-term outcome
with constant values for the assumed endogenous variables (in the case, wealth,
consumption and time allocation between labor and leisure). The benchmark setting
for the analysis is this steady-state, which can be disturbed through changes in the
way the fiscal policy is conducted. Any perturbation on one of the assumed tax
rates will trigger a re-optimization process. According to the bounded rationality
assumption, only a small share of agents (which in aggregate terms might corre-
spond to an infinitesimal share) will instantly update their behavior and compute
the new optimal solution; every other agent will follow in time according to some
diffusion pattern.

The diffusion dynamics are adapted from [9], who considers three categories
of sources of diffusion: contagion, social influence and social learning. We will
study the three, for different kinds of policy changes, in order to understand how
consumption and labor-leisure choices are eventually affected on the aggregate. We
will encounter inertia on the time paths of macro variables following the policy
shocks: there is not an instantaneous jump from one equilibrium point to another
one generated by the disturbance, but a gradual adjustment. That is, after a tax
change, the large majority of the agents (or even the entire population) will end up by
adopting the same behavior as the individuals with the instantaneous re-optimization
ability, however this will not occur for everyone at the same time; ranther, a
sluggish adjustment will be observed. Assuming some standard distribution of
agents’ attentiveness (e.g., a normal distribution) as we will do in the cases of
social influence and social learning, or a simple logistic pattern, as in the contagion
scenario, we will encounter a diffusion path for the evolution of the assumed
endogenous variables or, which is the same, a hump-shaped evolution for the rate of
change of the mentioned variables.

The central piece of the diffusion analysis will be the time allocation choice.
The problem involves a state variable, wealth, that reacts immediately to tax
changes, and two control variables, consumption and time allocation between labor
and leisure. When a fiscal policy disturbance takes place, agents will take time
(following the diffusion process) to apprehend such change in terms of their labor-
leisure decision; as a result, some agents will continue, for some time length, to offer
an amount of labor supply that is compatible with the pre-perturbation optimum but
that is sub-optimal for the new tax rante. Consumption levels will be the direct
outcome of financial and labor income, and therefore a non optimal labor-leisure
choice will conduct to an amount of consumption that does not allow for maximizing
the steady-state aggregate level of utility, as long as the diffusion process is not
extinguished.

An important remark relates to the causes of sluggishness in the labor market: we
are not departing from a perfectly competitive environment, i.e., the labor market is
fully flexible. The causes for stickiness in the behavior of workers relate to their
incapacity to immediately adjust to a change in the relevant parameters: only when
observing the behavior of others, will the majority of the agents progressively adapt
their decisions to the new economic conditions. In other words, it will be less costly
for most of the agents to ‘adopt’ an existing behavior with some delay than to
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engage in a systematic re-optimization process (although we do not directly consider
re-optimization costs, they will implicitly exist; they are the reason for the diffusion
process to take place).

The remainder of the chapter is organized as follows: Sect. 19.2 describes the
structure of the model and Sect. 19.3 characterizes the trivial steady-state of the
problem. In Sect. 19.4, we discuss types of diffusion processes, which are applied in
Sects. 19.5 and 19.6 to address transitional dynamics under diffusion, after a policy
shock. The first of these two sections concentrantes on the impact of policy measures
over the evolution of endogenous variables while the latter focuses its attention on
long-run utility or welfare implications. Section 19.7 concludes.

19.2 The Optimization Problem

Consider an economy populated by a large number of individual households. They
all face the same optimization problem, which consists in maximizing intertemporal
utility, given an infinite horizon. The arguments of the instantaneous utility function
are consumption, ct , and the amount of time allocated to leisure. Normalizing
the amount of available time to the unity, `t 2 .0; 1/ will represent the share
of time allocated to working hours, while 1 � `t will be the percentage of the
household’s time destined to leisure. Both variables, ct and `t , are control variables
for the agent, meaning that the problem faced by households consists in evaluating
consumption—savings and labor—leisure trande-offs that best serve the goal of
utility maximization. Let ˇ 2 .0; 1/ represent the intertemporal discount factor.
The individual agent maximizes the value of the following objective function:

V0 D
1X

tD0
ˇtu.ct ; 1 � `t / (19.1)

Utility function u.�/ is continuous, twice differentiable, increasing on its two
arguments and subject to decreasing marginal returns, also relatively to both
arguments, i.e., the following derivative signs must hold: uc > 0; ucc < 0 and
u1�` > 0; u1�`;1�` < 0. One also considers that the utility function is additively
separable, that is, uc;1�` D u1�`;c D 0.

The optimization problem is subject to a resource constraint. This constraint
reflects the accumulation of wealth. Households increase their wealth levels through
labor participation, which pays a fixed wage rate, and through the accumulation
of financial assets. In order to obtain a steady-state result such that wealth,
consumption and labor and leisure shares are kept constant, we assume that
assets’ accumulation is subject to decreasing returns: additional returns on financial
investments fall with the amount of wealth already applied in the markets (this view
can be supported on the idea that more profitable investment opportunities are the
first to be seized).
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Three types of taxes will be considered in this economy: taxes over consumption,
taxes over labor income and taxes over the returns on financial wealth. The
corresponding rates are: �c; �`; �s 2 .0; 1/. These rates will appear on the resource
constraint, which takes the form

atC1 � at D .1 � �`/w`t C .1� �s/ra
˛
t � .1C �c/ct , a0 given (19.2)

In difference equation (19.2), at represents the level of wealth held by the
households at time t , w translates a constant wage rate, r is a parameter that allows to
measure the returns on financial wealth and elasticity ˛ 2 .0; 1/ reflects the degree
of decreasing returns on the accumulation of wealth. Increasing consumption levels
or assuming higher taxes (independently of their type) constitutes a penalty over the
amount of available wealth (it will suffer a negative change).

It is straightforward to solve the optimization problem Max V0 subject to resource
constraint (19.2). The computation of first order conditions requires writing the
Hamiltonian function,

H.at ; ct ; `t / D u.ct ; 1 � `t /C
ˇptC1

	
.1 � �`/w`t C .1 � �s/ra˛t � .1C �c/ct



(19.3)

with pt the co-state variable associated to the state variable at .
To derive optimality conditions we resort to the Pontryagin’s principle; the

necessary conditions for optimality are:

@H

@c
D 0 ) uc D .1C �c/ˇptC1 (19.4)

@H

@`
D 0 ) u` D �.1 � �`/wˇptC1 (19.5)

ˇptC1 � pt D �@H
@at

)
h
1C ˛.1 � �s/ra

�.1�˛/
t

i
ˇptC1 D pt (19.6)

The transversality condition lim
t!1ptˇ

tat D 0 needs to be imposed in order to

avoid the possibility of perpetual debt.
To develop further the optimality relations, we need to specify a functional form

for the utility function. A shape that obeys to the properties one has imposed to
this function is the following: u.ct ; 1 � `t / D ln Œct .1 � `t /m�, where m > 0 is
the parameter reflecting the relevance that the household attributes to the utility of
leisure relatively to consumption utility. For the chosen function, uc D 1=ct and
u1�` D m=.1� `t /.

Optimality conditions (19.4) and (19.6) allow for presenting an equation of
motion for consumption,
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ctC1 D ˇ
h
1C ˛.1 � �s/ra�.1�˛/

tC1
i
ct (19.7)

By combining (19.4) and (19.5), one also encounters a static relation between
share `t and the value of the consumption variable:

`t D 1 � m.1C �c/

w.1 � �`/
ct (19.8)

As previously referred, the study to pursue is restricted to the evaluation of the
steady-state. Thus, we will resort to Eqs. (19.2), (19.7) and (19.8) to find the steady-
state values a� WD atC1 D at , c� WD ctC1 D ct and `� WD `tC1 D `t . Some algebra
directs us to the intended expressions:

a� D
�
˛ˇ

1 � ˇ
.1 � �s/r

�1=.1�˛/
(19.9)

`� D 1

1Cm

(

1 �
�
˛ˇ

1 � ˇ

�˛=.1�˛/
m Œ.1 � �s/r�1=.1�˛/

w.1 � �`/

)

(19.10)

c� D 1

1Cm

(

w
1 � �`

1C �c
C
�
˛ˇ

1 � ˇ
�˛=.1�˛/

Œ.1 � �s/r�1=.1�˛/
1C �c

)

(19.11)

19.3 Long-Term Policy Implications

Long-term effects of policy changes are straightforward to obtain from the steady-
state results.

Proposition 19.1. Under the proposed setting, an increase on the tax rate on sav-
ings has the following long-run impact over the economy: wealth and consumption
levels fall and the share of time allocated to working hours suffers a positive change.

Proof. Just compute first-order derivatives of (19.9), (19.10) and (19.11) with
respect to �s; we find the results that are evidenced in the proposition, i.e., @a

�

@�s
< 0,

@c�

@�s
< 0 and @`�

@�s
> 0. ut

The presented result is intuitive. Whenever a fiscal policy change correspond
to an increase on the tax rate over financial wealth earnings, this will lower the
accumulated wealth and the resources the agent will have available to consume. If
earnings on savings are lowered by a tax increase, then the agent will need to resort
to other sources of income, namely she will exchange leisure time by labor time,
i.e., share `� is positively influenced.

For the tax rate on labor income the following outcome is found.
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Proposition 19.2. When the government increases the labor income tax rate, this
does not have any impact on the level of wealth. Consumption and the labor share
will suffer, in this case, a negative change.

Proof. Again, compute the derivatives of the steady-state expressions, now with
respect to tax rate �`; results are @a�

@�`
D 0, @c

�

@�`
< 0 and @`�

@�`
< 0. ut

Now, the intuition is as follows: by disturbing labor income with a higher tax rate,
the willingness to allocate time to working hours falls, i.e., agents will renounce
some labor time in favor of leisure time. This reallocation of labor will lead to a
lower income that implies lower steady-state consumption levels.

Finally, one can analyze the effect of rising taxes over consumption. A larger tax
rate �c has the impact that the following proposition describes.

Proposition 19.3. A positive change in the tax rate on consumption will not influ-
ence wealth or the choice concerning the allocation of the household’s available
time. Relatively to consumption, the long-term value of the variable falls.

Proof. Proceeding as in the previous occasions, one computes partial derivatives
of steady-state values with respect to the tax rate under scrutiny to find the
corresponding signs, @a

�

@�c
D @`�

@�c
D 0 and @c�

@�c
< 0. ut

A larger tax rate on consumption has impact only over consumption itself. As
one should expect, a tax on consumption lowers the amount of available resources
that the agent will have available to consume.

Another point deserving evaluation relates to the steady-state level of utility or
welfare. For the specified utility function, the steady-state level of utility will be:

U.c�; 1 � `�/ D

ln

0

@ mmw

.1Cm/1Cm
1 � �`

1C �c

(

1C
�
˛ˇ

1 � ˇ
� ˛

1�˛ Œ.1 � �s/r�
1=.1�˛/

w.1 � �`/

) 1Cm1

A (19.12)

The evaluation of expression (19.12) allows us to understand the impact of fiscal
policy changes over long-term utility.

Proposition 19.4. Long-run utility falls with an increase on savings or consump-
tion tax rates. Utility can vary positively or negatively following a positive change
on the labor income tax rate; the positive variation requires the following inequality
to hold:

�` > 1 �
�
˛ˇ

1 � ˇ

� ˛
1�˛ m

w
Œ.1 � �s/r�1=.1�˛/

Proof. The signs of the derivatives of steady-state utility with respect to �s and �c
are straightforward to obtain from expression (19.12): @U�

@�s
< 0 and @U�

@�c
< 0.
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In what concerns the effect of the labor income tax over utility, the computation of
the corresponding derivative gives place to

@U �

@�`
D 1

1 � �`

�

.1Cm/
�

1C �
� 1

�

with � WD
�
˛ˇ

1�ˇ
� ˛
1�˛ Œ.1��s/r�1=.1�˛/

w.1��`/ . The above derivative possesses a positive sign if

� > 1=m. Rearranging, the inequality in the proposition is immediately found. ut
To improve our understanding of the result in Proposition 19.4, we take a

numerical example. The selected values are:m D 0:2, w D 0:25, r D 0:1, ˛ D 0:25

and ˇ D 0:96. In this case, �` D 1 � 0:0675.1� �s/
1:3333 is the borderline between

the two possible outcomes (increasing and decreasing utility following a positive
change on �`). For the specified values, for instance if �s D 0, �s D 0:25, or �s D 0:5

then a positive change in utility as the result of ��` > 0 requires, respectively,
�` > 0:9325, �` > 0:954, or �` > 0:9732.

The information revealed by the example is that an extremely high tax rate on
the labor income (relatively to the tax rate on savings) allows for an increase in
steady-state utility whenever the tax rate on labor income incurs in a positive change.
According to the numbers, though, the most likely result (the only admissible for
empirically reasonable tax rates) is the opposite: long-run utility will fall with an
increase in �`. When the tax on labor earnings increases, the utility will increase
through a direct effect (individuals exchange labor by leisure) and an indirect effect
will take place as well (diverting labor hours towards leisure time implies lower
income levels and therefore consumption will also decline, leading to a fall in
utility). According to the proposed example, the second effect tends to dominate,
and this becomes increasingly true as the other tax rate (�s) assumes larger values.

19.4 A Typology of Diffusion Processes

Based on Young [9], we consider three classes of diffusion processes. Diffusion can
occur through contagion, social influence or social learning. Each type of diffusion
process has distinctive features, however a common trace exists: in every case, the
variable subject to diffusion eventually follows an s-shaped evolution pattern.

Diffusion under contagion implies that people will adopt a given behavior just
by being in contact with other individuals that have already adopted such behavior.
Diffusion occurs, in this case, much as an epidemic. Models of diffusion by
contagion were pioneered by Bass [2, 3] and can be synthesized in a simple logistic
dynamic equation of the type:

�nt D �
'cInt C 'cE

�
.1 � nt /; n0 given (19.13)
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Variable nt denotes the share of individual agents that have already accessed
a given new set of information or that have already adopted a certain behavior;
�nt WD ntC1 � nt represents the time change of the assumed endogenous variable.
Parameters 'cI and 'cE are both positive values and they translate the rates at which
a current non-adopter ‘hears about’ the innovation from, respectively, previous
adopters and from some external source [in Eq. (19.13), this idea is reflected on
the fact that 'cI is associated with nt while parameter 'cE is not]. In the extreme case
where 'cE D 0, i.e., when contagion is only due to internal sources, we will be in
the presence of a conventional s-shaped logistic equation and 'cI will represent the
rate of contagion (thus, it should be a value lower than 1).

To study the main properties of the contagion equation (19.13), we begin by
computing the steady-state value of nt . Letting n� WD ntC1 D nt we find two
solutions: n� D �'cE='cI and n� D 1; only the second solution is admissible,
because the parameters are both positive values and the share nt must lie, at every
time moment, between 0 and 1. Thus, the contagion effect implies an equilibrium
result where all the universe of individual agents has adopted the behavior or has
taken contact with the relevant new information. Furthermore, it is straightforward
to realize that the steady-state is a stable point for any n0 2 Œ0; 1�; to accomplish this
result, we just need to notice that, according to (19.13), �nt � 0 for all possible
values of nt , i.e., share nt will increase in time from any admissible initial state
until point n� D 1 is reached. Given this global stability result, we can consider a
complete diffusion process, that is, we can start at n0 D 0.

The most relevant property concerning Eq. (19.13) is presented in Proposi-
tion 19.5.

Proposition 19.5. Diffusion by contagion allows for an s-shaped adoption process
as long as 'cI > '

c
E . The acceleration phase (the phase in which the adoption curve

is convex) cannot go beyond the 50 % adoption level.

Proof. Consider the relation between nt and �nt . One has already verified that if
nt D 1 then �nt D 0; this is the steady-state point. We can also compute the
instantaneous change in the value of nt when this share is equal to zero; replacing
nt by zero into (19.13) we obtain �nt D 'cE . The diffusion process will display an
s-shaped form if, starting at nt D 0, the adoption path is, in a first phase, convex and
then, following an inflection point, it becomes concave. This inflection point in the
time path of nt translates into a maximum for the function�nt D f .nt /. If we find
a maximum for this function, in the interval nt 2 Œ0; 1�, then the s-shaped diffusion
process is confirmed.

The necessary conditions for the existence of a maximum of any twice con-
tinuously differentiable function f .nt / are f 0 D 0 and f 00 � 0. In the case
under appreciation, f 0 D 'cI .1 � 2nt / � 'cE and f 00 D �2'cI . The second-
order derivative is, undoubtedly, negative and therefore the maximum exists if
condition f 0 D 0 is satisfied; this condition allows to determine the value of
share n for which the referred inflection point is accomplished. The respective
result is nmax D �

'cI � 'cE
�
=.2'cI /. The maximum change, found for nmax, will be
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Fig. 19.1 .nt ; �nt/ diagram in the contagion diffusion case. Values of parameters: 'cI D 0:25,
'cE D 0:05 (panel A); ' c

I D 0:1, 'cE D 0:15 (panel B)

�nmax D f .nmax/ D �
'cI C 'cE

�2
=.4'cI /; observe that �nmax is necessarily above

zero (the value of �nt for nt D 1) and it is not an amount inferior to 'cE (the value
of �nt for nt D 0).

The computed value nmax is a quantity below 1, but it can be either positive or
negative. If 'cI > 'cE , then nmax is a positive value and, thus, the inflection point
will exist for an admissible value of share nt : the adoption curve will be convex
in a first phase, it reaches a maximum at nmax and then it becomes concave as the
convergence towards n� D 1 is completed. In the opposite case, 'cI < 'cE , the
inflection point occurs for a non admissible nt value and, thus, the function f .nt /
will be decreasing in all the extent of the interval nt 2 Œ0; 1�, i.e., the adoption curve
will be concave throughout the diffusion process from n0 D 0 (or any other initial
share value) to n� D 1.

The second part of the proposition states that even when 'cI > 'cE , the
acceleration phase is subject to a constraint. In particular, the maximum point nmax

is necessarily lower than 0:5, because otherwise 'cE would be a non positive value
(to confirm this just solve nmax < 0:5, in order to obtain an universal condition). ut

The properties of the diffusion by contagion, referred to in Proposition 19.5,
can be illustrated graphically. Figure 19.1 presents two possibilities for the relation
between nt and �nt ; we depict cases 'cI > 'cE and 'cI < 'cE (in order to construct
the graphics, panel A of the figure takes 'cI D 0:25 and 'cE D 0:05; panel B
considers 'cI D 0:1 and 'cE D 0:15).
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In Fig. 19.1, panel A shows how nt varies with its own value for 'cI > 'cE . The
change in nt is always positive and the system converges towards the stable point
n� D 1. An s-shaped evolution for the variable under appreciation is confirmed by
the hump-shaped form of the displayed relation. In a first stage,�nt increases, then
it reaches a maximum and afterwards it begins to fall, meaning that the relation of nt
with time is such that the corresponding path is convex before point nmax is reached
and then it becomes concave as the system converges to its resting point n� D 1.

The case 'cI < 'cE is represented in panel B and, again, it indicates the presence
of convergence to n� D 1, for a dynamic process that initiates in some admissible
n0 value. Once more, the contagion effect is stable in the sense that the epidemic
will, for sure, spread throughout the entire population. However, in this second case,
the maximum of the function does not fall in the interval of possible values of nt .
Therefore, �nt decreases along the whole adjustment range. Hence, the s-shaped
trajectory for nt will no longer be observed. This path will have a concave shape
indicating that as nt increases the number of new adopters will be progressively
smaller independently of the number of already existing adopters. The border case,
where the rates of internal and external current non-adopters are identical is similar
in nature with the one in panel B, where now the maximum of the function is found
at point nt D 0; in this case, �nmax D �

'cI C 'cE
�2
=.4'cI / D 'cE . Once again, the

adoption curve is strictly concave.
Let us now turn to the setting of diffusion under social influence. In this second

scenario, people will adopt the new behavior/absorb the new information when a
certain threshold of individuals has already changed their behavior or their degree
of attentiveness relatively to the new piece of information.

Individual agents will possess different degrees of responsiveness to social
influence (i.e., different adoption thresholds). A low threshold value signifies that
agents adopt the innovation even if only a small share of individuals has already
adopted; a high threshold will reflect a low responsiveness to the behavior of others.
In this type of diffusion process, it is assumed that at a given time t the proportion
of individuals whose thresholds have been crossed is given by the cumulative
distribution function of nt , F.nt /. Of this proportion, a subset nt of individuals have
already adopted the innovation and, thus, one can express the share of individuals
who have crossed the threshold but have not yet adopted by F.nt /�nt . We consider
'si > 0 as the rate of conversion, and therefore the adoption process is presentable
under the difference equation

�nt D 'si ŒF .nt / � nt � n0 given (19.14)

The specific shape of the diffusion process will depend on the type of distribution
one considers, although one can recall some generic properties that help in
understanding the main features of the underlying dynamics. A distribution function
is, by definition, a non-decreasing function defined in the line of real numbers and
with outcomes in the interval Œ0; 1�. Moreover, the derivative F 0 corresponds to the
respective probability density function.
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The steady-state is now the point for which F.n�/ D n�; this will not be
necessarily accomplished since the cumulative distribution function of nt will
exhibit a value that cannot be lower than nt . In the examples to explore later, it is true
that F.1/ is asymptotically equal to 1, and therefore we can consider this to be an
asymptotic steady-state; however, if F.n�/ D n�does not hold for nt D 1, it will not
hold for any other, lower than 1, value of the variable. Thus, we just remark that for
nt D 1,�nt D 'si ŒF .1/ � 1�, which can be zero or a value slightly above zero. We
can also compute the change in nt for nt D 0, which yields�nt D 'siF.0/. Finally,
it is also a point of interest the one for which the right hand side of (19.14) reaches
a maximum. This will occur, as in the contagion case if the mentioned function has
a negative second order derivative and it is possible to find the point for which the
first derivative is equal to zero. The first derivative is 'si .F 0 � 1/ and the second is
'siF 00. Thus, if the derivative of the density function is a negative value, we find a
maximum for nt at the point in which F 0 D 1, i.e., the density function is equal to
1. The diffusion result is expressed in Proposition 19.6.

Proposition 19.6. Under social influence, the diffusion process is s-shaped for
F.nmax/� F.0/ > nmax, with nmax the solution of F 0 D 1.

Proof. Above, one has remarked that the eventual maximum value of nt is given
by the solution of F 0 D 1. Once nmax is found, we observe that �nmax D
'si ŒF .nmax/ � nmax�. We want to compare this value with the value of �nt under
nt D 0 and nt D 1. As remarked, the latter case is such that the change in the
variable is zero or a value close to zero; thus, it remains to be compared the value of
�n when nt D 0, with nmax. If the maximum change lies to the right of 'siF.0/, we
can guarantee, as in the contagion case, the presence of a maximum in the interval
nt 2 .0; 1/, which implies that the diffusion process will exhibit an inflection point,
i.e., a point that guarantees the s-shape form for the trajectory of the share variable.
The required condition is the one in the proposition. ut

A common distribution that we can resort to is the normal distribution. Assume
an average value � 2 .0; 1/, which represents the expected value of the threshold of
adoption for any individual in the population and let � be the standard deviation of
the same process. The corresponding density function is

F 0 D
exp

h
� .nt��/2

2�2

i

p
2��2

:

The derivative of this function is straightforward to compute:

F 00 D � .nt � �/

�2

exp
h
� .nt��/2

2�2

i

p
2��2

This last expression will correspond to a negative value, for nt > �. Therefore,
we confirm the existence of a local maximum as long as the value of the variable
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is above the corresponding average. This maximum is the solution of F 0 D 1,
which, in the normal distribution case, corresponds to n D �˙�

p� ln.2��2/. We
have two solutions, but only one can correspond to a maximum given the condition
nt > �; thus, nmax D �C �

p� ln.2��2/. The diffusion process will be s-shaped
(rather than concave throughout) if nmax > 0, a fact that is straightforward to
observe.

Finally, one can look at an environment of social learning. This last setting
does not consider that agents adopt a new information set, idea or behavior just
because others have done so in the past (this was, in fact, what both the contagion
and social influence scenarios implicitly meant). Alternatively, learning implies that
agents will weight information about prior outcomes when deciding whether to
adopt. Analytically, this translates into the replacement of the distribution function
in Eq. (19.14) by the distribution of the sum of all shares ns from s D 0 to
s D t (i.e., to the present moment). In the learning case, the relevant variable is
the cumulative information generated by all prior adopters from the time they first
adopted. Therefore, the dynamic equation translating the diffusion process will be

�nt D 'sl

�

F

�
t

˙
sD0ns

�

� nt

�

n0 given (19.15)

Again, the parameter in the equation, 'sl, represents a positive rate of adoption.
The difference between social influence and social learning relates to what

information is assumed relevant in order to formulate a decision. Under social
influence, agents choose resorting to the most recent information. Considering social
learning, all the payoffs in the past are taken as relevant information. A more
realistic approach would be to assume that payoffs received in the past are less
valuable in terms of current decisions. Letting � 2 .0; 1/, we could present a more
sophisticated version of the social learning dynamics as

�nt D 'sl

�

F

�
t

˙
sD0�

tns

�

� nt
�

n0 given (19.16)

Some basic properties of the social influence case also apply to social learning.
More than in the previous case one must expect F.1/ to approach 1, and thus
nt D 1 will be an asymptotic steady-state. Moreover, the condition underlying
the existence of a maximum is of similar nature: 0 < nmax < 1 or, equivalently,

F.0/ < F .mmax/ � nmax < F.1/ � 1, with mt WD t

˙
sD0ns . A relevant result of the

comparison between the social influence and the social learning cases is presented
in Proposition 19.7.

Proposition 19.7. Consider some cumulative distribution function F.nt /. If under
both social influence and social learning, the share variable follows an s-shaped
evolution, then the inflection point is first crossed for social learning then for social
influence.
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Proof. The result in the proposition is intuitive because in the learning case the
argument of the distribution function is a cumulative value, thus a quantity that
is larger than the one under social influence. In reality, if F 0 	.nmax/si
 D 1 and
F 0 	.mmax/sl
 D 1, we must have .nmax/si D .mmax/sl, which is equivalent to

.nmax/si D t�1
˙
sD0ns C .nmax/sl , i.e., we confirm that .nmax/sl must be lower than

.nmax/si. ut
We end this section with a numerical example that compares the three types

of diffusion processes and that allows to illustrate the described generic results.
We assume, for the social influence and for the social learning cases, a normal
distribution with � D 0:1 and � D 0:1. The adoption rate parameters will be
'cI D 'si D 'sl D 0:25 and 'cE D 0:05. Similar adoption rates will allow us to
compare outcomes. The results are displayed in Figs. 19.2 and 19.3. Figure 19.2
presents the (nt ;�nt ) diagram for the three kinds of diffusion, while Fig. 19.3
displays the s-shaped trajectories of nt .

Generic results can be confirmed:

• In the three cases, we have an s-shaped diffusion process, where it is visible
the stable nature of the underlying dynamics. After more or less 20 to 25
time periods, the steady-state of full adoption is asymptotically accomplished.
In Fig. 19.2, we observe that the relation (nt ;�nt ) is hump-shaped for every



318 O. Gomes

possible form of diffusion, what gives place to the diffusion trajectories in
Fig. 19.3.

• Simple observation allows to perceive that (for the chosen parameter values)
social influence and social learning generate relatively similar outcomes and that
the contagion trajectory implies, relatively to the others, a slower adoption rate
in a first phase and a recovery after some time periods (around 10).

• For the contagion case, the maximum value of �nt occurs at nmax D�
'cI � 'cE

�
=.2'cI / D 0:4; this can be confirmed in Fig. 19.3. The statements

in Proposition 19.5 are confirmed, i.e., the s-shape form of the adoption path is
present because we have chosen values of parameters such that 'cI > '

c
E and the

inflection point nmax lies below the 50 % adoption rate.
• Under social influence, we find the maximum of �nt by solving equation
F 0 D 1, which, for the selected normal distribution allows for finding the solution
nmax D 0:2663. Thus,�nt D 0:25.0:9519�0:2663/D 0:171 4. Note that nmax is
smaller in the social influence case than in the contagion setup; therefore, the time
length in which nt varies at an increasing rate is larger in the contagion case than
under social influence; nevertheless, this second type of diffusion will imply a
faster initial increase of the share nt . Proposition 19.6 is straightforward to apply
to this simple example: we confirm that the diffusion process is s-shaped because
F.nmax/� F.0/ > nmax , 0:9519� 0:1587 > 0:2663, 0:793 2 > 0:2663.

• In what concerns social learning, the first phase of convergence towards full
adoption is relatively faster than under social influence. This is an expected
result since, as referred, under learning information about past adoptions is also
relevant (and not only the number of current adopters). Proposition 19.7 is also
confirmed by noticing that the maximum �nt is found, in the learning case, for
nmax D 0:2352, a value that is clearly below the one found in the case of social
influence.

19.5 Results on Wealth, Time Allocation and Consumption

Our main purpose is to evaluate the impact of fiscal policy changes over the steady-
state values of wealth, time allocation and consumption, in the presence of the
assumption on bounded rationality/behavior diffusion. The aggregate response to
disturbances is sluggish because only a small share of agents instantly solve the new
optimization problem (i.e., the problem involving the new tax rates), while all the
other agents will also adopt the behavior compatible with the new fiscal conditions
but in posterior time moments, following the diffusion pattern.

Several types of policies can be taken into consideration. For instance, we can
distinguish between permanent and temporary policy changes. In the first case,
given one of the three types of diffusion processes discussed in the previous section,
there will be a gradual departure from the first steady-state set of values in the
direction of the post-perturbation equilibrium, which will be accomplished for sure.
If the policy change has a temporary nature (e.g., a six-period decrease in the



19 Diffusion Dynamics in Economics: An Application to the Effects of Fiscal Policy 319

labor income tax rate), some individuals will be able to accommodate their optimal
behavior to the tax change, but others, that are slower to react, will continue with
their pre-perturbation behavior and when the tax reversal takes place they will not
have to change their behavior back. The initial steady-state is recovered as the agents
with the faster adoption capacity adjust back to the original tax rate.

The exact mechanism through which the diffusion after a policy shock functions
will be the following:

1. The level of wealth is a state variable; as a result, agents in the economy cannot
manipulate the value of this variable. If a tax change occurs, this will instantly
modify the endowment of wealth held on the aggregate by the economy. The
steady-state level of wealth is given in expression (19.9); according to this
expression, the only change in a tax rate that modifies the long-run level of
wealth is the change in the savings tax rate. Following Proposition 19.1, an
increase in �s will lead to a fall in a�. Independently of rationality issues
involving the behavior of economic agents, the value of this state variable will
always suffer a full instantaneous impact that occurs when a fiscal policy change
is triggered. Any change in the tax rates �` and �c leave the trajectory of a�
unchanged.

2. Sluggishness will basically be the result of the incapacity most agents exhibit in
perceiving instantly which is their best decision in terms of labor-leisure choices.
As referred, the capacity to immediately re-optimize is restricted to a small share
of agents; all the others will just follow the pioneer behavior of the ‘innovators’
and adopt, sooner or later, a similar kind of labor participation behavior. Thus,
when a policy change occurs, agents will gradually (and not instantly) switch
from the level of participation in the labor market that allowed to accomplish the
pre-shock optimal utility outcome to the labor-leisure option that maximizes the
post-perturbation utility level. Recall that the steady-state optimal labor share is
given by expression (19.10). From this expression, one has realized that �c does
not exert any influence over the steady-state time allocation choice; a change in
�s induces a variation of the same sign in `�, while ��` will lead to a change of
the same sign in the leisure share (i.e., a variation of opposite sign in `�).

While in Sect. 19.3 we have computed the long-term impact of the policy
changes over the allocation of the agents’ time, now we are interested in the
short-run. The short-run should be interpreted as the time span along which
the diffusion process is taking place; therefore, the long-run will be the setting
in which the diffusion process is asymptotically terminated. Thus, when a tax
change �� occurs, this will be perceived, in terms of labor market decisions,
only by a share nt of individuals; all the others will continue acting as if the
policy change had not occurred. On the aggregate, when the policy shock takes
place, the relevant tax rate involving time allocation decisions will be � 0 D
� C nt�� . That is, at time t; a fraction nt of the population has already brought
the new tax rate (� 0) into their decision problem, and a fraction 1� nt continues
to consider as relevant the original tax rate � . Note that nt�� will coincide
with �� after some time periods have passed—in the examples of the previous
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section, around 20 to 25 periods—but there is a transition phase in which the
full extent of the tax change is not included in agents’ decisions and therefore
these depart from the optimal outcome).

3. The other control variable of the problem is consumption. If agents are unable
to instantly adapt their time allocation behavior, this inertia will have to be
accommodated in terms of consumption levels. If agents work more or less
than what is optimal at a given time, this implies that consumption will have
to be changed accordingly. From the steady-state conditions we can recover the
following expression:

c� D 1

1C �c

	
.1 � �s/r

�
a��˛ C .1 � �`/w`�
 (19.17)

This relation indicates that when a fiscal policy measure is adopted and this
implies that `� does not vary in the exact amount as it should, this non optimal
variation must be compensated by consumption, i.e., the consumption level will
also change in an amount that differs from the optimal one. Note that these
observations make sense only for �s and �`; tax rate �c does not exert any effect
over labor-leisure choices and, consequently, consumption can move instantly
to the new equilibrium when a change in the consumption tax rate takes place.

The main conclusion to draw is that as long as nt < 1, a change in �s or �` will
imply that the steady-state levels of time allocation and consumption will depart
from the corresponding levels that would maximize utility. Thus, the consequence of
the assumed kind of bounded rationality will be a loss of long-term welfare, because
agents are unable to instantly adapt to new fiscal conditions (this will become clear
with the analysis in the following section).

General results are hard to evaluate and typically will not produce informative
outcomes. Thus, for an overall assessment of the implications of policy changes,
we will consider a numerical example. We will work with the diffusion processes
characterized in Sect. 19.4 and displayed in Figs. 19.2 and 19.3. Furthermore, we
recover the array of parameter values used in Sect. 19.3, i.e., m D 0:2, w D 0:25,
r D 0:1, ˛ D 0:25 and ˇ D 0:96. Finally, we need initial values for the tax
rates; let �s D 0:25 and �` D �c D 0:2. The assumed parameter values allow for a
straightforward computation of steady-state optimal levels of wealth, time allocation
and consumption: a� D 0:3448, `� D 0:7854 and c� D 0:1788. The computed time
allocation value indicates that in this economy, under the specified settings, around
78.54 % of the available time of the agents is, in the steady-state, allocated to labor
hours.

We will consider the following alternative policies:

1. A permanent change in the tax rate on financial income:��s D 0:05;
2. A permanent change in the labor income tax rate:��` D 0:03;
3. A temporary change (6 periods) in the labor income tax rate: ��` D �0:05;
4. A temporary change (6 periods) in the tax rate over consumption:��c D 0:02.
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Many other policy measures could be considered, including fiscal plans com-
bining the simultaneous manipulation of several tax rates. In order to illustrate our
arguments, the considered changes are enough.

Consider first the policy measure ��s D 0:05. According to Proposition 19.1,
this will imply a fall in the level of wealth and in consumption and a reallocation of
time in favor of labor hours, if the agents want to continue to maximize utility.
The long-run effects are the following: �a� D �0:0303, �`� D 0:0042 and
�c� D �0:0035. The short-run effects will correspond to the evolution implied
by the diffusion process. These effects are depicted in Figs. 19.4, 19.5 and 19.6. The
policy change takes place, in the graphics, at time t D 10.

The proposed mechanism implies an immediate change in the value of the state
variable as the result of the fiscal policy change. In what concerns the control
variables, there is a convergence towards the new equilibrium. When the tax rate
change takes place, households will start modifying their behavior concerning time
allocation at a gradual pace. There is a diffusion process that implies an s-shaped
trajectory from the first to the second equilibrium time allocation point, which is
accomplished, more or less, in 20 to 25 time periods (see Fig. 19.5). Relatively
to consumption, this has to adjust following rule (19.17). Figure 19.6 shows that,
with the policy shock, consumption will immediately fall, but because the labor
participation does not increase as much as it should in the short-run in order to
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Fig. 19.7 A permanent change in �`. Impact on the trajectory of labor time allocation

achieve an optimum, the fall in consumption will initially be stronger than the one
observed in the long-run.

Through Figs. 19.4, 19.5, 19.6, besides verifying the evidence on the sluggish
adjustment of control variables, we also confirm the different patterns of adjustment
for different kinds of diffusion processes: social learning provides the fastest
adjustment to the new equilibrium position and contagion the slowest.

Next, assume the permanent positive change in the labor income tax rate.
Proposition 19.2 has indicated that this type of policy measure does not have an
impact on wealth (this remains at level a� D 0:3448); with respect to the other
variables, one should expect a fall in the share of time allocated to labor and also
a decrease in consumption. Nevertheless, these are long-term effects that overlook
the transitional dynamics phase implied by diffusion. The relevant pictures are now
Figs. 19.7 and 19.8.

These figures confirm the fall in the values of `� and c� as the result of taking
��` D 0:03. The changes in the steady-state values are, respectively, �`� D
�0:0019 and �c� D �0:0052. In the short-run, the labor share will gradually fall
to the new steady-state, while consumption decreases, however initially in an extent
that is inferior to the long-term change. The differences in the followed trajectories
implied by the three different types of diffusion are not too significant, although
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they are exactly ranked as in the previously illustrated case: social learning provides
the fastest convergence towards the long-run locus, followed by the social influence
pattern of diffusion, and finally contagion.

Now, consider the temporary policy consisting in a six period fall in the labor
income tax. A negative change in �` allows for an increase in the steady-state values
of `t and ct , but now the change in the tax rate is temporary—it will be maintained
only for six time periods. Thus, the new equilibrium `� D 0:7883 and c� D 0:1875

will never, in fact, be accomplished. There is an inertial convergence to this new
equilibrium point following the diffusion process, that is interrupted at t D 16 (it
was initiated at t D 10). When the initial fiscal policy is recovered, a new diffusion
process is initiated back to the original steady-state. See Figs. 19.9 and 19.10.
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Again, it is social learning that provides a faster initial adjustment to the shock
(and also the fastest change back to the original state). Notice that in the case of
consumption, the initial change leads to a positive jump and then to a phase of slow
positive adjustment towards the new equilibrium that is interrupted when the tax
rate changes back to its initial value. The recovery of the initial tax rate produces
an immediate jump to a value that is close to the initial steady-state, but a small
adjustment process is yet required for the original consumption state to be fully
recovered.

Finally, we consider another temporary policy respecting to a change in the
consumption tax rate. Proposition 19.3 states that this tax rate has effect solely
over consumption, leaving unchanged the level of wealth and the distribution of
time between labor and leisure. The assumption underlying diffusion according to
which this will occur through a perturbation over the optimal decisions concerning
time allocation implies that this kind of policy will not exert any short-run effect.
Thus, time trajectories of a� and `� are left unchanged, and consumption will be,
in a six period time length, lower than the one implied by a tax rate �c D 0:2; i.e.,
c� D 0:1788 for t D 1; ::; 10I 17; : : :; and c� D 0:1756 for t D 11; : : : ; 16.

19.6 Welfare Effects

If agents are boundedly rational and, as a result, display distinct velocities of
reaction when faced with a policy change that has implications over their optimal
problem, there is a sluggish adjustment of macro control variables towards a new
steady-state, after the policy disturbance takes place. The most relevant consequence
of the characterized framework is that we will be faced with temporary departures
from maximum utility levels, independently of the nature of the policy (i.e., whether
it is temporary or permanent). Long-run utility has been presented in Eq. (19.12)
and, according to Proposition 19.4, typically utility falls with a tax increase (the
only exception occurs for the labor income tax rate under very strict circumstances).

In this section, we briefly look at the departures from utility maximization given
the bounded rational behavior that does not allow for an instant re-optimization.

Take, first, the permanent increase on the savings tax rate. Figure 19.11 displays,
for the three types of diffusion processes, the difference between U.c�; 1 � `�/
and the value of utility implied by the observed values of consumption and time
allocation under diffusion. Note that for t D 1; ::; 10, the long-term utility level is
the one involving the original tax rate value, while after t D 10 the values of c� and
`� take into consideration the new tax rate.

Although we have found a sluggish adjustment on labor participation following
the fiscal shock, we observe an instantaneous departure from the utility level
relatively to the benchmark optimal value (note that we are measuring deviations
from the optimum, and thus this jump must be interpreted as a loss of utility);
afterwards, a sluggish adjustment towards the maximum utility takes place. The
optimal outcome is recovered once the diffusion process has ended (20 to 25
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periods). Observe that contagion produces the largest departures relatively to the
optimal result of utility maximization; at this level, social learning provides the less
penalizing outcome.

The deviation relatively to the maximum utility can also be illustrated for policies
��` D 0:03 (permanent) and ��` D �0:05 (temporary); we have seen that for
��c D 0:02 there is no deviation relatively to the optimal outcome. Whether the
tax rate on labor income falls or goes up, the sluggish adjustment leads to a less
then optimal result. This is depicted in Figs. 19.12 and 19.13. The first of these
figures presents a pattern of deviation from maximum utility very similar to the
one in Fig. 19.11 (in both cases, fiscal policy measures are of a permanent nature).
In Fig. 19.13, we have the case of a temporary policy; after the initial change, a
relatively large deviation from the optimum is evidenced and, as time goes by, this
is attenuated. Six periods later, a new shock occurs, that is, the tax rate changes
back to its initial level. As a result, we have a new diffusion process and a new
phase of departure relatively to the values of variables that maximize utility. The
second deviation is not as strong as the first because at period six not all the agents
would have already changed into the optimal behavior imposed by the new tax rate
(in the second case there will be less agents adjusting their behavior).
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19.7 Conclusion

We have analyzed a standard intertemporal utility maximization model, in a setting
where agents make choices concerning the allocation of time and about how
much to consume of a given homogeneous good. The only departure from a fully
competitive environment involving full rationality relates to the different capacities
agents possess in what respects their ability to react to external events (these are
basically fiscal policy changes, i.e., tax rate changes). Some agents will eventually
have the capacity to re-compute a new optimal set of choices whenever this
becomes necessary, but the full majority of the individuals in the population will
not ‘innovate’ at this level; they will ‘imitate’ the behavior of the pioneer group.
Heterogeneity arises because individuals will require different levels of adoption in
order to decide whether to adopt themselves.

In our framework, the sluggishness or inertia in perceiving or accepting that
economic conditions have changed after a fiscal policy disturbance is felt at the level
of labor supply. As agents understand that the new tax rate is no longer compatible
with the former optimum, they will gradually change their time allocation choices,
following a diffusion process. Given some steady-state endowment of wealth, the
departure from an optimal labor-leisure choice has impact over consumption, which
is also pushed away from the optimal outcome.

We have considered three forms of diffusion. We can conceive a scenario of
pure contagion, where the simple presence in the same geographical space make
agents follow, sooner or later, some rule adopted by others; we can also take social
influence, a setting where agents adopt the same choices as others because they
observe that the behavior is being adopted; and social learning, case in which all
the past history concerning adoption is taken into consideration by the individual
when deciding about the change in behavior (or about incorporating some set of
new information). The developed exercise has indicated that social learning is the
more effective type of diffusion process in allowing for a fast aggregate transition
from the pre-shock to the post-perturbation equilibrium.
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Under diffusion, fiscal policy disturbances have the following specific effects:

1. A positive change in the tax rate on financial wealth earnings leads to an
instantaneous fall in the level of wealth, to a modification of labor-leisure choices
in favour of labor (this occurs under an s-shaped pattern of evolution over time
of the labor share variable) and to a strong fall in consumption (larger than the
long-run change) which is followed by a slight increase over time in the direction
of the new steady-state consumption level.

2. A positive change in the labor income tax rate does not disturb the level of
wealth and leads to an increase in leisure time (relatively to labor time) that
occurs, again, under an s-shaped evolution. The aggregate consumption level will
instantly decline, in the moment of the policy shock, but for a value slightly above
the new steady-state one (the diffusion process will then generate the required
adjustment to the long-run outcome).

3. A positive change on the tax rate over consumption does not influence wealth
or time allocation decisions. Thus, consumption suffers, immediately, a re-
adjustment to the new optimal value.

If the policy measures imply a decline rather than an increase on the tax rates,
the effects will be symmetrical to the ones mentioned. Tax changes can also be
temporary, and in this case two diffusion processes will occur; the second starts
when the tax rate changes back to its initial value and ends when the original optimal
point is recovered.

The main consequence of the sluggish reaction of time allocation decisions to
tax changes is that there will be a period of less than optimal decisions that produce
an aggregate welfare loss in the sense that the level of utility will depart from its
maximum value. If fiscal policy is frequently changed, this can be translated in
persistent aggregate deviations from the optimal consumption and time allocation
decisions. Thus, fiscal stability tends to be welfare enhancing.
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Chapter 20
Occupation Times of Exclusion Processes

Patrícia Gonçalves

20.1 Introduction

In these notes we will explore the answer to the following question: given a
one-dimensional Markov interaction f�t W t � 0g with state space ˝ and a function
f W ˝ ! R, what is the scaling limit of the additive functional:


t .f / WD
Z t

0

f .�s/ds:

There is a vast literature on the study of scaling limits of additive functionals
of particles systems, but we point out here the seminal work [11], in which the
authors give a characterization of the functions f , for which 
t has a Brownian
motion as scaling limit. There, the study of 
t was motivated by the analysis of the
motion of a tagged particle. The relation is that, the motion of the tagged particle
can be written as a martingale plus an additive functional. Standard theorems for
martingales provide the limit of the martingale term, so it remains to characterize
the limit of the additive functional, in order to determine the scaling limits of the
tagged particle. In [11] they give an abstract condition on f under which the additive
functional converges. This condition is described as follows. Suppose that f�t W
t � 0g is a stationary Markov process with state space ˝ , with generator L and
that it is reversible with respect to some probability measure �. For a function f
such that E�Œf .�/� D 0, 	�1=2
	 t .f / converges to a Brownian motion, as long as,
limt!1 t�1E�Œ.
t .f //2� < 1 [11].
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By exploring t�1E�Œ.
t .f //2�, last condition is equivalent to requiring
that f 2 H�1. The Sobolev space H�1 is the dual, with respect to L2.�/, of
the space H1, defined as the set of functions f 2L2.�/ such that jjf jj21 DR
E �f .�/.Lf /.�/�.d�/ < 1: Usually, is not easy to verify that f 2 H�1 and in

[16] they came out with a very simple criterium, which gives the Brownian motion
limit of 
t .f /. Following the terminology of [16], a local function f W˝!R

whose limiting variance t�1E�Œ.
t .f //2� is finite (or equivalently f 2 H�1)
is called an admissible function. In that paper the authors prove that for the
one-dimensional finite range symmetric exclusion, a function f is admissible
for the generator acting on L2.P�/ (where P� is the distribution of the exclusion
process starting from ��), if and only if, defining for � 2 .0; 1/ 'f .�/ WD E��Œf .�/�,
we have that

'
j

f . Q�/
ˇ
ˇ
ˇ Q�D� D 0; for j D 0; 1; 2: (20.1)

This condition is equivalent to saying that the degree of f is greater or equal to three,
namely: f can be written as f .�/ WD c

Q
x2A.�.x/ � �/, where c is a constant and

A j Z with jAj � 3. In that paper the same result is proved for one-dimensional
finite range symmetric zero-range processes, under the condition that, the inverse
of the spectral gap for the dynamics restricted to a finite box of size ` has second
moment bounded from above by c`4, where c is a constant.

In [6, 7, 9] we came across with the study of additive functionals, when estab-
lishing the equilibrium fluctuations of exclusion type models. In those papers, we
establish the limit process governing the fluctuations of particle systems of exclusion
type and when characterizing this process as the solution of some stochastic partial
differential equation we had the need to derive the Boltzmann-Gibbs Principle. This
principle was introduced in [2] and says that:

Z t

0

1p
n

X

x2Z
g.x=n/f�xf .�s/� 'f .�/� ' 0

f .�/.�s.x/ � �/dsg �����!
n!C1 0;

in L2.P�/. Here g is a test function sufficiently smooth and f is a local function
defined on ˝—the state space of the Markov process f�t W t � 0g. In [6, 7, 9]
we establish a stronger Boltzmann-Gibbs Principle under which, we can identify
the limit of the functional above by speeding the processes into longer time
scales/stronger asymmetries. Contrarily to our initial purposes, in the previous
additive functional, the integrand function is no longer local—since it depends
on the process defined on the full lattice. Nevertheless, the proof of the stronger
Boltzmann-Gibbs Principle derived in [6, 7, 9] can be formulated in terms of local
functions and in [10] we derived the local Boltzmann-Gibbs Principle, for exclusion
processes satisfying the conditions of Sect. 20.2:
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Theorem 20.1 (Local Boltzmann-Gibbs Principle [10]). Let f W˝!E be a
local function, such that supp.f / 
 f1; : : : ; kg and 'f .�/ D 0. There exists
c D c.f; �/ such that

(i) if ' 0
f .�/ ¤ 0, then for any t � 0 and any ` � k:

E�

h� Z t

0

n
f .�s/� ' 0

f .�/
�
�`s � �

�o
ds
�2i � c

�
t`C t2

`2

�
;

(ii) if ' 0
f .�/ D 0, then for any t � 0 and any ` � k:

E�

h� Z t

0

n
f .�s/� ' 00

f .�/

2

��
�`s � ��2 � �.1 � �/

`

�o
ds
�2i � c

�
t.log `/2 C t2

`3

�

where �` WD 1
`

P`
xD1 �.x/ and E� denotes the expectation with respect to P�.

We will see below that last result allow us to obtain upper bounds on the variance
of additive functionals for local functions such that 'f .�/ D 0 and ' 0

f .�/ ¤ 0 or
such that 'f .�/ D ' 0

f .�/ D 0 and ' 00
f .�/ ¤ 0. Notice that these functions do not

satisfy the admissibility condition (20.1) as stated in [16]. Moreover, in the case
' 0
f .�/ ¤ 0, we can also identify the limit of 
t.f / as a fractional Brownian motion

of Hurst exponentH D 3=4, for a general class of exclusion processes.
We recall from [16], that in the symmetric finite range exclusion, for an

admissible function f W ˝ ! R as in (20.1) the variance of 
t.f / is bounded
from above by C t and the invariance principle for 
t.f / was also established:

1p
	

Z 	 t

0

f .�s/ds �����!
	!C1 B.C t/; (20.2)

where B is the standard Brownian motion and C is a constant. In that paper, (20.2)
is also proved for the case of symmetric zero-range processes, under the condition
on the spectral gap mentioned above. In [15, 17], the previous result was obtained
for mean-zero symmetric exclusion processes. In [15] it is also proved that for
mean-zero simple exclusion processes, the set of admissible functions are those
satisfying condition (20.1). In the finite range symmetric and mean-zero exclusion
process, for a local function f such that 'f .�/ D 0 and ' 0

f .�/ ¤ 0, the variance of


t.f / is bounded from above by C t3=2 and

1

	3=4

Z 	 t

0

f .�s/ds �����!
	!C1 B3=4.C t/; (20.3)

where B3=4 is the fractional Brownian motion with Hurst exponent H D 3=4

and C is a constant [15]. For symmetric zero-range processes the limit (20.3) was
established in [13].
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It remains to cover the case of local functions f such that 'f .�/ D ' 0
f .�/ D 0

and ' 00
f .�/ ¤ 0. In the case of the symmetric simple exclusion in [15] it is obtained

an upper bound for the variance of 
t.f / and in [13] it is proved that

1
p
	 log.	/

Z 	 t

0

f .�s/ds �����!
	!C1 B.C t/: (20.4)

For symmetric zero-range processes last question is open, but (20.4) is conjectured
to hold for these processes, see [13].

For non zero mean processes, like for example the asymmetric simple exclusion,
much less is known. Obviously that, we can get upper bounds on the variance of

t.f / using the symmetric part of the generator and the results presented above.
For the asymmetric simple exclusion, it was proved in [14] that for local functions
f such that 'f .�/ D 0 and ' 0

f .�/ ¤ 0 or 'f .�/ D ' 0
f .�/ D 0 and ' 00

f .�/ ¤ 0,
and for � ¤ 1=2, the variance of 
t.f / is bounded from above by C t , where C is
a constant. In two forthcoming papers [1, 2] we are able to obtain sharp bounds in
the remaining cases, namely, for the asymmetric exclusion and also for asymmetric
zero-range processes.

Our approach to these problems is completely different from the ones used in
the papers mentioned above. We consider general exclusion processes and by using
the local Boltzmann-Gibbs Principle, we are able to relate additive functionals of
local functions f with additive functionals of the density of particles. Then, since
for those systems, the Central limit Theorem for the density of particles is very well
studied, we obtain upper bounds on the variance of 
t .f / and we are able to identify
its limit.

This paper is organized as follows. On the second section, we define our
microscopic dynamics, namely one-dimensional exclusion type models whose
dynamics depends on a local function which is assumed to turn the dynamics
elliptic and reversible. On the third section, we recall some results on the scaling
limit of the density of particles and we state that the additive functional of an
Ornstein-Uhlenbeck process evaluated in a proper indicator function, converges
and we identify its limit Zt as a fractional Brownian motion with Hurst exponent
H D 3=4. On the fourth section, we state that for local functions f such that
'f .�/ D 0 and ' 0

f .�/ ¤ 0, n�3=2
tn2.f / converges as n ! C1 to ' 0
f .�/Zt .

The fifth section is devoted to the sketch of the proof of the Local Boltzmann-Gibbs
Principle and on the sixth section we present some examples and we discuss the
case of symmetric/asymmetric jump rates.

20.2 Exclusion Processes

In this section we describe our microscopic dynamics. Let f�t W t � 0g be a Markov
process with space state ˝ WD f0; 1gZ. The occupation variables are defined in such
a way that for x 2 Z, �.x/ D 1 if the site x is occupied, otherwise �.x/ D 0.
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At each site x 2 Z, there exists a random time clock, with exponential distribution
with parameter 1. If the clock rings at the site x, either there is no particle at that
site and one has to wait a new random time, or there is a particle at that site and it
jumps according to some rate function that we define as follows. Let r W ˝ ! R be
a local function that satisfies:

(i) There exists "0 > 0 such that "0 < r.�/ < "�1
0 for any � 2 ˝ . (Ellipticity)

(ii) For any �; � 2 ˝ , such that �.x/ D �.x/ for x ¤ 0; 1, then r.�/ D r.�/.
(Reversibility)

The dynamics can be formally described by means of a generator, which is given
on local functions f W ˝ ! R by:

Lf .�/ D
X

x2Z
r.�x�/.f .�

x;xC1/� f .�//

where

�x;y.z/ D

8
ˆ̂
<

ˆ̂
:

�.y/; z D x

�.x/; z D y

�.z/; z ¤ x; y

(20.5)

and �x is the space translation by x, namely, for y 2 Z �x�.y/ WD �.x C y/.
The invariant measures for these processes are f�� W � 2 Œ0; 1�g, where for

� 2 Œ0; 1�, �� denotes the Bernoulli product measure of constant parameter �.
Under this measure the occupation variables f�.x/ Wx 2Zg are independent and
��.� W �.x/ D 1/ D �. Here and in the sequel, for T > 0, we denote by D.Œ0; T �;˝/
(C.Œ0; T �;˝/) the space of càdlàg (continuous) trajectories from Œ0; T / to ˝ .
We denote by E� the expectation with respect to P�—the distribution of f�t W t � 0g
in the space D.Œ0; T �;˝/ starting from ��.

20.3 Scaling Limits of the Density of Particles

As mentioned in the introduction, our approach is to related the additive functional
of local functions f such that 'f .�/ D 0 and ' 0

f .�/ ¤ 0, with the additive
functional of the density of particles. Then, by using the known results on the scaling
limits of the density of particles we are able to deduce the corresponding scaling
limits for the additive functional of f . We start by recalling the results that concern
the density of particles for the exclusion processes that we have defined above.
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20.3.1 Hydrodynamic Limit

For each configuration � we denote by �n.�I du/ the empirical measure given by:

�n.�I du/ D 1

n

X

x2Z
�.x/ıx=n

where ıx=n is the Dirac measure at x=n and �nt .�; du/ WD �n.�t ; du/.
Under a diffusive scaling of time tn2 and for a set of initial measures associated

to a sufficiently smooth profile, the hydrodynamic limit for f�t W t � 0g was
obtained by [5]. The hydrodynamic limit is a Law of Large Numbers for the
empirical measure in the following sense. Fix an initial profile sufficiently smooth
� W R ! Œ0; 1�. If for an initial distribution f�n W n � 1g (�0 	 �n) associated to
the profile �.�/, the empirical measure at time t D 0 converges to the deterministic
measure �.u/du, then for any time t > 0, the empirical measure at time t converges
to the deterministic measure �.t; u/du, where �.t; u/ is the unique weak solution of
the corresponding hydrodynamic equation with initial condition �.�/.

20.3.2 Equilibrium Fluctuations

Now we recall the Central Limit Theorem for the empirical measure for the
exclusion processes described above and starting from the invariant state ��. Let
S.R/ denote the Schwarz space of test functions and let S 0.R/ be its dual. For
g 2 S.R/, the density fluctuation field is defined as

Yn
t .g/ WD 1p

n

X

x2Z
g
�x

n

�
f�tn2.x/ � �g: (20.6)

It was proved in [3] that fYn
t W t 2 Œ0; T �g converges in distribution with respect to

the Skorohod topology of D.Œ0; T �;S 0.R// to the stationary solution of the Ornstein-
Uhlenbeck equation

dYt D D.�/�Yt dt C
p
2D.�/�.1 � �/rdBt ; (20.7)

where Bt is a S 0.R/-valued Brownian motion and D.�/ is the diffusion coeffi-
cient. In particular, this means that the trajectories of the limit field Yt are in
C.Œ0; T �;S 0.R// and that Y0 is a white noise of variance �.1 � �/—namely for any
g 2 S.R/, the real-valued random variable Y0.g/ has a normal distribution of mean
zero and variance �.1 � �/ R .g.x//2dx.

Now, we state a fundamental result in which we state the convergence of the
additive functional of Yt solution of (20.7):
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Theorem 20.2. Fix a stationary solution fYt W t 2 Œ0; T �g of (20.7). For x 2 R, let
i".x/ W y 7! "�11.0;1�..y � x/"�1/. For each " 2 .0; 1/, let fZ"

t W t 2 Œ0; T �g be
defined as

Z"
t D

Z t

0

Ys.i"/ds:

Then, the process fZ"
t W t 2 Œ0; T �g converges in distribution with respect to

the uniform topology of C.Œ0; T �;R/, as " ! 0, to a fractional Brownian motion
fZt W t 2 Œ0; T �g of Hurst exponentH D 3=4.

20.4 Additive Functionals

As mentioned in the introduction, our goal consists in obtaining functional limit
theorems for observables of the processes f�t W t � 0g as defined in Sect. 20.2. For
these processes it holds that:

Theorem 20.3. For a local function f W ˝ ! R, the process f
tn2.f / W t 2 Œ0; T �g
defined as


tn2.f / D 1

n3=2

Z tn2

0

�
f .�s/� 'f .�/

�
ds (20.8)

converges in distribution with respect to the uniform topology of C.Œ0; T �;R/ to
f' 0
f .�/Zt W t 2 Œ0; T �g, where fZt W t 2 Œ0; T �g is the same as in Theorem 20.2.

The proof of this result is a consequence of the local Boltzmann-Gibbs Principle
whose proof is sketched in the next section.

20.5 Proof of the Local Boltzmann-Gibbs Principle

The proof of the local Boltzmann-Gibbs Principle as stated in Theorem 20.1 is
divided into four steps. The main ingredients that we use are the Kipnis-Varadhan
inequality (see [11]) and the spectral gap inequality (see [12]).

1. Firstly, we compare the additive functional of f with the additive functional of
 f .`/ WD E�Œf jP`

xD1 �.x/�, using the:

Lemma 20.1 (One-block estimate). Let f W ˝ ! R be a local function such
that 'f .�/ D 0. Then, there exists c D c.f; �/ such that for any ` � k and any
t � 0:
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E�

h� Z t

0

ff .�s/�  f .`I �s/gds
�2i � ct`2Var.f I ��/;

where Var.f I ��/ denotes the variance of f with respect to ��.

2. Secondly, we compare the additive functional of  f .`/ with the additive
functional of  f .2`/, using the:

Lemma 20.2 (Renormalization step). Let f W ˝ ! R be a local function such
that 'f .�/ D 0. There exists c D c.f; �/ such that for any ` � k and any t � 0:

E�

h� Z t

0

f f .`I �s/ �  f .2`I �s/gds
�2i �

(
ct`; if ' 0

f .�/ ¤ 0;

ct; if ' 0
f .�/ D 0:

3. Thirdly, we compare the additive functional of f .`/with the additive functional
of  f .2m`/, using the renormalization step m times.

Lemma 20.3 (Two-blocks estimate). Let f W ˝ ! R be a local function such
that 'f .�/ D 0. Then, there exists c D c.f; �/ such that for any ` � k and any
t � 0:

E�

h� Z t

0

 f .kI �s/�  f .`I �s/ds
�2i �

(
ct`; if ' 0

f .�/ ¤ 0;

ct.log `/2; if ' 0
f .�/ D 0:

4. Finally, we replace  f .2m`/ by the corresponding function of �2
m` using the:

Proposition 20.1 (Equivalence of Ensembles). Let f W ˝ ! R be a local
function. Then there exists a constant c D c.f; �/ such that for any ` � k:

Z �
 f .`; �/ � ' 0

f .�/
�
�` � �

�� ' 00
f .�/

2

��
�`s � �

�2 � �.1 � �/

`

��2
d�� � c

`3
:

20.6 Examples

In this section we present some examples for which we can derive the precise
statement of the theorems given above. We start by the mean-zero exclusion process.

20.6.1 Mean-Zero Exclusion

The mean-zero exclusion process is defined as in Sect. 20.2 , but in this case after an
exponential time of parameter 1, a particle at the site x jumps to the site xC y with



20 Occupation Times 337

probability p.y/. We assume the following conditions on the probability measure
p W Z n f0g ! Œ0; 1�:

(1) p.�/ has finite range, that is, there exists M > 0 such that p.z/ D 0 whenever
jzj > M ;

(2) p.�/ is irreducible, i.e. Z D spanfz 2 ZIp.z/ > 0g;
(3) p.�/ has mean-zero:

P
z2Z zp.z/ D 0:

Example. If we take p.1/ D 2=3, p.�2/ D 1=3 and p.z/ D 0 if z ¤ �2; 1, then
the process is an example of an asymmetric mean-zero exclusion.

We define the Markov process f�ex
t W t � 0g, whose generator acts over local

functions f W ˝ ! R as

Lexf .�/ D
X

x;y2Z
p.y/�.x/.1 � �.x C y//.f .�x;xCy/� f .�//;

with p.�/ satisfying (1), (2) and (3) and �x;xCy as in (20.5). The measures
f�� W � 2 Œ0; 1�g are invariant, but they are not necessarily reversible (that is true
if and only if p.�/ is symmetric). Thus, asymmetric mean-zero exclusion processes
are diffusive and non-reversible systems. We can define the density fluctuation field
fYn

t W t 2 Œ0; T �g as in (20.6) and we have that:

Proposition 20.2. The process fYn
t W t 2 Œ0; T �g converges in distribution with

respect to the Skorohod topology of D.Œ0; T �;S 0.R// to the stationary solution of
the Ornstein-Uhlenbeck equation

dYt D D.�/�Yt dt C
p
2D.�/�.1 � �/.�/rdBt ;

where D.�/ is the diffusion coefficient.

The results presented above allow us to get the scaling limits of additive functionals
as in Theorem 20.3. We notice that in spite of having stated the theorem for
reversible systems (see condition (ii) on r), we can prove the local Boltzmann-Gibbs
Principle for non-reversible systems, since the Kipnis-Varadhan inequality also fits
these systems, see [4] for details.

20.6.2 Symmetric Simple Exclusion

Consider Lex as above with p.�/ such that p.1/ D p.�1/ D 1=2 and p.z/ D 0

for z ¤ �1; 1. We notice that for this process the measures f�� W � 2 Œ0; 1�g are
invariant and reversible. In this case we have that:

Proposition 20.3. The process fYn
t W t 2 Œ0; T �g converges in distribution with

respect to the Skorohod topology of D.Œ0; T �;S 0.R// to the stationary solution of
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the Ornstein-Uhlenbeck equation

dYt D 1

2
�Yt dt Cp

�.1� �/rdBt :

The results presented above allow us to get the scaling limits of additive
functionals as stated in Theorem 20.3.

20.6.3 The Weakly Asymmetric Simple Exclusion

Now, we introduce an exclusion type process which has a drift towards the right. For
that purpose, take Lex as above with p.�/ given by pn.1/ D 1

2
C an

2
, pn.�1/ D 1

2
� an

2

and pn.z/ D 0 if z ¤ �1; 1. The measures f�� W � 2 Œ0; 1�g are invariant but not
reversible.

20.6.3.1 The Hydrodynamic Scaling

If an WD 1
n

, then we have that

Proposition 20.4. The process fYn
t W t 2 Œ0; T �g converges in distribution with

respect to the Skorohod topology of D.Œ0; T �;S 0.R// to the stationary solution of
the Ornstein-Uhlenbeck equation

dYt D 1

2
�Yt dt C .1 � 2�/rYtdt Cp

�.1� �/rdBt :

In this case the Ornstein-Uhlenbeck process has a drift, nevertheless one can get
the same result as stated in Theorem 20.3.

20.6.3.2 The KPZ Scaling

Fix a density � D 1=2. Then, inserting this in the previous stochastic partial
differential equation, we can see that the limit field is the same as in the symmetric
simple exclusion (so a weak asymmetry does not have influence!), see [9]. In this
case the “correct” strength asymmetry is an D 1=

p
n. In this case we have

Proposition 20.5. The process fYn
t W t 2 Œ0; T �g converges in distribution with

respect to the Skorohod topology of D.Œ0; T �;S 0.R// to the stationary solution of
the stochastic Burgers equation:

dYt D 1

2
�Yt dt C �rYt

�2
dt Cp

�.1 � �/rdBt : (20.9)
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In this case, the limit density field is no longer an Ornstein-Uhlenbeck process,
so Theorem 20.2 is not useful in this case. Nevertheless, for Yt solution of (20.9)
we can also prove that:

Theorem 20.4. Let fYt W t 2 Œ0; T �g be a stationary solution of (20.9). For " > 0,
let QZ"

t D R t
0

Ys.i"/ds. Then there exists f QZt W t 2 Œ0; T �g such that, f QZ"
t W t 2 Œ0; T �g

converges in distribution with respect to the uniform topology of C.Œ0; T �;R/, as
" ! 0, to f QZt W t 2 Œ0; T �g.

And as a consequence we have that

Theorem 20.5. Let f W ˝ ! R be a local function such that 'f .1=2/ D 0. Then,
f
tn2.f / W t 2 Œ0; T �g as defined in (20.8) converges in distribution with respect to
the uniform topology of C.Œ0; T �;R/ to f�0

f .1=2/
QZt W t 2 Œ0; T �g, where QZt is the

same as in Theorem 20.4.

20.6.4 Symmetric Simple Exclusion/Asymmetric Simple
Exclusion

Here we discuss the differences between the bounds on the variance of additive
functionals of the symmetric simple exclusion (ssep) and the asymmetric simple
exclusion process (asep), both defined on Z. The latter process is defined through
Lex as above, but with p.1/ WD p, p.�1/ WD 1�p with p ¤ 1=2 and p.z/ D 0 for
z ¤ �1; 1.

Let f be a local function.

(1) If 'f .�/ D 0 and ' 0
f .�/ ¤ 0, then:

Var.
t .f /I ��/ � C t3=2 in ssep

and

Var.
t .f /I ��/ �
(
C t4=3; � D 1

2

C t; � ¤ 1
2

in asep:

With the results presented above one gets the correct upper bound for the
ssep. The method presented above does not give the correct upper bound in the
asep. In [1, 14] it is proved the correct bound in the asep when � ¤ 1=2 and in
[1] the upper bound t3=2 is obtained when � D 1=2. The correct upper bound
when � D 1=2 is still out of reach.

(2) If 'f .�/ D ' 0
f .�/ D 0, ' 00

f .�/ ¤ 0, then:

Var.
t .f /I ��/ � Ct log.t/ in ssep
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and

Var.
t .f /I ��/ � C t in asep:

With the results presented above one gets the upper bound C t.log.t//2 in
the ssep. The correct upper bound was obtained in [13]. In the asep, in [1, 14]
the correct upper bound was obtained for � ¤ 1=2 (� D 1=2).

(3) If 'f .�/ D ' 0
f .�/ D ' 00

f .�/ D 0, ' 000
f .�/ ¤ 0, then Var.
t .f /I ��/ � C t for

both ssep and asep.
This bound was firstly obtained in [16] and with the results presented above

we can also get the correct upper bound in these cases. Above C is a constant.
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Chapter 21
Error Estimates for a Coupled
Continuous-Discontinuous FEM
for the Two-Layer Shallow Water Equations

Pedro S. Gonçalves, Bruno M. Pereira, and Juha H. Videman

21.1 Introduction

The viscous shallow-water equations form a set of hyperbolic/parabolic partial
differential equations that govern the flow when the vertical length scale of the
fluid motion is much smaller than the typical horizontal scale. They are derived
from the incompressible Navier-Stokes equations via elimination of the vertical
velocity by depth-integration. The shallow-water equations, by constituting a much
simplified form of the primitive equations, are often used in modeling large-scale
atmospheric and oceanic circulation when the horizontal wave length is large
compared to the depth, cf. [20]. Moreover, they are widely applied in studying
fluid motion in shallow seas, coastal regions, estuaries, rivers, wetlands and salt
marshes, see [21, 22] for an overview of shallow-water hydrodynamics. Shallow-
water equations, possibly coupled with other models, can be used for simulation
of complex processes such as storm surges, freshwater-saltwater interactions,
contaminant transport, tidal fluctuations and overland flow, see, e.g., [7, 8, 17].

The so called primitive form of the shallow-water equations consists of a
hyperbolic continuity equation for the surface elevation (or, equivalently, water
depth) and of parabolic equations for the (depth-averaged) horizontal velocity
components. The viscous terms arise from a eddy viscosity closure model. In the
conservative form, the unknown quantities are the linear momentum and the surface
elevation.
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Various numerical approximation schemes have been developed for the shallow-
water equations since late 1970s, cf. [17, 21]. Often, to avoid spurious spatial
oscillations under complicated flow regimes (complex geometries, fronts, shocks),
the continuity equation has been replaced with a second-order wave continuity
equation, see, e.g., [14, 17], and the error analysis in [3, 5].

More recently, there has been an attempt to go back to the primitive form of
the equations by resorting to discontinuous approximating spaces, cf. [1, 4, 9, 10].
Discontinuous Galerkin methods can be formulated elementwise and lead to glob-
ally discontinuous piecewise polynomial approximations, the connection between
neighboring elements arising from numerical traces. They seem to be well suited
for handling advection-dominated flows and for the use of non-conforming meshes.
Besides, they support polynomial approximations of different orders in different
elements and are locally conservative, i.e. the rate of change of water elevation is
balanced by advective fluxes element by element.

The discontinuous Galerkin finite element method was first introduced by Reed
and Hill [18] to solve a hyperbolic neutron transport equation, see also [16] and
[12] for the mathematical analysis of the method. Later, the method was successfully
extended to hyperbolic systems, elliptic equations as well as to convection-diffusion
and Navier-Stokes equations, see the review article [6] and the references therein.

One of the main simplifications of the shallow-water equations is the assumption
that the density is constant in the vertical. However, in many situations mentioned
above, there can be small but distinctive density differences along the depth, think
for example of fresh/warm water flowing above salty/cold water or the spreading
of oil sheets. This type of stratified structure of the flow is very common in coastal
regions, estuaries, inlets and channels.

In this article, we develop a coupled continuous/discontinuous Galerkin method
for the two-layer (multi-layer) shallow-water equations and derive a priori error
estimates. Our scheme is based on one of methods proposed and analysed by
Dawson and Proft for the single layer shallow-water equations, cf. [9], i.e. we apply
a standard continuous Galerkin method for the discretization of the momentum
equations and a discontinuous Galerkin method for the discretization of the
continuity equations. The discontinuous approach is advantageous when local
conservation is important. Besides, the non-conservative form of the equations is
more suitable for coupling with other e.g., transport) schemes. Most of the existing
numerical schemes for the two-layer shallow-water equations are either based on
the conservative form, cf. [13, 15], or deal with the inviscid case, see, e.g., [19].

The plan of the paper is as follows. In Sect. 21.2, we derive the multi-layer
shallow water equations from the incompressible Navier-Stokes equations by depth-
integration. In Sect. 21.3, we introduce our notation and present the semi-discrete
Galerkin formulation. Then we state our main result and outline the principal steps
of its proof. We leave the numerical examples and the validation of our scheme with
real-world data to a forthcoming work.



21 Error Estimates for the Two-Layer Shallow-Water Equations 345

21.2 Multi-Layer Shallow Water Model

Let us start by recalling the derivation of the multi-layer viscous shallow-water
equations, see, e.g., Vallis [20]. Consider n immiscible viscous fluid layers of dif-
ferent constant densities �1; �2; : : : ; �n placed on top of one another and numbered
from top to bottom, see Fig. 21.1. Assume, for gravitational stability, that the density
increases with depth, i.e. �1 < �2 < : : : < �n, and that the vertical scale of the fluid
motion, say the sum of the mean (constant) heights of the fluid layers, is much
smaller than its horizontal scale. Hence, the hydrostatic approximation is valid in
each fluid layer, i.e.

@pk

@z
D ��k g; k D 1; 2; : : : ; n ; (21.1)

where pk is the (hydrostatic) pressure in layer k and g is the acceleration due to
gravity.

Assume moreover that the bottom is flat, thus the sum of the equilibrium depths,
denoted by H D Pn

kD1 Hk , of the fluid layers is constant, and place the origin
of Cartesian coordinates .x; z/ D .x1; x2; z/ at the equilibrium position of the free
surface at z D 0. Denoting by �1 the perturbed position of the free surface and by
�k , k D 2; : : : ; n, the perturbed positions of the interfaces between the fluid layers,
the layer heights �k , k D 1; : : : ; n, can be written as

�k.x; t/ D �k.x; t/� �kC1.x; t/; k D 1; : : : ; n � 1 ;

�n.x; t/ D H C �n.x; t/ :

Integrating (21.1) with respect to z and assuming constant atmospheric pressure
at the free surface, we obtain within the top fluid layer

p1.x; t/� patm D �1 g.�1.x; t/� z/ D

D �1 g

 
nX

kD1
�k.x; t/�H � z

!

; �2.x; t/ < z < �1.x; t/ :

(21.2)

The linear momentum balance in the top layer is therefore

@tu1 C .u1 � r/ u1 � �1�u1 D �gr�1; (21.3)

where �1 D �=�1 is the kinematic viscosity in the top layer (� stands for the
horizontal eddy viscosity, assumed to be constant throughout the fluid) and u1 D
u1.x; t/ is the fluid velocity in the top layer. The mass balance within the uppermost
layer takes the form
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z

H1

H2

Hn

r = r1

r = r2

r = rn

z = Σn
k=1 ζk(x,t) – H

z = Σn
k=2 ζk(x,t) – H

z =ζn(x,t) – H

z = –H

Fig. 21.1 A multi-layer
model with free surface

@t �1 C r � .�1u1/ D 0;

where @t D @=@t .
In the kth layer, for k D 2; : : : ; n, we integrate the hydrostatic equation (21.1)

from z to �k and use the continuity of the pressure to obtain

pk � patm D
k�1X

jD1
�j g.�j � �jC1/C �k g .�k � z/ ; �kC1 < z < �k :

Consequently, the momentum equation becomes

@tuk C .uk � r/ uk � �k�uk D � g

�k

0

@
k�1X

jD1
�j .r�j � r�jC1/C �kr�k

1

A

D � g

�k

0

@�1r�1 C
kX

jD2
.�j � �j�1/r�j

1

A :

(21.4)

Making the usual Boussinesq approximation, we may replace �k by �1 except in the
gravity terms arising from the density differences. Equation (21.4) thus simplifies to

@tuk C .uk � r/ uk � ��uk C gr�1 D �
kX

jD2
g0
jr�j ; (21.5)

where � D �=�1 and g0
k D g .�k � �k�1/=�1 is the reduced gravity in layer k. The

continuity equation is given by

@t �k C r � .�kuk/ D 0 : (21.6)
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Collecting Eqs. (21.3), (21.5) and (21.6), we arrive at the following coupled
system for the viscous multi-layer shallow water equations

8
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
:̂

@tu1 C .u1 � r/ u1 � ��u1 C g

nX

jD1
r�j D 0;

@tuk C .uk � r/ uk � ��uk C g

nX

jD1
r�j D �

kX

jD2
g0
j

nX

iDj
r�i ; k D 2; : : : ; n

@t �k C r � .�kuk/ D 0; k D 1; : : : ; n

(21.7)

where we have also taken into account that

�k D
nX

jDk
�j �H :

Let ˝ � R
2 be a bounded domain with its piecewise smooth boundary @˝

divided, in each layer and at each time instant t 2 .0; T /, into inflow and outflow
parts @˝I and @˝O defined by

@˝I D fx 2 @˝ j uk � n < 0g; @˝O D fx 2 @˝ j uk � n � 0g;

where n is the outward unit vector normal to @˝ . In each layer k D 1; : : : ; n, we
prescribe the initial conditions

�k.x; 0/ D �
.k/
0 .x/; uk.x; 0/ D u.k/0 .x/; x 2 ˝ ; (21.8)

the inflow boundary condition (e.g., river inflow)

�k.x; t/ D O�k.x; t/; .x; t/ 2 @˝I � .0; T /; (21.9)

and the no-slip boundary condition for the velocity field

uk.x; t/ D Ouk.x; t/; .x; t/ 2 @˝ � .0; T / ; (21.10)

(uk � n D 0 at land boundaries).

21.2.1 Two-Layer Shallow Water Equations

Taking n D 2 in (21.7), we obtain the following coupled set of nonlinear partial
differential equations for the unknown functions u1; �1;u2 and �2
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8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

@tu1 C .u1 � r/ u1 � ��u1 C g r�1 D �gr�2
@t �1 C r � .�1 u1/ D 0

@tu2 C .u2 � r/ u2 � ��u2 C .g C g0/r�2 D �gr�1
@t �2 C r � .�2 u2/ D 0 ;

(21.11)

to be solved in ˝ � .0; T / subject to the initial and boundary conditions (21.8),
(21.9) and (21.10) (with k D 1; 2). We assume that this problem admits a unique
solution, see below for the regularity assumptions.

Remark 21.1. It is easier to analyse the equations when they are written in terms of
the layer heights as in (21.11). The surface/interface elevations are recovered from
the formulae

�1 D �1 � �2 ; �2 D �2 CH :

21.3 A Priori Error Estimate for the Two-Layer Model

We shall adopt standard notation, i.e., .�; �/˝ is the inner product in L2.˝/, Hk.˝/

denote the usual Sobolev spaces and H1
0 .˝/ is the space of functions in H1.˝/

with zero trace at @˝ . When there is no danger of confusion, the norm in L2.˝/ is
denoted simply by k � k. The L2.�/-inner product over one-dimensional surface � is
denoted by h�; �i� and the corresponding norm by k � k� .

Let fThgh>0 be a family of conforming, quasi-uniform partitions of˝ into affine-
equivalent, shape regular finite elements (triangles or quadrilaterals) ˝i , for i D
1; 2; : : : ; Nh. Moreover, let hi D diam˝i , h D maxi hi and denote by �j ; for
j D 1; : : : ;Mh, the interior edges of the partition Th.

For each t > 0, we approximate uj .�; t/ by continuous, piecewise polynomial

functions u.j /h .�; t/ 2 ŒVh�
2 and �j .�; t/ by a (possibly) discontinuous polynomials

�
.j /

h .�; t/ 2 Wh. This means that Vh and Wh are finite-dimensional subspaces of
H1.˝/ defined by

Vh D fv 2 C.˝/ j v 2 Sk.˝i/ 8˝i 2 Thg ;
Wh D f� W ˝ ! R j � 2 Sk.˝i / 8˝i 2 Thg ;

where Sk.˝i/ � Pk.˝i / with Pk.˝i / denoting the space of all polynomials of
degree k � 1 on ˝i . We also define Vh;0 D Vh \H1

0 .˝/ and, for any � 2 Wh, let

�C.x/ D lim
"!0C

�.x C " nj / ; ��.x/ D lim
"!0�

�.x C " nj / ; x 2 �j ;

where nj is a unit normal at �j and denote the jump of � over �j by Œ�� D �� � �C.
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21.3.1 Semi-Discrete Galerkin Formulation

The semi-discrete Galerkin formulation of problem (21.11) reads as follows:
Find u.1/h ;u

.2/

h W Œ0; T � ! ŒVh�
2 and �.1/h ; �

.2/

h W Œ0; T � ! Wh satisfying

�
@tu

.1/

h .t/;w
.1/

h

�
˝

C �
.u.1/h .t/ � r/ u.1/h .t/;w

.1/

h

�
˝

C �
�ru.1/h .t/;rw.1/

h

�
˝

�
� g

X

j

˝
Œ�
.1/

h .t/�;w
.1/

h � nj
˛
�j

C g
X

i

�r�.1/h .t/;w.1/

h

�
˝i

�

� g
X

j

˝
Œ�
.2/

h .t/�;w
.1/

h � nj
˛
�j

C g
X

i

�r�.2/h .t/;w.1/

h

�
˝i

D 0; 8 w.1/

h 2 ŒVh;0�2

X

i

�
@t �

.1/

h .t/; �
.1/

h

�
˝i

�
X

i

�
�
.1/

h .t/ u.1/h .t/;r�.1/h
�
˝i

C

C
X

j

˝
�
.1/

h .t/
"u.1/h .t/ � nj; Œ�

.1/

h �
˛
�j

C

C ˝
�
.1/

h .t/ Ou1.t/ � n; �.1/h
˛
@˝O

D � ˝ O�1.t/ Ou1.t/ � n; �.1/h
˛
@˝I
; 8 �.1/h 2 Wh

�
@tu

.2/

h .t/;w
.2/

h

�
˝

C �
.u.2/h .t/ � r/ u.2/h .t/;w

.2/
h

�
˝

C �
�ru.2/h .t/;rw.2/

h

�
˝

�
� .g C g0/

X

j

˝
Œ�
.2/

h .t/�;w
.2/

h � nj
˛
�j

C .g C g0/
X

i

�r�.2/h .t/;w.2/

h

�
˝i

�

� g
X

j

˝
Œ�
.1/

h .t/�;w
.2/

h � nj
˛
�j

C g
X

i

�r�.1/h .t/;w.2/

h

�
˝i

D 0; 8 w.2/

h 2 ŒVh;0�2

X

i

�
@t �

.2/

h .t/; �
.2/

h

�
˝i

�
X

i

�
�
.2/

h .t/ u.2/h .t/;r�.2/h
�
˝i

C

C
X

j

˝
�
.2/

h .t/
" u.2/h .t/ � nj; Œ�

.2/

h �
˛
�j

C

C ˝
�
.2/

h .t/ Ou2.t/ � n; �.2/h
˛
@˝O

D � ˝ O�2.t/ Ou2.t/ � n; �.2/h
˛
@˝I

8 �.2/h 2 Wh

(21.12)
�
u.1/h .0/� u.1/0 ;w

.1/

h

�
˝

D 0; 8w.1/

h 2 ŒVh;0�2
�
�
.1/

h .0/� �
.1/
0 ; �

.1/

h

�
˝

D 0; 8�.1/h 2 Wh
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�
u.2/h .0/� u.2/0 ;w

.2/

h

�
˝

D 0; 8w.2/

h 2 ŒVh;0�2
�
�
.2/

h .0/� �
.2/
0 ; �

.2/

h

�
˝

D 0; 8�.2/h 2 Wh

The summations in i above are over all elements of the partition and the sums in
j over all interior edges �j . Moreover, �"

h denotes the upwind value of �h across the
interior edges, i.e.

�
"
h D

(
��
h ; if uh � nj > 0 at �j

�C
h ; if uh � nj � 0 at �j

Note that the jump terms in (21.12)1�4 vanish for (continuous) exact solution.
Therefore, multiplying the four equations in (21.11) by test functions w1 2 H1

0 .˝/,
�1 2 H1.˝/, w2 2 H1

0 .˝/ and �2 2 H1.˝/, respectively, performing some
integrations by parts and using the boundary conditions (21.9) and (21.10), one
easily sees that the method is consistent. The jump (stabilization) terms are added to
the momentum equations in order to handle the integrations by parts in the coupling
terms.

Equation (21.12) define a system of nonlinear ordinary differential equations that
can be solved by any standard method (e.g., Runge-Kutta, finite differences) and we
can thus assume the existence of a discrete solution, for each t > 0.

21.3.2 A Priori Error Estimate

Let us assume that the exact solution possesses the regularity

u1;u2 2 L2�0; T I ŒHkC1.˝/�2
� \L1�0; T I ŒW 1;1.˝/�2

�
;

@tu1; @tu2 2 L2�0; T I ŒHk.˝/�2
�
;

�1; �2 2 L2�0; T IHkC1.˝/
�
;

@t �1; @t �2 2 L2�0; T IHk.˝/
�
;

and that

u.1/0 ;u
.2/
0 2 ŒHk.˝/�2 ; �

.1/
0 ; �

.2/
0 2 Hk.˝/ ;

with the corresponding norms all bounded by some constant

K D K
�
u1;u2; �1; �2;u

.1/
0 ;u

.2/
0 ; �

.1/
0 ; �

.2/
0

�
> 0:
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Given that the error estimate is bound to be suboptimal, it suffices to define
˘uj .�; t/ 2 ŒVh�

2 and ˘u.j /0 2 ŒVh�
2 as the L2.˝/-projections of uj .�; t/ and

u.j /0 ; j D 1; 2, respectively. Moreover, we let �.j /I .�; t/ 2 Vh be the continuous inter-
polant of �j .�; t/, denote the approximation (projection or interpolation) errors as

� .j /u D uj �˘u.j / ; 	
.j /

� D �j � �
.j /
I

and introduce the (affine) errors

 .j /
u D u.j/h �˘u.j / ;  

.j /

� D �
.j /

h � �
.j /
I :

The finite element errors are thus uj �u.j/h D � .j /u � .j /u and �j ��.j /h D 	
.j /

� � .j /� .
We recall that, see [2, Chap. 4], there exists a constantKI D K.�1; �2/ > 0 such

that

k�.1/I kL1.0;T IW 1;1.˝// C k�.2/I kL1.0;T IW 1;1.˝// � KI ;

and assume that there exists a constantK� > 0 such that

2X

jD1

�
jj�.j /h kL1.0;T IL1.˝// C ku.j /h kjL1.0;T IL1.˝//

�
� K� ; (21.13)

where K� � 2 maxfKI ;Kg; recall that the constant K > 0 bounds, in particular,
the L1.0; T IL1.˝//-norms of u1 and u2. We will see in the end that, for k > 1

and for h small enough, the bound (21.13) is always satisfied, i.e., it is not an extra
assumption on the discrete solution, see e.g., [4, 11] or [9] for similar reasoning.

We will now state our main result

Theorem 21.1. For u1, u2, �1, �2 smooth enough, we have the following error
estimate

2X

jD1

�
k.�j � �.j /h /.T /k C k.uj � u.j /h /.T /k

�
� C hk ; (21.14)

where the constantC D C.g; g0; �; T;K;KI ;K�/ > 0 does not depend on h nor k.

Proof. We will sketch only the main ideas of the proof and, to simplify the notation,
omit the functions’ dependence on t whenever possible.

First, for each of the four equations in (21.12)1�4, we consider the corresponding
continuous counterpart and, taking as test functions  .j /

u 2 ŒVh;0�
2 � ŒH1

0 .˝/�
2

and  .j /� 2 Wh � H1.˝/, subtract the equations pairwise, integrate in t over the
interval Œ0; T � and sum all the resulting equations.
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Aiming at bounding the affine errors, we collect to the left-hand side the (non-
negative) terms

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
�
 .1/

u ;  
.1/

� ; .2/
u ;  

.2/

�

�ˇ
ˇ
ˇ
ˇ
ˇ
ˇ2 WD

D k .1/� .T /k2 C k .2/� .T /k2 C k .1/
u .T /k2 C k .2/

u .T /k2

C
Z T

0

X

j

˝ju.1/h � nj j; Œ .1/� �2
˛
�j

dt C
Z T

0

X

j

˝ju.2/h � nj j; Œ .2/� �2
˛
�j

dt

C
Z T

0

˝ju.1/h � nj; . .1/� /2
˛
@˝I

dt C
Z T

0

˝ju.2/h � nj; . .2/� /2
˛
@˝I

dt

C
Z T

0

˝j Ou1 � nj; . .1/� /2
˛
@˝I

dt C
Z T

0

˝j Ou2 � nj; . .2/� /2
˛
@˝O

dt

C �

Z T

0

kr .1/
u k2 dt C �

Z T

0

kr .2/
u k2 dt :

As for the terms left on the right-hand side, the linear terms (bilinear in the
variational form) are easily bounded by the approximation error and the terms

�

4

Z T

0

kr .1/
u k2 dt C �

4

Z T

0

kr .2/
u k2 C C1

� Z T

0

k .1/� k2dt C
Z T

0

k .2/� k2dt
�
;

where C1 D C1.�; g; g
0/ > 0. To estimate the nonlinear terms, we write them as

.uj � r/ uj � .u.j/h � r/ u.j/h D .�.j /u � .j /
u / � r uj C u.j /h � r .� .j /u � .j /

u /

�j uj � �
.j /

h u.j /h D �j uj � �.j /I u.j /h C  
.j /

� u.j /h :

and integrate the terms

�
�j uj � �

.j /
I u.j /h C  

.j /

� u.j /h ;r .j /�

�
˝i

by parts. Using the regularity of the exact solution and the bounds KI and K� of
the interpolant �.j /I and the discrete solution, one readily obtains an estimate for the
integrals over the domain˝ in terms of the approximation error and

�

4

Z T

0

kr .1/
u k2 dtC�

4

Z T

0

kr .2/
u k2CC2

2X

jD1

� Z T

0

k .j /� k2dtC
Z T

0

k .j /
u k2dt

�
;

where C2 D C2.�;K;KI ;K�/ > 0.
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The nonlinear boundary terms (the linear boundary terms in the momentum
equations vanish after partial integration) can be handled with the trace inequality,
cf. [2, Theorem 1.6.6],

kukL2.@˝/ � c kuk1=2
L2.˝/

kuk1=2
H1.˝/

8u 2 H1.˝/ ;

and the inverse inequality (e.g., [2])

kuhkH1.˝/ � Ch�1 kuhkL2.˝/ 8 uh 2 Wh :

The final upper bound for the nonlinear boundary terms is of same form as for the
other nonlinear terms.

Recalling the standard approximation estimates (cf. [2]) for the projection and
interpolation errors

Z T

0

�
k@t	.j /� k2 C kr	.j /� k2 C h�2k	.j /� k2

�
dt C k	.j /� .0/k2 � C3 h

2k ;

Z T

0

�
kr� .j /u k2 C h�2k� .j /u k2

�
dt � C4 h

2k ;

and collecting all the estimates, we obtain

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
�
 .1/

u ;  
.1/

� ; .2/
u ;  

.2/

�

�ˇ
ˇ
ˇ
ˇ
ˇ
ˇ2

� C5 h
2k C C6

2X

jD1

� Z T

0

k .j /� k2dt C
Z T

0

k .j /
u k2dt

�
:

Now, a simple application of Gronwall’s lemma yields

k .1/� .T /k2 C k .2/� .T /k2 C k .1/
u .T /k2 C k .2/

u .T /k2 � C7 h
2k

and, given that

2X

jD1

�
k	.j /� .T /k2 C k� .j /u .T /k2

�
� C8 h

2k ;

the a priori error estimate (21.14) finally follows from the triangle inequality. ut
Remark 21.2. If k > 1 and h � 1 is sufficiently small, we can argue as follows,
see also [4, 9], and remove the dependence on K� in estimate (21.14). In fact, the
inverse inequality, see [2, Theorem 4.5.11],

kuh.�; t/kL1.˝/ � C9 h
�1 kuh.�; t/kL2.˝/ 8 uh.�; t/ 2 Wh
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shows that

k�.j /h kL1.0;T IL1.˝// � k�.j /I kL1.0;T IL1.˝// C k .j /� kL1.0;T IL1.˝//

� KI C C9 h
�1 C hk � 2KI � K�

and

ku.j /h kL1.0;T IL1.˝// � kuj kL1.0;T;L1.˝// C k� .j /u kL1.0;T;L1.˝//

Ck .j /
u kL1.0;T;L1.˝//

� K C C10 h
k C C11 h

k�1 � 2K � K� :

Remark 21.3. It is straightforward to take into account Earth’s rotation by adding
the Coriolis acceleration terms f k � u1 and f k � u2 to the left-hand side of
the momentum equations (21.11)1 and (21.11)3, with f denoting the Coriolis
parameter, positive on the Northern Hemisphere and in general depending on the
latitude, and k standing for the upward-pointing Cartesian unit vector. Equally
simple is to consider a not-flat bottom. In this case, it suffices to substitute �2
by �2 C �b in the momentum equations, with �b D �b.x; y/ denoting a (given)
bottom profile. The momentum equations may also include linear or nonlinear
bottom friction terms (in the bottom layer) and forcing terms, such as wind stress or
atmospheric pressure gradient in the top layer. All these terms can be treated without
further complications and have only been omitted to clarify the presentation.
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Chapter 22
Bankruptcy Triggering Asset Value: Continuous
Time Finance Approach

Karel Janda and Jakub Rojcek

22.1 Introduction

The aim of this paper is to provide an answer to a simple question: “At what share
price shall an investor expect a company goes bankrupt?” Answering this question
will be provided be means of the Game Theory Analysis of Options introduced
in [10]. This useful method consists of two basic legs: game theory and option
pricing. In the second part of this work we will attempt to provide an example of a
listed company going bankrupt. In this example we will apply the theory to a real-
life on the financial markets. This work could be further considered when building
algorithmic trading models seeking for final warning values of the stocks traded.

The basic insight of the technique which we use in this chapter is separating a
given problem into valuation of the payoffs and the analysis of strategic interactions
between parties of a contract. We will handle the two separated parts by means of
option pricing1 and game theory, respectively. Ziegler in [10] presents this method

1Referring to [2] and [6].
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as an attempt to integrate game theory and option pricing. However, we see that this
apparatus could be further enhanced by magnifying the amount of game theory tools
integrated. According to Ziegler, this game theory analysis of options is applicable
to the following:

• pricing of contingent claims and corporate securities when economic agents can
behave strategically,

• analysis of incentive effects of some common contractual financial arrangements,
and

• design of incentive contracts aiming at resolving conflicts of interest between
economic agents.

Bankruptcy prediction has been studied since [1] using the z-score. Wilson and
Sharda [9] argue that Bankruptcy predictors using neural networks out-perform this
previous discriminate type models. Most of the predictors, however, represent an
econometric model, trying to fit the default data using whole range of explanatory
variables as e.g. in logit model of [8]. These statistical models usually do not capture
effects of different law procedures as in [4], who theoretically studied the impact
of the U.S. bankruptcy procedure with renegotiation possibility on the valuation of
corporate securities and capital structure decisions. Moreover, the various incentives
of stakeholders in the company also play an important and often omitted role
in bankruptcy decisions. In this paper, we build a game theoretic model, which
produces a bankruptcy triggering asset value in closed form based only on a small
set of parameters.

22.2 The Method of Game Theory Analysis of Options

In the book The Game Theory Analysis of Options: Corporate Finance and
Financial Intermediation [10] Alexandre Ziegler attempts to combine game theory
and option pricing. He argues that when he uses option pricing for obtaining players’
future payoffs, these payoffs are arbitrage-free, discounted to the present and at the
same time the price of risk is taken into account. Afterwards, he moves on with
inserting these values into strategic games between the agents.

More tangibly, in our case, when we will try to find out the bankruptcy triggering
asset value, we will set up a game of three parties all having a stake in a company.
First of all, there will be a manager equity holder who will possess the shares of the
company and run the firm. Secondly, there will be debt holders, who will buy the
liability issued by the company, and at last, but not least there will be an investor
interested in the company’s dividend and trying to quit earlier than the business goes
under.
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22.2.1 Three-Step Methodology

Taking step back to introducing the method, it can be digested into the three main
steps:

1. At first, the game is defined. The players’ action sets, the sequence of their
choices and the consequent payoffs are specified.

2. The second step is to value the players’ future uncertain payoffs using option
pricing theory. Players’ possible actions enter the valuation formulas as parame-
ters (for example the risk of the asset chosen by an agent).

3. The ultimate stage is utilizing the backward induction or sub-game perfection
starting with the last period. Here the last period refers to the last decision to
be made (for example computing the bankruptcy triggering asset value and then
move backwards).

In classical game theory2 the game is solved by considering expected utilities
of all players. Here, Ziegler [10] tries to replace expected utility maximization
with the maximization of the value of an option. Furthermore, he claims that the
main advantage over the classical approach lies in separating the valuation problem
(step 2) from the strategic interactions analysis (step 3). By and large, this means that
the analysis and solving the game can be frequently collapsed into finding a first-
order condition for a maximum or minimum in the option’s price at each decision
node of the game, where we are handling uncertain payoffs.

To better grasp the practicalities of the method, let’s consider a two players
game, each choosing his or her optimal strategy: Player1 chooses strategy A

and immediately afterwards Player2 chooses his strategy B . These strategies are
mutually best responses and determine the ultimate current arbitrage-free payoffs
given by G.A;B; S; t/ for Player1 and H.A;B; S; t/ for Player2. The players’
strategies mean choosing one of the parameters of the differential equation

1

2
�2S2FSS C .rS � a/FS C Ft � rF1 C b D 0; (22.1)

as well as its boundary conditions.
In the last stage of the game, Player 2 chooses that strategy B, which maximizes

his expected payoff:

@H.A;B; S; t/

@B
D 0; (22.2)

provided that B is not a boundary solution. The solution yields an optimal strategy
B D B.A; S; t/, which might depend on Player1’s strategy A, underlying asset’s
value S and time t .

2See for example [7].
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Player1 must anticipate Player2’s consequent strategy choice B and maximize
value of his own payoff,G, using first-order condition:

dG.A;B; S; t/

dA
D @G.A;B; S; t/

@A
C @G.A;B; S; t/

@B

dB.A; S; t/

dA
D 0; (22.3)

which yields an optimal strategy A D A.S; t/, that may again depend on the value
of the underlying asset and time. The term

@G.A;B; S; t/

@B

dB.A; S; t/

dA
; (22.4)

in the first-order condition reflects the gist of backward induction, i.e. the indirect
effect of Player1’s strategy on his expected payoff that results from the influence
his own choice has on Player2’s optimal strategy B .

22.2.2 When Is the Method Appropriate?

However appealing the visage of the method may be, it still has to satisfy some
theoretical requirements to be appropriate.

At first, we must answer the already mentioned issue: is an option value a
good proxy for expected utility? First we should note that it is nicely translating
uncertain future payoffs and adjusting them for risk to the present value, then we
should realize that here is a monotonic increasing, however not necessarily linear,
relationship between the option’s value and agent’s utility. This implies that any
utility maximization choice by the agent is also optimizing the value of option and
vice versa. The answer is then ‘yes’, it is a good proxy.

All of this is true under condition that the option’s value is correct. And when it
is correct? It is correct only in the case that the option pricing implicit adjustments
on time and uncertainty are consistent with the underlying information structure
and with agent’s preferences. This statement needs a couple of words more for
explanation. The main requirement is that the underlying asset’s state-price density
is lognormal. This will be the case for example, if the underlying asset’s price
follows a geometric Brownian motion and the risk-free rate is constant, or if the
aggregate endowment in the economy follows a geometric Brownian motion and
investors have constant relative risk aversion (CRRA) utility.

Ziegler moreover notes that the method does not require that the underlying
asset S be traded to be applicable. We will essentially require only that there
exists a traded security whose price is driven by the same Wiener process dBt as
the underlying asset’s value and investors can trade these securities continuously
with zero transaction costs. This is because under these conditions, as shown by
Brennan and Schwartz [3] a continuously rebalanced self-financing portfolio can be
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constructed that replicates the underlying asset. In our case, we will consider only
companies which were traded in high volumes on the stock exchange, e.g. Bear
Stearns.

22.2.3 For What Problems Is It Suitable?

The game theory analysis of options could be considered for the investigation of
strategic interactions in which a direct evaluation of players’ expected utilities is
cumbersome.

At first, as mentioned above, it can well handle problems in which uncertainty
takes place.

Secondly, it is suitable for problems in which the payoff time is not precisely
specified and thus payoffs cannot be easily discounted. The time of the payoff may
be driven by exogenous uncertainty alone, or may even depend endogenously on
decisions made by the players.3 The technique is suited to value payoffs that occur
at random times and to analyze timing or optimal stopping problems. This all is
again due to option pricing.

The third type of problems is the presence of option value in players’ payoffs,
i.e. when these payoffs are a nonlinear function of the underlying asset’s value. This
makes the method valuable in the field of real option analysis.

22.3 Bankruptcy Triggering Asset Value

22.3.1 Introduction

In this section, we will draw our attention to determining a theoretical asset value, or
price of a share, at which a bankruptcy is triggered. In other words, at the bankruptcy
triggering asset value, the shareholders should switch from a long position and sell
the shares before the company goes under. This is due to bankruptcy costs and the
subordination of their claims in the company to the holders of company’s debt.

22.3.2 The Model

Our model draws its resemblance to the model of Junior debt presented in [10].

3This will be precisely the case of our analysis, when the bankruptcy will occur upon the managing
shareholder’s impulse.
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Fig. 22.1 Structure of the game

Ziegler examined a situation of three parties having a stake in a company. At first,
there were shareholders maximizing the value of equity in the company. Secondly,
they issued a senior bond, which bore priority of being paid-off first in the case of
bankruptcy. At third, the company issued a junior debt which was subordinated to
the senior one meaning that the payments to the junior bond holders could be made
only if the full promised payment to the senior debt holders has been made.

We have modified the model and replaced the junior bond by publicly offered
shares. Thus the new setting is shaped by the decision of the following three
stakeholders:

• Managing shareholders of the company, whose main interest is to maximize the
value of the own equity of the company. In case of bankruptcy, paying off their
stakes hold the least priority.

• Debt holders, who acquired the debt issued by the company. They are concerned
about the regular interest payments and have absolute priority in case of
bankruptcy.

• Investors, who are interested in buying the listed shares of the company. Their
payoffs in case of bankruptcy enjoy priority over those of managing shareholders.

The sequence of events is following:
At first, the company management issues a debt of the face value ofD1 at interest

rate �1. This debt is perpetual. Secondly, an investor into the company buys shares
equivalent to the ı times the value of the firm’s total assets after this purchase S ,
together ıS . Then managing shareholder chooses his optimal bankruptcy triggering
asset value S�

B , which maximizes the total value of the firm’s own equity. Figure 22.1
may be helpful for better visualization of the setting.

The value of the firm’s assets, S , is assumed to follow the geometric Brownian
motion

dSt D �Stdt C �StdBt : (22.5)
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Asset substitution is not possible, so that the parameters � and � are known to all
parties. Asset sales are prohibited. Hence, any net cash outflows associated with
interest payments must be financed by selling additional equity. The rate of return
on the riskless asset is r .

We further assume that in order to finance a project, an agent borrows from a
lender with whom he reaches the following agreement: in exchange of a loan F1, the
borrower is to pay an instantaneous interest of �1D1dt to the lender, where D1 and
�1 denote the face value of debt and the interest rate, respectively. Debt is assumed
to be perpetual. Ziegler argues that perpetuality of the debt is a more realistic setting
as the company does not usually finish its activities after the debt matures, rather
acquires a new debt for its on-going business. Moreover, the perpetuity of the
debt makes it easier to value the debt, as the partial differential equation turns into
ordinary differential equation not depending on time t .

Finally, assume that the borrower is able to acquire additional funds on an
exchange through public offering of its shares. These shares are naturally subor-
dinated to the debt. The company attains ı proportion of total assets S , ı 2 .0; 1/ in
this way. Let denote the value of this claim F2. However, in the event of bankruptcy,
investor is eligible to require only the nominal value of the shares representing his
stake in the company, i.e. D2, which equals number of the shares times nominal
value of a share.

22.3.3 The Value of the Company and Its Securities

After we have specified the game, we need to value each player’s payoffs using
option pricing theory, treating all the players’ decision variables as parameters. We
can now compute the value of lender’s claim F1.

Proposition 22.1 (The Value of Debt). If the current value of assets, S , follows
geometric brownian motion and the contract is perpetual satisfying boundary
conditions F1.SB/ D minŒ.1 � ˛/SB;D1� and F1.1/ D �1D1

r
, then the value of

the company’s debt, F1, is given by

F1.S/ D

8
ˆ̂
<

ˆ̂
:

�1D1
r

�

1 �
�

S
SB

����
C .1 � ˛/SB

�
S
SB

���
if.1 � ˛/SB < D1

�1D1
r

�

1 �
�

S
SB

����
CD1

�
S
SB

���
if.1 � ˛/SB � D1

(22.6)

where � � 2r
�2

.

For computation of this proposition please see the appendix to this article “The
Value of Debt” in Appendix 1. The meaning is that values of the senior debt
equals the value of the perpetuity, �1D1

r
times the risk-neutral probability that the
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bankruptcy will not occur, 1 � .S=SB/
�� , plus the payoff to the lender in the case

that the bankruptcy takes place. This differs case by case, depending on the value
disposable, .1 � ˛/SB being lower or bigger than D1.

Proposition 22.2 (The Value of Listed Shares). If the current value of assets,
S , follows geometric brownian motion and the contract is perpetual satisfying
boundary conditions F2.SB/ D .1 � ˛/SB � minŒ.1 � ˛/SB;D1� D maxŒ0;
minŒ.1 � ˛/SB � D1;D2��; F2.1/ D ıS and F2.0/ D 0, then the value of listed
shares is given by

F2.S/ D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

ıS C SB

�
S
SB

���
if.1 � ˛/SB � D1

ıS C
�

.1 � ˛ � ı/SB �D1

��
S
SB

���
ifD1 < .1 � ˛/SB � D1 CD2

ıS C
�

D2 � ıSB

��
S
SB

���
ifD1 CD2 � .1 � ˛/SB

(22.7)

where � � 2r
�2

.

Derivation of this result is available in the appendix to this article “The Value of
Listed Shares” in Appendix 1. The value of the listed equity can be interpreted as
the value of the portion of the company’s value less the value that could be lost for
investor in case of bankruptcy times the probability of bankruptcy

In eliciting the total value of the firmW , Ziegler draws on [5] and from there we
know that the total value of the firm reflects three terms: the firm’s asset value, S ,
the value of the tax deduction of interest payments, TB, less the value of bankruptcy
costs, K . We can summarize the total value of the company in a proposition.

Proposition 22.3 (The Value of the Company). If the current value of assets, S
follows geometric brownian motion, the current value of bankruptcy costs,K , satisfy
the boundary conditionsK.SB/ D ˛SB and K.1/ D 0, and moreover the current
value of the tax benefits, TB, satisfy the boundaries TB.SB/ D 0 and TB.1/ D
	
�1D1
r

, then the total value of the company is given by

W.S/ D S C TB.S/�K.S/ D S C 	
�1D1

r

�

1�
�
S

SB

����
� ˛SB

�
S

SB

���
:

(22.8)

where � � 2r
�2

.

You can see the computation of this result in the appendix to this article “The
Value of Company” in Appendix 1. The above equation means that, the whole value
of the company is given by the value of its assets S , plus the present value of tax
shield, 	 �1D1

r
, times the risk-neutral probability that bankruptcy does not occur,

minus the value lost in the case of bankruptcy, ˛SB , times risk-neutral probability
of the company going under, .S=SB/�� .
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Provided that now we have calculated the total value of the firm, we may easily
compute the value of equity, which will be maximized by the managing shareholder.

22.3.4 The Value of Equity

Hereby, we will give value of equity for both, an own equity and equity as a whole.
The whole equity consists of own equity plus listed shares. The difference becomes
apparent when the managing shareholders will start to maximize the value of each
of them in separate cases. In the first case, they will maximize the value of the
whole equity as they should have been supposed to. In the second case, they will
only maximize the value of the equity in which they take the greatest stake—in the
own equity. The distinction in the two options is that in the event of bankruptcy, the
holders of own equity will participate on the break-up value only after the holders
of listed shares have been satisfied in their claims on the company.4

22.3.4.1 Total Value of Equity

Firstly, we will give the value of whole equity. The value of equity is naturally a
difference between the value of the firm, W , and the value of outstanding debt, F1:

E.S/ D W.S/� F1.S/: (22.9)

Because we still do not know what will be the bankruptcy triggering asset value,
SB , we have to compute the value of equity for two cases, please see the appendix
“Total value of Equity” in Appendix 2 for the details of the computation. Here, we
will state the final result:

E.S/D

8
ˆ̂
<

ˆ̂
:

S�.1�	/�1D1
r

�

1 �
�

S
SB

����
�SB

�
S
SB

���
if.1�˛/SB <D1

S�.1� 	/�1D1
r

�

1�
�

S
SB

����
� .˛SBCD1/

�
S
SB

���
if.1�˛/SB �D1

(22.10)

The intuition behind what we have computed as the value of equity is very similar
to the previous equations. It means that the value of equity is always given by a value
of the asset S , minus the present value of the tax-adjusted cost of interest payments
to the firm times the risk-neutral probability that bankruptcy does not occur, minus
the value of assets lost in the event of bankruptcy times the risk-neutral probability
of bankruptcy.

4However, companies tend to be liquidated when the value of equity is near zero. So we are
here mainly interested in the “warnings” of bankruptcy, hinting at the most favorable situation
for managing shareholder.
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Fig. 22.2 Firm, debt and equity values as functions of bankruptcy triggering asset value.
	 D 0:19, ˛ D 0:5, S D 100, r D 0:05, �1 D 0:1, D1 D 40, �2 D 0:12, ı D 0:15 �2 D 0:16

22.3.4.2 The Value of Own Equity

In this part of the paper, we will compute the value of own equity. The value of
own equity is apparently a difference between the value of the firm,W , the value of
outstanding debt, F1, and the value of listed shares, F2:

E.S/ D W.S/� F1.S/� F2.S/: (22.11)

The computation is again available in the appendix “The Value of own equity” in
Appendix 2. The value of own equity then is:

E.S/ D W.S/� F1.S/� F2.S/ D

D .1 � ı/
�

S � SB

�
S

SB

����
� .1 � 	/

�1D1

r

�

1 �
�
S

SB

����
C

C
�

.1 � ˛/SB �D1 �D2

��
S

SB

���
:

(22.12)

In the Fig. 22.2 are plotted values of Own Equity, Senior Debt, Listed Shares and
the Firm’s value for parameters 	 D 0:19, ˛ D 0:5, S D 100, r D 0:05, �1 D 0:1,
D1 D 40, �2 D 0:12, ı D 0:15 �2 D 0:16. For the simple case, when the equity is
intact we may estimate the optimal bankruptcy triggering asset value graphically.

Nevertheless, we are now adequately equipped to solve the optimization problem
for the managing shareholder.
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22.3.5 The Equity Holders’ Optimal Bankruptcy Choice

In this chapter of the paper, we will compute the optimal bankruptcy strategies for
managing shareholders (1) when they are optimizing the whole value of equity and
(2) when they maximize only the own equity. Consequently, we will compare the
values and find the possible risks for the potential investors into the company.

22.3.5.1 The Equity Holders’ Optimal Bankruptcy Choice for Non-Listed
Company

We will now determine the optimal bankruptcy strategy for equity holders. They are
trying to set SB so as to maximize the current value of equity. This will be done by
finding first-order conditions and solving for SB . We again distinguish two cases as
we do not know what will be .1 � ˛/SB compared to D1:

Proposition 22.4 (The Equity Holders’ Optimal Bankruptcy Choice for
Non-Listed Company). If the current value of assets, S , follows geometric
brownian motion. The of value of equity is given by (22.10), and moreover if SB > 0,
then the optimal bankruptcy choice for the owners of the company maximizing the
value of the equity is

S�
B D

(
.1 � 	/

�1D1
�2=2Cr if.1 � ˛/SB < D1

.1 � 	/
D1.�1�r/
˛.�2=2Cr/ if.1 � ˛/SB � D1:

(22.13)

For computation of this result see the appendix “The Equity Holders’ Optimal
Bankruptcy Choice for Non-Listed Company” in Appendix 3. These are the
bankruptcy triggering asset values when we assume that managing shareholders
of the company maximize the value of the whole equity. Let’s now proceed to
computation of bankruptcy triggering asset value for the case when they optimize
only the own equity part of the whole equity.

22.3.5.2 The Equity Holders’ Optimal Bankruptcy Choice for Listed
Company

Let us now compute the bankruptcy triggering asset value SB for the managing
shareholder optimizing only the own equity part of the whole equity. This proceeds
similarly to previous part and involves finding first order conditions and solving
for SB . We can again distinguish two cases in which .1 � ˛/SB is compared with
the residual claims, D1 CD2.

Proposition 22.5 (The Equity Holders’ Optimal Bankruptcy Choice for Listed
Company). If the current value of assets, S , follows geometric brownian motion.
The of value of the own equity is given by (22.12), and moreover if SB > 0, then
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the optimal bankruptcy choice for the owners of the company maximizing the value
of the equity is

S�
B D

8
ˆ̂
<

ˆ̂
:

1�	
1�ı

�1D1
�2=2Cr if.1 � ˛/SB < D1 CD2�

.1�	/ �1D1r �D1�D2
�

�

.1�ı�.1�˛/.�C1// if.1 � ˛/SB � D1 CD2:

(22.14)

where � � 2r
�2

.

Computation of this result can be found in the appendix “The Equity Holders’
Optimal Bankruptcy Choice for Listed Company” in Appendix 3. In comparison
with the first branch of (22.13) we may see that the value is multiplied by term 1

1�ı
which means that the more the company is leveraged, the lower is the bankruptcy
triggering asset value. The value in the case of fully leveraged company coincides
with the value for a non-listed company.

Now we are sufficiently equipped to address the question of when the company
goes bankrupt in different motivation schemes. In the next section we will apply this
theoretical results to the case of investment bank Bear Stearns.

22.4 Case Study: Bear Stearns

Credit crunch, Financial Crisis, Recession. . . These have been only some of the
most frequently used vocabulary throughout 2008–2009. In the times when the trust
is lost, the financial markets and financial institution suffer hard because the capital
moves extremely fast nowadays. The Wall Street investment bank established in
1923 and made public in 1985, Bear Stearns & Co. Inc., went bare and down due to
its extreme exposure to CMOs, CDOs and another types of assets backed securities
and structured products. After all, Bear seemed to Fed definitely “too big to fail”
and bailed it out with the help of its fiduciary JP Morgan which then proposed an
acquisition contract to which Bear Stearns agreed on 29th of May 2008.

Throughout 2007 the stock Bear Stearns had been traded on the levels over USD
140 up to USD 170. The last weeks before the final Fed’s decision on Bear Stearns
you could see in the graph (Fig. 22.3) the stock on the levels around USD 80 which
was mainly in the line with the other companies from financial sector experiencing
the economic downturn. After the Fed’s decision, the stock immediately plunged
into level of USD 2 from springboard of USD 60, which should have been the offer
from JP Morgan. And a few days later adjusted to USD 10 which was the reconciled
version of the acquisition prospect.

Nonetheless, from the point of academic researchers, it is a good opportunity,
how to ascertain the usefulness of our models. Therefore, we are now about to
compute the bankruptcy triggering asset value in case of Bear Stearns and compare
it to the reality. The fact the company did not actually bankrupt is not important
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Fig. 22.3 Optimal
bankruptcy strategy and the
price development

for our analysis, because in the end of the day the firm has been acquired by its
peer after an eminent decrease in its value. Thus, this example is valuable for our
analysis. Let us first have a look at the way of gathering the data.

22.4.1 Data Extraction for the Model

Equations for computing the bankruptcy triggering asset value (22.13) and (22.14)
which we will use, have five and seven variables as their parameters, respectively.

1. tax rate 	
2. debt D1

3. �1 as an interest rate on debtD1

4. nominal value of the investors’ shares D2

5. ı 2 Œ0; 1/ as a current value of a stake in the company which investors hold
6. risk-free interest rate r , and
7. volatility of the stock � .

We will use the Case 1 equations

S�
B D .1� 	/

�1D1

�2=2C r
; (22.15)

S�
B D 1 � 	

1� ı

�1D1

�2=2C r
: (22.16)

as the value .1 � ˛/SB is less than D1 C D2. It follows from our assumption
that the final offered price of USD 10 per share was not higher than the value
shareholders of Bear Stearns expected to receive upon bankruptcy. We also assume
that “bankruptcy costs” are higher than 0. Now, we will calculate the parameters
of SB . Let’s start with tax rate.
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The tax rate 	 is computed as an average percentage tax shield of the company
during the last 3 years 2005–2007 from its profit and loss statements. We came to
number of 32.4 % what is very much in line with the corporate tax rate in the U.S.
which is 35 %.5

The amount of debt outstanding, D1, is taken directly from the company’s 2007
balance sheet and amounts up to USD 383,569 million.

The interest rate on the debt was computed as interest expenses taken from the
Bear’s P&L 2007 statement, USD 10,206 million, divided by the debt D1. This
equals to 2:66% which is a number achievable by bigger companies on nowadays
financial markets.

Risk-free interest rate r is an interest rate on three years U.S. government bonds
and its value is 4%.6

The last, but certainly not insignificant parameter to our equation is the volatility
or standard deviation � , which we calculated over the 2007 stock’s performance and
rebased into percentage equivalent. The value is 17:8% and �2 D 0:03.

We are now ready to give the bankruptcy asset triggering value for the case of
Bear Stearns.

22.4.2 Computation of the Bankruptcy Triggering Asset Value

In this part of the paper, we apply our findings on a real-life case, on Bear Stearns
case. We utilize the parameters we computed on the previous pages and insert them
into Eq. (22.71). We get

S�
B D .1 � 0:324/

0:0266 � 383; 569; 000; 000
0:03=2C 0:04

D 123; 258; 201; 000: (22.17)

which we would like to compare with the actual stock price development.
The re-basement will be done in the following manner:
We have to compare comparable, so we would like to put on one side S�

B per share
and the share price on the other. Therefore, we multiply S�

B by ı. ı stands here for
a proportion of the whole market value of traded stocks in the assets on the balance
sheet. We arrive to ı D 4:45%. Now, we multiply S�

B by ı, we get 908,879,000.
Finally, we divide this number by the number of common shares, 132,738,565, and
obtain a per share bankruptcy triggering asset value S�

B D USD 41.34. We may now
insert this into Fig. 22.3 of the share price development.

In case when managing shareholders maximize only their portion of the
equity upon bankruptcy we basically multiply the first equation by the term

5On tax details in the U.S., please use visit www.irs.gov Internal Revenue Service U.S. Department
of Treasury.
6Please visit http://www.treasurydirect.gov Treasury Direct.

www.irs.gov
http://www.treasurydirect.gov
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1
1�ı D 1

1�0:0445 which shifts the bankruptcy triggering asset value up a bit.
In our case by roughly 4.7 %. Altogether the bankruptcy signal in this case is
S�
B D 41.34*1.0445=USD 43.26.

In this situation, the payoff for holders of traded equity would be naturally
negative, as neither of the values USD 41.34 or USD 43.26 do not reach the average
stock’s price over the year 2007, which had been USD 132.6.

From market data, we may observe that the warning call according to the optimal
bankruptcy which we have computed, would occur during Friday 14th of March
2008, where the high price was USD 54.79 and low USD 26.85. The situation
going on was described by Stephen Labaton in New York Times (4.4.2008) by
following:“The testimony disclosed that Treasury Secretary Henry M. Paulson Jr.
had insisted that Bear be paid a very low price for its stock by JP Morgan Chase.
The testimony also offered more details about the pressures on Bear. The firm’s chief
executive, Alan D. Schwartz, said that he thought on the morning of Friday, March
14, that he had engineered a loan, backed by the Federal Reserve Bank of New
York, that bought him 28 days to find a solution. But he said he realized that he
had misunderstood the terms of the loan when the Fed decided later that day that
the loan would last only through the weekend and that he had only until Sunday
afternoon to find a buyer for the 85-year-old firm. The testimony also disclosed that
regulators were unaware of Bear’s precarious health and did not know until the
afternoon of Thursday, March 13, that the firm was planning to file for bankruptcy
protection the next morning.”

Drawing only to this one case study, we may see that the logic of our model
could be applied on real-life on financial markets. If the investor sold his shares for
proposed USD 41.34, he would not suffer the following loss of another 75 % of the
stock’s price when it came down to USD 2 and stabilized on USD 10 after a bit
more generous offer was made by JPMorgan.

However, there is a need for more thorough case studies and surveys to be
undergone in order to precisely estimate the behavior of the model according to its
parameters and, accordingly, to find ways how to calculate the variables as precisely
as possible.

22.5 Conclusion

The combination of modern financial economics and microeconomics can produce
very interesting insights into the real-life on financial markets. The game theory
serves here to define strategic interactions between the players. The option pricing
is used to translate uncertain future payoffs to the present value with a variety of use
of its boundary conditions.

In this paper, we have utilized the approach proposed by Ziegler [10] and
combined the means of game theory and option pricing to compute the optimal
bankruptcy strategy for owners of a listed company and non-listed company.
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Moreover, this value is given as an easily computable closed formula. This fact
makes the method appealing when one considers programmable solution to the
answer “At what share price is the company likely to go under?”, producing a
valuable warning signal.

In the last part of the paper, we have surveyed an authentic situation of the
investment bank Bear Stearns. We have come to conclusion that the model derived is
applicable on the real-life data and thus it is worth to examine its future applications
and case studies in a thorough survey. The managing owners indeed tend to file for
bankruptcy on higher stock price than they would do in the case they optimized the
value for all shareholders. On the other hand, some other effects may take role as for
example the hope that the company would be rescued and did not have to go under.
This could create another incentive for waiting while the stock price falls further
down.
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Appendix 1: The Value of the Company and Its Securities

The Value of Debt

F1 must satisfy the ordinary differential equation

1

2
�2S2F 00

1 C rSF0
1 � rF1 C �1D1 D 0; (22.18)

which does not depend on time t as the contract is perpetual. Equation (22.18) has
general solution

F1 D ˛0 C ˛1S C ˛2S
�� ; � � 2r

�2
: (22.19)

This solution is subject to boundary conditions

F1.SB/ D minŒ.1 � ˛/SB;D1� (22.20)

and

F1.1/ D �1D1

r
: (22.21)
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Boundary condition (22.20) means that what remains in the jar of assets after
bankruptcy, .1 � ˛/SB , is poured into the jar of the debt up to the level of D1.
Condition (22.21) states that as asset value S becomes very large, bankruptcy
becomes an irrelevant option and the value of the lender’s claim equals the value
of a risk less bond, �1D1=r . From (22.21), ˛1 D 0 and

˛0 D �1D1

r
: (22.22)

Hence, we can write

F1.S/ D �1D1

r
C ˛2S

�� : (22.23)

Due to the fact that we do not know whether .1� ˛/SB is bigger or lower thanD1,
we do not know which of the two values for boundary condition (22.20) to utilize.
The result is that, we have to analyze two separate cases: .1 � ˛/SB < D1 and
.1 � ˛/SB � D1.

Case 1: .1 � ˛/SB < D1 In this case, using condition (22.20) yields

F1.SB/ D .1 � ˛/SB D �1D1

r
C ˛2S

��
B : (22.24)

By extracting ˛2 we obtain

˛2 D
�

.1 � ˛/SB � �1D1

r

�

S
�
B: (22.25)

Therefore, the value of senior debt, F1, is given by

F1.S/ D �1D1

r
C
�

.1 � ˛/SB � �1D1

r

��
S

SB

���
: (22.26)

Case 2: .1 � ˛/SB � D1 In this case, using condition (22.20) yields

F1.SB/ D D1 D �1D1

r
C ˛2S

��
B : (22.27)

Solving for ˛2 yields

˛2 D D1 C
�

1 � �1

r

��
S

SB

���
: (22.28)

Therefore, the value of senior debt, F1, is given by

F1.S/ D �1D1

r
CD1

�

1 � �1

r

��
S

SB

���
: (22.29)
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Putting (22.26) and (22.29) together, gains the value of senior debt, F1, as

F1.S/ D

8
ˆ̂
<

ˆ̂
:

�1D1
r

C
�

.1 � ˛/SB � �1D1
r

��
S
SB

���
if.1 � ˛/SB < D1

�1D1
r

CD1

�

1 � �1
r

��
S
SB

���
if.1 � ˛/SB � D1

(22.30)

The Value of Listed Shares

The way to determine the value of the listed shares, F2, of the company would be
very similar to what we have been doing on the previous pages while computingF1.
It also has to satisfy the differential equation (22.18). Thus, F2 must be of form

F2 D ˛0 C ˛1S C ˛2S
�� ; � � 2r

�2
: (22.31)

The difference lies in the boundary conditions applied. They are

F2.SB/ D .1 � ˛/SB � minŒ.1 � ˛/SB;D1� D maxŒ0;minŒ.1 � ˛/SB �D1;D2��;

(22.32)

F2.1/ D ıS (22.33)

and

F2.0/ D 0: (22.34)

In the case of the shares listed we need to utilize all three boundary conditions
instead of only two applied in the case of debt. The reason is that condition (22.33)
states, that also value F2 approaches infinity with value of assets going beyond any
boundaries, ıS ! 1 as S ! 1. The condition (22.32) means that if we take
the same jar of what remained from assets after the bankruptcy, .1 � ˛/SB , as in
the case of debt, we shall take a look into it and see if there remains something to
satiate shareholders thirst. If yes, we will start pouring it into the pot of shareholders
claims up to the level ofD2 or until we have anything to pour in there. The additional
condition (22.34) is nothing less than when the value of firm is zero, also the value
of the listed equity is zero. Let us now employ the boundaries to obtain the valueF2.

From (22.33) we know that ˛1 D ı, because ˛2S�2r=�2 approaches zero as
S ! 1. Furthermore, using (22.34) we obtain that ˛0 D 0 what implies that

F2.S/ D ıS C ˛2S
�� : (22.35)

In the sequel, we need to distinguish three cases stemming from the condition
(22.32).
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Case 1: .1 � ˛/SB < D1

This transforms into condition

F2.SB/ D 0: (22.36)

and following equation

F2.SB/ D ıSB C ˛2S
��
B D 0: (22.37)

with the following solution for ˛2

˛2 D �ıS1C�B : (22.38)

Case 2: D1 CD2 > .1 � ˛/SB � D1

With the following condition

F2.SB/ D .1 � ˛/SB �D1: (22.39)

and following equation

F2.SB/ D ıSB C ˛2S
��
B D .1 � ˛/SB �D1: (22.40)

with the following solution for ˛2

˛2 D .1 � ˛ � ı/S1C�B �D1S
�
B: (22.41)

Case 3: D2 CD1 � .1 � ˛/SB
The condition in this case is

F2.SB/ D D2: (22.42)

and following equation

F2.SB/ D ıSB C ˛2S
��
B D D2: (22.43)

with the following solution for ˛2

˛2 D .D2 � ıSB/
�
S

SB

���
: (22.44)

When we gather all the results for each of the cases (22.36), (22.39) and (22.42)
with different ˛2 (22.38), (22.41) and (22.44), we obtain the general solution for F2,
depending on the volume of .1� ˛/SB .
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F2.S/ D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

ıS C SB

�
S
SB

���
if.1 � ˛/SB � D1

ıS C
�

.1 � ˛ � ı/SB �D1

��
S
SB

���
ifD1 < .1 � ˛/SB � D1 CD2

ıS C
�

D2 � ıSB

��
S
SB

���
ifD1 CD2 � .1 � ˛/SB

(22.45)

The Value of Listed Company

The current value of bankruptcy costs K must satisfy

K D ˛0 C ˛1S C ˛2S
�� ; � � 2r

�2
(22.46)

with boundary conditions

K.SB/ D ˛SB (22.47)

and

K.1/ D 0: (22.48)

Condition (22.47) says that at the time of bankruptcy, the value of bankruptcy costs
equals ˛SB . Boundary (22.48) reflects that when the value of asset is very large,
bankruptcy becomes irrelevant an thus the current value of bankruptcy costs is zero.

From (22.47), ˛0 D ˛1 D 0, and from (22.48), we get

K.SB/ D ˛SB D ˛2S
��
B : (22.49)

From here,

˛2 D ˛S
1C�
B : (22.50)

Therefore, the current value of bankruptcy costs is given by

K.S/ D ˛2S
�� D ˛SB

�
S

SB

���
: (22.51)

For computing the tax benefits, we will make a use of the tax rate 	 . Then the
current value of the tax benefits, TB, must again satisfy

TB D ˛0 C ˛1S C ˛2S
�� ; � � 2r

�2
(22.52)
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with boundary conditions

TB.SB/ D 0 (22.53)

and

TB.1/ D 	
�1D1

r
: (22.54)

Boundary condition (22.53) says that the tax benefits are lost if bankruptcy occurs
and condition (22.54) says that, as asset value becomes very large, the bankruptcy
turns out as an irrelevant option and the value of the tax benefits is 	 times the value
of risk-free senior debt.7

From (22.53), ˛1 D 0 and ˛0 D 	.
�1D1
r
/. Substituting into (22.46) and using

(22.53) yields the condition

TB.SB/ D 	
�1D1

r
C ˛2S

��
B D 0: (22.55)

Solving for ˛2, we obtain

˛2 D �	 �1D1

r
S
�
B: (22.56)

Hence, the current value of the tax benefits equals

TB.S/ D 	
�1D1

r

�

1 �
�
S

SB

����
: (22.57)

Using (22.51) and (22.57), the total value of the firm, W , is given by

W.S/ D S C TB.S/�K.S/ D S C 	
�1D1

r

�

1�
�
S

SB

����
� ˛SB

�
S

SB

���
:

(22.58)

Appendix 2: The Value of Equity

Total Value of Equity

Case 1: .1 � ˛/SB < D1. In this case, senior debt is worth

F1.S/ D �1D1

r

�

1 �
�
S

SB

����
C .1 � ˛/SB

�
S

SB

���
: (22.59)

7We assume that there are no tax benefits from the listed equity part of liabilities. Either because we
assume that they are not a subject to double taxation or because the company pays-out no dividend.
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Hence, with subtracting F1 fromW , we get

E.S/ D W.S/� F1.S/ D S C 	
�1D1

r

�

1 �
�
S

SB

����
�

� ˛SB
�
S

SB

���
� �1D1

r

�

1 �
�
S

SB

����
� .1 � ˛/SB

�
S

SB

���
D

D S � .1 � 	/
�1D1

r

�

1 �
�
S

SB

����
� SB

�
S

SB

���
:

(22.60)

Case 2: D1 � .1 � ˛/SB . The senior debt in this case is worth

F1.S/ D �1D1

r

�

1 �
�
S

SB

����
CD1

�
S

SB

���
: (22.61)

The equity value now turns into

E.S/ D W.S/� F1.S/ D S C 	
�1D1

r

�

1 �
�
S

SB

����
�

� ˛SB

�
S

SB

���
� �1D1

r

�

1 �
�
S

SB

����
�D1

�
S

SB

���
D

D S � .1 � 	/
�1D1

r

�

1 �
�
S

SB

����
� .˛SB CD1/

�
S

SB

���
: (22.62)

Putting (22.60) and (22.62) together, we obtain a summary for value E.S/ of
equity

E.S/D

8
ˆ̂
<

ˆ̂
:

S�.1�	/�1D1
r

�

1�
�

S
SB

����
�SB

�
S
SB

���
if.1�˛/SB<D1

S�.1�	/�1D1
r

�

1�
�

S
SB

����
�.˛SBCD1/

�
S
SB

���
if.1�˛/SB�D1

(22.63)

The Value of Own Equity

Case 1: .1 � ˛/SB < D1 CD2. In this case, senior debt is worth

F1.S/ D �1D1

r

�

1 �
�
S

SB

����
C .1 � ˛/SB

�
S

SB

���
; (22.64)
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and shares listed

F2.S/ D ıS C SB

�
S

SB

���
: (22.65)

Hence, with subtracting F1 and F2 fromW , we get

E.S/ D W.S/� F1.S/� F2.S/ D .1 � ı/

�

S � SB

�
S

SB

����
�

� .1 � 	/
�1D1

r

�

1 �
�
S

SB

����
: (22.66)

Case 2: .1 � ˛/SB � D1 CD2

The senior debt in this case is worth

F1.S/ D �1D1

r

�

1 �
�
S

SB

����
CD1

�
S

SB

���
; (22.67)

and shares listed

F2.S/ D ıS C
�

D2 � ıSB

��
S

SB

���
(22.68)

The equity value now turns into

E.S/ D W.S/� F1.S/� F2.S/ D

D .1 � ı/

�

S � SB

�
S

SB

����
� .1 � 	/�1D1

r

�

1 �
�
S

SB

����
C

C
�

.1 � ˛/SB �D1 �D2

��
S

SB

���
: (22.69)

Appendix 3: The Equity Holders’ Optimal Bankruptcy Choice

The Equity Holders’ Optimal Bankruptcy Choice for Non-Listed
Company

Case 1: .1�˛/SB < D1. In this case, using the upper branch of (22.63) we arrive
to the first-order condition

@E.S/

@SB
D .1 � 	/

�1D1

r

�

SB

�
S

SB

���
� .1C �/

�
S

SB

���
D 0: (22.70)
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Extracting SB and simplifying yields the optimal bankruptcy strategy8

S�
B D .1 � 	/ �1D1

�2=2C r
: (22.71)

The result is that the optimal bankruptcy strategy S�
B does not depend on the

current asset value S is a quite interesting finding.
Case 2: D1 � .1 � ˛/SB . The first-order condition now turns into

@E.S/

@SB
D
�

.1 � 	/�1D1

r
�D1

�
�

SB

�
S

SB

���
� ˛.1C �/

�
S

SB

���
D 0

(22.72)

from which we can extract the optimal bankruptcy strategy9

S�
B D r

˛.�2=2C r/

�

.1�	/�1D1

r
�D1

�

D .1�	/ D1.�1 � r/
˛.�2=2C r/

: (22.73)

Putting (22.71) and (22.73) together, gains the bankruptcy triggering asset value
S�
B which we are looking for

S�
B D

(
.1 � 	/

�1D1
�2=2Cr if.1 � ˛/SB < D1

.1 � 	/
D1.�1�r/
˛.�2=2Cr/ if.1 � ˛/SB � D1:

(22.74)

The Equity Holders’ Optimal Bankruptcy Choice for Listed
Company

Case 1: .1 � ˛/SB < D1 CD2. In this case, using (22.69) we arrive to the first-
order condition

@E.S/

@SB
D �.1 � ı/

�
S

SB

���
.� C 1/C .1 � 	/�1D1

r

�

SB

�
S

SB

���
D 0:

(22.75)

8It is a maximum and not a minimum since @2E.S/

@S2B
D �S��2

B S�� �.1� 	/
�1D1
r

< 0:

9It is again maximum, since @2E.S/

@S2B
D ��S��2

B S��

�

.1�	/ �1D1
r

�D1

�

< 0, where the inequality

stems from (22.73) and from that SB > 0.



22 Bankruptcy Triggering Asset Value: Continuous Time Finance Approach 381

Extracting SB and simplifying yields the optimal bankruptcy strategy10

S�
B D 1 � 	

1� ı

�1D1

�2=2C r
: (22.76)

The result is that the optimal bankruptcy strategy S�
B does not depend on the

current asset value S is a quite interesting finding.
Case 2: D1 CD2 � .1 � ˛/SB . The first-order condition now turns into

@E.S/

@SB
D � .1� ı/

�
S

SB

���
.� C 1/C

C
�

.1� 	/�1D1

r
� .D1 CD2/

�
�

SB

�
S

SB

���
C .1�˛/.1C �/

�
S

SB

���
D 0

(22.77)

from which we can extract the optimal bankruptcy strategy

S�
B D

�

.1 � 	/�1D1
r

�D1 �D2

�

�

.1 � ı � .1 � ˛/.� C 1//
: (22.78)

Putting (22.76) and (22.78) together, gains the bankruptcy triggering asset value
S�
B which we are looking for

S�
B D

8
ˆ̂
<

ˆ̂
:

.1�	/
1�ı

�1D1
�2=2Cr if.1 � ˛/SB < D1 CD2�

.1�	/ �1D1r �D1�D2
�

�

.1�ı�.1�˛/.�C1// if.1 � ˛/SB � D1 CD2:

(22.79)
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Chapter 23
Economic Impact Analysis of Potential Trade
Restrictions on Biotech Maize in Latin
American Countries

Nicholas Kalaitzandonakes, James Kaufman, and Douglas Miller

23.1 Introduction

Since their initial commercialization in the mid-1990s, the introduction and adop-
tion of new biotech crops has continued unabated. In 2010, 29 countries cultivated
biotech crops on 148 million hectares [13]. The broad adoption has been driven by
farm-level yield and efficiency gains which have translated into billions of dollars
of economic gains every year [2, 3, 8, 14, 17, 19].

Because major exporting countries have led their adoption, biotech crops repre-
sent a substantial share of key agricultural commodities (maize, soybeans, cotton
and canola) which are broadly traded in international markets. Yet, as the biotech
pipeline has accelerated and the trade of biotech crops has become more extensive,
alerts about the chance for “regulatory asynchronicity” and ensuing trade disrup-
tions have become more frequent [1, 6, 15, 20].

Biotech crops are strictly regulated for food and environmental safety at a
national level. To date, more than 120 biotech events and 24 biotech crops have
been approved for use or cultivation in various countries. As the biotech pipeline
has expanded, however, regulatory approvals of new biotech crops across different
countries have become less synchronized. Under such conditions, a large and
increasing number of new biotech crops has received regulatory approval for use
and cultivation in one or more countries but is still unauthorized in others [20]. Since
asynchronicity in regulatory approvals between producing and importing countries
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implies that some agricultural commodity trade flows may contain unauthorized
material, it could lead to costly trade disruptions [6, 16].

Latin America is home to major agricultural commodity exporters that have led in
the adoption of biotech crops. It is also home to significant importers who have not
been significant adopters of biotechnology. In a few occasions, trade in the continent
has been interrupted as a result of regulatory asynchronicity of biotech crops among
importers and exporters.1 Yet, such events have, generally, been infrequent. In this
paper, we are interested in the chance for sustained regulatory asynchronicity among
importing and exporting countries in Latin America, the potential for ongoing trade
disruptions and the relevant economic implications.

23.2 Volume and Importance of Agricultural Commodity
Trade in Latin America

Because of geographic proximity and inherent market integration trade patterns of
agricultural commodities in the Latin America (LA) region are best understood
when considering LA and North America (NA) together. The trade of maize is an
instructive example of agricultural commodity exchanges in these regions.2

The United States is by far the largest producer and exporter of maize in the world
while Argentina and Brazil are the second and third largest exporters and contribute
significant amounts in the global trade of maize every year (Table 23.1). Paraguay is
a smaller but meaningful exporter of maize as well. Together these top four exporters
accounted, on average, for 81 % of global maize exports in the last 5 years. The
United States and Brazil use a large share of their maize production to feed livestock
(and in the case of the US to feed an expanding ethanol industry). Accordingly,
exports comprised a relatively small portion of their total maize crop in the last
5 years-approximately 15 %. In contrast, Argentina and Paraguay produce maize
largely for international markets and as a result their exports accounted, respectively,
for 69 and 80 % of their annual crop over the same period (Table 23.1).

Most LA countries are net maize importers accounting together for 23 % of
global imports over the 2007–2011 period. The largest maize importer is Mexico
which, despite its significant domestic maize production, imported more than 8.5
MMT of maize per year in the last 5 years. Colombia, Venezuela, Peru and the
Dominican Republic are also relatively large importers of maize. Most LA countries
depend heavily on imports for their domestic needs as their share of imports to

1For instance, imports of soybean meal and soybean oil to Ecuador were stopped for several weeks
by the Ministry of Agriculture in May 2005 causing great difficulties in local poultry, animal feed
and tuna canning industries. These led the government of Ecuador to reverse its prior decision and
permit the restart of the imports [24].
2We review the trade of maize here in some detail but we note that the trade of other major
agricultural commodities follows similar patterns.
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Table 23.1 Maize production, use and trade, avg. 2007/2008–2011/2012 (1,000 MT)

Exports/ Imports/
Domestic production domestic
use Exports Imports production (%) use (%)

United
States

275;007 49,539 442 320;895 15 0

Brazil 47;300 8,705 645 56;840 15 1

Argentina 6;960 15,121 7 22;063 69 0

Paraguay 300 1,460 12 1;834 80 4

% of world
exports

82 %

Mexico 31;040 223 8,564 22;560 1 28

Canada 11;872 749 1,865 10;703 7 16

Colombia 5;140 1 3,497 1;580 0 68

Venezuela 3;250 � 1,487 1;749 0 46

Peru 3;180 9 1,576 1;627 1 50

Guatemala 1;840 9 654 1; 190 1 36

El Salvador 1;350 3 496 851 0 37

Ecuador 1;310 16 414 946 2 32

Cuba 1;120 � 771 360 0 69

Dominican
Republic

1; 090 � 1,044 35 0 96

Honduras 990 1 383 603 0 39

Uruguay 720 117 405 440 27 56

Bolivia 700 13 15 699 2 2

Costa Rica 685 � 657 18 0 96

Nicaragua 570 5 129 440 1 23

Panama 455 � 365 82 0 80

Haiti 250 � 0 250 0 0

Jamaica 245 � 242 2 0 99

Trinidad and
Tobago

110 � 103 5 0 93

Guyana 37 � 32 5 0 86

% of world
imports

23 %

World 813; 670 92,524 90,373 817;255 11 11

Source: USDA, PS&D Database

domestic use is rather high (Table 23.1). For instance, the Dominican Republic,
Costa Rica and Jamaica depend almost entirely on imports while Colombia,
Venezuela, Peru and El Salvador have significant domestic production but still
depend on trade to satisfy 1/3–2/3 of their domestic consumption. Haiti and Bolivia
have small domestic markets and are self-sufficient.
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23.3 Patterns of Trade Flows

With major exporters and significant importers in close proximity, much of the trade
of maize in the Americas occurs through a dense network of exchanges crisscrossing
the continent. The US is by far the largest supplier of maize to LA, with a relatively
large share shipped to Central America, Caribbean, and South America countries.
For instance, over a typical 4 year period (2005–2008), the US exported 37 % of its
maize to LA countries (Table 23.2). A large share of these exports went to Mexico
and Canada. However, Colombia, the Dominican Republic and other countries in
Central America were meaningful markets. In fact, only a few countries (e.g. Chile
and Peru) received more maize from other Latin American sources (Argentina) than
from the US.

Argentina and Brazil typically trade a larger share of their maize crop to Europe,
South East Asia and the Middle East. Because of such orientation, Argentina
exported only 18 % of its maize to LA countries over the 2005–2008 period while
Brazil exported only 2 %. The majority of maize exports from Argentina were sent
to neighbors in South America including Chile, Peru and Colombia. Other LA
importers (e.g. Paraguay, Mexico and Canada) similarly trade mostly with adjacent
countries (Table 23.2).

23.4 Biotech Use and Regulatory Approvals

Given the importance of the maize trade for most countries in LA, trade disruptions
could have significant impacts on supplies and prices. Since the presence of
unapproved biotech events in the supplies of an exporter could trigger bilateral trade
disruptions with one or more importers, it is of interest to examine the potential
economic implications of such events for both importers and exporters in the region.
In this context, the use of biotechnology in NA and LA countries is of interest.

All major exporters in the Americas have adopted biotech maize varieties
quickly and extensively (Table 23.3). Among the major maize exporters, the US
and Argentina have led in the adoption of biotech maize with levels exceeding
80 % of their harvested hectareage in 2009. Brazil approved and commercialized
biotech maize for the first time in 2008 but it has since increased its adoption at a
rapid rate and is expected to reach adoption levels similar to those in the US and
Argentina in the next 2 years. Paraguay is the only maize exporter that has not
approved and, officially, does not grow biotech maize. Nevertheless, the USDA has
estimated that 90 % of Paraguay’s maize harvested hectares in 2010 were planted
with biotech hybrids imported illegally from neighboring countries [25]. Among net
maize importers, only Canada and Uruguay have adopted biotech maize extensively
(over 80 % of hectares). A small share of the maize hectares in Honduras were
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Table 23.2 Maize trade flows in the Americas: 2005–2008 (1,000 MT)

Am. % of
Exports (!) Argentina Brazil Canada Mexico Paraguay USA ROW imports

Imports (#)

Argentina � 1 � 0 44 4 21 70%
Bahamas 0 � � � � 1 0 100%
Barbados � � 0 � � 36 0 100%
Belize � � � 0 � 3 0 99%
Bermuda � � 0 � � 0 � 100%
Bolivia 2 1 � � � 0 0 97%
Brazil 25 � � 0 1,049 1 0 100%
Canada 0 � � 0 0 2,623 16 99%
Cayman Isds � 48 � � 40 0 0 100%
Chile 1,335 20 0 0 4 325 4 100%
Colombia 177 89 � 0 � 3,170 18 99%
Costa Rica 0 � 0 32 � 702 2 100%
Cuba 5 � � 0 � 778 0 100%
Dominica � � 0 � � 1 0 99%
Dominica Rep. 13 � � � � 1,205 0 100%
Ecuador 29 12 � 0 � 427 0 100%
E1 Salvador 0 � � 89 � 521 12 98%
Grenada � � 0 � � 12 0 100%
Guatemala 0 � � 6 � 737 0 100%
Guyana � � � � � 26 3 90%
Honduras 0 � � 0 � 350 1 100%
Jamaica � � 0 � � 259 0 100%
Mexico 2 1 � � � 9,535 27 100%
Nicaragua � � � 0 � 137 1 100%
Panama 0 0 � 0 � 424 0 100%
Paraguay 2 11 � � � 0 0 100%
Peru 1,101 19 � 0 15 377 17 99%
Suriname � � 0 � � 13 5 71%
Trinidad & Tobago 0 � 0 � � 116 0 100%
USA 39 2 223 64 1 � 83 80%
Uruguay 69 0 � � 347 0 0 100%
Venezuela 9 4 � 4 � 898 1 100%
ROW 13,140 9,588 395 0 196 39,138 �
Am. % of exports 18 % 2 % 36 % 100 % 88 % 37 %
Source: GTIS, Global Trade Atlas

also planted with biotech hybrids in 2009 while a limited amount of hectares used
biotech maize under a “controlled planting program” in Colombia during the same
year [12].3

3Costa Rica and Chile also have a small number of hectares that grow biotech maize seeds for
export markets.
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Table 23.3 Maize
hectareage and biotech
adoption in the Americas in
2009

Maize

Country Harvested hectares % Biotech

USA 32;169;000 85 %
Brazil 12;925;000 36 %
Argentina 2;750;000 83 %
Canada 1;142;000 84 %
Paraguay 600;000 0 %a

Uruguay 96;000 82 %
Bolivia 310;000 0 %
Mexico 6;280;000 0 %
Honduras 362;000 4 %
Colombia 550;000 0 %b

a Biotech maize has not been approved in Paraguay;
however, USDA FAS estimated 90 % adoption

b ISAAA reports that 35,000 hectares of maize were
grown under a “controlled planting program”
Sources: ISAAA, USDA

The adoption levels of biotech maize in Table 23.3 illustrate the divide in the
use of biotechnology among exporting and importing countries in the Americas:
Exporters have adopted the technology while importers have not. Yet, aggregate
adoption levels, such as those reported in Table 23.3, often obscure important
differences in the varietal plantings among biotech adopters as well. As the biotech
pipeline has continued to evolve and grow over time, newer biotech traits and
“stacks” of multiple traits have been introduced in some countries but not in others.
As a result, adopters often use “different generations” of biotech crop technologies.
Regulatory approvals across countries are typically good indicators of such potential
differences.

Table 23.4 lists the regulatory approvals of new biotech maize events for use and
planting which have been granted over time by countries in NA and LA.4 From
these tables, it is readily apparent that even among the countries that have broadly
adopted biotechnology, there are significant differences. The US and Canada have
reviewed and approved new biotech events on an ongoing basis and as a result they
have had access to the newest biotech crops available. Argentina and Brazil have
reviewed and approved significantly fewer new biotech events, though Brazil has
greatly accelerated its deregulations in the last 3 years. Mexico, and to a lesser extent

4Approvals for new biotech events are generally granted for food use, feed use, processing,
importation and planting. Individual countries may use particular approvals and not others. For
example, some countries grant food and feed approvals, while others require an importation
approval when food and feed safety for imports is necessary. Countries grant planting approvals
when permission to grow a new biotech event is sought. In Table 23.4 food, feed, processing and
importation approvals are summarily presented as “Use” approvals, implying that a new biotech
event (imported or otherwise) can be placed in the market for consumption. Planting approvals
(placed in parenthesis) are separately indicated.
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Colombia, has approved a large number of new biotech events but mostly for use and
not for planting. As a result, Mexico and Colombia have continued to import and
consume biotech maize but not grow them much. All other adopters have approved
and used a limited part of the biotech maize pipeline.

While there are significant differences in the regulatory approvals and use of
new biotechnologies among adopters, there are even larger discrepancies among
the countries that are not listed in Table 23.4. Indeed, some LA countries have no
biosafety regulatory framework at all (e.g. Dominican Republic and Panama). Oth-
ers have been developing their biosafety regulations (e.g. El Salvador, Venezuela,
and Chile) but it is unclear when they might be able to complete them. And there
are other LA countries that use ministerial decisions, decrees and other executive
decisions to manage regulatory approvals for field trials or importation on an “as
needed” basis (e.g. Guatemala and Paraguay).

A number of factors contribute to this wide diversity in the stage of development
of regulatory approvals and use of biotechnology, chief among them however are:
(a) an accelerating pipeline; (b) diverse national priorities, government policies and
demands by various stakeholder groups; and (c) national differences in technical
capacity and financial resources needed to support a robust regulatory system.
The factors can explain, at least in part, the significant differences in the portion
of the biotech pipeline that has been deregulated in the different NA and LA
countries. But they also serve to highlight an emerging problem: As new events
are brought to market at an increasing rate, the divergent regulatory capacities of
individual countries imply the chance for ongoing (structural) asynchronicities in
the regulatory approvals of new biotech crops across the Americas. As such, the
possibility of exporting biotech commodities that have not been authorized in one
or more LA importing countries will be high in the future.

23.5 Asynchronicity, LLP and Potential Economic Impacts
of Trade Disruption: An Empirical Investigation

If asynchronicity in the regulatory approvals of new biotech crops among exporting
and importing countries in the Americas were to lead to disruptions in bilateral trade
flows, importers would need to identify alternative supplies which exporters would
need to find alternative markets for their products. We are then interested in the
economic consequences of such potential disruptions on importers and exporters
alike. Because only the trade flows between specific importers and exporters may
be affected, a model that explains bilateral trade flows must be used for quantitative
analysis. Here, we use a spatial equilibrium framework to examine the economic
impact of disruptions in bilateral trade flows of maize among importers and
exporters in NA and LA.

Modern spatial equilibrium concepts were first developed by Enke [7] and
Samuelson [18] and were later formalized by Takayama and Judge [21] as quadratic
programming problems. Spatial equilibrium models have been used in studies
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of commodity markets to examine the potential price impacts from changes in
trade due to improvements in infrastructure (roads, canals, lock and dam systems,
ports, etc.); country-specific tariffs and/or quotas; country-specific trade bans or
embargoes; trade restrictions associated with disease outbreaks or epidemics,
phytosanitary concerns; and other related issues.

Although spatial equilibrium models have been applied to a wide range of
economic problems, the segment of the spatial equilibrium literature that examines
the economic impacts of bilateral trade disruptions is relatively small. Much of the
modern empirical and theoretical literature on such trade disruptions was initially
motivated by several trade embargoes in the world markets for petroleum and other
commodities in the 1970s as well as the 1980 grain embargo imposed by the US on
the Soviet Union (e.g. see [23]).

Since the group of grain embargo studies was published in the 1980s, there
have been some more recent applications of the Takayama-Judge spatial equilibrium
models to studies of trade disruptions in international agricultural markets. Recent
examples include the study of the world rice market by Chen et al. [5] and the
study of bans on genetically modified products in the international soy complex by
Sobolevsky et al. [19]. Although much of the most recent empirical research on
international trade issues is now based on other types of models [e.g., computable
general equilibrium (CGE) or Armington-type models], the Takayama-Judge spatial
equilibrium models have certain advantages in analyzing the impact of trade
disruptions. For instance, Armington-type models are based on constant elasticity
of substitution (CES) specifications, which imply that the trade flows of countries
that do not normally trade will remain zero under any type of disruption and change
in global trade. This is limiting when the potential redistribution of trade in response
to disruptions of traditional trade flows is of interest.

23.6 Conceptual Model

The spatial equilibrium model developed for this analysis represents the global
maize sector, and the basic model structure is based on the general approach for
multi-region trade that is described by Takayama and Judge [21]. The objective
of the spatial equilibrium model is to maximize net social welfare (consumer
and producer surplus minus transportation costs and import and export tariffs) by
choosing the bilateral trade flows subject to relevant behavioral constraints (i.e.,
market equilibrium and no-arbitrage constraints).

23.6.1 Notation

The market quantities and prices for maize are the market equilibrium levels that are
derived from the excess supply-demand functions for maize in each country. We use
linear quantity-dependent supply and demand specifications
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Supply: QS
i D ı1i C ı2ip

S
i Demand: QD

i D �1i � �2ip
D
i ; (23.1)

where pSi is the supply price of maize in country i , pDi is the demand price in
country i , QS

j is the aggregate quantity of maize supplied in country j , QD
i is the

aggregate quantity of maize demanded in county i , and all of the model parameters
are positive values. We allow the aggregate quantity demanded to differ from
the aggregate quantity supplied so that individual countries may be net importers
or exporters of maize, but the market equilibrium is imposed in each market by
restricting the supply and demand prices to be equal (pSi D pDi ). Accordingly, we
can form the linear aggregate excess demand function

QD
i �QS

i D .�1i � ı1i /� .�2i C ı2i /pi D ˇ1i � ˇ2ipi (23.2)

for country i . To determine the market equilibrium outcomes, we calibrate the
excess demand functions by using observed price and import or export quantity data
for each country. For example, the slope of the excess demand equation in (23.2) is
computed from excess demand elasticity estimates taken from prior studies, and the
intercept coefficient is calibrated from the observed price and quantity data.

Given these linear excess demand equations, the net social welfare values may
be computed for country i as

X

i

ˇ1ipi �
X

i

ˇ2ip
2
i =2: (23.3)

The objective of this formulation for the spatial equilibrium problem is to choose the
trade flows (imports or exports) that maximize the net social welfare expression in
(23.3) subject to the behavioral constraints. The market equilibrium relationships
for each country are expressed in (23.2), and we also require that international
price differences may not be subject to arbitrage. In particular, the price differences
between any two markets should not exceed the per-unit transport costs between the
markets. Further, the no-arbitrage conditions should account for the possibility that
countries may impose import or export tariffs on their trade volumes. If a country
imposes a specific (per-unit) import tariff (tMij ) or export tariff (tXij ) on maize, the
tariff is added to or subtracted from the associated transportation rate for maize
flowing to or from the country. To represent a spatial equilibrium such that no
arbitrage between the countries is possible, we also impose the following constraints
on the prices

ˇ
ˇpi � pj

ˇ
ˇ � wij C .tXij C tMij /pi : (23.4)

Here, the absolute price differences between countries i and j are less than or
equal to the transportation and per-unit import and export tariff rates. The solution
values from the spatial equilibrium models include the aggregate excess supply and
demand quantities and the market-clearing prices for maize in each country. These
values are used as the baseline for our trade scenario analysis.
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23.6.2 Imposing Potential Bilateral Trade Restrictions

If trade between countries h and k is restricted, then the no-arbitrage constraint on
the price difference between these markets (e.g., (23.4)) does not have to hold at the
spatial equilibrium. To remove these constraints from the optimization problem, we
may increase the constraint bound in (23.4), which may be interpreted as imposing a
prohibitively large per-unit cost of trade between the parties. However, the other no-
arbitrage constraints between these countries and all third parties are still imposed,
so the price difference between countries h and k under these trade restrictions
cannot become implausibly large as long as there are other willing trading partners
with available stocks to exchange (i.e., an interior solution exists for each country).
In such cases, the price changes in countries h and k largely reflect the additional
costs of reallocating the displaced quantities to other markets. Under extreme trade
disruptions in which alternative trading partners may have limited ability to make up
for the displaced quantities, the no-arbitrage constraints may no longer hold between
countries h and k and all third parties due to corner solutions. In such cases, the no-
arbitrage constraints are removed for all interactions involving countries h or k, but
the no-arbitrage constraints are retained for all relationships among the third parties.
Thus, the price changes resulting from the trade disruption may be large in countries
h and k.

23.7 Empirical Analysis

23.7.1 Data

In order to operationalize the spatial equilibrium model set out in the previous
section, detailed data on production, consumption, trade flows, prices and freight
rates, as well as tariffs and quotas for maize in selected countries and groups
of countries were collected or constructed. Trade flow data was derived from
the United Nations Comtrade database [22] and this data set was validated and
augmented by additional information on trade flows taken from Global Trade Atlas
of Global Trade Information Services (GTIS) [11] as well as from FAOSTAT-
TRADESTAT [9]. Each of these data sets is based on national customs data collected
by origin and/or destination countries. In particular, the maize trade flows were
collected for HS Code 100500.

Detailed annual bilateral trade flow data for maize in various countries was
collected for individual countries and some selected country groupings. Initially, the
data was collected for all available trading partners and where one dataset omitted
a potential trading partner it was complemented with data from the other data
sources to ensure that relevant trade flows were not excluded. Trade flow data was
aggregated into 38 countries and country groupings yielding a symmetric 38 � 38

matrix of bilateral trade flows (Table 23.5).
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Table 23.5 Countries and country groupings

Acronym Description

EU25 European Union 25
BRA Brazil
ARG Argentina
USA United States of America
CHN China
PAR Paraguay
CAN Canada
MEX Mexico
BUR Bulgaria & Romania
WBA Western Balkans
REU Rest of Europe
RUB Russia & Belarus
UKR Ukraine
CAM Central America
VEN Venezuela
CHL Chile
URU Uruguay
BOL Bolivia
NWSA NW countries in South America (Colombia, Ecuador and Peru)
IND India
JAP Japan
TLD Thailand
SKR South Korea
INDO Indonesia
MLAY Malaysia
PHIL Philippines
ANZ Australia & New Zealand
MOR Morocco
TUN Tunisia
ALG Algeria
EGY Egypt
TUR Turkey
ISR Israel
LDC Least Developed Countries
AFR Non-LDC African Countries in the ACP
C&P Non-LDC Caribbean & Pacific Island countries in ACP
MIDE Middle East (Syria, Iran, Iraq, Saudi Arabia, UAE)
ROW Rest of World

As the data reported by origin countries and destination countries did not always
match, the maximum value of the two reporting countries was taken for the final
trade flow. Trade flow data was available in both volume and value. Although
volume was of primary interest for the analysis, value data allowed the calculation of
implied per-unit costs for various trades which were, in turn, used in the validation
of global trade prices (discussed below).
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Domestic supply and demand data came from FAOSTAT and was validated with
USDA (PS&D) [26] data. FAOSTAT data is reported on a calendar year basis
and was used to indicate each country’s excess supply and demand conditions.
The composition of domestic demand (feed, food, industrial demand) was used
in applying and weighting the appropriate elasticities to the trade model. Demand
and supply elasticities were obtained from the CAPRI [4] model. Where data was
unavailable, comparable elasticities were taken from FAPRI [10] and WATSIM [27].

Freight rates for all possible routes implied in the constructed 38 � x38 trade
matrix used in the analysis were estimated through regression analysis. Actual
freight rates reported for maize were obtained from Maritime Research. These rates
were regressed against the distance covered in each individual trade as well as
against selected indexes of bunker and fixtures for panamax and handy size vessels
typically used in dry bulk commodity trade. The regression equation was then used
to estimate freight rates for all routes and years in the analysis.

Cash port prices reported by USA, Brazil, Argentina and the EU for the dominant
trading ports were the basis of the global trade prices used in the model. Using
each country’s share of trade with these four countries an average FOB price was
constructed for the port of origin. A per-unit weighted average of transportation cost
and tariff was added to the FOB price to derive a CIF price for each importer. These
prices were validated by the implied per-unit import costs calculated from GTIS
trade data to ensure consistency.

Annual import tariff data was collected from the WTO tariff database [28]
using the country’s average applied tariff. This data was validated with tariff rates
maintained by FAPRI. All export tariffs used were from FAPRI. Tariffs were
calculated for country aggregates by weighting the volume of imports (or exports)
and average tariff paid for each country.

23.7.2 Baseline Development and Model Validation

The spatial equilibrium model developed here is a simplified representation of world
trade in maize. The model is not a forecasting tool and should not be understood
as such. Still, it must effectively represent the direction and magnitude of changes
that might occur in response to a given disruption of bilateral trade. In this context,
an effective representation of observed supply, demand and trade by the model for
the countries of interest is important. Hence, the model must be validated for its
effectiveness to approximate observed demand, supply and trade conditions in any
particular year.

The model was calibrated with GTIS trade data from the respective calendar
years. Solving the model provides estimates of supply and demand as well as
imports and exports for all 38 countries/country groups in the analysis. These
baseline estimates can be compared with observed data in order to evaluate the
adequacy of the empirical model. Deviations of model-derived baseline estimates
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from actual excess demand and supply figures for maize—expressed as (baseline-
actual)/actual—ranged from �29 to 12 % for all countries and years in the analysis.
The average deviations were much smaller than the extreme values—under 5 %—
with the relevant deviations for the world market at 3.6 % for 2005 and 2.3 % for
2007, the 2 years for which the model was calibrated.5 Similarly, calculated trade
flows for all large importers and exporters closely matched observed trade flows.
Small volume trades were not represented as effectively, which is typical in spatial
equilibrium models using annual data. Such trades typically represent opportunistic
transactions within a year and are difficult to represent through annual averages. In
all, the baseline model runs were considered effective.

23.8 Empirical Results

With an effective baseline in hand, the impact of potential bilateral trade disruptions
for selected countries or regions in LA could be examined through scenario analysis
as outlined in the modeling section above. Two scenarios were considered and each
scenario has two components. Scenario 1 involves the disruption of bilateral trade
between a single large importer (Mexico) and (1) its main supplier (US) or (2) its
major supplier and another large exporter (US and Argentina). Scenario 2 involves
the disruption of trade for a block of smaller importers (Colombia, Ecuador, and
Peru) located in northwest South American (NWSA) and (1) their main supplier
(US) and (2) their main supplier and another large exporter (US and Argentina).6

Note that the importer and its major supplier are neighboring countries in Scenario
1, and alternative supplies have to be procured from farther away when bilateral
trade is disrupted. In contrast, the importer and the primary suppliers are more
distant from one another in Scenario 2 and alternative suppliers to NWSA are closer.
Finally, both scenarios are examined under two distinct types of markets situations
as represented by 2007 and 2005 (i.e. the baseline years) reflecting above and below
average global supply conditions.

23.8.1 Scenario 1

Mexico normally gets nearly all of its maize imports from the United States. For
example, Mexico imported more than 8 million metric tons of maize in 2007, and

52005 was chosen as a baseline year because it was representative of a short global maize crop
and hence of tight market conditions. 2007 was chosen as an alternative baseline year since global
production was above average and hence it was representative of a well-supplied global maize
market. The two alternative baselines are used to envelop “normal” market conditions.
6The importing countries in scenarios 1 and 2 were chosen in order to provide effective examples
of differential size in imports and relative proximity to suppliers.
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the US supplied all but roughly 80,000 metric tons of this amount. The reasons for
this strong trade relationship include proximity as well as the size and dependability
of the US market and the convenient and inexpensive freight access through various
modes of transport (i.e., rail and ocean vessels).

If regulatory asynchronicity could lead to finding material in the US maize supply
chain that were unauthorized in Mexico for consumption, trade disruptions could
ensue. As such, Mexico would seek maize imports from alternative suppliers. As
well, US maize exports would be consumed domestically or delivered to other
importers. Due to the larger distances involved in finding alternative markets for
both the US and Mexico, we expect that freight costs would significantly increase
for both countries. In particular, the domestic price of maize in Mexico should rise,
and the domestic price of maize in the US should fall as the trade volumes shift
to other partners. The maize price should rise in the countries that increase exports
to Mexico (e.g., Argentina), and the price should decline in those countries that
attract new imports from the US. If the scenario is extended to include a bilateral
trade disruptions in maize trade between Mexico and one of the alternative suppliers
(Argentina), we should expect the maize price in Mexico to increase even more, and
the prices of maize in the US and Argentina to decline.

The Scenario 1 results for 2005 are presented in Tables 23.6 and 23.7 for 2007.
In both tables, the leftmost columns present the results for the US-only trade
disruption, and the impact of a disruption in the bilateral trade between Mexico
the US and Argentina appears in the rightmost columns of the tables. For 2005, the
unavailability of US imports increase the price of maize in Mexico by about 15.3 %.
As expected, the maize price in alternative suppliers to Mexico (e.g., Argentina,
Brazil, Paraguay, and Venezuela) increase, and the price in countries that import
maize from the US (e.g., Canada and Central America) decline. The price of the
US declines by 1.2 % as a result of the trade disruption. The same general pattern
is observed under the 2007 data, though the relative price impacts are smaller than
in 2005 due to the presence of more plentiful global maize supplies in 2007. In
particular, the increase in the Mexico maize price is about 9.3 % under the 2007
situation.

If maize trade between Mexico and the US and Argentina was interrupted due
to regulatory asynchronicity and the presence of unapproved biotech events in the
supplies of these exporters, the price of maize in Mexico would increase by 20.3 %
under the 2005 situation and by 12.6 % under the 2007 situation. Maize prices both
in the US and in Argentina would decline by 0.5–1.4 % in the US and 0.2–0.5 % in
Argentina, respectively. As before, the relative magnitudes of the price changes are
more pronounced under the short-supply situation in 2005 than in 2007. Overall,
we find that the maize price in Mexico would increase by about 9–20 % under
the various situations in this study, and the relative impacts on maize prices in
the relevant trading partners are considerably smaller (i.e., less than 2 % across all
cases).
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Table 23.6 Price and supply impacts (% changes against baseline)

Scenario 1–2005 baseline

No imports from the US No imports from the US & Argentina

Price Exports Imports Price Exports Imports

%change %change

EU27 �0:9 0:0 0:0 �1:0 0:0 0:0

BRA 0:4 0:0 0:0 3:3 1:3 0:0

ARG 0:4 0:3 0:0 �0:5 �1:6 0:0

USA �1:2 �0:3 0:0 �1:4 �0:5 0:0

CHN �0:2 0:0 0:0 �1:0 0:0 0:0

PAR 2:8 1:1 0:0 7:7 13:5 0:0

CAN �1:0 0:0 0:1 �1:2 0:0 0:1

MEX 15:3 0:0 �3:4 20:3 0:0 �6:5
BUR 0:3 0:0 0:0 �1:2 0:0 0:1

WBA 2:0 0:1 0:0 1:0 0:1 0:0

REU 2:5 3:5 0:0 13:4 23:0 0:0

RUB 2:2 0:0 �1:1 2:4 0:0 �1:3
UKR 0:3 0:1 0:0 �1:3 �0:9 0:0

CAM �1:0 0:0 0:7 �1:2 0:0 0:9

VEN 8:7 0:0 0:0 6:4 0:0 0:0

CHL 0:3 0:0 �0:3 �0:4 0:0 0:4

URU 0:4 0:0 0:0 �0:4 0:0 0:1

BOL �0:4 0:0 0:0 1:1 0:0 0:0

NWSA �1:0 0:0 0:9 �0:4 0:0 0:4

IND �1:0 0:0 0:0 �0:7 0:0 0:0

JAP �0:7 0:0 0:7 �0:9 0:0 0:8

TLD 2:1 0:0 0:0 �3:3 �0:1 0:0

SKR �0:8 0:0 2:3 �0:9 0:0 2:1

INDO 0:3 0:0 0:0 �0:3 0:0 0:0

MLAY 0:3 0:0 �0:9 �0:3 0:0 0:9

PHIL 5:8 0:2 0:0 �0:3 0:0 0:0

ANZ 0:3 0:0 0:0 �0:3 0:0 0:0

MOR 0:3 0:0 �1:1 �1:1 0:0 3:1

TUN 0:3 0:0 �2:4 �1:0 0:0 5:3

ALG 0:3 0:0 �1:3 �1:0 0:0 3:4

EGY 0:3 0:0 �0:4 �1:2 0:0 2:0

TUR 0:3 0:0 0:0 �1:2 0:0 0:0

ISR 0:3 0:0 �1:8 �1:2 0:0 5:0

LDC 0:3 0:0 �0:1 �0:3 0:0 0:1

AFR 0:3 0:0 0:0 �0:4 0:0 0:0

C&P �1:0 0:0 2:2 �1:1 0:0 2:3

MIDE 0:3 0:0 �0:4 �0:3 0:0 0:5

ROW 0:3 0:0 0:0 �0:3 0:0 0:0
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Table 23.7 Price and supply impacts (% changes against baseline)

Scenario 1–2007 baseline

No imports from the US No imports from the US & Argentina

Price Exports Imports Price Exports Imports

%change %change

EU27 �0:45 0:00 0:40 �0:32 0:00 0:14

BRA 0:20 0:13 0:00 0:68 0:29 0:00

ARG 0:05 0:05 0:00 �0:20 �0:20 0:00

USA �0:54 �0:14 0:00 �0:59 �0:20 0:00

CHN �0:46 �0:02 0:00 �0:39 �0:02 0:00

PAR 0:16 0:76 0:00 0:83 1:05 0:00

CAN �0:50 0:00 0:04 �0:17 0:00 0:02

MEX 9:28 0:00 �2:12 12:62 0:00 �2:88
BUR 0:04 0:00 �0:05 �0:16 0:00 0:23

WBA 0:04 0:00 �0:01 �0:16 0:00 0:05

REU 0:04 0:00 �0:05 �0:16 0:00 0:21

RUB �0:04 0:00 0:01 �0:15 0:00 0:02

UKR 0:04 0:01 0:00 �0:16 �0:03 0:00

CAM �0:48 0:00 0:36 �0:17 0:00 0:12

VEN �0:49 0:00 0:16 �0:17 0:00 0:06

CHL 0:04 0:00 �0:06 �0:17 0:00 0:27

URU 0:04 0:00 �0:01 �0:18 0:00 0:04

BOL 1:57 0:03 0:00 2:44 0:05 0:00

NWSA 0:04 0:00 �0:05 0:59 0:00 �0:69
IND 0:14 0:02 0:00 0:13 0:02 0:00

JAP �0:42 0:00 0:33 �0:36 0:00 0:28

TLD 0:65 0:09 0:00 0:31 0:04 0:00

SKR �0:43 0:00 0:35 �0:36 0:00 0:30

INDO 0:04 0:00 0:00 �0:13 0:00 0:01

MLAY 0:03 0:00 �0:10 �0:15 0:00 0:43

PHIL �0:21 �0:03 0:00 �0:39 �0:06 0:00

ANZ 0:04 0:00 0:00 �0:16 0:00 0:01

MOR 0:04 0:00 �0:09 �0:16 0:00 0:39

TUN 0:04 0:00 �0:12 �0:16 0:00 0:53

ALG 0:04 0:00 �0:11 �0:16 0:00 0:49

EGY 0:04 0:00 �0:05 �0:16 0:00 0:22

TUR 0:04 0:00 �0:02 �0:15 0:00 0:08

ISR 0:04 0:00 �0:15 �0:15 0:00 0:62

LDC 0:03 0:00 0:00 �0:15 0:00 0:02

AFR 0:04 0:00 0:00 �0:16 0:00 0:02

C&P �0:48 0:00 0:98 �0:17 0:00 0:34

MIDE 0:03 0:00 �0:08 �0:15 0:00 0:33

ROW 0:03 0:00 �0:01 �0:15 0:00 0:05
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23.8.2 Scenario 2

Like Mexico, the small countries in NWSA (Colombia, Ecuador, and Peru) import
much of their maize from the US. However, these countries are more distant from
the US than Mexico, and they are closer to other sources of maize imports (e.g.,
Argentina, Brazil, and Paraguay). As well, these countries are smaller trading
partners, and they should find it easier to replace the disrupted trade quantities. Thus,
we expect that the price impacts of the trade disruptions in these markets should be
smaller than in Scenario 1.

The Scenario 2 results for 2005 are presented in Table 23.8. Here, the disruption
of US imports increases the maize price by 2.4 % in the importing countries and
decreases the US price by less than 1 %. As well, the potential suppliers to NWSA
(Argentina, Brazil, Paraguay, and other South American countries) see slightly
higher maize prices, and the maize prices in other markets that buy US exports
(e.g., Canada and Mexico) decline by small amounts. When both US and Argentine
maize imports are interrupted, the price in NWSA increases by 8.2 %, the prices
in the US and Argentina decline by small amounts, and the prices in other maize-
producing nations of South America increase slightly. Finally, the 2007 outcomes
are uniformly smaller in magnitude (as illustrated in the Scenario 1 results). Overall,
we find that bilateral trade disruptions between smaller countries like those in
NWSA and the US and Argentina cause modest (2–8 %) increases in the domestic
maize price of the importing countries.

23.9 Summary and Concluding Comments

LA is home to large number of agricultural commodity importers that depend
heavily on such imports for their consumption. Almost all of these agricultural
commodity imports are procured from major exporters in the Americas. All
exporting countries in the Americas have adopted biotech crops extensively while
Latin America importers, generally, have not. The degree to which biotech crops
have been regulated in these countries has also been quite variable.

Some exporting countries have been approving new biotech crops for use and
planting on an ongoing basis. As a result, these exporting countries have had access
to the full biotech pipeline over time. Other exporting countries have approved and
planted fewer new biotech crops. Importers have also deregulated new biotech crops
at variable speeds. A few importers have approved a large number of new biotech
crops for consumption but not for planting but most importing countries in LA
have approved few if any. As a result, structural asynchronicity in the regulatory
approvals of biotech crops among importing countries in LA and their suppliers has
been ongoing and it is likely to worsen as the biotech pipeline continues to expand.

In the past, regulatory asynchronicity has led to few trade disruptions but that
could change in the near future as new biosafety laws take effect in many LA
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Table 23.8 Price and supply impacts (% changes against baseline)

Scenario 2–2005 baseline

No imports from the US No imports from the US & Argentina

Price Exports Imports Price Exports Imports

%change %change

EU27 �0:15 0:00 0:01 0:49 0:00 �0:01
BRA 0:41 0:06 0:00 2:32 2:43 0:00

ARG 1:25 1:66 0:00 �0:94 �1:27 0:00

USA �0:46 �0:18 0:00 �0:05 �0:02 0:00

CHN 0:35 0:00 0:00 �0:59 0:15 0:00

PAR 0:62 0:47 0:00 8:97 8:83 0:00

CAN �0:41 0:00 0:04 �0:59 0:00 0:06

MEX �0:41 0:00 0:13 0:37 0:00 �0:12
BUR �0:35 0:00 0:02 �0:97 0:00 0:06

WBA �0:38 �0:03 0:00 �1:05 �0:08 0:00

REU 0:58 1:00 0:00 1:88 3:22 0:00

RUB 0:50 0:00 �0:28 1:62 0:00 �0:89
UKR �0:38 �0:26 0:00 �1:06 �0:72 0:00

CAM �0:39 0:00 0:30 0:43 0:00 0:01

VEN �0:39 0:00 0:02 �0:60 0:00 0:03

CHL 0:39 0:00 �0:45 �0:29 0:00 0:34

URU 0:42 0:00 �0:08 �0:32 0:00 0:06

BOL 0:52 0:00 0:00 �0:17 0:00 0:00

NWSA 2:38 0:00 �0:81 8:15 0:00 �9:07
IND 0:48 0:01 0:00 �0:19 0:00 0:00

JAP �0:31 0:00 0:26 �0:52 0:00 0:43

TLD 0:48 0:02 0:00 0:65 0:13 0:00

SKR �0:32 0:00 0:72 �0:54 0:00 1:24

INDO 0:32 0:00 �0:01 0:26 0:00 �0:61
MLAY 0:32 0:00 �0:92 0:25 0:00 �0:16
PHIL 0:37 0:02 0:00 �0:28 �0:01 0:00

ANZ 0:35 0:00 �0:01 �0:24 0:00 0:00

MOR �0:36 0:00 1:05 �0:56 0:00 1:65

TUN �0:34 0:00 1:80 �0:57 0:00 2:97

ALG �0:35 0:00 1:16 �0:57 0:00 1:91

EGY �0:34 0:00 0:56 �0:94 0:00 1:57

TUR �0:34 0:00 0:01 �0:96 0:00 0:03

ISR �0:33 0:00 1:46 �0:93 0:00 4:06

LDC 0:33 0:00 �0:09 �0:25 0:00 0:07

AFR 0:37 0:00 �0:03 �0:28 0:00 0:02

C&P �0:39 0:00 0:79 �0:63 0:00 1:28

MIDE 0:32 0:00 �0:56 �0:25 0:00 0:42

ROW 0:33 0:00 0:00 �0:25 0:00 0:00
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importing countries. Other countries with existing biosafety laws may also see their
regulatory capacity tested by the increasing flow of new biotech crops and face, at
least temporary, asynchronicity with their trade partners. Under these conditions,
LA countries that import large amounts of agricultural commodities may benefit
from the adoption of national LLP policies, including the use of the CODEX
Annex, which could resolve short term pressures from asynchronicity and low level
presence of unauthorized material in their imports. A more significant and long-
lasting problem, however, for many importing LA countries could be structural
asynchronicity from limited regulatory capacity.

Many Latin American importing countries with limited technical and scientific
regulatory capacity and financial resources will confront a difficult reality as they
implement more fully their biosafety laws. They will have to find ways to effectively
evaluate the safety of new biotech crops at a fast pace or risk costly trade disruptions
with trade partners. Pulling regulatory resources through regional partnerships and
leveraging reviews and assessments from countries with well-developed regulatory
capacity may be some options among others.

Trade disruptions are an unpalatable alternative as they can be costly. In our
empirical analysis of maize trade in LA we estimated that for smaller importing
countries whose trade can be more easily shifted across alternative suppliers,
prices would increase 2–8 % depending on the supply conditions in the global
market. Even such modest price increases translate into significant outlays, however.
Applying, for instance, these increases on the 2005–2009 maize import spending of
Colombia, Ecuador and Peru would result, on average, in 20�80 million higher
outlays per year. For larger importers, like Mexico, the estimated price increases
were higher, 9–20 % depending on the supply conditions of the global market.
Applying, these price increases on the 2005–2009 maize import spending of Mexico
would result, on average, in 130�294 million higher outlays per year.

These increased outlays do not reflect additional costs from foregone value added
activity, potential short term supply disruptions, quality differences in alternative
supplies, and added transaction costs. They also do not reflect the tighter supply
conditions experienced in international markets in more recent years. For instance,
in the last 2 years, China has turned from a modest net exporter of maize to a
meaningful net importer, a trend expected to strengthen in the future. Similarly, the
US has continued to increase the amount of maize retained for its growing ethanol
industry. Tighter supply conditions would only worsen potential price increases
from trade disruptions. The number of alternative exporters could also dwindle.
In our scenario analysis, trade from up to two major exporters was restricted
leaving ample alternative supplies for trade substitution. In the face of structural
asynchronicity, however, this may not be the case leading to larger and more abrupt
price changes. Finally, adding such potential economic costs across all relevant
commodities provides a full scope of the problem in hand.

Amid renewed interest in food security in the face of escalating commodity prices
and tight global supplies of agricultural commodities, trade will continue to play an
important moderating role. A predictable and effective regulatory environment that
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minimizes the structural asynchronicity of regulatory approvals in LA importing
countries and their suppliers is desirable in order to keep trade options open and
agricultural commodity prices in check.
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Chapter 24
How Venture Capital Creates Externalities
in the Bioeconomy: A Geographical Perspective

Christos Kolympiris and Nicholas Kalaitzandonakes

24.1 Introduction

Venture capital is an engine for economic growth because it promotes innovation,
entrepreneurship and wealth creation [38,55,83,94]. One way venture capitalists act
as a conduit to economic growth is by providing financing and managerial services
to firms with innovation potential but limited business expertise and sources of
finance [21, 61, 76]. Alongside, venture capital also tends to bring about positive
externalities to the overall economy (the externality impact). Such externalities often
emanate from the enhancement of the knowledge base of a given region associated
with venture capital activity and result to improvements in innovation, increases in
firm births as well as to the creation of new industries [32, 57, 82, 83, 96].

Some of the studies that analyze the externality impact of venture capital are not
occupied with how physically far this impact goes. Other studies, largely due to the
aim of their research, examine whether venture capital affects economic outcomes
in large administrative regional units such as Metropolitan Statistical Areas (MSAs).
This methodological approach implicitly specifies a priori the (broad) MSA as the
unit that represents the spatial scope of the externality impact of venture capital.
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Nevertheless, venture capitalists show a general tendency to invest locally as
a means to mitigate agency problems with target firms and benefit from network
externalities [22, 32, 41, 87].1 Indeed, the spatial extent of such relationships has
been found to be in the order of a few miles, [56, 59, 93]. Insofar as the narrow
geographic scope that VCs operate mirrors the range they create externalities via the
improvement of the regional knowledge base, there is a divergence between the use
of broad administrative units in relevant prior studies and the implied narrow extent
of the externality impact of venture capital.2 By extension, this divergence invites
research that examines the question of just how physically far does that externality
impact go. A question that we address in this paper.

For the analysis we focus on the externality impact of venture capital on
innovation. Operationally, we approximate innovative performance with patents
[15,18,31,57]3 which is a methodological choice that sides with the generally strong
relationship between patents and innovations in life sciences which is the industry
we focus on [7]. Then, we associate the patenting rate of a focal life sciences firm
(LSF) with the amount of venture capital investments towards life sciences that have
taken place at increasingly distant narrow spatial units from the LSF. To strengthen
the robustness of our findings we employ an instrumental variables approach that
addresses the potential attraction of venture capitalist to already innovative regions
and firms. Further, we account for a number of sources that can complement venture
capital in generating local externalities and these include the research intensity
of local universities and the agglomeration of similar firms. As well, we consult
with previous literature [78] and examine whether the externality impact of venture
capital is sensitive to the stage of firm growth that venture capital funds are directed
to. To do so, we adopt a novel methodological approach as we partition venture
capital funds to the stage of firm growth they correspond.

The reason we focus on LSFs is twofold. First, venture capitalists invest heavily
in life sciences [81] which, by extension, makes the industry at hand a suitable
setting for the present study. Second, life sciences is a knowledge-based industry
which should then allow any externalities from venture capital that associate with
improvements in the knowledge base of a given region to show. To distinguish the
externality impact of venture capital from improvements that are brought about
from the involvement of venture capitalists on target firms, we focus on small LSFs

1Using Germany as their case study, Fritsch and Schilder [36] demonstrate that country-specific
features can undermine the significance of spatial proximity between venture capitalists and target
firms.
2To illustrate the geographic scope of an MSA, Stuart and Sorenson [90] report that in their study
the average area of an MSA was 10,515 square miles.
3Despite their wide use, patents have certain shortcomings as a measure of innovation. For instance,
innovative firms may not patent for strategic reasons [92] or maybe patents relate more to invention
rather than to innovation [67]. Albeit a less than perfect proxy for innovation, patents are generally
still a reliable measure of innovation [3].
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that have won Small Business Innovation Research (SBIR)4 grants. The majority
of the SBIR firms are relatively small and at their very early stages of research,
which then partly explains why most of them are not recipients of venture capital
funds. Further, because small firms generally reap the most benefits from spatial
externalities [66], we expect our focus on firms of that size to allow us to measure
their strength. From a policy perspective, the present study is expected to shed more
light on the effectiveness of ongoing efforts from governments around the world to
attract venture capital to a region based on the rationale that it is a core element
of successful regional innovation systems partly because it creates externalities
[44,60]. If the strength, geographic extent and underlying cause of such externalities
is not well understood, the effectiveness of the relevant policies can be hampered.
Further, given the aims of the SBIR program to promote innovation [25] and the
increasing popularity of like programs around the world (i.e. UK’s SIRI program,
Australia’s IIF program and programs in Sweden, Russia, Canada, UK etc.) [27,98]
an understanding of potential sources of complementarity between publicly-funded
firms and private investments could induce greater returns on the public funds
invested through these programs. We proceed with the rest of the paper as follows:
In Sect. 24.2 we review the relevant literature and form our theoretical expectations.
In Sects. 24.3, 24.4 and 24.5 we present our empirical methods and explain our
data sources. In Sect. 24.6 we present the empirical results of our study and we
summarize and conclude in Sect. 24.7.

24.2 What Venture Capitalists Do and How They Generate
Local Externalities

Venture Capitalists (VCs) tend to invest in high risk young firms with a potential to
yield returns in the range of 25–35 % or above within a short period of time [101].
On the downside of the high returns, target firms do not typically have an established
record which then makes their evaluation a thorny task. Insofar as the lack of an
established record also reflects entrepreneurs with more information about the firm
compared to the VCs, information asymmetries are expected to grow [37, 85]. To
confront these asymmetries and meet the targeted financial returns, VCs usually
tie their compensation with the performance of the target firm, which then creates
incentives for them to nurture the firm in question to financial success.

To reduce agency costs and improve their expected compensation via an increase
in the potential performance of the target firm, VCs tend to employ two main
mechanisms. First, they spend a considerable amount of their time in monitoring and

4The SBIR program is the largest federal program in the US and it provides seed and early stage
funding to promising small firms in cutting edge research areas such as life sciences, electronics,
materials and energy conversion. Promoting innovation is among the stated goals of the program
and it has generally been found successful in achieving that goal [11].
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providing managerial advice and direction to the firms they invest in [39,54,78,94].
Second, in order to cope with the limited publicly available information about
target firms, VCs use their local networks primarily with other VCs to gain more
information [50, 65]. These two mechanisms are expected to be the main drivers of
the externality impact of venture capital on innovation.

Largely because of their hands-on investment approach, venture capitalists
often improve the performance of the target firms [16, 57, 73]. In turn, better
firms can advance the knowledge base of a given region through a number of
ways. For instance, the quality of the relevant actors tends to boost the quality
of knowledge that circulates within informal knowledge feedback loops among
proximate firms and evidence suggests that the performance of a given firm hinges
on the performance of nearby firms [14, 56]. Further, better firms can equip the
local labor pool with highly trained professionals who, via labor mobility, can
also increase the performance of their new employer [34]. As well, professional
networks maintained by research alliances, contractual agreements or other forms
of formal partnerships can also benefit from the participation of better firms in
such networks especially because knowledge tends to diffuse among members of
the networks [12, 51, 69]. It is important to note that the participation of firms in
professional networks is not a given and the same holds for the participation of local
firms in those networks. However, the realities of knowledge intensive industries
such as life sciences prompt firms to increasingly engage in such networks [77]
mainly with other local firms [87, 90]. For instance, mounting costs, long operating
cycles, complex regulatory environment and scientific uncertainties are potent in
life sciences [28, 46]. Such industry characteristics often render research efforts by
a sole firm insufficient and firms turn to collaborative schemes in order to confront
them. These collaborative schemes tend to materialize among nearby firms [70] in
large part because spatial proximity typically eases the flow of knowledge as joint
experiments, visits and informal encounters are less costly and more likely to occur.

The networks that VCs form with other VCs5 in order to facilitate the flow of
information among them with regard to target firms, constitute the second main
mechanism under which VCs can generate positive externalities.6 The knowledge
that circulates in networks of VCs relies heavily on interpersonal contacts and other
forms of human capital. As such, this knowledge often leaks in local circles and then
forms the basis for improvement in the knowledge base of a given region. In a way,
VCs become what [102] terms “knowledge brokers” and a number of authors have
noted this role of VCs [32, 37, 47, 84]. For example, Florida and Kenney [32] stress
the importance of VC networks as a means to mobilize valuable resources, Shane
and Cable [84] present evidence how investment-specific information transfers

5Note that the composition of those networks is not necessarily confined only to VCs but it can
also include other industry professionals such as lawyers and accountants [75, 103].
6This is not to say that positive externalities cannot arise from a single VC. But, because
externalities typically emanate from the flow of knowledge, networks of VCs are expected to be
stronger in that respect.
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often through social networks and [37] explains how important is the knowledge
generated by VCs. Collectively, the aforementioned mechanisms initiated by VCs
should work towards developing the externality impact of venture capital.

The next relevant inquiry is just to which geographic distance do venture
capitalists generate externalities. To form our theoretical expectations for this
question we consult two related strands of literature. First we look into literature
that analyzes the spatial extent of relationships between VCs and between VCs
and target firms. Using this literature we approximate how far VCs can generate
externalities. The second strand of literature we employ, identifies the geographical
range of spatial externalities among firms. The contributions in this literature
assist us in approximating how far do externalities from the improvement in the
performance of a focal firm go.

On theoretical grounds, spatial proximity between VCs and target firm is crucial
mainly because it allows VCs to monitor and coach their target firms more
intensively as regular visits are easier and transaction and opportunity costs from
travelling are minimized [33,87,102].7 Indeed, empirical studies have corroborated
the importance of spatial proximity for the relationship between VCs and target
firms and have thus indirectly provided an estimate of the range in which VCs
can improve the knowledge base of a focal region. Lerner [59] finds that the
probability of a VC becoming a board member on a target firm is close to 50 %
when the target firm is within 5 miles; a probability that is twice the magnitude of the
comparable probability of target firms located more than 500 miles away. Reporting
similar estimates in magnitude, Kolympiris et al. [56] discover that the magnitude
of venture capital funds accumulated by a given biotechnology firm moves in the
same direction with funds raised by similar firms located within 10 miles; they
also report that the density of non-funding VCs in the same radius is instrumental
for the growth of venture capital funds for a particular firm. Finally, Tian [93]
observes substantially more intense involvement of VCs, in the form of more
financing rounds, to target firms when they both locate within a 25 miles radius.8 A
common feature of the aforementioned studies is that they have discovered spatial
relationships to be potent at the spatial unit that is the narrowest and the closest to the
focal actor of all the spatial units considered in each study (5 miles for [59], 10 miles
for [56] and 25 miles for [93]). The fact that in all these studies the narrowest and
the most proximate unit was the one with the most pronounced effect, suggests that
these estimates may present an upper bound of the spatial extent of the externalities
that emanate from VCs.

7In this section we concentrate on the impact of spatial proximity on post-investment activities;
proximity is relevant for pre-investment activities as well but such discussion is beyond our scope.
8In related empirical studies, that do not focus on the spatial extent of VC relationships but estimate
what drives the investment decision of VCs ex ante, Lutz et al. [63], Cumming and Dai [26]
and [87] also highlight how significant geographic proximity between VCs and target firms is
in shaping that decision.



410 C. Kolympiris and N. Kalaitzandonakes

This proposition is supported by evidence presented in the second stream of
research we examine here; research that analyzes the geographic scope of spatial
externalities among firms. Seminal early contributions in this literature indicated
that spatial externalities are confined in space but did not estimate neither an
upper geographical bound on these relationships nor whether the strength of the
externalities varies with different degrees of proximity (e.g. [10, 52]). Leveraging
developments in geographical information systems and computing power, more
recent contributions have picked up where the early works left off. For instance,
Aharonson et al. [4] discovered that a significant form of spatial externalities,
knowledge spillovers, within one third of a mile were instrumental in explaining the
location of Canadian biotechnology firms. In a similar vein, Wallsten [97] estimated
that the probability of a focal firm to win an SBIR grant was significantly affected
by the density of previous SBIR winners in a 0.1 miles radius and attributed these
finding, in part, to informal conversations among employees of different firms.
As well, Rosenthal and Strange [79] discovered that spatial externalities within a
1 miles radius had significant explanatory power on the location of new firms. Along
these lines, Graham [40] estimated localization externalities to exhaust themselves
within a roughly 6.2 miles radius and depending on industry to be stronger at
0.6 miles. In sum, these estimates are in line with the notion that spatial externalities
tend to be confined at very short distances perhaps because the marginal cost of
knowledge transmission is an increasing function of distance as it relies on spatially
bounded mechanisms such as labor mobility and human interactions [9]. For the
case at hand, the implication of those findings is that externalities that arise from
venture capital are expected to hold largely at immediate proximity and be spatially
bounded.

24.3 Methods and Procedures

Consistent with our theoretical arguments, the empirical model needs to associate
the innovative performance of a given life-sciences firm (LSF) with venture capital
activity that generates externalities whose strength is potent at close proximity and
decays with distance. We approximate innovative performance with patents and
employ the amount of venture capital funds to capture venture capital activity.
Accordingly, we specify a model in which the dependent variable yi is the total
number of patents granted to LSF i from its birth and in the period of time
it was active as an independent firm from 1983 to 2006. Relatedly, we specify
independent variables that measure venture capital investments towards LSFs
situated at increasing distances from the origin LSF.9 Given that the dependent

9Alternatively we could use a dependent variable that reflects the number of patents per year.
Nevertheless, we did not opt for this approach because differential and often unobserved lags in the
dates of discovery, patent submission and patent issuance could make the allocation of innovative
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variable is an observed count (patents), the general form of the expected count is
formulated as follows10:

E.yi jXi/ D m.Xiˇ C "/ ; (24.1)

where function m./ is a link function that maps the linear combination of the
explanatory variables into an expected count that is non-negative and Xi is a vector
of explanatory variables described below.

As previously introduced, we test our main theoretical expectations with inde-
pendent variables that measure the inflation-adjusted amount of funds from venture
capitalists allocated to LSFs situated at increasingly distant narrow spatial units
from the focal LSF. We partition these amounts to the stage of firm growth they
are directed to. We do so in order to account for the specialization of venture
capitalists in investing at firms that are in the stage of growth in which they try
to narrow the gap between already existing prototypes or/and ideas and commercial
success [30, 35, 101]. By extension, funds towards the firm growth stage that VCs
specialize maybe more effective in improving the knowledge base of a given region.
Along these lines, there is evidence suggesting that the usefulness of venture capital
involvement in target firms is sensitive to the stage of firm growth that financing is
directed to [78].

To define the geographic scope of the units we measure where venture capital
investments occur we follow [97] who employed radii that reflect immediate
proximity; in particular, we measure the venture capital disbursements to LSFs
located within the following miles rings from the focal LSF: 0–0.1, 0.1–0.5, 0.5–1
and so on. To allocate venture capital funds to firm growth stages we follow the
classification of [72]: disbursements up to $25K correspond to the seed stage where
the main task is typically to develop a working prototype, disbursements from
$2511 to $500K correspond to the startup stage where the main task tends to be
the completion of beta testing, disbursements from $500 to $2,000K correspond to
the first stage (where VCs specialize) in which firms likely try to achieve market
penetration and disbursements larger than $2,000K correspond to later stages that
aim to increased sales and growth.

performance by year an exceedingly difficult task. Relatedly, we performed robustness checks for
potential temporal lag effects between the timing of the venture capital investments and the strength
of the externality impact. In these tests, the venture capital investments were limited to those that
occurred only 1, 2, 3 or 4 years from the birth of the focal LSF. The tests yielded qualitatively
similar results to those presented in Figs. 24.5, 24.6, 24.7, 24.8 and 24.9.
10We use the Negative Binomial maximum likelihood estimator. The Negative Binomial estimator
was chosen to address observed overdispersion and to overcome the standard assumption of the
Poisson model of equal conditional means and variances, which was not met for the dependent
variable in our sample.
11In fact, Parhankangas [72] specified $100K as the lower bound of that stage. In order to include
venture capital disbursement between $25 and $100K in the analysis we included such amounts in
the start-up stage. Robustness checks in which these amounts were either included in the seed stage
or were excluded from the analysis yielded qualitatively similar results to the results presented here.
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After the model presented in (1) is estimated, we approximate the cutoff point
above which the externality impact of venture capital ceases to exist as the most
distant unit from the origin LSF where the association between the venture capital
funds allocated to firms in that unit and the patenting rate of the focal firm is
economically small and statistically insignificant. For instance, if the estimated
coefficient of the variable that measures the funds disbursed to LSFs 0:1–0:5miles
from the origin LSF is economically small and statistically insignificant, and the
same holds for the variables that measure the venture capital disbursements at more
distant units (0.5–1, 1–1.5 and so on), then we would conclude that the externality
impact of venture capital is exhausted at 0:5miles. To infer whether that effect
attenuates with distance we compare the magnitude and statistical significance of the
estimates that correspond to that unit with the estimates that correspond to units that
are closer to the origin firm. Continuing from the previous example, if the estimate of
the spatial ring that reflects venture capital funds within 0–0:1miles from the origin
firm was economically larger and statistically stronger from the estimate that reflects
venture capital funds within 0:1–0:5miles, we would conclude that the externalities
from venture capital are dying off with distance since they are potent at 0:1miles
and weaker at more distant spatial rings.

To measure whether the externality impact of venture capital investments is
indeed sensitive to the stage of funds provided, we compare the magnitude and
the statistical significance of the estimates that correspond to different stages.
For instance if, as expected, the estimates that measure the effect of first stage
funds are economically stronger and exhibit higher statistical significance compared
to the estimates that represent seed stage funds, then we would conclude that
the specialization of venture capital investments on first stage is reflected on the
externality impact of venture capital on innovation.

Moving to remaining control variables that describe the regional environment,
LSFs that are close to universities may benefit from potential knowledge spillovers
and other forms of agglomeration economies [2, 74]. Previous studies in this
research have shown that such benefits from universities can extend up to the
Metropolitan Statistical Area (MSA) level [1, 5, 95]. Accordingly, we include a
variable (NIH) that measures the inflation adjusted sum of life-sciences funds from
the National Institutes of Health awarded to universities in the MSA of the focal
LSF as a proxy for the intensity of related university research in the region and the
associated spillover effects.12 We expect a positive sign for the coefficient of this
variable.

Besides expected benefits from the increased performance of VC-backed LSFs,
which are part of the venture capital variables, local non VC-backed LSFs can
also have a positive influence on the knowledge base of the focal firm. This

12Note that besides research intensity, we expect the NIH variable to also be capturing the
underlying quality and subsequent reputation of the local universities because NIH funds are
awarded on a very competitive basis. As we explain in detail in Sect. 24.4, this observation is
instrumental for the robustness of the instrumental variable we use in the empirical analysis.
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holds because LSFs may exploit spatial externalities when they locate close
to similar firms and a number of studies have documented such effects (e.g.
[3, 53, 79]).13 For instance, the so called, “local buzz” allows valuable knowledge
transfers, such as failures in scientific experiments, to diffuse, mainly, locally
[8, 13, 89]. Agglomerations of proximate LSFs may also increase the availability
to specialized labor pools and other service providers (lawyers, consultants) [29]
because labor and service providers can be attracted to potential customers and
agglomerations of similar firms can also enhance labor pools through employee
turnover. While such spatial externalities are expected to increase the pace of
innovation for a particular firm, their effect is largely confined in space. That is,
the plausible benefits associated with a rich regional environment are expected to
be potent among close proximity of the relevant actors [4, 40, 79, 97]. Against this
background, we include in the analysis a set of variables (SBIR_0:1, SBIR_0:5
etc.) that measures the number of non VC-backed SBIR winners that have been
awarded at least one patent after the birth of the focal LSF and are located
in the same geographic units we considered for the case of venture capital
investments (0–0:1miles, 0:1–0:5miles and so on). We expect positive coeffi-
cients for these variables and their magnitude to decrease as we move from
closer to more distant firms, reflecting thus an impact that attenuates with dis-
tance.

To complement regional characteristics that can enhance the knowledge base of
a particular LSF, characteristics of the local environment that relate more to the
general business environment should also be considered in the empirical analysis.
For example, some states provide support services to LSFs through their Small
Business Administration offices but also through private organizations.14 Other
regional characteristics may include the monetary costs of doing business in the state
which are partly determined by tax rates and zoning ordinances. Collectively, highly
effective consulting organizations and favorable business climate could enhance
the capacity of LSFs to improve their performance and consequently become
more innovative. Therefore, the relative effectiveness of these features must be
considered in the empirical analysis. As we explain in detail in Sect. 24.6 we employ
appropriate estimation techniques to account for such considerations.15

13Among others, contributions from [19] and [91] take a critical stand towards positive spatial
externalities.
14Examples of private organizations that offer consulting services on securing SBIR grants include
Foresight S&T in Rhode Island and the Larta Institute in California and the District of Columbia.
15Because our sample covers a lengthy period (23 years) in which relevant state characteristics
are expected to change, we do not include associated independent variables, whose historical
availability is also limited, in the empirical specification. Further, some of these state characteristics
may be difficult to observe (e.g. business climate), and hence to approximate with associated
variables which adds to our methodological approach.
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Alongside the effects of the regional environment, we expect features of the focal
LSF to affect the rate that it produces patents. As such, we include in (1) a set
of relevant control variables. In line with previous arguments, firms that receive
financial and managerial support from venture capitalists are expected to be more
innovative largely due to the coaching and monitoring services of VCs. Accordingly,
we include a dummy control variable that takes the value of 1 for VC-backed LSFs
and takes the value of 0 otherwise (VC) and expect a positive sign.

A number of studies have pointed to operational efficiencies including scale and
scope economies that strengthen the link between firm size and innovation [24].
Specifically to patent production, Hall and Ziedonis [43] narrowed the economies
of scale advantage to the fixed costs related to maintaining legal departments that
deal with intellectual properties issues and a number of empirical studies have
supported the hypothesized positive relationship between increased firm size and
patent production [14, 43]. To incorporate such considerations in the analysis we
include a control variable that measures the number of employees of the origin
LSF16 (Size) and expect a positive sign for the coefficient at hand.

We also analyze the potential effects of time on an LSF’s development process
with a variable that measures the age of the LSF. In particular, we include a variable
that measures the number of years in our sample (1983–2006) that a firm was active
as an independent firm and before potential mergers, acquisitions and bankruptcies
(Age). Older firms may develop skills and routines that could make them more
prolific in producing patents but the case might also be that as firms age, they
focus their efforts not so much on developing innovations and protecting them (i.e.
patenting) but more so towards increased sales and the like. Therefore, due to such
potentially conflicting effects we do not form priors for the effect of the control
variable at hand on patent production.

As well, firms with increased research and development (R&D) expenditures are
expected to produce more patents because expenditures of this sort tend to improve
the knowledge base of a given firm which in turn can result to increased innovative
measures like patents. Corroborating such theoretical expectations a large body
of empirical work has reported a positive relationship between patents and R&D
intensity (e.g. [17, 45, 71]). The SBIR program provides research funds in phases
where Phase 1 grants are used to explore the scientific and commercial feasibility
of an idea/technology and typically do not exceed $100,000 and Phase 2 grants are
considerably larger and are given to the most meriting Phase 1 winners.17 Along
these lines , we include two variables that measure the total sum of funds from
Phase 1 (Phase1) and Phase 2 (Phase2) SBIR grants received by the focal LSF and
expect positive signs.

16We, however, followed the codification scheme described in Figs. 24.3 and 24.4 because the
number of employees is typically reported by firms in discrete categories.
17There is also a Phase 3 but federal agencies do not provide funds during it.
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24.4 Identification Strategy and Endogeneity

Before we present a detailed discussion of the data used to estimate the empirical
model we explicitly discuss two important considerations that relate to the
robustness of our empirical estimates. Based on theoretical arguments and extant
empirical evidence presented previously, we expect venture capital investments
to assist nearby LSFs in becoming more innovative. Nevertheless, the potential
for a reinforcing process in which venture capital activity and innovative firms
grow together [64] suggests that we cannot rule out the case that venture capital
investments follow rather than spur innovation [49, 58, 86]. Accordingly, VCs will
tend to invest in regions that host already innovative firms. If this is the case, our
estimates can be plagued by such endogeneity.

Endogeneity is a recurring issue in research on geographic agglomeration and
a number of studies have recognized that it can be present in cases similar to
ours where the interplay between firm performance and regional attributes can be
dynamic [23,42,48,80]. The general evidence in these studies is that if endogeneity
is present, then its impact on empirical estimates is relatively small. Similar
conclusions have been drawn from empirical estimates that address endogeneity
concerns specifically on venture capital [16, 82, 83].

Instrumental variables are a common way to test and correct for endogeneity
that can impact estimated coefficients [100]. In our application, an instrumental
variable needs to address the possibility that venture capital investments promote
local innovation but they can also be attracted to innovative firms that typically
share the same location. Accordingly, such an instrumental variable needs to meet
two main criteria: it should be correlated with local venture capital activity but
uncorrelated with the potential attraction of VCs to closely located innovative
firms. Starting from the premise that local institutional investors tend to direct
their funds towards local VCs, we follow [83] in using the level of state university
endowments as the basis of our instrumental variable. University endowments are a
large component of institutional investors whose funds are managed by VCs; hence
the magnitude of these endowments should correlate with local venture capital
investments. At the same time, institutional investors rarely invest in small firms
directly, which then suggests that they do not have a direct impact on the innovative
local environment that VCs can be attracted to.18 These characteristics make state
university endowments a suitable candidate for an instrumental variable.

18Notice that while direct investments from university endowments to young firms are rare, the
local density of young innovative firms may be correlated with university endowments through
an alternative process. Typically, the most reputable academic institutions realize the largest
endowments. At the same time, these kinds of institutions tend to be research-intensive, which
often prompts young innovative firms to locate close to them mainly in order to reap spatial
externalities and other sorts of proximity effects. By extension, university endowments maybe
correlated with the innovative character of regions that attract VCs. We account for this potential
relationship by including the NIH variable in the analysis, which can capture the research intensity
and underlying quality/reputation of the local universities as NIH funds are awarded on a very
competitive basis.
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However, before we construct the variable we need to tackle two practical issues.
The first issue is whether the level of university endowments correlates with total
venture capital funds or whether it correlates only with funds that are directed
to a particular firm growth stage. On theoretical grounds, we expect university
endowments to correlate with total venture capital funds because institutional
investors are typically “passive investors” and the allocation of funds to different
firm growth stages is a task of the venture capitalists. To support our expectations,
the correlation between university endowments and total funds in our sample
was significantly stronger than correlations of university endowments with early
and later stage funds. The second issue is to determine the regional unit of the
venture capital variable to be instrumented. In order for the instrumental variable
to have validity we need to find the venture capital disbursements directed to
firms at a certain region that have a high correlation with endowments of state
universities. Consistent with studies that have approximated the spatial extent of
venture capital relationships [56, 59, 93] we found that such correlation is stronger
between endowments of state universities and venture capital funds allocated to
firms within a 10 miles radius from a focal LSF (0.65).19

Along these lines, we construct a variable that represents the sum of the average
inflation adjusted endowment amount of each university located in the same state
with the focal LSF over time. We use this variable as an instrument for the total
venture capital disbursements directed to firms within a 10 miles radius from the
focal firm. Note that the variable we form is not specified at the narrow units
we consider in the empirical model and does not partition venture capital funds
to firm growth stages. However, we do expect it to capture the essential goal
of our exercise, which is to check whether in our sample endogeneity hampers
estimates that measure the externality impact of venture capital investments on local
innovative performance. Perhaps more importantly, having in mind the potential
of biased estimates when instrumental variables are misspecified [100], we opt for
a variable that we expect it to have desired econometric properties. The second
issue we discuss here also relates to endogeneity. As introduced previously, venture
capital funds directed towards different firm growth stages may have a different
impact on innovation. However, VCs typically provide funds in a stepwise fashion:
target firms receive funds of a particular stage conditional on having received
funds (and have met certain research milestones) of a previous stage. This funding
structure suggests that the funds of each stage are not determined independently
but rather jointly. Because of this joint process, an econometric specification which
includes simultaneously all the variables that measure the level of VC disbursements
of different stages, is expected to yield estimates that could make measuring the
separate impact of each type of funds on innovation an exercise with mounting
difficulties. As a remedy to the issue at hand, we build four models where the funds
of each stage are included separately while the remaining variables remain the same.
That is, the Seed_01, Seed_05, Seed_1 variables are included in one model, the

19See the correlation table in the Appendix for more details.
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Startup_01, Startup_05, Startup_1 are separately included in a second model and so
on. Common to all the models are the Age, Size, VC, Phase1, Phase2, SBIR_01,
SBIR_05 and SBIR_1 variables.

24.5 Data Sources and Presentation

InKnowVation, Inc. provided a dataset on the SBIR grants awarded to LSFs from
the first year that the SBIR program provided an award in 1983 up to 2006. The
dataset included specific information about the dollar amount and nature of each
grant as well as about the LSF that won each individual grant. This information was
used to construct the dependent variable and the Age, Size, VC, Phase1, and Phase2
variables. For the Phase1 and Phase2 variables we converted the nominal amounts
of each grant to real amounts ($2,006) using the CPI. The data from InKnowVation,
Inc. included the address of each SBIR winner which we converted to geographic
coordinates using the ArcGisr software to develop the SBIR_0.1, SBIR_0.5,and
SBIR_1 variables. Thomson’s Financial SDC Platinum Database (SDC) provided
the dollar amount, round date and recipient firm information—including name and
address—of all venture capital investments towards life-sciences firms from 1983
to 2006. After the dollar amounts were allocated to firm growth stages and were
then adjusted for inflation using the CPI, the addresses of the recipient firms were
converted to coordinates. Using that information we constructed the variables that
describe the venture capital disbursements around each focal SBIR winner that
occurred after firm birth and while the given LSF was active as an independent
firm in the period between 1983 and 2006 (Seed_01, Seed_05, Seed_1, Startup_01,
Startup_05, Startup_1, First_01, First_05, First_1, Later_01, Later_05, Later_1).20

The NIH variable was built with data collected from NIH and reflected life
science grants21 from the National Institutes of Health. Similar to the Phase1 and
Phase2 variables, the nominal amounts of the NIH grants were converted to $2,006
using the CPI. Finally, the online directory on university endowments maintained

20In the first stage of the instrumental variable approach presented in Figs. 24.10 and 24.11 we
construct variables that employ the number of patents that each of the proximate firms that
eventually received venture capital investments was granted before such investments took place. To
collect the number of patents per firm we searched in the online patent search engine maintained
the United States Patent and Trademark Office for patents issued before the first venture capital
investment where the focal firm was listed as the applicant/assignee. To ensure that our search was
not prone to different name recordings of the same firm we run the searches with different versions
of the name of each firm (e.g. instead of inc. we tried inc).
21To sort out life-sciences grants from the total population of grants from the National Institutes
of Health we consulted with life-sciences researchers employed at the authors’ institution. The
list was composed of more than 400 terms, including the following: enzyme, peptide, antigen,
mutation, clone, immunoassay, coli, hormone, neuron, PCR, cytokines, gene, collagen, bioreactor,
elisa, nucleotide, plasmid, biomass, bacillus, bioassay, embryo and genetic.
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Fig. 24.1 Life science firms include in the dataset (1,671 firms)

by the Chronicles of Higher Education was used to construct the instrumental
variable.22

The map presented in Fig. 24.1 indicates the location of the life-sciences firms
included in the dataset. Most of the firms are located at the East and West Coast but
approximately one third of the firms are located in urban and rural interior regions
of the US. The wide geographical distribution of the firms in the dataset reinforces
the use of narrow geographical units in the empirical models: for instance, 10 or
20miles in crowded La Jolla, CA might not have the same meaning of (immediate)
proximity when compared to 10 or 20miles in typical wide-space rural college town
Lincoln, NE. On the other hand, the degree of proximity of 0:1miles in La Jolla,
CA and Lincoln, NE should be roughly more comparable in the two regions.23

Particularly for firms in our dataset we expect narrow units of this kind to depict
comparable measures of proximity because, regardless of location, most of these
firms are young and as such they tend to locate in very close physical proximity to
each other often in business incubators and similar facilities that regularly occupy
analogous spaces both in dense and sparse regions.

As seen in Fig. 24.2, the dependent variable is left skewed with slightly more
than half of the LSFs in the sample not having any patents and approximately one
out of three LSFs having between one and ten patents. Further, as also depicted by
the four times larger standard deviation of the dependent variable when compared

22The first year in which the Chronicles of Higher Education report data on university endowments
is 1999. Therefore, the average endowment of each state university is calculated with the
corresponding value for 1999 as the starting point.
23The use of narrow units in the analysis offers as an additional methodological advantage in that
we escape estimation issues that relate to required spatial corrections in the data when the unit of
analysis is administrative units such as states [6].
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Fig. 24.2 Total patents awarded from 1983 to 2006 to the 1,671 life sciences firms in the sample

Fig. 24.3 Descriptive statistics of the variables used in the empirical models

with the mean (Figs. 24.3 and 24.4), the sample includes LSFs with varying degrees
of patent production. In sum, these features of the dependent variable illustrate why
we used a count model to study the relationship between patents and venture capital
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Fig. 24.4 Continued: descriptive statistics of the variables used in the empirical models

activity and indicate why the assumption of equality between the variance and the
mean of the standard Poisson model was not met for the case at hand (hence we
opted for the negative binomial estimator).

As presented in Figs. 24.3 and 24.4, our sample consists of relatively homoge-
neous LSFs in terms of age and size. Most of the LSFs were 5 years old by 2006
and were employing about 13 employees. One third of them had received venture
capital funds and over time had accumulated just short of half a million from Phase
1 SBIR grants and more than 1.4 million from Phase 2 SBIR grants.

With regard to features that describe the knowledge base of the regional
environment, half of the LSFs in our sample did not have any non VC-backed
SBIR winners with a patent located in the spatial units considered. Nevertheless,
the standard deviation of all the variables that measure the density of SBIR LSFs in
the spatial units at hand is larger than the arithmetic mean; this observation ties with
Fig. 24.1 and indicates that our sample consists of LSFs located in both densely and
sparsely populated regions in the US. Similar trends are observed for the level of
venture capital disbursements towards LSFs located at increasingly distant spatial
units from the focal LSF. That is, most LSFs in our sample were not in immediate
proximity to venture capital investments but some LSFs were close to substantial
levels of such investments. For example, most of the firms had no first stage venture
capital funds invested in 0:1miles and the average corresponding amount for our
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sample was $430,687; at the same time, but not shown in Figs. 24.3 and 24.4, the
maximum observed amounts were in the range of $12 million and occurred in San
Francisco, CA and Boston, MA.

24.6 Estimation Results

Figures 24.5, 24.6, 24.7, 24.8 and 24.9 presents the count estimates and the marginal
effects of the model described in Sect. 3.1 The fitted Negative Binomial model was
based on an exponential specification for the conditional mean and the parameter
estimates were computed by maximum likelihood (ML).24 Given the fitted model,
we computed the estimated marginal effect for each of the continuous explanatory

variables in the model, Ex
h
@E.yjx/
@xj

i
D ˇjEŒexp.x

0ˇ/� [99].25 This expression

indicates that the marginal effects are potentially different for each observation,
and we compute the sample average of the estimated marginal effects for all
observations and report these values in Figs. 24.5, 24.6, 24.7, 24.8 and 24.9. In
Sect. 3.2 we presented characteristics of the economic environment of the state
where LSFs reside such as the business climate and the efficacy of private consulting
organization that can induce LSFs of the same state to overperform or underperform
jointly. These potential relationships may lead to violations in the assumption
of independence across observations [68, 88]. To evaluate whether such potential
violations are present and correct for them, Figs. 24.5, 24.6, 24.7, 24.8 and 24.9
exhibits estimates with standard errors clustered at the state level. As a robustness
check we also report heteroskedasticity-robust standard errors and standard errors
without a correction neither for heteroskedasticity nor for the potential violation of
the independence across observations assumption. To illustrate whether allocating
the VC investments to funds directed towards different firm growth stages is a
fruitful exercise when estimating the externality impact of VC on innovation, the last
model of Figs. 24.5, 24.6, 24.7, 24.8 and 24.9 presents estimates that do not partition
VC investments to different firm growth stages. The most distant spatial unit we
consider in the analysis is the one that measures venture capital disbursements and
the density of SBIR winners with patents within 0:5–1miles from the origin LSFs.
We stop at this unit because it is already two spatial units apart from the last unit we
find statistically significant relationships and because variables defined at even more
spatially distant units (1–1:5miles, 1:5–2miles and so on) proved to be statistically
insignificant and economically small in unreported results.

The Likelihood Ratio statistic for all the models is statistically significant at the
1 % level, which indicates that the models presented in Figs. 24.5, 24.6, 24.7, 24.8

24The estimation with standard errors clustered at the state level is carried out with generalized
estimating equations which is a method to estimate the standard errors which first estimates the
variability within the defined cluster and then sums across all clusters [104].
25The marginal effects for dummy variables were computed as the change in the expected number
of counts (patents) when the value of the variable goes from 0 to 1 and keeping the remaining
variables at their mean value.
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and 24.9 have explanatory power. Also, McFadden’s pseudo-R2 statistic26 is about
0:13 for all the models. Finally, the condition number for the set of explanatory
variables (between 5:96 and 6:20) is within acceptable levels and alleviates potential
inference issues associated with multicollinearity.

The externality impact of venture capital appears sensitive to the firm growth
stage that venture capital funds are directed to. Regardless of the type of standard
errors used, the estimates that measure the impact of seed and startup stage funding
on the innovative performance of nearby LSFs are statistically insignificant. VCs
do not specialize on seed and startup stage financing, and the externalities that they
generate from investments of this kind, as measured in our estimates, appears to
mirror that fact. On the other hand, the statistical significance and the magnitude of
the estimated marginal effects indicate that the amount of venture capital first stage
funds invested locally is instrumental in promoting local innovation. Importantly,
such impact is confined within 0:1miles from the origin LSF. More specifically, one
additional million of first stage VC funds invested in LSFs in 0:1miles from the
focal LSF is associated with approximately 0:17 more patents for the focal LSF. To
put the magnitude of that effect in perspective, note that most LSFs in the dataset did
not have any patents and compare this 0 modal value with the 2.2427 more patents
that LSFs located at regions with the highest VC first stage investments are expected
to produce).

With regard to the estimates that pertain to the effect of later stage VC funds
on innovation, only the coefficients with the standard errors clustered at the state
level indicate a positive effect, which is relatively small in magnitude and also
confined within a 0:1miles radius. Comparing the count estimates and the marginal
effects of the First_01 and the Later_01 variables reinforces the importance of first
stage funds; the First_01 estimates are 69 times larger than the Later_01 estimates.
Even when evaluated at the maximum value of the Later_01 variable (560 M.
$), the expected number of patents associated with nearby later stage investing
(560 � 0:0025 D 1:40) is close to one patent less than the expected additional
number of patents from first stage funding (2.24). In sum, because of the small
economic magnitude and the statistical significance in only one of the models,
the evidence towards the beneficial effect of venture capital later stage funding on
innovation is not well established. All in all, the estimates that measure whether
venture capital spurs innovation via an externality process strongly suggest that
perhaps because VCs tend to specialize on first stage funds, investments of that
stage have a significantly larger positive externality impact on local innovation than
earlier and later stage funds. As well, consistent with theoretical expectations, the
externality impact of venture capital on innovation is geographically confined and
exhausted within very narrow spatial units—spanning just 0.1 miles in our sample.

26McFadden’s R2 is analogous to the OLS R2 where the log likelihood value for the null model
replaces the total sum of squares and the log likelihood value for the unrestricted model replaces
the residual sum of squares. An increase in the McFadden statistic indicates better model fit [62].
270:1738 � 12:876 (the maximum value of the First_01 variable) D 2:24.
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Fig. 24.5 Marginal effects and estimated counts of negative binomial model. The dependent
variable is the total number of patents awarded to a given life sciences from 1983 to 2006

Fig. 24.6 Continued: marginal effects and estimated counts of negative binomial model. The
dependent variable is the total number of patents awarded to a given life sciences from 1983 to
2006
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Fig. 24.7 Continued: marginal effects and estimated counts of negative binomial model. The
dependent variable is the total number of patents awarded to a given life sciences from 1983 to
2006

Fig. 24.8 Continued: marginal effects and estimated counts of negative binomial model. The
dependent variable is the total number of patents awarded to a given life sciences from 1983 to
2006
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Fig. 24.9 Continued: marginal effects and estimated counts of negative binomial model. The
dependent variable is the total number of patents awarded to a given life sciences from 1983 to
2006

Further, it is important to point at the similarities between the estimated
coefficients of the models that include later stage funding and total venture capital
funding respectively (the last two models in Figs. 24.5, 24.6, 24.7, 24.8 and 24.9).
Because later stage funds are considerably larger than funds from earlier stages,
the vector that measures the later stage VC disbursements closely resembles the
vector of the total VC funding (see Figs. 24.3 and 24.4). Therefore, the similarity
in the estimates is expected. What we find particularly interesting is that if the VC
funds were not partitioned to stages towards firm growth, the externality impact
of venture capital on innovation could have been masked. If we were basing our
conclusions on the model with the total VC funding, we would (erroneously) have
inferred that the externality impact of venture capital on innovation is limited: the
marginal effect of first stage funds alone is 0.17 and the marginal effect of total
funds is 68 times smaller �0:0026 while total funds reach statistical significance
in only one model. All in all, these findings side with [78] early observation that
the stage of funding needs to be accounted for when measuring the effectiveness
of venture capital on promoting innovation, wealth creation and the like. Moreover,
the findings are in line with the stream of studies that find knowledge transmission
to span within immediate proximity [4, 40, 79, 97] and imply that existing estimates
on the spatial extent of venture capital relationships may indicate an upper bound of
such geographic scope [56, 59, 93].
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Pertaining to control variables that describe the knowledge base of the regional
environment we report mixed results. We find that life-sciences funds directed
towards universities located in the same MSA with the focal LSF have limited
explanatory power in the patenting rate of a focal LSF. On the other hand, the
density of non VC–backed SBIR winners located 0:5–1miles from the focal LSF
is statistically significant and positive in three models where the errors are clustered
at the state level.28 Given the statistical insignificance of these variables in the rest
of the models, the evidence towards the beneficial effects of colocation with non
VC-backed SBIR firms is weak.

Contrary to the results with regard to the density of SBIR firms, the variables
that describe LSF-specific features seem to dominate the propensity of a given
LSF to patent. For instance, one additional year of age for the origin LSF
corresponds to roughly 0.29 more patents and suggests that the benefits associated
with potential experience gained over time allow LSFs to produce more patents.
Further, our results corroborate the findings of previous literature that VCs tend to
improve the innovative performance of the target firms (see for instance [61] for
evidence specific on SBIR winners). LSFs that received venture capital funds had
approximately 2:7 more patents than non-VC backed LSFs. The magnitude of this
coefficient reiterates the impact of VC on innovation and highlights the significance
of LSF-specific characteristics in determining the rate that a firm innovates. As a
case in point, the aforementioned 2.7 marginal effect has the largest magnitude
of all marginal effects included in the empirical models. The size of the LSF was
also found to be a significant predictor of the propensity to patent. As LSFs grow,
scale and scope efficiencies appear to make them more prolific in patenting. Finally,
contrary to expectations, our estimates strongly reject the proposition that the total
amount from SBIR Phase 1 and Phase 2 funds has an effect on the patenting rate
of the focal LSF. A potential driver behind this finding is the long lags between
initial discoveries and innovation. SBIR grants are largely used to set up operations.
Hence, their contribution might not lie on bridging the gap between prototypes and
innovations but rather on assisting LSFs towards the development of prototypes.

We performed the instrumental variable analysis following the two-step method-
ology outlined in [20, p. 593] and the results are presented in Figs. 24.10 and 24.11.
In the first stage, the total amount of venture capital funds invested to LSFs
within 10 miles from the origin LSF was regressed on characteristics that describe
the innovative character of a given region such as the research intensity of local
universities and the characteristics of already innovative local firms. Because
the geographic scope of the regional unit of analysis for the dependent variable
was 10 miles (see relevant discussion in Sect. 24.4), the variables that describe
the regional environment were defined using the same spatial scope. To better
approximate the regional environment we also include variables that describe it up

28Note that in one model with standard errors clustered at the state level, the SBIR_05 estimate
is negative and statistically significant. However, the statistical significance is marginal (p-value
0:095). Accordingly, this estimate should be interpreted with caution.
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Fig. 24.10 Negative binomial model with state university endowments as an instrumental variable
for venture capital funds from all stages invested to life sciences firms located within 10miles from
the origin life science firm

to 20 miles from the origin LSF, which is the most distant radius we discovered
statistically significant relationships. In the second stage, the residuals of the
first stage were used as an independent variable in a count model that measures
the impact of LSF-specific and regional characteristics on the number of patents
awarded to a given LSF from 1983 to 2006.

Three general conclusions can be drawn from Figs. 24.10 and 24.11. First,
potential endogeneity does not appear to have a substantial impact on the magnitude
of the estimated coefficients. The count estimates and the marginal effects of the
instrumental variable and the instrumented variable (venture capital funds in a
10 miles radius from focal LSF) are well within the same range (the marginal
effects were 0.000212 and 0.000225 respectively). The estimate of the instrumented
variable appears slightly larger than then estimate of the instrumental variable
but the difference is relatively small and suggests that endogeneity most likely
inflates the coefficients only slightly. These results afford us significant comfort in
positing that in our sample estimates that measure the local externality impact of
venture capital on innovation are not seriously plagued by endogeneity. The second
general conclusion is that LSF-specific characteristics remain robust predictors of
the patenting rate of a focal LSF. The magnitude and statistical significance of the
estimates that represent LSF-specific characteristics in Figs. 24.5, 24.6, 24.7, 24.8
and 24.9 and Figs. 24.10 and 24.11 are very similar. The third general conclusion
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Fig. 24.11 Continued: negative binomial model with state university endowments as an instru-
mental variable for venture capital funds from all stages invested to life sciences firms located
within 10miles from the origin life science firm

is that externalities from venture capital on innovation can be masked if small
spatial units are aggregated in larger units. The count estimate of the total
amount of funds disbursed within 0:1miles from the focal LSF presented in
Figs. 24.5, 24.6, 24.7, 24.8 and 24.9 is 11:3 times larger than the corresponding
estimate for the 10miles radius presented in Figs. 24.10 and 24.11 (0.000962 and
0.000085 respectively). To be clear, in Figs. 24.10 and 24.11 the 0:1miles radius
is included in the 10miles radius. If these findings can be generalized to different
samples that refer to firms in industries where effective knowledge transfer takes
place across larger spaces, then the common methodological approach of the
existing literature to encompass narrow geographic areas in larger spatial units
might have yielded estimates that present a lower bound of the impact of venture
capital on innovation.

24.7 Discussion and Concluding Comments

Potentially prompted by the central role of venture capital as a means to promote
innovation, a number of studies have demonstrated that venture capital activity
tends to create externalities that can assist firms especially in knowledge-intensive
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industries to improve their innovative performance. These externalities typically
emanate from two main sources: first from the networks of venture capitalists
that create and circulate relevant knowledge and second from the improvements
venture capitalists bring about to target firms. In turn, better firms tend to equip
the local knowledge feedback loop among close by similar firms with superior
knowledge, improve the quality of the local labor pool and allow participating firms
of local professional networks to source superior knowledge. What has gone largely
unexamined in these studies is the geographic extent of the externality impact of
venture capital on innovation. This holds largely because the few studies that are
occupied with geographical aspects of venture capital externalities implicitly treat
the geographic scope of those externalities as given. That is, they examine the
effects of venture capital activity on economic outcomes that occur in spatially
large, predefined, administrative units such as MSAs. This methodological approach
diverges from theoretical and empirical contributions which imply that VCs trans-
fer knowledge that initiates the aforementioned externality impact in physical
space that is significantly narrower than MSAs or other sorts of administrative
regions.

The present study was partly initiated by such considerations. We found that
for the case of life sciences winners of SBIR grants, venture capital funds that
mirror the specialization of VCs in assisting firms in narrowing the gap between
existing prototypes and commercial outcomes (so-called first stage funds) generate
externalities that significantly improve the patenting rate of small life sciences
firms. Importantly, these externalities appear to be realized only by firms situated
within 0.1 miles from the location of venture capital disbursements. Venture capital
investments at more distant spatial units or of different stages of financing were not
found to generate externalities. Using an instrumental variables approach we found
support that for the sample at hand estimates that measure the externality impact of
venture capital on innovation are not significantly plagued by endogeneity that can
arise from the attraction of VCs to already innovative regions and firms. Finally,
despite the significant externality impact of venture capital on innovation, firm
specific characteristics including age and VC support, had the strongest explanatory
power in explaining the patenting rate of a focal LSF.

The findings of this study can be extended in a number of ways and here we
offer some specific suggestions. For instance, mainly because we focused on life-
sciences young firms with a general lack of commercial outcomes we approximated
innovativeness with patent counts. Given the acknowledged difficulties of patents in
capturing innovation, future work can analyze the robustness or our findings with
alternative measures of innovation or with patent counts that are adjusted by the
closeness to final commercial outcomes. As well, we discussed how various forms
of knowledge transfer (labor mobility, network externalities, knowledge spillovers
and others) are expected to shape the externality impact of venture capital. Future
research can scrutinize the relative weight of each mechanism in forming the
externality impact of venture capital.
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To complement the aforementioned specific improvements that can be brought
by future work, this study has a number of more long term scholarly and policy
implications. From a methodological standpoint, classifying venture capital funds
to firm growth stages seems a promising avenue for research on venture capital. The
extant relevant research has largely, so far, amalgamated all types of venture capital
funds to a common measure. This methodological approach might have masked the
externality contribution of venture capital to innovation. Different types of venture
capital funds appear to associate with varying degrees of the externality impact
on innovation. However, in the existing literature these separate contributions are
typically aggregated in a single measurement in which weaker and stronger effects
are presented as one.

Further, our work adds evidence that pertains to venture capital to a relatively
small but increasing stream of studies that highlights the importance of human
capital on transferring knowledge and reports findings that indicate the narrow
geographic extent of knowledge transmission (e.g. [4, 40, 79, 97]). However, we
focused on small life-sciences firms that do not need large spaces to operate
and accordingly tend to locate “across halls” often in the same building. These
characteristics along with the knowledge-based nature of the life-sciences industry,
present a fertile ground for locally confined knowledge transmission. As a result,
more research that uses narrow units in the analysis and focuses on firms from
industries that need more physical space could help delineate how strong are
industry features in determining the spatial extent of externalities.

Relatedly, the use of narrow spatial units in the analysis can inform the discussion
of how venture capital can help local economies. Evidence on how far the externality
impact of venture capital extends is, at best, scarce and perhaps more importantly
might have estimated a lower bound of that effect because typically narrow spatial
units have been aggregated to larger units. But, keeping in mind the geographical
features of the small life-sciences firms in the dataset, our evidence suggests that
the externality impact of venture capital on innovation is more pronounced in short
distances. Therefore, when the weak effect of large distances is mixed with the
strong effect of short distances, the overall effect might appear to be smaller than
what it really is. More work is needed to evaluate this proposition and the present
study can be a novel step towards that end.

From a policy perspective, this work corroborates previous findings (e.g. [57,
82, 83]) that venture capital is a conduit to innovation and this role extends beyond
the direct beneficial effects of the involvement of VCs on target firms. Therefore,
popular efforts to attract venture capital appear grounded insofar as they target the
relevant geographical unit, which seems to be considerably smaller than MSAs,
cities, zip codes and other administrative units. Consequently, the challenge for
policy makers and other practitioners is to devise and implement measures that
attract venture capital in units that reflect immediate proximity such as incubators,
office parks and similar facilities. If our findings can be generalized and if, as
expected, increased innovation measures correspond to increases in wealth and
economic growth, they would suggest a rationale for public intervention in such
structures. Nevertheless, firm-specific characteristics seem to carry the most weight
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Fig. 24.12 Correlations among variables used in the empirical models

in determining how innovative a firm can be, which suggests that policies should
target firms of certain cohorts. Along these lines, our work indicates that the
externality impact of venture capital can increase the social returns in the form of
innovation from federally funded SBIR-type programs.

Appendix

See Fig. 24.12.
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Chapter 25
Inverse Problems in Complex Multi-Modal
Regulatory Networks Based on Uncertain
Clustered Data

Erik Kropat, Gerhard-Wilhelm Weber, Sırma Zeynep Alparslan-Gök,
and Ayşe Özmen

25.1 Introduction

The modeling and prediction of regulatory networks is of considerable importance
in many disciplines such as finance, biology, medicine and life sciences. The
identification of the underlying network topology and the regulating effects allows
to gain deeper insights in the hidden relationships between the entities under
consideration. This is even more promising as the technical developments of the
last decades have produced a huge amount of data that is still waiting for a deeper
analysis. Although many theoretical contributions from various disciplines have
focussed on the analysis of such systems, the identification of regulatory networks
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from real-world data is still challenging mathematics. In particular, the presence
of noise and data uncertainty raises serious problems to be dealt with on both
the theoretical and computational side. There are many sources of uncertainty in
the real world. We refer here to technological and market uncertainty, noise in
observation and experimental design, incomplete information and vagueness in
decision making. Beside this, the regulatory system has often to be further extended
and improved with regard to the unknown effects of additional parameters and
factors which may exert a disturbing influence on the key variables (target variables)
under consideration. All these dynamical networks and multi-modal systems are
affected

• by uncertainty in the data, both in their input and their output parts, or, in other
words,

• by uncertainty in the scenarios and by random fluctuation,
• by the necessity to reduce the model complexity, i.e., to regularize, rarefy and

stabilize.

In this regard, we are on the way between complete determinism in processes and
the rich randomness as it can be investigated by stochastic calculus and, especially,
Lévy processes. In 2002, we started our modelling of processes related with genetic
networks in the deterministic case where, then, in the following years, we included
the role of additional environmental factors which yielded us our multi-modal
systems such as gene-environment and eco-finance networks. Since in these kinds
of dynamics, the impact of the environmental items became implied as additive
“shift” terms which can also be called as perturbations, we arrived at our first
implication of noise. Having once entered the domain of uncertainty, we went on
working it out, firstly, by interval uncertainty where, however, the dependencies
and correlations between the various items from biology, medicine, these sectors
of ecology, education and finance were not taken into account yet [48, 51].
We treated those modelling tasks by the help of Chebychev approximation and
Generalized Semi-Infinite Optimization [46, 47, 49, 50, 52, 54, 55, 58]. By turning
to the case of ellipsoidal uncertainty [25–27] and, as far as splines were used
for approximation, by applying Multivariate Adaptive Regression Spline instead
of Generalized Additive Models [43–45], we could overcome that drawback and
we included stochastic dependencies and interactions into our model. Here, the
dimensions of the ellipsoids are motivated by additional information related to the
model items and their similarities, i.e., on how much they are close to each other and
how the distribution of such clusters expresses itself geometrically in ellipsoidal
forms. In game theoretical contexts, we called these clusters (sub) coalitions. In
this way, we arrived at a family or, in particular, sequence of ellipsoids which
can be regarded as the bodies which contain our target or environmental variables
at the corresponding times, i.e., the processes studied, by confidence levels of,
e.g., 95 %.

As it is clearly understood today, environmental factors constitute an essential
group of regulating components and by including these additional variables the
models performance can be significantly improved. The advantage of such an
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refinement has been demonstrated for example in [29], where it is shown that
prediction and classification performances of supervised learning methods for the
most complex genome-wide human disease classification can be greatly improved
by considering environmental aspects. Many other examples from biology and
life sciences refer to regulatory systems where environmental effects are strongly
involved. Among them are, e.g., metabolic networks [9, 35, 51], immunological
networks [18], social- and ecological networks [17]. We refer to [1, 12, 13, 15, 16,
19, 21, 22, 32, 40–42, 53, 61, 62] for applications, practical examples and numerical
calculations.

Whenever we want to particularly address items to the financial sector among the
target variables or the environmental variables which, in fact, maybe be regarded in
a dual relationship mutually, then we arrive at eco-finance networks [24, 59]. This
interpretation and variety of our studies also represents that the identification of
dynamics related with the Kyoto Protocol, where financial expenditures and emis-
sions reduced interact in time (TEM model) [21,23,28,36–39]. Financial negotiation
processes, represented in the way of collaborative game theory [57, 58], and the
identification and dynamics of financial processes given by stochastic differential
equations and their time-discretized versions [56, 60], are an important part our
research. Incorporating uncertainty in cooperative game theory is motivated by the
need to handle uncertain outcomes in collaborative situations. Interval uncertainty is
a natural instance of uncertainty which influences cooperation. A broader overview
on recent developments on interval solutions and their applications can be found
in [2, 11]. Cooperative games are the games whose characteristic functions are
interval valued, i.e., the worth of a coalition is not a real number, but a compact
interval of real numbers. This means that one observes a lower and an upper
bound of the considered coalitions. This is very important from computational
and algorithmic viewpoint. We notice that the approach is general, since the
characteristic function interval-values may result from solving general optimization
problems. Cooperative interval games and interval solution concepts are useful tools
for modeling various economic and Operations Research situations where payoffs
are affected by interval uncertainty. The interval Baker-Thompson rule for solving
the aircraft fee problem of an airport with one runway when there is uncertainty
regarding the costs of the pieces of the runway is presented and identified in [5]
and an axiomatic characterization of the interval Baker-Thompson rule is given
in [3]. Further, one-machine sequencing situations with interval data are considered
in [4] for which they present different possible scenarios and extend to the interval
setting classical results regarding well known rules and sequencing games. Two
classical bankruptcy rules, namely the proportional rule and the rights-egalitarian
rule, are extended in [10] using a cooperative interval game approach. They show
that interval allocations generated by such rules belong to the interval core of related
cooperative interval games. Finally, Moretti et al. [30] deal with cost allocation
problems arising from connection situations where edge costs are closed intervals
of real numbers, and to solve such problems, they extend classical solutions from
the theory of minimum cost spanning tree games.
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Recent studies on target-environment and gene-environment networks focussed
on systems with functionally related groups of target and environmental factors.
These groups are identified in a preprocessing step of clustering and classi-
fication and the corresponding uncertain multivariate states are represented by
ellipsoids [25–27]. The interaction of clusters is determined by affine-linear equa-
tions based on ellipsoidal calculus. Various regression problems are introduced for
an identification of unknown system parameters from (ellipsoidal) measurement
data. In addition, problems of network rarefication and the corresponding mixed-
integer regression problems as well as a further relaxation by means of continuous
optimization have been addressed in [25]. For further details on the underlying set-
theoretic regression theory and the solvability by semi-definite programming we
refer to [25–27].

In this paper, we further extend this approach and offer a new perspective where
potentially overlapping clusters of targets and groups of environmental factors
take influence on the states and values of single targets and single environmental
variables.

The comparison of measurements and predictions of the model leads to a
regression model for parameter estimation. Since clusters can be affected by noise
and errors, the uncertain multivariate states are represented by ellipsoids what
refers to the concept of robustness for mathematical programming problems. This
approach complements and further extends the framework developed in [25–27] for
multi-modal systems under ellipsoidal uncertainty.

The chapter is organized as follows: In Sect. 25.2 some basic facts and notation
about target and environmental variables as well as the partitioning of data in
possibly overlapping clusters are provided. Then, in Sect. 25.3, a time-discrete
linear model is introduced that relates the single variables and the multivariate
states of groups of target and environmental factors. The corresponding regression
model for parameter estimation is addressed in Sect. 25.4. In a further step, data
uncertainty becomes included into our modelling in Sects. 25.5 and 25.6, where the
multivariate states of clusters are represented in terms of ellipsoids. Hereby, the
corresponding regression models can be reformulated in terms of robust counterpart
programs.

25.2 Target-Environment Networks

The time-discrete target-environment regulatory systems under consideration con-
sist of n targets and m environmental factors and, thus, constitutes a two-modal
system. The expression values of the target variables are given by the vector
X D 	

X1; : : : ;Xn

0

and the vector E D 	
E1; : : : ;Em


0
denotes the states of the

environmental variables, where Œ � �0 stands for the transposition of a matrix or vector.
Data mining methods like clustering and classification as well as statistical data
analysis can be used for an identification of functionally related groups of targets
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and environmental factors. These groups can show a direct interaction, but they can
also have a regulating effect on single targets or environmental factors. In this paper,
we focus on the interactions between clusters and single targets or environmental
factors. For a deeper analysis of inter-cluster regulatory networks under ellipsoidal
uncertainty we refer to [25–27].

When a cluster partition is established, the set of targets can be divided in R
clusters Cr � f1; : : : ; ng; r D 1; : : : ; R. Similarly, the set of all environmental
items is divided in S clusters Ds � f1; : : : ; mg; s D 1; : : : ; S . Depending on
the data structure and the data mining method used, the clusters might be disjoint
or overlapping [20]. We note that in case of a strict sub-division of variables, the
relationsCr1\Cr2 D ; for all r1 ¤ r2 andDs1\Ds2 D ; for all s1 ¤ s2 are fulfilled.
However, in many applications a single entity might be involved in more than one
regulating cycle and for this reason we do not explicitly impose such restrictions
and refer to the more general situation of overlapping clusters. According to the
cluster structure, we introduce the sub-vector Xr 2 R

jCr j of X as the restriction of
X given by elements of Cr . In the same way, the sub-vectorEs 2 R

jDs j is defined as
the restriction of E given by elements of Ds .

25.3 The Time-Discrete Model

In this section, we introduce a time-discrete model for the states of the targets
Xj , j D 1; : : : ; n, and environmental factors Ei , i D 1; : : : ; m. Four types of
interactions and regulating effects are involved:

(TT) target cluster ! target variable,
(ET) environmental cluster ! target variable,
(TE) target cluster ! environment variable,
(EE) environmental cluster ! environment variable.

When we refer to cluster partitions with potentially overlapping clusters, single
entities can refer to more than one group of data items. In such a situation, the
target-environment regulatory model can be formulated as follows:

X
.�C1/
j D �Tj 0 C

RX

rD1

	
X.�/
r


0
�TT

jr C
SX

sD1

	
E.�/
s


0
�ET

js ;

E
.�C1/
i D �Ei0 C

RX

rD1

	
X.�/
r


0
�TE

ir C
SX

sD1

	
E.�/
s


0
�EE

is

9
>>>>>=

>>>>>;

(CM)

with � � 0, where (CM) stands for cluster model. The initial values X.0/ and E
.0/

can be given by the first measurements of targets and environmental factors, i.e.,
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X
.0/ WD X

.0/
and E

.0/ WD E
.0/

. The vectors �TT
jr and �TE

ir are jCr j-subvectors of
the parameter vectors �TT

j 2 R
n and �TE

i 2 R
n, respectively. These subvectors are

given by the indices of cluster Cr . Similarly, the vectors �ET
js and �EE

is are jDsj-
subvectors of the parameter vectors �ET

j 2 R
m and �EE

i 2 R
m. The additional

parameters �Tj 0; �
E
i0 2 R are intercepts. We note that if all clusters are disjoint, the

aforementioned subvectors correspond to distinct parts of the parameter vectors, but
we do not make this restriction here.

25.4 The Regression Problem

We now turn to an estimation of parameters of the cluster model (CM). For a
regression analysis, the predictions of (CM) have to be compared with the states

of targets X
.�/ D 	

X
.�/

1 ; : : : ;X
.�/

n


0 2 R
n and environmental observations E

.�/ D
	
E
.�/

1 ; : : : ;E
.�/

m


0 2 R
m, � D 0; 1; : : : ; T , which are obtained from measurements

taken at sampling times t0 < t1 < : : : < tT . By inserting these measurements in
model (CM) we obtain the following predictions:

OX.�C1/
j D �Tj 0 C

RX

rD1

	
X
.�/

r


0
�TT

jr C
SX

sD1

	
E
.�/

s


0
�ET

js ;

OE.�C1/
i D �Ei0 C

RX

rD1

	
X
.�/

r


0
�TE

ir C
SX

sD1

	
E
.�/

s


0
�EE

is ;

where � D 0; 1; : : : ; T � 1. We use the initial values OX.0/j WD X
.0/

j , OE.0/i WD E
.0/

i and

define the vectors OX.�/ D 	 OX.�/1 ; : : : ; OX.�/n

0

and OE.�/ D 	 OE.�/1 ; : : : ; OE.�/m

0

, where
� D 0; 1; : : : ; T ; i D 1; : : : ; n; j D 1; : : : ; m.

When we compare measurements and predictions, we obtain the following
regression problem:

Minimize
TX

�D1

 nX

jD1

ˇ
ˇ
ˇ OX.�/j � X

.�/

j

ˇ
ˇ
ˇC

mX

iD1

ˇ
ˇ
ˇ OE.�/i � E

.�/

i

ˇ
ˇ
ˇ

�

: (RP)

25.5 Ellipsoidal Uncertainty

Ben-Tal and Nemirovski introduced the concept of robustness for programming
problems where data is subject to ellipsoidal uncertainty [6, 7]. In general, an
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ellipsoid in R
p will be parameterized in terms of its center c 2 R

p and a symmetric
non-negative definite configuration (or shape) matrix ˙ 2 R

p�p as

E .c;˙/ D f˙u C c j kuk2 � 1g:

In order to include data uncertainty into our model, we now assume that the states
of the clusters of target variables and environmental factors are subject to ellipsoidal
uncertainty. That means, our regression analysis will be based on set-valued data

X.�/
r 2 E

�
X
.�/

r ; ˙
.�/

r

� � R
jCr j;

E.�/
s 2 E

�
E
.�/

s ;˘
.�/

s

� � R
jDs j;

with � D 0; 1; : : : ; T . The measurements X
.�/

r and E
.�/

s determine the centers of

the ellipsoids and the corresponding symmetric shape matrices ˙
.�/

r and ˘
.�/

s are
given by the variance-covariance matrices of cluster data what also refers to partial
correlations and partial variances of cluster elements.

25.6 Robust Regression Under Ellipsoidal Uncertainty

Measurements and observations of targets and environmental factors are usually
affected by uncertainty. The regression problem (RP) depends on crisp (numerical)
measurements and does not reflect the disturbing influence of unprecise data. For
this reason, we now turn to robust regression models with regard to data sets with
(overlapping) cluster partition. There are several ways to describe data uncertainty
from a set-theoretic perspective. When an individual error can be assigned to each
target and environmental factor, the corresponding states of variables are given by
intervals, whereas the states of clusters are represented by hyperrectangles. When
errors of clusters elements are correlated, non-paraxial sets have to be considered
and the polyhedral uncertainty sets can be replaced by error ellipsoids.

In order to include data uncertainty in the regression problem (RP) it is
convenient to reformulate this model as follows:

Minimize
TX

�D1

 nX

jD1
p
.�/
j C

mX

iD1
q
.�/
i

�

such that

ˇ
ˇ
ˇ
ˇ
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.�/

j

ˇ
ˇ
ˇ
ˇ � p

.�/
j .� D 1; : : : ; T I j D 1; : : : ; n/;

ˇ
ˇ
ˇ
ˇ
OE.�/i � E

.�/

i

ˇ
ˇ
ˇ
ˇ � q

.�/
i .� D 1; : : : ; T I i D 1; : : : ; m/:
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This problem can be equivalently written as

Minimize
TX

�D1

 nX
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p
.�/
j C
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.� D 1; : : : ; T I j D 1; : : : ; nI i D 1; : : : ; m/:

We assume that the constraints are satisfied for all realizations of the statesX.�/
r 2

E
�
X
.�/

r ; ˙
.�/

r

�
and E.�/

s 2 E
�
E
.�/

s ;˘
.�/

s

�
and in this way we obtain the following

robust regression problem with uncertain ellipsoidal states:

Minimize
TX

�D1

 nX
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8E.�/
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�
E
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.� D 0; : : : ; T � 1I s D 1; : : : ; S/:

The above problem can be rewritten:

Minimize
TX

�D1

 nX

jD1
p
.�/
j C

mX

iD1
q
.�/
i

�

such that �Tj 0 C
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.� D 0; : : : ; T � 1I s D 1; : : : ; S/:

This problem has an infinite number of constraints as it depends on all possible
realizations of ellipsoidal states of targets and environmental factors. Another
reformulation of this problem can be obtained when the ellipsoids are represented
as follows:
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o
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we then obtain the equivalent problem
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lead to a further description of the regression problem:
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we obtain the following program for an estimation of the parameters of the cluster
model (CM) based on ellipsoidal uncertainty:
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To be able to solve the problems like RCPE, stochastic programming, dynamic
programming and robust optimization methods are principle methods which cope
with uncertainty. Although it seems that the areas of them overlap, they are
developed freely of one another. Stochastic programming methods present the
uncertain data by scenarios which are created in advance while dynamic program-
ming methods handle stochastic uncertain systems over multiple stages. As an
alternative to stochastic and dynamic programming methods, robust optimization
methods deal with uncertainty as deterministic, but do not limit parameter values
to point estimates [14]. The purpose of robust optimization is to find an optimal or
near optimal solution which is feasible for any values of the uncertain parameters
in prespecified uncertainty sets that have special shape such as polyhedral and
ellipsoidal. For further details on robust optimization and the numerical treatment
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of the corresponding uncertainty-affected programming problems with polyhedral
and ellipsoidal uncertainty we refer to [8, 31, 33, 34].

25.7 Conclusion

In this chapter, we analyzed inverse problems for target-environment networks
under ellipsoidal uncertainty. This theoretical framework is particularly suited for
parameter identification of gene-environment networks in system genetics and
computational biology as well as eco-finance networks of OR-applications. This
approach constitutes a further extension of our analysis of target-environment net-
works in OR that are based on interval arithmetics where Chebychev approximation
and generalized semi-infinite optimization are considered. In this paper, we focused
on time-discrete two-modal models that determine the response of single target
variables and environmental factors to the actual states of potentially overlapping
clusters or coalitions of system variables. This complements our recently introduced
concept of target-environment networks for an analysis of the intrinsic interactions
and synergetic connections between clusters. The underlying regression models are
based on ellipsoidal calculus and in future work, combinations of both approaches
have to considered such that clusters may take influence on target and environmental
clusters as well as single genes and single environmental factors simultaneously.
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21. Işcanoğlu, A., Weber, G.-W., Taylan, P.: Predicting Default Probabilities with Generalized
Additive Models for Emerging Markets. Invited lecture. Graduate Summer School on New
Advances in Statistics, METU (2007)

22. Jong, H.D.: Modeling and simulation of genetic regulatory systems: a literature review. J.
Comput. Biol. 9, 103–129 (2002)

23. Krabs, W., Pickl, S.: A game-theoretic treatment of a time-discrete emission reduction model.
Int. Game Theory Rev. 6(1), 21–34 (2004)

24. Kropat, E., Weber, G.-W., Akteke-Öztürk, B.: Eco-finance networks under uncertainty. In:
Herskovits, J., Canelas, A., Cortes, H., Aroztegui, M. (eds.) Proceedings of the International
Conference on Engineering Optimization, EngOpt 2008, Rio de Janeiro (2008). ISBN:
978857650156-5 (CD)

25. Kropat, E., Weber, G.-W., Rückmann, J.-J.: Regression analysis for clusters in gene-
environment networks based on ellipsoidal calculus and optimization. In the special issue in
honour of Professor Alexander Rubinov of Dynamics of Continuous. Discrete Impulsive Syst.
Ser. B Appl. Algorithms 17(5), 639–657 (2010)

26. Kropat, E., Weber, G.-W., Belen, S.: Dynamical gene-environment networks under ellipsoidal
uncertainty - Set-theoretic regression analysis based on ellipsoidal OR. In: Peixoto, M.M.,
Pinto, A.A., Rand, D.A. (eds.) Dynamics, Games and Science I. Springer Proceedings in
Mathematics, vol. 1, pp. 545–571. Springer, Berlin/Heidelberg (2011). ISBN: 978-3-642-
11455-7

27. Kropat, E., Weber, G.-W., Pedamallu, C.S.: Regulatory networks under ellipsoidal uncertainty -
Data analysis and prediction by optimization theory and dynamical systems. In: Holmes, D.E.,
Jain, L.S. (eds.) Data Mining: Foundations and Intelligent Paradigms: Volume 2: Statistical,
Bayesian, Time Series and Other Theoretical Aspects. ISRL, vol. 24, pp. 27–56. Springer,
Berlin (2012). ISBN: 978-3642232404

28. Li, Y.F., Venkatesh, S., Li, D.: Modeling global emissions and residues of pesticided. Environ.
Model. Assess. 9, 237–243 (2004)



450 E. Kropat et al.

29. Liu, Q., Yang, J., Chen, Z., Yang, M.Q., Sung, A.H., Hunag, X.: Supervised learning-based
tagSNP selection for genome-wide disease classifications. BMC Genom. 9(1), S6 (2007)

30. Moretti, S., Alparslan Gök, S.Z., Branzei, R., Tijs, S.: Connection situations under uncertainty
and cost monotonic solutions. Comput. Oper. Res. 38(11), 1638–1645 (2011). http://dx.doi.
org/10.1016/j.cor.2011.02.004

31. Nemirovski, A.: Modern Convex Optimization. Lecture at PASCAL Workshop, Thurnau, 16–
18 March (2005)
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Chapter 26
Financial Bubbles

Efsun Kürüm, Gerhard-Wilhelm Weber, and Cem İyigün

26.1 Introduction

Basically, financial bubbles are artificial increases in price which are created by high
expectations of individuals; in other words, artificial price augmentation originated
from greediness of human beings. Since some investors do not know how to manage
their risk when the bubbles burst, this causes big disappointment resulting even in
committing suicide. Moreover, their results affect the whole world like prompting
domino stones.

For instance, because of the recent real-estate bubble and the subsequent
subprime crises, 4 trillion dollar global cumulative losses of financial institutions
have occurred and more than 6 million job losses happened in America up to 2009
[25]. It is still very difficult to characterize, to estimate and to prevent them from
further inflating in advance.

26.1.1 What Are Bubbles?

A bubble is said to occur if an asset price goes beyond its fundamental value. Here,
the adversity is to determine the fundamental value of an asset. This value of an
asset is arranged in equilibrium, endogenously. It is generally not given, i.e., not
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exogenously. The fundamental value determines whether a bubble took place at all
and which component of the price is due to a bubble [3].

An investor is willing to buy or hold an asset at a price which is above its
fundamental value if he thinks that the asset can be resold at an even higher price in
a later trading round [3]. This trading behaviour is called “speculation” by Harrison
and Kreps [10]. As a result, the fundamental value can be thought as the price which
an investor is eager to pay if he is compelled to hold the asset forever, i.e., if he is
not allowed to retrade [3].

However, the fundamental value is generally insufficient constrained and it is
not possible to distinguish between an exponentially growing fundamental price
and an exponentially growing bubble price. Therefore, a more precise definition
of bubbles is required to detect them [25]. In the Conclusion and Outlook part,
Sect. 26.5, alternative approaches will be introduced for that purpose.

26.1.2 Why Bubbles Matter?

When any bubble goes burst, some—in fact, often many—people lose. Sometimes,
experienced speculators can realize the end of a bubble and cut their positions in
time, since they generally know how to limit their risk to a bearable level. The
investors with very little experience of how to manage risks hold the asset at the late
phase of a bubble; therefore, they are damaged by the bubbles excessively [4].

If a bubble affected only a few investors, it would be of a limited importance
because it has little effect on the overall economy. Bubbles can cause major
problems when they originate in an asset that is commonly held. Then, when the
bubble bursts, not only a large number of people suffer directly, but it also interacts
with the economy. Therefore, dangerous bubbles are generally the ones in a stock
market [4].

26.2 Famous Historical Bubbles

26.2.1 Tulip Mania

The tulip mania is considered as the first recorded financial bubble; occurred in the
1630s in Holland. In 1593, tulips were introduced by a botanist Carolus Clusius
who brought them from Ottoman Empire. He planted his garden to examine them
for medicinal purposes. Then, his neighbours stole some of his bulbs in order to
make some quick money. Hence, they gave rise to start the process of Dutch bulb
trade [24].

In 1634, the madness of having tulips became too much and daily work was
neglected. Even the lowest members of the society joined the tulip trade. Until 1635,
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Table 26.1 Items and their
values which were traded for
a single Viceroy bulb [22]

Item Value (florins)

Two lasts of wheat 448
Four lasts of rye 558
Four fat oxen 480
Eight fat swine 240
Twelve fat sheep 120
Two hogsheads of wine 70
Four casks of beer 32
Two tons of butter 192
A complete bed 100
A suit of clothes 80
A silver drinking cup 60
Total 2,500

the mania ascended, the prices increased and many people invested fortunes to own
tulip bulbs. Then, to sell tulips by their weight, in perits became necessity. Perit was
a small weight which is less than a grain. In fact, 480 grains equalled 1 ounce. Prices
for different varieties were as follows:

Admiral Liefken, weighing 400 perits D 4;400 florins; Admiral Von der Eyk,
weighing 446 perits D 1;260 florins; Shilder of 106 perits D 1;615 florins; Viceroy
of 400 perits D 3;000 florins; Semper Augustus, weighing 200 perits D 5;500

florins [22].
To perceive, the value of a single tulip, Table 26.1 can be useful. It was recorded

in terms of items and their values by one of the authors of that time, Munting.
As with all gambling mania, at the beginning, confidence was high because

everybody was gaining. Tulip stocks were speculated in the rise and fall by the tulip-
brokers. They earned much money, buying the stocks when prices fell, and selling
when they rose. Many people suddenly became rich. Everyone imagined that this
process would last forever. Eventually, wise investors began to recognize that this
imaginary world could not last forever [22]. After that, as it happens in many cases
of speculative bubbles, some prudent people started to sell and freezed their profits.
As everyone tried to sell while not many were buying, a domino effect became
realized and prices became lower and lower. This caused people to panic and sell
regardless of losses [2]. Confidence was destroyed and the tulip market collapsed in
February 1637, abruptly as shown in Fig. 26.1.

26.2.2 South Sea Bubble

The South Sea Company was established in 1711 by Earl of Oxford Harley.
As a result of the war between Spain and Britain, British Government left 10
million pounds in debt. Harley offered the government paying back 10 million
pounds of debt to ameliorate the government’s financial condition. In turn, the
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Fig. 26.1 A standardized
price index for tulip bulb
contracts [23]

government proposed 6 % interest to the company [21]. In addition to 6 % interest,
the government suggested privileged trading rights with Spain’s colonies in the
South Seas, today known as South America [5].

To finance its operations, the company issued stock to investors and the com-
pany’s shares were snatched by investors, rapidly. After their first share issue
success, the company issued more shares. Although the company had an inexpe-
rienced administration team, investors gathered this stock, competitively [5]. It was
thought that this company “could never fail”.

The war between Britain and Spain began again in 1718; therefore all trading
occasions stopped. However, this event did not deter the investors for buying stocks.
After a while, management of the South Sea Company recognized that they were
not generating much profit from company’s operations. For this reason, to generate
revenues, they decided to place more importance on issuing stock instead of making
actual trade. Meanwhile, the leaders of the company decided to sell their shares
since they noticed that the company’s stocks were fabulously overvalued relative to
its profit. At that time, the other investors did not realize that, actually, the firm was
scarcely profitable [5].

Eventually, rumors spread among investors about the firm’s management team
had sold all of their shares in the company. Then, panic selling immediately started
and soon the South Sea Company’s shares became worthless as is evident from
the Fig. 26.2. Isaac Newton lost over 20,000 pounds. He stated “I can calculate the
motion of heavenly bodies, but not the madness of people” [5]. After the South Sea
Bubble busted, Britain’s economy collapsed in spite of the government’s endeavors
and to heal completely almost took a century.

26.2.3 1929 Great Depression

The end of World War I brought a new era to America. An era of confidence,
optimism and welfare were being experienced in the United States during 1920s.
After World War I, industrialization and evolution of new technologies such as
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Fig. 26.2 Log scale price for
south sea company stocks [7]

radio, automobile, air flight bolstered the economic and cultural boom. The Dow
Jones Industrial Average, DJIA, increased throughout the 1920s and because of
the country’s strong economic conditions, most of the economists thought shares
were the most confident investment. These caused many investors to buy stocks,
greedily [6].

In a little while, investors purchased stocks on margin which means that the buyer
would invest some of his own money, but the rest compensated by the broker. In
those years, only 10–20 % of the stock price had to be paid by the buyer and, hence,
80–90 % of the cost of the stock price would be paid by the broker. If the price of
the shares declined lower than the amount of the loan, the broker would probably
issue a margin call, i.e., the buyer must pay back his loan as cash immediately.
Therefore, to buy shares on margin could be very risky. However, in the 1920s,
many people who expected to make a lot of money on the stock market easily, called
speculators, purchase stocks on margin. They supposed that this rising process in
prices never end; so they could not recognize how serious the risk was which they
were taking [17].

The Dow Jones bounced from 60 to 400 from 1921 to 1929. This generated a lot
of new millionaires. Many people mortgaged their homes and invested their savings
into stock market. However, few people really had knowledge about the companies
in which they invested [6].

In 1929, from June through August, stocks prices reached their highest levels.
Economist Irving Fisher stated that “Stock prices have reached what looks like a
permanently high plateau”, this was the statement many speculators wanted to hear
and believe. On 3rd of September 1929, the DJIA closed at 381.17; hence, the stock
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Fig. 26.3 Dow Jones
Industrial Average index from
1915 to 1942 [20]

market had reached its peak. Two days later, the market commenced falling. Stock
prices fluctuated throughout September and into October [17].

As indicated in Fig. 26.3, a strong bear market, a market condition in which the
prices of shares were decreasing, had started by October 1929. On 24th of October
1929 which is known as Black Thursday, panic selling started since investors
distinguished the stock market boom was actually an over inflated speculative
bubble [6]. Rumors spread that people commit suicide [17]. Although the Federal
Reserve Bank increased interest rates several times to relieve stock market and
overheated economy in 1929, this could not prevent sad end.

When the stock market crashed on 28th and 29th of October, millionaire margin
investors went bankrupt instantly. In November 1929, DJIA sharply declined from
400 to 145. Over $5 billion worth of market capitalization had been vanished from
stocks that were trading on the New York Stock Exchange in just three days. The
stock market crash of 1929 caused a great economic crisis known as the Great
Depression [6].

As we observe from the famous bubble examples above, irrational expectations
always trigger destructive financial crashes.

Indeed, this big and yet vaguely understood phenomenon of “bubbles” asks for
a high academic excellence. Academicians and central bankers still try to find a
method to prevent from bubbles and try to develop a model which estimates bubbles,
previously. One of the successful models which detects bubbles was developed
by Anders Johansen, Olivier Ledoit and Didier Sornette, called Johansen-Ledoit-
Sornette (JLS) model.

26.3 The Johansen-Ledoit-Sornette Model

At a symposium sponsored by the Federal Reserve Bank of Kansas City, in 2002,
the former Federal Reserve chairman Alan Greenspan said: “: : : we recognized that,
despite our suspicions, it was very difficult to definitively identify a bubble until
after the fact—that is, when its bursting confirmed its existence”. In his speech, he
declared that “It seems reasonable to generalize from our recent experience that no
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low-risk, low-cost, incremental monetary tightening exists that can reliably deflate a
bubble. But is there some policy that can at least limit the size of a bubble and, hence,
its destructive fallout? From the evidence to date, the answer appears to be no. But
we do need to know more about the behavior of equity premiums and bubbles and
their impact on economic activity” [9]. As we understood from his speech, there is
no exact theory which can estimate the bubbles previously, and as he underlined that
how it important to identify them before they blow up.

Anders Johansen, Olivier Ledoit and Didier Sornette have proposed a theoretical
model, known as the Johansen-Ledoit-Sornette (JLS) model, to designate bubbles
in advance [25]. By analyzing the cumulative human behaviors, the price dynamics
is defined by the model during a time interval related with a bubble process (also
called a regime). Also, after a bubble regime, the most probable crash time can
be estimated by the JLS model previously. This model actually does not describe
bubbles by exponential prices but rather by faster-than-exponential growth of price.
The reason for this arises from imitation and herding behavior of noise traders,
called as irrational investors [25].

26.3.1 Evolvement of the Price

In the JLS model, only a speculative asset is considered that does not pay dividends.
The interest rate, risk aversion, information asymmetry, and the market-clearing
condition are ignored for simplicity. Rational expectations are equivalent to the
martingale hypothesis [19]:

Et
	
p.t 0/


 D p.t/ 8t 0 > t: (26.1)

Here, the price of the asset at time t and the expectation conditional on information
up to time t are showed by p.t/ and Et Œ��, respectively. The solution of Eq. (26.1)
is a constant, if the asset price is not permitted to fluctuate under the effect of noise
as follows:

p.t/ D p.t0/:

Here, t0 displays some initial time and the meaning of this equality is that there
is no change in the price. Since the asset price pays no dividend, without loss of
generality, for simplicity, its fundamental value is p.t/ D 0. Thus, a positive value
of p.t/ generates a speculative bubble [13]. In the model, the crash is the jump, each
jump is defined as a bubble and small jumps are not considered. A jump process can
be indicated by j and the value zero is attained before the crash, and the value one
after the crash, as representing in the following:

j D

0; before crash,
1; after crash.
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Fig. 26.4 The cumulative
distribution function (cdf) of
the time of the crash

As depicted in Fig. 26.4, the cumulative distribution function (cdf) of the time of
the crash, tc , is called 1 �Q.t/ and the probability density function (pdf) is

q.t/ WD dQ

dt
.t/ � �Q

�t
;

The hazard rate of the crash is defined as [13]:

h.t/ D q.t/=Œ1 �Q.t/�;

whereQ.t/ WD Q.tc > t/. The hazard rate h.t/ compares that change of probability
with the likelihood 1 �Q.t/ D Q.tc � t/.

According to the JLS model, the asset price is accepted to drop by a certain
percentage � 2 .0; 1/ in case of a crash, and the dynamics of the asset price before
the crash is given by [19]:

dpt D �.t/p.t/dt � �p.t/: (26.2)

In order to satisfy the martingale condition for the price process, in Eq. (26.2),
the time dependent drift, �.t/, is chosen, namely

EtŒdpt � D �.t/p.t/dt � �p.t/h.t/dt D 0

) �.t/ D �h.t/: (26.3)

Substituting Eq. (26.3) into Eq. (26.2) will give us Eq. (26.4) below:

dp D �h.t/p.t/dt � �p.t/dj: (26.4)

While j D 0 being the case before the crash, we get an ordinary differential
equation, ODE:

dp D �h.t/p.t/dt ) dp

dt
D �h.t/p.t/ ) p0.t/ D �h.t/p.t/

) p0.t/
p.t/

D �h.t/: (26.5)
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Integrating the Eq. (26.5) from both sides gives

Z t

t0

p0.s/
p.s/

ds D
Z t

t0

�h.s/ds:

Thus, the following expression is obtained

log

�
p.t/

p.t0/

�

D �

Z t

t0

h.s/ds before the crash: (26.6)

According to this new statement, under the condition that there is no crash, any
increase of the probability of a crash implies an increase of the price speed in order
to fulfill the martingale property. With [13] we note that the hazard rate h.t/ of the
crash drives the price; that rate is not restricted by any bound so far.

To clarify the investors’ behaviours, the model considers a network of agents.
Each of the agents is indexed by an integer i D 1; 2; : : : ; I , and the set of agents
connected with i is indicated by N.i/. According to some graph like in Fig. 26.5,
the set of agents, N.i/, is directly linked with agent i . An assumption in the model
is that agent i can have only one of two possible states, si 2 f�1;C1g. Here, the
values �1 and C1 can be interpreted as buy or sell, bullish or bearish or, in technical
or Boolean terms, “on or off”. The state of investor i is determined by the model as
follows [19]:

si D sign

0

@K
X

j2N.i/
sj C ��i

1

A : (26.7)

Here, K is a positive constant and �i is independently distributed with the standard
normal distribution. The parameter K , called the coupling strength, controls the
tendency towards imitation and � governs the tendency towards idiosyncratic
behavior. The parameter � can be interpreted as an environmental factor. Bigger
values of K reflect strong imitation [13]. If K D 0, only environmental effects
determine the decision of the trader.

The ratioK=� represents the outcome of the order and disorder decision; in other
words, it symbolizes the probability of a crash. Also, as long as the average of all
valuesK was strictly positive, the model allows some of the values ofK even to be
negative. The meaning of the negative K is that the investor does not accept other
investors’ decisions.

As for the susceptibility of the system, it can be explained by adding a global
influence term G to the Eq. (26.7):

si D sign

0

@K
X

j2N.i/
sj C ��i CG

1

A : (26.8)
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In Eq. (26.8), K
P

j2N.i/ sj C ��i corresponds to individual decision and G can
be explained as an average group effect to the investor’s decision.

The parameterG will converge to the state C1 if G > 0; G will approximate the
favour state �1 if G < 0 and, if G D 0, no global influence will exist.

The average state is defined as M D .1=I /
PI

iD1 si . When there is no global
influence, expectation of the average state is zero, E.M/ D 0, i.e., agents are
equally divided between the two states.

Provided that a positive (negative) global influence is given, agents in the positive
(negative) state will outnumber the others, E.M/ � G � 0. With this notation, the
susceptibility of the system is defined as [13]:

 D d.E.M//

dG
jGD0: (26.9)

The sensitivity of the average state to a small global influence is measured by this
susceptibility. It also has a second interpretation, namely, as the expected squared
deviance (variance) of the average state M around its mean of zero, caused by the
random idiosyncratic shocks �i .

The susceptibility is affected by the structure of the network. At the basis of the
JLS model, there are two kinds of network structures: The two-dimensional grid
and the hierarchical diamond lattice.

26.3.2 Two-Dimensional Grid

In this network structure, the agents are placed on a two-dimensional grid in the
Euclidean plane. Each agent has four nearest neighbors: one to the North, one to the
South, one to the East and one to the West. The related parameter K=� evaluates
the propensity towards imitation relative to the tendency towards idiosyncratic
behavior [13].

The properties of the system are arranged by a critical point Kc . While K <

Kc , disorder decision wins. The meaning of this, the sensitivity is small for a
small global influence, imitation only propagates, like in a chain reaction or even
cascading, between close neighbors and the susceptibility  of the system is finite.

When K rises and approaches Kc , order decision reigns, i.e., the system is
extremely sensitive to a small global perturbation, imitation propagates over long
distances. In this situation, the susceptibility  of the system goes to infinity with
respect to the power law. This behaviour of the  can be explained mathematically
as follows [19] :

 � A.Kc �K/�� ; � > 1: (26.10)

Here, the parameter K does not even need to be deterministic, but it could also be
a stochastic process, as long as it proceeds slowly enough. The value tc is called
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the first time such that K.tc/ D Kc . Then, before the critical date tc , the following
approximation is obtained from Taylor expansion:

Kc �K.t/ � constant � .tc � t/:

Since the hazard rate of the crash behaves similar to the susceptibility around the
critical point, this approximation yields the following statement:

h.t/ � B � .tc � t/�˛: (26.11)

Here, B is a positive constant, and if the bubble has not busted yet, to prevent the
price from going to infinity when approaching tc , ˛ should be between 0 and 1.
Since the crash could happen at some time prior to tc , although the crash is not
most probably, as stated in [13], tc is not necessarily the time of the crash. Finally,
substituting Eq. (26.6) into Eq. (26.6) gives us the following relation:

logp.t/ D logp.tc/C �B

Z t

tc

.tc � s/�˛ds;

i.e.,

logp.t/ D logp.tc/ � �B

1 � ˛
.tc � t/1�˛:

Hence,

logp.t/ D logp.tc/� �B

ˇ
.tc � t/ˇ before the crash: (26.12)

Since ˛ 2 .0; 1/, ˇ WD 1� ˛ 2 .0; 1/ and p.tc/ is the price at the critical time tc .
The logarithm of the price before the crash also obeys the power law. As the price
process approaches the critical date, the slope of the log price (the expected return
per unit of time) becomes limitless. This helps to compensate boundless probability
of the crash in the next instant [19].

26.3.3 Hierarchical Diamond Lattice

Another network structure is the hierarchical diamond lattice. To obtain this lattice,
the process starts with a pair of investors who are connected to each other. Then,
these connections are changed according to a diamond structure. On the diamond,
two original investors reside two opposite vertices and where the two new investors
occupy on the other two vertices. There are four links included by this diamond. For
each one of these four links, it is altered by a diamond in the aforementioned way,
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Fig. 26.5 The relationship
between traders and links

and this operation is iterated [18]. Then, a diamond lattice is formed, as illustrated
in Fig. 26.5.

In Fig. 26.5, circles and edges show traders and links, respectively. After p
iterations, .2=3/.2C 4p/ investors and 4p connections between them are obtained
[18]. This can be proven by induction principle.

The basic properties of the hierarchical diamond lattice are similar to the two-
dimensional grid. In this network structure, there is also a critical point Kc . The
susceptibility is restricted while K < Kc, and it goes to infinity as K increases
towards Kc . Unlike from two-dimensional grid, here, in the hierarchical diamond
lattice, the critical exponent can be a complex number. The general solution for the
susceptibility is a sum of terms like the one in  � A.Kc � K/�� , but now with
complex exponents �� C iw, etc. [13]. This approximation is evaluated gradually
as follows:

 � Re
	
A0.Kc �K/�� C A1.Kc �K/��Ciw C : : :



; (26.13)

 � Re ŒA0.Kc �K/�� �C Re
	
A1.Kc �K/��Ciw
C : : : ;

 � Re ŒA0.Kc �K/�� �C Re
	
A1.Kc �K/��.Kc �K/iw
C : : : ;

 � Re ŒA0.Kc �K/�� �C Re
h
A1.Kc �K/��eiwlog.Kc�K/

i
C : : : ;

 � A0.Kc �K/�� C A1.Kc �K/��Re
h
eiwlog.Kc�K/

i
C : : : ;

 � A0.Kc �K/�� C
A1.Kc �K/��Re Œcos.wlog.Kc �K//C i sin.wlog.Kc �K//�C : : : ;

 � A0.Kc �K/�� C A1.Kc �K/�� cos Œwlog.Kc �K/C  �C : : : :

Here, ReŒ�� indicates the real part of a complex number and � , A0, A1, w,  are real
numbers. Hence, the power law is corrected by oscillations whose frequency busts
as the price process approach the critical time. These accelerating oscillations are
called log-periodic, and their frequency are � D w=2� is called the log-frequency
[13]. If the same steps are applied, Eq. (26.13) is obtained for the hazard rate of a
crash:
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h.t/ � B0.tc � t/�˛ C B1.tc � t/�˛ cos
	
wlog.tc � t/C  0
 : (26.14)

Substituting Eq. (26.14) into Eq. (26.12), we get:

log Œp.t/� D log Œp.tc/� � �

ˇ

˚
B0.tc � t/ˇ C B1.tc � t/ˇ cos Œwlog.tc � t/C ��

�
;

(26.15)
and (26.15) can be rewritten as

y.t/ � AC B.tc � t/ˇ C C.tc � t/ˇ cos Œwlog.tc � t/C �� ; (26.16)

where A D log Œp.tc/�, B D ��B0=ˇ, C D ��B1=ˇ and � is another phase
constant.

26.4 The Fitting Process

In the fitting process, so as to diminish the number of unknown parameters, three
linearly embedded variables, A, B , C , have been optimally adjusted and calculated
from the obtained values of the nonlinear parameters. For this reason, approximate
Eq. (26.16) is rewritten as [11]

y.t/ � AC Bf .t/C Cg.t/; (26.17)

where

f .t/ D

.tc � t/ˇ; for a speculative bubble,
.t � tc/ˇ; for an antibubble.

and

g.t/ D

.tc � t/ˇ cos .wlog.tc � t/C �/ ; for a speculative bubble,
.t � tc/ˇ cos .wlog.tc � t/C �/ ; for an antibubble,

An antibubble is the opposite of the speculative bubble. Like a speculative
bubble, it also follows a log-periodic power law (LPPL) but, of course, with
decelerating oscillations and generally being bearish inclined instead of bullish. The
term antibubble comes from the term antiparticle in physics, since an antiparticle is
similar to its sibling particle, except that it carries opposite charges and demolishes
its sibling particle when it comes across with it [12].

The best values of the linear parameters are calculated for each choice of the
nonlinear parameters by applying ordinary least-squares (OLS) method as follows
by Gaussian normal equations [11]:
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Here, ti .i D 1; 2; : : : ; N / are the times of the price sampling .ti ; pi /. The general
solution of this equation is given by

Ob D .XTX/�1XT y:

Of course, we may assume that the number of data is greater than to the number
of unknown, p, i.e., N � p D 3, now the solution A, B and C become inserted
into problem (26.17) and that the design matrix X has full rank. In case of ill-
conditionedness, we may apply a regularization technique [1].

Fitting a function to data is a nonlinear estimation problem of the residuals sum
of squares, RSS, where the objective function is given by [11]

min
	

F.	/ WD
NX

iD1
.y	 .ti / � yi /2 I

Here, 	 D .tc; �;w; ˇ/T is the vector of unknown parameters, and y	.�/ WD y.�/,
depending on 	 .

The function of the residual sum of squares, F , is an analytically complicated
or a strongly nonconvex function, and it can comprise multiple local minima with
quite similar values. Here, the aim is to find the global minimum and to optimize
the objective function with methods like the downhill-simplex method or the quasi-
Newton method, this could be hazardous since these methods can be tricky by
directing a local minimum rather than the global minimum [11]. Therefore, only
more model-free global optimization solution methods were considered, such as
Simulated Annealing, Taboo Search and Genetic Algorithm, etc.. Here, we used the
Genetic Algorithm [14–16], and then as an example of a speculative bubble, the
fitted Log-index for the crisis of the year 1987 in US stock market was obtained
according to JLS model as shown in Fig. 26.6. In the figure, tc demonstrates the
estimated bubble-burst time by JLS model and tR stands for the real bubble-burst
time.
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Fig. 26.6 Fitted Log-index process for the year 1987 at S&P 500 index.
Parameters: A D 328:63, B D �85:26, C D �17:47, tc D 1987:7055, ˇ D 0:82, w D 13:64,
� D 1:40 and tR D 1987:8222. R2 D 0:9694

26.5 Conclusion and Outlook

As the president of the Federal Reserve Bank of New York, William C. Dudley
emphasized in 2010 [8]: “: : : what I am proposing is that we try—try to identify
bubbles in real time, try to develop tools to address those bubbles, try to use those
tools when appropriate to limit the size of those bubbles and, therefore, try to limit
the damage when those bubbles burst”. To prevent from the devastating results of
bubbles, we should develop new tools, methods or models. Namely, we should
understand their dynamics. For this purpose, bubbles could be represented as a
mathematical object, so advantages of optimization, pattern recognition tools and
machine learning can be used as different solution approaches to detect, forecast
and control their size, shape and position.

Here, we suggest a new and pioneering mathematical approach where the
logarithmic price process is represented with ellipsoids. In fact, the process is
divided into intervals and each interval is described with an ellipsoid. On the basis of
this approach, a bubble is dealt with geometrically. By observing the volume of the
ellipsoids, a bubble can be detected or the behaviour of the volume change can be
used as an early warning system against destructive outcomes of the bubbles. After
identifying and constructing ellipsoids throughout the price process, they can be
clustered; each cluster may depict a bubble structure with fitting a covering ellipsoid.
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Chapter 27
Modern Applied Mathematics for Alternative
Modeling of the Atmospheric Effects
on Satellite Images

Semih Kuter, Gerhard Wilhelm Weber, Ayşe Özmen, and Zuhal Akyürek

27.1 Introduction

To estimate unknown (predictor, response) dependency (or model) from training
data (consisting of a finite number of observations) with good prediction (general-
ization) capabilities for future (test) data is the basic aim of the learning task [10,25].
While regression is to learn a mapping from the input space, X, to the output
space, Y, where this mapping, f, is called an estimator, which is used for predicting
quantitative outputs (i.e., X D R

d ; Y D R); the aim of classification is to learn
a mapping from the feature space, X, to a label space, Y, where this mapping, f, is
called a classifier, which is used for predicting qualitative outputs (i.e., X D R

d ;

Y D f0; 1g). Although the naming convention for the learning task depends on the
output type, both have common characteristics and can be regarded as a task in
function approximation [21].

As in almost all branches of science and engineering, regression and clas-
sification also play a crucial role in geographic information systems (GIS) and
remote sensing (RS) fields, where images taken by earth-observing satellites are
used to extract various kinds of information concerning the earth environment.
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Many kinds of parametric and nonparametric regression and classification methods
have been applied for information extraction from remotely sensed earth data
[32, 42, 43, 55, 65, 67, 71]. However, enumerating them all is not the goal of this
chapter. Instead, the main motivation is to revisit the two non-parametric regression
techniques, well-known Multivariate Adaptive Regression Splines (MARS) and
recently introduced Conic Multivariate Adaptive Regression Splines (CMARS),
together with preliminary results of their applications on satellite image data as a
real-life earth science example.

According to its modern usage in earth sciences, RS is briefly defined as the
use of aerial sensor technologies in order to acquire data about earth’s surface and
atmosphere through propagation of electromagnetic radiation, and the extraction of
information by processing, analyzing, and applying those data [50, 54]. Since RS
makes it possible for users to collect, interpret, and manipulate data sets over large
areas, which are often dangerous or inaccessible, it has become a powerful and
preferred tool for many scientific disciplines.

When examining earth’s surface from a space-based RS platform, the atmosphere
is a large factor in the uncertainty associated with surface reflectance measurements
[46]. A fundamental problem within RS of earth is to correct land surface reflectance
data gathered by space-based sensors for the perturbations introduced by the passage
of radiation through earth’s atmosphere [24, 45]. Failure to correct for the effects of
the atmosphere can lead to substantially different values for the surface reflectances
to those expected, and will therefore have a significant effect on any conclusions
drawn from such data, particularly when examining long time series over which the
atmospheric parameters do not remain constant [45].

There are two main approaches in atmospheric correction methodology: relative
and absolute radiometric correction of atmospheric attenuation. According to the
former, the image histograms of different bands are shifted to the left, assuming
that the offset of the histogram from zero brightness value is due to the atmospheric
scattering. In the latter, the whole process of atmospheric attenuation is numerically
modeled. The parameters of atmospheric temperature, pressure, relative humidity,
visibility, solar zenith angle, solar distance from the earth and band wavelength are
input values, which have to be a priori determined. The finally calculated value is the
target reflectance, which is supposed to be equal to the in-situ spectroradiometrically
measured reflectance value, as long as the numerical model is accurate and
reliable [38].

Numerous absolute radiometric correction methods, which are based on rigorous
radiative transfer (RT) modeling, have been proposed in order to remove atmo-
spheric effects from images taken by sensors with different technical specs and
operational objectives, installed either on aircraft or satellite platforms such as Simu-
lation of a Satellite Signal in the Solar Spectrum (5S) [49,56], Second Simulation of
a Satellite Signal in the Solar Spectrum (6S) [26, 27, 60, 61], MODerate resolution
atmospheric TRANsmission (MODTRAN) [7, 68], Fast Line-of-sight Atmospheric
Analysis of Spectral Hypercubes (FLAASH) [3, 19, 34], Atmospheric CORrection
Now (ACORN) [1], Atmospheric and Topographic CORrection (ATCOR) [51, 52],
and QUick Atmospheric Correction (QUAC) [8]. However, it has to be noted that the
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high accuracy available with RT models can not actually be reached when working
on large areas, due to unknown atmospheric parameters. Besides, models based
on a rigorous treatment of the RT problem, like 5S or 6S, are too expensive and
time consuming to be used on an operational basis for the atmospheric correction
of large numbers of satellite images, especially those acquired with large field of
view (LFOV) sensors, since in these images each pixel has different observational
geometry and each atmospheric parameter has to be calculated for each pixel
[45, 49].

Introduced by physicist and statistician Friedman [17, 18], MARS is an innova-
tive nonparametric regression procedure that does not make any specific assumption
about the underlying functional relationship between response and predictor vari-
ables [13, 59]. The algorithm estimates the model function at two stages; forward
pass and backward pass. In the first stage, similar to forward stepwise linear
regression, the basis functions and their products are used to generate a maximal
model that overfits data. Then in backward pass stage, the model is pruned stepwise
by eliminating the terms which result in smallest increase in the residual squared
error until a predefined threshold is reached. Although MARS seems similar to its
predecessor Classification and Regression Trees (CART) in that it partitions the data
into two or more parts, it differs from decision tree techniques since nonlinearity
of the models is approximated by different regression slopes in the corresponding
intervals of each predictor variable in MARS [13, 64].

CMARS (‘C’ stands not only for convex, but also continuous and conic) has
recently been developed as an alternative method to MARS. In CMARS, instead of
applying backward pass algorithm, a Penalized Residual Sum of Squares (PRSS)
is introduced to MARS as a Tikhonov regularization (TR) problem, and this
two-objective optimization problem is treated using the continuous optimization
technique called Conic Quadratic Programming (CQP) [41, 59, 64]. Within this
context, CMARS is more model-based and employs continuous, well-structured
convex optimization which uses Interior Point Methods and their codes.

A large literature is available for MARS, which has many successful applications
in broad range of fields such as operational research, marketing and finance [2, 13,
31, 39, 62, 70]; biology [4, 29]; ecology and forestry [16, 20, 22, 23, 30, 37, 44, 63];
simulation and computation [5, 6]; geophysics [28]; engineering [9, 36, 53, 72];
medical and biomedical sciences [11, 12, 47, 66, 69]; as well as in GIS and RS
[14, 15, 48]. Although not as large as its predecessor, a growing literature can be
found on CMARS [2, 41, 57–59, 64].

The main scope of this chapter is to introduce the preliminary results of the efforts
being made for building models through MARS and CMARS that can be applied
for the atmospheric correction of MODerate-resolution Imaging Spectroradiometer
(MODIS) images on local scale. The results obtained by MARS and CMARS
methods are compared with the results obtained by the Simplified Method for Atmo-
spheric Correction (SMAC) [49], which is an atmospheric correction technique for
satellite measurements in the solar spectrum developed by Rahman and Dedieu in
the early 1990s and several hundred times faster than the more detailed RT models
like 5S and 6S. The remainder of this chapter is organized as follows. The next
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section gives basic overview of MARS and CMARS. In Sect. 27.3, a brief insight
into RT equation and SMAC method is given. The methodology and the results are
represented in Sect. 27.4. And finally, Sect. 27.5 concludes this chapter.

27.2 Overview of MARS and CMARS Methods

In this section, the basics of MARS and CMARS algorithms are given based on
[2, 17, 21, 40, 41, 57, 59, 64].

Based on a modified recursive partitioning methodology, MARS algorithm is
an extension of CART and both are similar in the partitioning of intervals, where
two symmetric basis functions (BFs) are constructed at the knot location. However,
continuous piecewise linear functions are used in MARS algorithm and a continuous
model that provides a more effective way to model nonlinearities is produced,
whereas CART uses indicator functions that leads to lack of continuity, which
severely affects the model accuracy. Selection of BFs is data-based and specific
to the problem in MARS, which makes it an adaptive regression procedure suitable
for solving high dimensional problems. In MARS model building, piecewise linear
BFs are fitted in such a way that additive and interactive effects of the predictors are
taken into account to determine the response variable.

MARS uses expansions of the truncated piecewise linear basis functions of the
form:

.x � �/C D
(
x � �; if x > �;

0; otherwise,

.� � x/C D
(
� � x; if x < �;

0; otherwise.

where x; � 2 R. These two functions are called as a reflected pair and the symbol
‘C’ indicates that only the positive parts are used, and otherwise zero.

General model on the relation between input and response is:

Y D f .x/C "; (27.1)

where Y is a response variable, x D .x1; x2; : : : ; xp/
T is a vector of predictors and

" is an additive stochastic component with zero mean and finite variance. The logic
in MARS is to generate reflected pairs for each input xj .j D 1; 2; : : : ; p/ with
p-dimensional knots �i D .�i;1; �i;2; : : : ; �i;p/

T at each input data vectors xi D
.xi;1; xi;2; : : : ; xi;p/

T of that input i D .1; 2; : : : ; N /. Therefore, the collection of
BFs is:

C WD ˚
.xj � �/C; .� � xj /C j � 2 fx1;j ; x2;j ; : : : ; xN;j g; j 2 f1; 2; : : : ; pg�;

(27.2)
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whereN denotes the number of observations, p is the dimension of the input space.
The tensor products of univariate spline functions are applied for the generalization
of spline fitting in higher dimensions, which leads to multivariate spline BFs with
the following form:

Bm.x/ DW
KmY

jD1
Œs�mj :.x�

m
j

� ��mj /�; (27.3)

where the total number of truncated linear functions multiplied in the mth BF is
denoted by Km, x�mj is the corresponding input variable of the kth truncated linear
function in the mth BF, ��mj is the corresponding knot value for the variable x�mj and,
finally, s�mj 2 f˙1g:

Estimation of model function f .x/ is carried out by forward and backward
pass algorithms in MARS. Although the former is analogous to forward stepwise
linear regression, use of functions from the set C and their products are allowed,
generating the maximal model that overfits the data. The initial model has the
following form:

f .x/ D ˇ0 C
MX

mD1
ˇmBm.x/; (27.4)

whereBm is either a function or product of two or more functions from the set C ,M
is the number of BFs in the current model, and ˇ0 is the intercept term. To compare
the possible BFs, a lack-of-fit (LOF) criterion is used.

In MARS algorithm, each BF must have different input variables. At each step,
with one of the reflected pair in the set C , all products of a function Bm.x/ in
the model set are considered as a new function pair. The product that results in
the largest decrease in residual error is added into the current model and has the
form:

ˇMC1Bk.x/:.xj � �/C C ˇMC2Bk.x/:.� � xj /C; (27.5)

where ˇMC1 and ˇMC2 are coefficients estimated by least squares. The products
satisfying the above mentioned condition are successively added to the model until
a user-defined valueMmax is reached.

At the end, a large model that typically overfits the initial data is obtained. Then,
backward pass is applied in order to prevent the model obtained in forward pass
from over-fitting by decreasing the complexity of the model without degrading the
fit to the data. It removes the BFs that give the smallest increase in the residual
sum of squares at each step, producing an estimated best model Of˛ with the optimal
value ˛. Here, ˛ expresses some complexity of estimation, and also note that Mmax

is reduced to M . In order to find the optimal value of ˛, cross-validation could
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be used; however, for the sake of decreasing computational burden, MARS uses
generalized cross-validation (GCV) that shows the LOF. GCV is defined as:

LOF. Of˛/ D GCV.˛/ WD
PN

iD1.yi � Of˛.xi //2
.1 �Q.˛/=N /2 ; (27.6)

whereN is the number of sample observations,Q.˛/ D uCdK withK representing
the number of knots which are selected in forward pass and u is the number
of linearly independent functions in the model, d denotes a cost for each BF
optimization and, usually, d D 3 (d D 2 is used when the model is additive). The
numerator is the conventional residual sum of squares, which is penalized by the
denominator that accounts for the increasing variance in case of increasing model
complexity, i.e., while largerQ.˛/ creates a smaller model with less number of BFs,
smaller Q.˛/ generates a larger model with more BFs. Using the LOF criteria, the
best model is chosen according to backward pass that minimizes GCV.

As briefly discussed so far, MARS uses two algorithms (forward pass and
backward pass), through which it tries to accomplish two tasks simultaneously: a
good fit to the data, yet a simple model. In CMARS, backward pass of MARS
is not employed; instead, PRSS with BFs is collected during forward pass and
penalty terms are added to the least squares estimation in order to control the LOF,
introducing an alternative point of view of the complexity and the stability of the
estimation. Therefore, PRSS summed up in forward pass stage of the MARS method
is in the following form:

PRSS WD
NX

iD1
.yi � f .xi //2 C

MmaxX

mD1
�m

2X

j˛jD1
˛D.˛1;˛2/T

X

r<s
r;s2Vm

Z

ˇ2m
	
D˛
r;sBm.t

m/

2
d tm;

(27.7)

where Vm WD f�mj j j D 1; 2; : : : ; Kmg is the variable set associated with the mth
BF Bm; tm D .tm1 ; tm2 ; : : : ; tmKm /

T denotes the vector of variables contributing
to the mth BF Bm; the parameters �m � 0 serve as penalty parameters .m D 1;

2; : : : ;Mmax/; and, finally,D˛
r;sBm.t

m/ WD @˛Bm
@˛1 tmr @

˛2 tms
.tm/ for ˛ D .˛1; ˛2/

T , j˛j WD
˛1C˛2, where ˛1; ˛2 2 f0; 1g: Then, the trade-off between accuracy and complexity
in this optimization problem is established through the penalty parameters �m, and
PRSS can be approximated as:

PRSS � �
�y �B.�

d/ˇ
�
�2
2

C
MmaxX

mD1
�m

.NC1/KmX

iD1
L2imˇ

2
m; (27.8)

where y WD .y1; y2; : : : ; yn/
T is the vector of responses, B.

�

d/ D .B.
�

d1/;B.
�

d2/;

: : : ;B.
�

dN //
T is an .N � .Mmax C 1// matrix, k : k2 is the Euclidean norm.



27 Modern Applied Mathematics for Alternative Modeling of the. . . 475

Rather than using distinct penalty parameters for each derivative in (27.8), solely
one penalty parameter (� D �m WD '2) can be used, and then PRSS becomes:

PRSS � �
�y �B.�

d/ˇ
�
�2
2

C �
�
�Lˇ

�
�2
2
; (27.9)

whereL is a diagonal ..MmaxC1/�.MmaxC1//matrix and ˇ is an ..MmaxC1/�1/
parameter vector that is estimated through the data points. Then the PRSS problem
turns into a classical TR problem with � > 0; � D '2, for some ' 2 R. The TR
problem stated in (27.9) can be handled by using CQP with an appropriate choice
of a bound

�

Z 2 R:

min
t;ˇ

t;

subject to
�
�y �B.�

d/ˇ
�
�
2

� t;

�
�Lˇ

�
�
2

�
p

�

Z:

(27.10)

It is important to point out that the values of
�

Z must be obtained through a careful
learning process. When the modern methods of continuous optimization techniques
are applied, the CQP can be expressed by the following basic notation:

minimize
x

cTx;

subject to kDix � d ik2 � pTi x � qi ; .i D 1; 2; : : : ; k/:
(27.11)

The parametrical upper bound
�

Z in a constraint of the CQP and the penalty
parameter � in the PRSS are associated, and the value for � can be found via TR.
This method of regularization employs a logarithmically-scaled efficiency curve
obtained by plotting the optimal solutions to problem (27.9) according to a large
(finite) number of parameter values, in the form of points in a coordinate scheme
with two axes, where one axis indicates the complexity and the other one is used for
the length of the residual vector. As a result of this regularization, an L-curve with
some ‘kink’ (corner) kind of a point on the efficiency boundary, which is regarded
to be the closest to the origin, is obtained. Then, this point is often chosen together
with the corresponding penalty parameter.

27.3 A Brief Insight into RT Equation and SMAC Algorithm

There are various numerical RT models that have been proposed during the last three
decades; however, this section does not aim to treat all these models in a detailed
fashion. Instead, RT equation, within the context of 6S model, and SMAC algorithm
are briefly introduced based on [45, 46, 49, 60, 61].

The top of atmospheric (TOA) signal measured by the sensor is seriously affected
by gaseous absorption, molecular scattering and aerosols. In addition, view zenith
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Fig. 27.1 Geometry of the
problem. 	s : solar zenith
angle, 	v : viewing zenith
angle, �' : relative azimuth
between the Sun and satellite
direction

angle (VZA) and solar zenith angle (SZA) also play a major role in determining the
effects of the atmosphere. If the zenith angle is far from nadir then the photon must
travel through a much larger portion of the atmosphere, and thus the chance of an
absorption or scattering event greatly increases.

6S model is the basic code underlying the MODIS atmospheric correction
algorithm, in which the surface/atmosphere bidirectional reflectance distribution
function is used in order to compute the surface reflectance. If �s is the spectral sur-
face reflectance of the Lambertian and uniform target, the TAO spectral reflectance
�TOA at the satellite level is expressed as

�TOA.	s; 	v;�'/ D Tg.O3;O2;CO2/

"

�R C .�RCA � �R/Tg.UH2O=2/

C TRCA
�s

1 � �sSRCA
Tg.UH2O/

#

;

(27.12)

where 	s and 	v are SZA and VZA, respectively, �' is relative azimuth between
the Sun and satellite direction, Tg refers to total gaseous transmission (for the
solar radiation, H20, CO2, O2 and O3 are the principle absorbing gases), �R is the
molecular scattering intrinsic reflectance, �RCA is the intrinsic reflectance of the
molecules and aerosols, TRCA is the transmission of the molecules and aerosols
and SRCA is the spherical albedo (the term 1��sSRCA takes the multiple scattering
between the surface and the atmosphere into account). The geometry of the problem
is illustrated in Fig. 27.1.

SMAC is a computationally fast and accurate technique for the atmospheric
correction of satellite measurements in the solar spectrum and it is based on the
parametrization of the RT equations. A separate equation for each of the atmo-
spheric interaction processes is defined and the coefficients of these equations are
adjusted to match an accurate RT model. For the minimization of the atmospheric
effects and the calculation of surface reflectance, relatively simple set of equations
are used in SMAC. The algorithm needs seven input variables: TOA reflectance
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(�TOA), SZA (	s), VZA (	v), relative azimuth angle (�'), aerosol optical depth
at 550 nm (�550), water vapor content of the atmosphere (uWV) and the ozone
content of the atmosphere (uO3). Then the surface reflectance �s is calculated by
the following equation:

�s.	s; 	v;�'/ D �
0

s

TGT .	s/T .	v/C S�
0

s

; (27.13)

where

�
0

s D �TOA.	s; 	v;�'/� TG�a.	s; 	v;�'/:

Here, TG is the gaseous transmittance of the atmosphere, T .	s/ and T .	v/ are the
total downward and upward atmospheric transmittances respectively, S refers to
the albedo of the land surface, and �a is the component of measured reflectance
produced by the atmosphere. Each of these new variables is calculated internally
by SMAC based upon other simple equations and a series of predefined coefficients
that are dependent upon the instrument used to acquire the reflectance data. SMAC
works on a pixel-by-pixel basis, computing the surface reflectance for each before
moving on to the next.

Despite its age, the primary reason why SMAC approach is still used by many
groups and projects lies in the simple fact that it can perform an atmospheric
correction in a short time. Real-time atmospheric correction of large datasets
collected by sensors with high-temporal resolution via detailed RT codes like 6S
is operationally impractical. To give an example, processing of a single MSG
(Meteosat Second Generation) subset containing 4.4 million pixels for each of the
three visible and near-infrared channels takes approximately 25 seconds of runtime
for SMAC, but more than 20 minutes for 6S. Although other correction techniques
that provide accurate results and are still significantly faster than 6S exist, like
QUAC, FLAASH or ATCOR, these are often commercial and provide little access to
the inner structure of the algorithm, whereas SMAC is free and open-source, which
means that anyone can use and modify SMAC to their own needs.

27.4 MARS and CMARS for the Local Atmospheric
Correction of MODIS Images

MODIS is the name of the two scientific instruments operated by NASA: one has
been on board to Terra satellite since 1999, and the other to Aqua satellite since
2002. The former passes from north to south across the equator in the morning,
whereas the latter passes south to north over the equator in the afternoon, and both
capture data in 36 spectral bands ranging in wavelength from 0.4 to 14.4$m at
varying spatial resolutions (detailed info on MODIS is available at http://modis.
gsfc.nasa.gov/).

http://modis.gsfc.nasa.gov/
http://modis.gsfc.nasa.gov/
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Fig. 27.2 RGB color composite MODIS image of the study area (22.04.2005-S4)

Five sets of images taken by Terra on 11.10.2001 (S1), 10.03.2002 (S2),
06.12.2003 (S3), 22.04.2005 (S4) and 13.01.2006 (S5) over European Alps are used
as data set (Fig. 27.2) and the calculations are performed for the 4th reflective solar
band (0.545–0.565$m).

Model training is carried out on S4, and model testing is performed on each set.
For model training, a training polygon (including cloud, snow, water, vegetation
and bare land cover types) is drawn and 10,000 random points are generated in this
polygon. Then, for each point, TOA reflectance value is extracted from Terra Level
1B product (MOD02HKM), while atmospherically corrected surface reflectance
value is obtained from Terra Level 2G product (MOD09GA), together with its
geographic latitude and longitude. For MARS modelling, the observation equation
has the following form:

2

6
6
6
6
6
6
6
6
6
4

y1
y2
:::

yk
:::

yN

3

7
7
7
7
7
7
7
7
7
5

D

2

6
6
6
6
6
6
6
6
6
4

ACSref .x1/
ACSref .x2/

:::

ACSref .xk/
:::

ACSref .xN /

3

7
7
7
7
7
7
7
7
7
5

C

2

6
6
6
6
6
6
6
6
6
4

"1
"2
:::

"k
:::

"N

3

7
7
7
7
7
7
7
7
7
5

; (27.14)

where ACSref .x/ is the model function estimated by MARS that gives the
atmospherically corrected surface reflectance with x D .�; �; �/T , where � and �
refer to the geographic longitude and latitude, respectively, � is the TOA reflectance
value given by MOD02HKM product, N is the total number of observations,
yk represents the atmospherically corrected surface reflectance value given by
MOD09GA product at location xk D .�k; �k; �k/

T , and "k is the measurement error.



27 Modern Applied Mathematics for Alternative Modeling of the. . . 479

For the MARS model building, Salford Systems MARS R
 Ver. 3 is used [33], and
the maximal model obtained in the forward pass stage has the following form:

BF1 D maxf0; � � 0:460874g;
BF2 D maxf0; 0:460874� �g;
BF3 D maxf0; � � 47:0316g � maxf0; � � 0:460874g;
BF4 D maxf0; 47:0316� �g � maxf0; � � 0:460874g;
BF5 D maxf0; � � 47:2438g;
BF6 D maxf0; 47:2438� �g;
BF7 D maxf0; � � 22:0669g � maxf0; 47:2438� �g;
BF8 D maxf0; 22:0669� �g � maxf0; 47:2438� �g;
BF9 D maxf0; � � 19:1247g � maxf0; 0:460874� �g;

BF10 D maxf0; 19:1247� �g � maxf0; 0:460874� �g;
BF11 D maxf0; � � 0:172034g;
BF12 D maxf0; 0:172034� �g;
BF13 D maxf0; � � 22:0642g � maxf0; � � 0:172034g;
BF14 D maxf0; 22:0642� �g � maxf0; � � 0:172034g;
BF15 D maxf0; � � 43:4389g � maxf0; 0:172034� �g:

After the backward pass, the final form of the MARS model is obtained with the
GCV value of 0.0049 and the adjusted R2 of 0.8913, and given as

Y D 0:681299C 1:39677� BF1 � 1:56786� BF2 � 2:85519 � BF3

� 5:85391� BF7 � 0:00163948� BF8C 0:0109712� BF10

� 0:14844� BF11C 16:8514� BF13 � 0:00966538� BF14

� 0:0495191� BF15:

For CMARS, all of the BFs obtained in the forward pass are used for the
formulation of PRSS in the form of a CQP problem, and then it is solved by using
MOSEK

TM
software [35]. The obtained CMARS model has the following form:

Y D 0:5043C 0:6372 � BF1 � 0:4603 � BF2 � 2:7299 � BF3 � 0:0776 � BF4

C 0:0038 � BF5C 0:0053 � BF6 � 5:5764 � BF7 � 0:0015 � BF8

� 0:0176� BF9� 0:104 � BF10C 0:4940� BF11� 0:6916� BF12

C 14:4283� BF13 � 0:0093 � BF14� 0:0257� BF15:
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Fig. 27.3 Images obtained by each model for S2 (10.03.2002): (a) MARS, (b) CMARS,
(c) SMAC, (d) MOD09GA

Table 27.1 RMSE values for
MARS, CMARS and SMAC

Test set MARS CMARS SMAC

S1 0.08296 0.08168 0.08629
S2 0.04618 0.04569 0.07150
S3 0.06505 0.06465 0.11834
S4 0.24085 0.24011 0.27556
S5 0.17004 0.16844 0.18680

TOA reflectance values of each test area are also corrected for atmospheric
effects by using SMAC algorithm. The necessary atmospheric parameters for
SMAC are retrieved from Terra Level 3 daily atmospheric product (MOD08D3).
Images constructed by each method for S2 can be seen in Fig. 27.3.

Performance of MARS, CMARS and SMAC methods is tested on the predefined
test polygon on each set against surface reflectance values of MOD09GA product
in terms of RMSE, and the results are given in Table 27.1.
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27.5 Concluding Remarks

In this chapter, MARS and CMARS methods are briefly discussed from an earth
science point of view, together with their novel application for the removal of
atmospheric effects on MODIS images. The main advantages of MARS and
CMARS are that they are nonparametric methods and can be applied without
prior assumptions about the underlying distribution. In addition, due to their space
partitioning and adaptive spline fitting characteristics, they do not require gridding
and large amounts of data with large gaps can be handled.

The results obtained by both methods are also compared with the results of
SMAC algorithm, simplified version of a conventional RT model, 6S. Even though
CMARS seems to perform slightly better than MARS, it is more model-based and
uses the advantages of modern techniques of continuous optimization, especially
CQP. On the other hand, according to the test results, both MARS and CMARS
significantly outperform SMAC. One interesting finding of the preliminary results
is that although the model is trained on a single image (S4) and then applied on each
test area, the obtained MARS and CMARS models have better performances than
SMAC, which should be investigated further.

Within the light of the preliminary results, MARS and CMARS seem to be
alternative tools for atmospheric correction and can also be utilized for other
problems related with different research areas in earth sciences. The future work will
focus on the application of MARS and CMARS, as well as the new RCMARS [41]
(Robust CMARS: the refined version of CMARS by applying robust optimization
technique in order to cope with data uncertainty), on larger data sets with different
wavelength bands in order to analyze their performances in a more detailed manner.
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Chapter 28
Modeling Ethanol Investment Decisions

C.-Y. Cynthia Lin

28.1 Introduction

Recently the support of biofuel production has been a politically sensitive topic.
Politicians have pushed for support for fuel ethanol production as an environmen-
tally friendly alternative to imported oil, as well as a way to boost farm profits and
improve rural livelihoods. Several government policies actively promote ethanol
production via tax incentives and mandates, and these policies are blamed for rising
food prices around the world [14]. It is important to understand the factors that have
motivated the significant local investments in the ethanol industry that have been
made since the mid-1990s both in the U.S. and worldwide.

Fuel ethanol has been in use in the United States since the time of the Model T
Ford (the original flex-fuel vehicle), and while the United States passed Brazil in
ethanol production in 2005, today ethanol is mostly relegated to status as a gasoline
additive. The first US ethanol boom began as a result of the oil embargoes in
1973 and 1979. The desire for more energy self-sufficiency, the resulting legislation
(in the form of federal income tax credits and blender’s credits that continue today),
and the phase out of leaded gasoline led to the construction of 153 new plants by
1985 [4]. These plants were tiny by today’s standards, with an average capacity of
eight million gallons per year, and by 1991 only 35 were still operational due to
poor business judgment and bad engineering [4, 18].

The second US ethanol boom began in the mid-1990s and hit full-stride by the
early 2000s. Several factors contributed to this most recent boom. The Clean Air
Act of 1990 mandated use of oxygenates in gasoline, of which ethanol is one, and
the subsequent phase out and ban of MTBE as additive beginning in the late 1990s
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further increased demand for ethanol. Additionally the Renewable Fuel Standards
of the Energy Policy Act of 2005 mandated ethanol production floors beginning
in 2007, which rise to 36 billion gallons per year in 2033. Over this time period,
the number of ethanol plants rose from 35 plants in 1991, to 50 in 1999, to 192 in
September of 2010 for a total capacity of 13 billion gallons per year.

In addition to the policy and demand-side contributors to the recent ethanol
boom, this new industry growth has been accompanied by changes in plant
management and technology. Most significantly, the average capacity of plants in
our focus region was 62 million gallons per year in 2008 up from 8 million gallons
per year in 1985. In the mid-1990s the industry began designing more efficient
plants, which use natural gas instead of coal as fuel [4]. Ownership is also shifting
to streamlined corporate owners with multiple plants. Historically, farmer-owned
plants had a large share of the market, though by 2007 only 11 % of new capacity
was farmer owned, while the largest five corporations had 42 % of capacity in
2008 [6].

This recent boom, in addition to industry changes in technology and ownership
structure, beg an analysis of investment decisions. Most ethanol plants use corn
as a feedstock, and thus are located in the Midwestern United States, where the
majority of the corn in the US is grown; these plants are the focus of our study.
Since biofuels have been touted as a way to enhance profits in rural areas, where
grain prices have remained stagnant over time, it is important to determine what
factors affect decisions about when and where to invest in building new ethanol
plants. In [11], we model this decision in this paper using both reduced-form and
structural models.

Even when excluding the U.S., which was the country with the largest fuel-
ethanol production in 2009, the fuel-ethanol industry has been growing rapidly in the
rest of the world (ROW). Ethanol-producing countries in the ROW include Brazil,
Canada, China, and Thailand, as well as countries in Europe. There are 191 fuel-
ethanol plants in the ROW, which is a little more than in the U.S., and 82 % of them
were built after 2005. In [12,13], we estimate a model of the investment timing game
in ethanol plants worldwide that allows for the choice among different feedstocks.

In Europe, 20 countries have fuel ethanol production and most of the fuel
ethanol plants were built after 2000. The development of European biofuel is
based on two Directives: the Renewable Energy Directive (RED) of 2003/30/EC
sets indicative targets of 2 % renewable fuels in transport by 2005 and 5.75 % by
2010 but is not legally binding, and the RED of 2009/28/EC is made mandatory
and therefore legally binding. The main policies fuel ethanol policies in Europe
include a tax credit, a blending mandate and R&D support. Most of the policies
were implemented after 2003. Empirical research shows that the effects of policies
for the U.S. fuel ethanol production are positive [9, 11, 17], however, whether the
stimulation effects of the government policies play the same role in Europe is not
yet clear, especially for the different varieties of feedstocks.

There is a related literature on food manufacturing location decisions which
begins with a basic model of determinants of manufacturing establishment growth.
One example is Goetz’s [7] analysis of the determinants of rural food manufacturing
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establishment growth. He considers the effects of the following factors: access to
output markets, labor force composition and quality, transportation infrastructure,
government intervention, and availability of raw materials. In his model, location
decisions involve a two-step process where regions are first chosen for broader
consideration, and then the choice is narrowed within each region.

The decision to build a fuel ethanol plant involves a dynamic decision-making
process. Investors have to consider the entire stream of per-period payoffs from
now into the future. Because values of the state variables can change over time,
for example if ethanol and feedstock prices change, or if there is a chance that
neighboring plants might be constructed and start production, there is an option
value to waiting that makes the decision dynamic rather than static.

When the decision of an investor is affected by neighbors’ investment decisions,
it becomes a more complicated decision-making problem. There are two types of
effects that add a strategic (or non-cooperative) dimension to the potential entrants’
investment timing decisions. The first type of effect is a competition effect, which
arises if there is more than one ethanol plant located in one region so that these plants
compete in feedstock supply when they choose the same feedstock or compete
in local fuel ethanol market given limited demand. The competition effect deters
ethanol plants for entering in regions where there are other ethanol plants already
present. The second type of effect is an agglomeration effect: if there are several
ethanol plants located in the same region, the existing plants may have developed
transportation and marketing infrastructure and/or an educated work force that new
plants can benefit from. The agglomeration effect induces an ethanol plant to locate
near other plants, since a fuel ethanol plant benefits from the existence of other
plants. Owing to both competition and agglomeration effects, the dynamic decision-
making problem faced by the potential ethanol plants is not merely a single-agent
problem, but rather can be viewed as a non-cooperative game in which plants behave
strategically and base decisions on their neighbors’ strategies.

There are few studies that specifically address the location determinants of
ethanol plants in the United States and this is the first that econometrically models
the entry location decision. Sarmiento and Wilson [17] use a cross-sectional discrete
choice model to analyze agricultural characteristics and spatial dimensions that
determine plant location. Similarly, Lambert et al. [9] use a cross-sectional discrete
choice model spatial clustering to look at factors that affect the presence of
ethanol plants and proposed plants in a given county, and also isolate clusters
that may attract investment. Finally, Haddad et al. [8] model state-by-state spatial
determinants of plant location, and find significant differences across states.

While these studies analyze similar factors as Goetz [7], they are cross-sectional
and so cannot address investment timing decisions and thus only focus on location
determinants, providing a starting point for our analysis as far as identifying
potentially important exogenous factors. However, the results of these studies are
not always qualitatively similar because of the different empirical specifications
and regional foci. For example, the first two studies find that access to corn is an
important location determinant. However, Haddad et al. [8] do not find access to
corn significant, though they note that following location theory (see [7]), firms
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might choose a region with a lot of corn, and in the second stage will make their
location decision based on other factors; this two-stage decision-making process is
why they find differences in location determinants across states.

None of the studies adequately addresses the potential competition between
plants in the location decision. Haddad et al. [8] do not include potential spatial
competition between plants as an explanatory variable, perhaps since most com-
peting plants are not located in the same county. Lambert et al. [9] include plants
established before 2000 as an explanatory variable and find a negative impact on
new plants and announcements between 2000 and 2007, though there is no analysis
of spatial relationship or relative timing on those (potential) entrants. Sarmiento
and Wilson [17] employ a cross-sectional model of plant location with a spatially
lagged dependent variable in order to estimate the competitive effect between plants.
They find a large negative effect of a nearby plant on the probability of another
plant locating nearby, and furthermore, that this effect decreases with distance.
It is important to note however that these competitive effects only describe the
relationship between existing plants; neither of these models has a time element
and without panel data it is not possible to analyze the effect of competition on
entry.

This article reviews some of the papers my co-authors and I have written
analyzing what factors affect the decision to invest in building new ethanol plants
using a dynamic structural econometric model of the investment timing game. This
work improves upon the previous literature by estimating a dynamic model with
panel data, and by directly estimating the effect of covariates on the investment
decision itself. The results of my research will help determine which policies and
factors can promote fuel-ethanol industry development.

28.2 Theoretical Model

We model whether or not there is an investment in an ethanol plant i in county
k in year t . Investment in an ethanol plant is irreversible and, in each year t , all
investment decisions are made simultaneously. Iikt is an indicator of whether there
is an investment in a new ethanol plant i in county k in year t .

Because the profits from investing in building a new ethanol plant depend
on market conditions such as feedstock price that vary stochastically over time,
a potential entrant that hopes to make a dynamically optimal decision would
need to account for the option value to waiting before making this irreversible
investment [3]. The dynamic decision-making problem faced by a potential entrant
is even more complicated when its profits are affected not only by exogenous market
conditions, but also by the existence or potential entry of nearby plants.

The covariates Xkt describe the state of the input and output markets. The state
variable akt is the number of other plants in the county. The investment decision
in each county k in year t depends on the state of the county ˝kt D .akt; Xkt/

through its effect on the profits from investing. The state variables akt andXkt evolve
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according to a first-order Markov process and summarize the direct effect of the past
on the current environment.

The profit from investing in an ethanol plant in year t is denoted by �.akt; Xkt/,
which is the expected revenue from the plant minus the expected costs. The value
function for a potential entrant i in county k in period t can be written as:

V.akt; Xkt/ D maxf�.akt; Xkt/; ˇV
c.akt; Xkt/: (28.1)

The payoff will depend on whether the potential entrant decides to wait and not
build an ethanol plant in year t , indicated by Iikt D 0, or to build an ethanol plant,
indicated by Iikt D 1. If the potential entrant chooses to build an ethanol plant in
year � , he will receive the payoff �.akt; Xkt/. If the potential entrant chooses not to
invest at time t , then he receives the discounted continuation value ˇV c.akt; Xkt/,
where ˇ is a discount rate, and V c.akt; Xkt/ is the continuation value to waiting.
Whether or not there is a new investment depends on which of these options yield
the highest payoff in that particular period.

The continuation value V c.akt; Xkt/ is the expected value of the next period’s
value function, conditional on not building an ethanol plant in the current period,
and is given by:

V c.akt; Xkt/ D E ŒV.ak;tC1; Xk;tC1/jakt; Xkt; Iikt D 0� : (28.2)

There will be a new investment in an ethanol plant i in county k in year t if the
profits from the investment are greater than the continuation value from waiting.

The state variable akt represents the strategic interactions among plants. Plants
located nearby have the potential to create positive and negative externalities for
entering plants. In terms of positive externalities, such as agglomeration effects,
there could be benefits for a new plant from taking advantage of the transportation
or marketing infrastructure or the educated work force already developed by an
existing plant (see e.g., [5, 7, 9]). In terms of negative (pecuniary) externalities,
plants could compete in both the output and input markets. For example, Sarmiento
and Wilson [17] explain that their estimated negative competitive effect is due
to competition in feedstock procurement. If corn markets are localized a shift in
demand from a new plant could cause increased prices.

The state variables in Xkt model the expected profits from the sale of ethanol,
which include variables describing prices in the output market as well as the costs
of production.

28.3 Econometric Methodology

In [11], we first estimate a reduced-form discrete choice model by regressing the
probability of investment in an ethanol plant on the covariates using a fixed-effects
logit model. It is logical to begin with the fixed-effects model since unobservable
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county characteristics might explain their ability to attract investment in an ethanol
plant. The major advantage of a fixed-effects model is the addition of the county-
specific effect. This allows us to control for unobservable county traits, such
as openness to or promotion of business, that remain fixed over time. This is
particularly important since the resolution of our data is not ideal and some variables
are not observed at the county level. We next specify the strategic variable, other
plants, as capacity instead of count. We hypothesize that larger or smaller competing
capacities could have different effects. Third, we group the competing plants by
type: singlets (plants that have no sister plant with the same owner), ethanol-
only firms, and conglomerates. We hypothesize that different types of operators
may produce different externalities (either positive and negative) towards potential
entrants. We estimate a fourth model using entry of different type of plant (singlet,
ethanol-only, and conglomerate) as the dependent variable in a pooled multinomial
logit model.

In [11], we follow up the reduced-form models of investment in an ethanol plant
with a structural model. We use a structural model for several reasons. First, it
is interesting to estimate the effect of the state variable the expected payoff from
investing in an ethanol plant. In the reduced-form model, we estimate the effect
of these variables on the probability of investment. Second, the structural model
makes it possible to estimate the strategic interaction between different regions
that produce corn and could invest in ethanol plants. Thirdly, the structural model
explicitly models the dynamic investment decision, including the continuation value
to waiting. In contrast, the reduced-form model only estimates the per-period
probability of investment.

As explained by Reiss and Wolak [16], a structural econometric model is one
that combines economic theory with a statistical model, enabling us to estimate
structural parameters. Incorporating firm dynamics into structural econometric
models enhances our understanding of behavior and also enables us to estimate
structural parameters which have a transparent interpretation within the theoretical
model that frames the empirical investigation [1].

Dynamic discrete choice structural models are useful tools in the analysis of
economic and social phenomena whenever strategic interactions are an important
aspect of individual behavior. In the ethanol market, because a firm’s costs and
market demand hinge on the structure of market, a firm’s decision depends on its
conjecture about competitors’ behavior. This type of model assumes agents are
forward looking and maximize the expected discounted value of the entire stream of
payoffs. Agents are assumed to make decisions based only on historic information
directly related to current payoffs, and history only influences current decisions
insofar as it impacts a state variable that summarize the direct influence of the past
on current payoffs.

Recent papers have developed techniques for estimating dynamic games between
multiple agents. Pakes et al. [15] illustrated a dynamic entry/exit game where the
structural parameters could be estimated semi-parametrically. Bajari et al. [2] added
to this literature by describing the estimation of the parameters in a dynamic game
with continuous control variables.
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In [11], we estimate a model of the investment timing game in corn ethanol
plants in the United States. This model follows my previous work estimating a
structural econometric model of the multi-stage dynamic investment timing game
in offshore petroleum production [10], which is based on an econometric model
developed by Pakes et al. [15]. In Lin [10], I build on the work of Pakes et al. [15]
on discrete games of entry and exit by examining sequential investments with a
finite horizon. The econometric estimation technique takes place in two steps. In the
first step, the continuation value is estimated nonparametrically and used to form the
model’s estimate of the investment probabilities. In the second step, the investment
probabilities predicted by the model are matched with the empirical investment
probabilities in the data using generalized method of moments.

In [12, 13], we estimate a model of the investment timing game in ethanol plants
worldwide that allows for the choice among different feedstocks. This research
differs from previous studies of the investment and location of ethanol plants
because it models the decision as a dynamic one rather than a static one, because
it allows for the choice among multiple feedstocks rather than just one feedstock
such as corn, because its strategic framework allows the estimation of strategic
interactions among plants, and because it uses international data rather than data
from the U.S.

28.4 Conclusions

The results of both the reduced-form and structural estimation in [11] indicate that
there is an important strategic component to investment in ethanol plants. This net-
negative effect may be due to localized competition, though we also find that plant
identity matters as far as the strength and sign of this effect. We cannot explore the
plant identity question (or exit) more in our current framework, but this is subject of
ongoing work.

In [11], we also find that intensity of corn production is important in determining
local investment in both models. Corn is bulky and transportation is not cheap, so it
is beneficial for plants to locate where they have good access to feedstock.

In [11], we find mixed results of the effects of input and output prices across the
different models and specifications. This inconsistency is potentially due to the data
resolution, which, at state and national level, is not ideal. That said, we were still
able to find some effect of prices indicating that (1) they do matter, and (2) even
with less than ideal data source, our model is strong enough to tease out some of
these effects.

In [11], we also find mixed results of the policy variables. In the reduced-form
specification, we find that the state producer tax breaks are important, and the
MTBE ban is significant in the structural model. The differences here may be due
to the models themselves. The MTBE ban affects the market via increased ethanol
demand and higher expected prices; thus in the structural model it leads to increased
expected profits from investment. The producer support/tax break only applies to
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some plants, and only to some of the production, so we may not have identified this
effect in the structural model, where the profit function is the same for each county.
Further analysis of the effects of policies on investment in ethanol plants is subject
of ongoing work.

In [12, 13], we first construct a dynamic discrete choice model for a potential
fuel ethanol plant in which the investor maximizes its present discounted value of
its entire stream of payoffs, and in which the decisions of other plants in the same
local market affect an investor’s decision.

The innovative features of our model are the consideration of interactions
between fuel ethanol plants and the dynamic decision making framework. Once the
dynamic decision making process has been fully described, the effects of economic,
policy and strategic variables on profit can be estimated through a semiparametric
approach.

Our results in [13] show that the potential investor considers various exogenous
conditions: higher ethanol prices, gasoline prices, plenty of feedstocks and govern-
ment support are very helpful to improve the profits, while a high natural gas price
would harm the profits although some of the coefficients on natural gas are not
significant. The negative competition effects of livestock vary across the choices of
feedstocks. There is a negative effect on profits for all types of fuel ethanol plants
which come from existing plants. In addition, the strategic interactions resulting
from competition and agglomeration effects from other potential entrants are not
obvious.

Thus, according to our results, we find that, in the United States, competition
between plants is enough to deter local investments. We also find that availability of
feedstock is important in determining plant location. We also find that in the United
States state producer tax credits and the federal MTBE ban have a positive effect
on ethanol investment [11]. In Europe, competition between plants deters local
investments and ethanol support policies encourage investments [13]. In Canada,
competition between plants is enough to deter local investments, the availability
of feedstock is important in determining plant location, and the effects of policy
support for wheat-based plants are significant [12].
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Chapter 29
Ethanol and Distiller’s Grain: Implications
of the Multiproduct Firm on United States
Bioenergy Policy

Charles B. Moss, Andrew Schmitz, and Troy G. Schmitz

29.1 Forward

The use of corn for ethanol production has spawned considerable debate. There
is little agreement among economists as to whether U.S. ethanol policy generates
a welfare net loss or welfare net gain to society [16]. In modeling the impact
of ethanol policy, there are several key components, including, for example, the
impact of increased ethanol output on gasoline prices. If the impact is positive,
the benefits from ethanol policy exceed the costs, but the reverse can be true if
the impact is small or nonexistent [15]. More recently, the potential effect of an
ethanol byproduct (distiller’s grain) has become increasingly important. According
to Dennis Conley “We’re set on ethanol as the product and distiller’s grain as the
byproduct, but that could shift. Distiller’s grain may become the product and ethanol
the byproduct” [2]. Given that the ethanol process removes nutritional content from
the corn in the process of creating ethanol, the primary profit center for distillers
will likely continue to be ethanol. However, the potential value of distiller’s grain
undoubtedly affects the profitability of ethanol producers. This chapter incorporates
some of the effects of distiller’s grain into the benefit-cost of ethanol policy. It is
possible that some of these considerations may yield a benefit-cost ratio greater
than one if that is not already the case in the absence of distiller’s grain.

The evolution of bioenergy policy over the past two decades has led to a variety
of studies into the effects of ethanol on U.S. agriculture, food supply, and energy
markets [17]. The growing consensus is that the Volumetric Ethanol Excise Tax
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Table 29.1 Prices relative to the price of corn and quantity of dry distiller’s grain

Relative prices (to cwt of corn) DDGS
Produced

Market year DDGS Sorghum Barley Ethanol Gasoline (mil metric ton)

1981/82 1.6311 0.8982 1.1573 1.9052 1.1237
1982/83 1.5938 0.9685 0.9974 1.8758 1.0294
1983/84 1.4836 0.8531 0.8977 1.3622 0.7552
1984/85 1.0016 0.8837 1.0158 1.6972 0.8952
1985/86 1.3954 0.8664 1.0359 1.5957 0.7628
1986/87 2.1630 0.9147 1.2522 2.0938 1.0236
1987/88 2.0026 0.8775 1.0885 1.6273 0.7878
1988/89 1.5542 0.8929 1.2861 1.3614 0.6531
1989/90 1.4543 0.8898 1.1963 1.5088 0.8008
1990/91 1.5518 0.9309 1.0950 1.6108 0.9139
1991/92 1.4583 0.9475 1.0338 1.5575 0.7551
1992/93 1.6493 0.9144 1.1498 1.6243 0.8308 1.2
1993/94 1.3864 0.9251 0.9287 1.3169 0.6272 1.6
1994/95 1.3130 0.9416 1.0479 1.4423 0.7083 1.0
1995/96 1.3490 0.9835 1.0406 1.1249 0.5891 0.2
1996/97 1.4442 0.8617 1.1796 1.2200 0.6010 0.5
1997/98 1.2186 0.9103 1.1427 1.2579 0.5339 0.8
1998/99 1.2290 0.8573 1.1907 1.4036 0.7373 1.0
1999/00 1.2292 0.8615 1.3654 1.8603 1.3577 0.9
2000/01 1.2202 1.0201 1.3306 2.4128 1.4366 1.6
2001/02 1.1398 0.9836 1.3147 1.5741 1.0648 2.0
2002/03 1.0631 0.9993 1.3678 1.5207 1.1667 4.3
2003/04 1.3358 0.9858 1.3643 1.8725 1.3431 6.1
2004/05 1.0324 0.8672 1.4045 2.3379 2.1294 7.3
2005/06 1.1983 0.9324 1.4758 3.6027 2.7253 9.5
2006/07 1.0046 1.0832 1.0938 2.1023 1.8920 13.2
2007/08 1.0435 0.9707 1.1167 1.6411 1.8644 20.5
2008/09 0.8068 0.7890 1.5431 1.2322 1.1161 25.6
2009/10 0.9136 0.9070 1.5315 1.4651 1.6649 32.0
2010/11 1.0099 0.9686 0.8694 1.4144 1.5086 33.2
2011/12 0.9129 0.9630 1.0035 1.0954 1.3242

Source: Author’s computations using data from the USDA’s Feed Grains Yearbook [20], http://
www.ers.usda.gov/data-products/feed-grains-database/feed-grains-yearbook-tables.aspx

Credit (VEETC) which expired in 2012 led to significant distortions; however,
these distortions were complicated by agricultural policies that were slated to expire
at the beginning of 2012. Thus, several studies suggested that the VEETC be
replaced with a mandated minimum blend ratio [4–6]. In 2012, a drought in the
United States further complicated the policy debate by increasing corn prices to
historic levels. The resulting pressure on food prices, primarily through increases
in livestock prices, spurred a debate pitting bioenergy goals against food security.
Table 29.1 presents the prices for dried distiller’s grains (DDGS), grain sorghum,

http://www.ers.usda.gov/data-products/feed-grains-database/feed-grains-yearbook-tables.aspx
http://www.ers.usda.gov/data-products/feed-grains-database/feed-grains-yearbook-tables.aspx
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Fig. 29.1 Price and quantity
of dry distiller’s grains

barley, ethanol, and gasoline relative to the price of corn along with the quantity of
DDGS marketed in each crop year. These data indicate that 9:5 million metric tons
of distiller’s grain was sold in the United States in the 2005/2006 market year. This
quantity increased almost 3:5 times, to 33:2 million metric tons in the 2010/2011
market period. During this period of expansion, the relative price of distiller’s grains
was close to one. These results are graphically depicted in Fig. 29.1.

29.2 Market for Distiller’s Grain

In earlier work by Schmitz et al. [15] on the benefits and costs of U.S. ethanol
policy, the price of distiller’s grain, along with the quantity used, was assumed to
be zero. However, this is no longer the case. “Distiller’s grain, once regarded with
about as much excitement as leftover mashed potatoes, is becoming an increasingly
important part of sales from ethanol production” [10]. Ethanol plants are selling
distiller’s grain, a byproduct of ethanol production, to domestic and international
customers. Every one bushel of corn processed yields about 2:8 gallons of ethanol
and 17 pounds of distiller’s grain [19]. In 2011, ethanol accounted for 27:3% of
corn usage; in 2012, 5 billion bushels of corn were converted to ethanol, with 1:547
billion bushels of ethanol byproducts used as livestock feed [12].

As an important ethanol byproduct, distiller’s grain is used for different products,
such as high-protein, high-energy feedstock (dairy, beef, swine, poultry, and
aquaculture industries); fertilizers; and weed inhibitors. Distiller’s grain is sold as
dried distiller’s grains (DDG), wet distiller’s grains (WDG), and distiller’s grains
with solubles (WDGS or DDGS). The use of DDGS for livestock feed has become
more important over time (see Table 29.1). In general, DDGS provides both a source
of energy and proteins.
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Table 29.2 Livestock ration data

Swine

Dry Crude Crude Poultry Digestible DE ME TDN
Feed Matter Protein Fiber Ca P ME Protein (kcal/kg) (kcal/kg) (%)

Alfalfa hay 92.2 16.7 25.8
Barley grain 89.0 11.0 5.5 0.03 0.36 2,640 8.2 3,120 3,040 70
Corn grain 89.0 8.5 2.2 0.02 0.28 3,350 7.0 3,488 3,275 79
Sorghum grain 89.0 11.0 2.0 0.04 0.29 3,250 7.8 3,453 3,229 78
Wheat grain 89.0 12.7 3.0 0.05 0.36 3,071 11.7 3,520 3,277 80
Corn distiller’s 92.0 26.9 4.0 0.35 1.37 2,932 16.1 3,300 2,976 75
grain
Cottonseed meal 92.5 50.0 8.5 0.16 1.01 2,150 45.0 3,018 2,569 68
Soybean meal 89.0 44.0 7.0 0.29 0.65 2,230 41.7 3,300 2,825 75

Source: Kellems and Church [13]

The use of distiller’s grains continues to expand and partially replace corn and
soybean meal in the U.S. feed market. DDGS [distiller’s grain] can supply both
energy and protein in livestock and poultry rations, but use may be limited due to
nutritional or price considerations [8, p. 2]. The usefulness of DDGS is limited by
the removal of starches for the production of ethanol and by the fact that the proteins
created are basically identical to those found in raw corn:

DDGS is considerably lower in carbohydrates than corn (because the starch
has been fermented into ethanol); however, the other components (fat, protein,
fiber, ash) are increased three- to four-fold compared with the original grain. The
higher fat content of DDGS (9–10 %) tends to offset its higher fiber content,
resulting in DE [digestible energy] and ME [metabolizable energy] values that are
comparable to those of corn. The protein is poor in quality because the amino acid
makeup is not greatly different from that of corn. Growing-finishing pigs can handle
diets containing 20–30 % DDGS without any depression in growth performance,
provided that the diets are formulated properly [13, pp. 259–260].

The demand for DDGS for livestock production is dependent on the nutritional
characteristics of the byproduct, compared to alternatives, including corn. As
depicted in Table 29.2, the crude protein in DDGS is over twice that in corn, but the
digestible energy for swine is 5% lower. While the process reduces the digestible
energy, the energy available from DDGS is still higher than that available from
barley, but somewhat less than that available from grain sorghum.

The livestock ration model represented an early mathematical programming for-
mulation developed in agricultural economics [14]. In these formulations producers
(i.e., feedlots, dairy producers) select that set of feed stuffs (x) given a set of prices
for each feed stuff (w) to minimize the cost of feed subject to a set linear technical
coefficients (A)
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Fig. 29.2 Change in demand
from change in quality

min
x

w0x
Ax � b

)

H)
n
x�
k .w; A; b/ (29.1)

which results in a derived demand curve for each feed stuff (x�
k .�/). As one feed stuff

(i.e., DDGS) becomes cheaper relative to another feed stuff (i.e., corn), producers
use more of the cheaper feed stuff subject to the technical coefficients.

While distiller’s grain is a good bypass protein (protein which is not degraded in
the rumen also referred to as undegradable intake protein) source for animal feed, it
can be a challenge due to feeding and storage management issues [11]. For instance,
feed rations may only require from 8 to 15 pounds of wet distiller’s grain per cow
on a daily basis, so for a herd of 50 cows, that is 400–750 pounds daily. Also, most
ethanol plants will only sell distiller’s grain in 50;000-pound truck loads.

Distiller’s grain with solubles (WDGS or DDGS) is the most economically
valuable byproduct of distiller’s grain, with DDGS being the more prominent.
WDGS is usually limited to large farms because it has a short shelf life (less
than 1 week) due to its moisture content, and is only shipped by truck in large
quantities. DDGS, on the other hand, has a long shelf life, which allows it to be
stored for months in storage facilities, including silos. Distiller’s grain prices tend
to follow corn and soybean meal prices and are quoted in dollars per ton [7]. A
2011 USDA/ERS report found that in the United States, 1 metric ton of DDGS can
replace 1:22 metric tons of corn and soybean meal, with DDGS now surpassing
soybean meal as the No. 2 feed stuff [3, 9].

Consider Fig. 29.2 where the price of distiller’s grain is plotted against a quality
index. At time t , the quantity of corn x produces y of distiller’s grain at a quality
index of A. This generates a zero price in the distiller’s grain market. For a quality
index of B , the price of distiller’s grain at time t C 1 the price of distiller’s grain
becomes p1. For a quality index of C at time t C 2 the price of distiller’s grain
becomesp2. The supply curveSD is upward sloping. The total revenue for x amount
of corn producing y of distiller’s grain is p2y given a quality index of C . For a
quality index of B the total revenue for the sale of y of distiller’s grain at price P1
is p1y.
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Fig. 29.3 Market for
distiller’s grain

The market for DDGS is depicted graphically in Fig. 29.3. The initial supply
of DDGS is depicted as SDDGS while the initial demand for DDGS is depicted as
DDDGS (i.e., the market clearing price and quantity in the 2005/2006 market year).
As ethanol production increased, the supply of DDGS shifts outward to S 0

DDGS . This
outward shift in the supply of distiller’s grain results in a reduction in the quantity
of corn usable for livestock feed. This results in an increase in the price of corn
and contributes to an outward shift in the demand for distiller’s grain to D0

DDGS .
Together these shifts imply a slight reduction in the relative price of distiller’s grain
(i.e., relative to corn prices) and an increased quantity demanded of distiller’s grain.
From a benefit-cost ratio perspective, the producer surplus from the production of
distiller’s grain increases from abc to def . This increase in producer surplus is
affected by improvements in the quality of distiller’s grain.

29.3 Production, Byproducts, and the Multiproduct Firm

The change in the markets for distiller’s grain has significant implications for the
supply of ethanol. Several studies have recognized the possible consequences of
byproducts, namely distiller’s grain, on the production of ethanol.

As one bushel of corn produces 2:8 gallons of ethanol and 31% of the value of
corn is returned to the market in the form of byproducts, a tax credit of 51 ç/gal.
translates into approximately a $2.04/bu. increase in the corn price [5, p. 477].
The notion implicit in this quote is that if the VEETC is set so as to make ethanol
production economically profitable, then any profits to the sale of the byproducts
is pure profit. Attempting to interpret this quotation we assume that profit can be
computed as

� D p1q1 C p2q2 � pcqc � w0x (29.2)
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where � is the profit,p1 is the price of ethanol, q1 is the quantity of ethanol,p2 is the
price of distiller’s grain, q2 is the quantity of distiller’s grain, pc is the price of corn,
qc is the quantity of corn, w is the price of other inputs (i.e., energy and labor), and
x is the level of those inputs. Following the quotation, we assume that each bushel
of corn yields 2.8 gallons of ethanol. In addition, we assume that p2q2 D 0:31pcqc .
Thus, Eq. (29.1) becomes

� D 2:8p1qc C 0:31pcqc � pcqc � w0x

) �

qc
D 2:8p1 C 0:31pc � pc � w0x� (29.3)

where x� denotes the normalized input use (i.e., the level of other inputs used per
bushel of corn processed into ethanol). Imposing a zero-profit condition implies a
break-even price of corn ( p�

c ) of

p�
c D 2:8p1 � w0x�

1 � 0; 31
D 2:8p1 � w0x�

0:69
: (29.4)

Following de Gorter and Just

p�
c � pc D 2:8.p1 C �/ � w0x�

0:69
D 0:24 (29.5)

where pc is the market price for corn and � is the VEETC.
This study reformulates the simple profit function presented in Eq. (29.1) as

�.p;w/ D max
x;y

� w0x

s.t h.y; x/ D 0 (29.6)

where �.p;w/ is the profit function, p D .p1 p2/
0 is the vector of output prices,

q D .q1 q2/
0 is the vector of outputs, w D .w1.D pc/ w2 � � � / is a vector of input

prices with the first input price being the price of corn, x D .x1.D qc/ x2 � � � /0 is a
vector of inputs with the first input being the level of corn purchased, and h.y; x/ is
the multiproduct production function. The tradeoff between output levels is typically
represented in the production possibility frontier (h.y; Nx/), constructed by fixing the
input levels ( Nx) as depicted in Fig. 29.4. Maximizing profits holding the input level
constant yields

d� D p1dy1 C p2dy2 D 0 )

8
ˆ̂
<

ˆ̂
:

dy1
dy2

D �p2
p1

dy1
dy2

D
@h.y;Nx/
dy2

@h.y;Nx/
dy1

: (29.7)

Raising the price of one of the inputs (in this case the price of ethanol by the level
of the VEETC (�)) rotates the price line, yielding an increase in the production of
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Fig. 29.4 Production
possibility frontier

Fig. 29.5 Production
possibility frontier with
increased inputs

ethanol from y�
1 to Qy1 and decreasing the level of distiller’s grain from y�

2 to Qy2. Of
course, this analysis assumes that the level of inputs is held constant. Actually, as
the price of ethanol increases, additional resources will be drawn into production.
Figure 29.4 depicts the scenario where the production process exhibits constant
returns to scale for all inputs. In this case the level of inputs used increases from
Nx to Qx.

A key point in our discussion is related to the specification of the multiproduct
production function and the relationship between the specification of the production
function and the shape of the production possibility frontier. Specifically, the shape
of the production possibility frontier depicted in Fig. 29.5 implies that the relative
output level changes as output prices change

Qy�
1

y�
2

>
y�
1

y�
2

: (29.8)

Figure 29.6 presents a slightly different specification, such that the combination of
outputs is determined by a fixed-ratio technology. This technology more closely
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Fig. 29.6 Fixed proportion
production possibilities
frontier

resembles the production of distiller’s grain in combination with ethanol. Once the
optimal level of ethanol has been determined, the optimal level of distiller’s grain to
be produced is fixed

y1

y2
D 	 ) y2 D y1

	
: (29.9)

The firm’s profit function presented in Eq. (29.6) can then be rewritten as

�.p1; p2;w/ D max
y1;x

�
p1 C p2

	

�
y1 � w0x

s.t y1 � h1.x/ D 0

)

H) max
x

�
p1 C p2

	

�
h1.x/ � w0x

(29.10)

or the economic decision is based on the total sales which is proportional to the level
of ethanol produced.

The mathematical formulation in Eq. (29.10) allows the analysis of a variety of
scenarios that may be relevant for ethanol policy. As a first example, we assume
that distiller’s grain has a zero price. In this case, the first-order conditions for profit
maximization are

xj

�

p1
@h1.x/

@xj
� wj

�

D 0

p1
@h1.x/

@xj
� wj � 0 (29.11)

for all inputs. The basic assumption here is that without some form of tax credit or
minimum blend ratio, the result would be a corner solution

xj D 0
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p1
@h1.x/

@xj
� wj � 0 (29.12)

so that the marginal value product for the first (or any) increment in input is less than
the price of the input. Thus, taking j D 1, the level of corn demanded by ethanol
producers is zero. In this case, the VEETC could be added to yield a positive level
of production

.p1 C �/
@h1.x/

@xj
� wj D 0 , xj > 0: (29.13)

Thus, some level of VEETC is sufficient to generate a positive level of ethanol
production and demand for corn to produce ethanol.

Next, consider two possibilities for a non-zero price of distiller’s grain. First,
consider the scenario where the production of distiller’s grain is a nuisance (i.e.,
something has to be paid to dispose of the output). Building on Eq. (29.10)

xj

��
p1 C p2

	
C �

� @h1.x/

@xj
� wj

�

D 0

�
p1 C p2

	
C �

� @h1.x/

@xj
� wj � 0: (29.14)

Comparing the result in Eq. (29.14) with Eq. (29.13), if p2 < 0, then � must increase
to offset the cost of nuisance output. Alternatively, if we assume that p2 < 0,
the level of the VEETC required to generate a positive level of ethanol production
declines. Thus, the supply of ethanol can be written as q�

1 .p1; p2;w; 	/. In general,
this supply function is increasing in the price of ethanol and the price of distiller’s
grain (considering the fact that the price of ethanol may actually be negative),
decreasing in input prices, and increasing in 	 as long as the price of distiller’s
grain is positive but decreasing in 	 if the price of distiller’s grain is negative.
Similarly, the demand for corn by distillers can be written as x�

1 .p1; p2;w; 	/. This
demand function is similarly increasing in the price of ethanol and distiller’s grain
and increasing in 	 as long as the price of distiller’s grain is positive but decreasing
in 	 if the price of distiller’s grain is negative. However, the relationship between
other inputs depends on whether those inputs are complements or substitutes.

29.4 Ethanol Processor Profitability

Because distiller’s grain has positive value, the profitability of producing ethanol not
only depends on the price of corn and gasoline, but also on the degree of correlation
between the price of distiller’s grain and the price of corn and soybeans (the
main ingredients for livestock feed). Corn and distiller’s grain prices are positively
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Table 29.3 Corn and distiller’s grain prices (Iowa)

November 1-5, 2012 Corn $/bushel Distiller’s grain (10 % moisture) $/ton

November 1 7.50 269
November 2 7.48 268
November 3 7.33 260
November 4 7.48 254
November 5 7.63 256
Average 7.48 261

November 1-4, 2011 Corn $/bushel Distiller’s grain (10 % moisture) $/ton
November 1 5.47 151
November 2 5.42 152
November 3 5.06 152
November 4 4.99 155
Average 5.24 153

Source: Agricultural Marketing Resource Center [1]; USDA Livestock and Grain Market News,
State Ethanol Plant Reports [18]

Fig. 29.7 Profitability of
ethanol production

correlated (Table 29.3). For example, for an average corn price of $7.48 per bushel,
the average distiller’s grain price was $261 per ton. For a lower average corn price
of $5.24 per bushel, the average distiller’s grain price was $153 per ton. The fact
that the price of distiller’s grain is positively correlated to the price of corn means
that, even though the price of corn may increase which lowers the profitability from
the production of ethanol, there is a partial offset due to the increase in the price of
the byproduct, distiller’s grain.

Figure 29.7 illustrates geometrically the impact of taking into account the market
for distiller’s grain on ethanol processor profitability. Consider �1 where the price
of distiller’s grain equals zero (DG D 0). For a p0 (price of oil)

pc (price of corn) of R0, the processor
makes zero profit. However, for a ratio of R2, profits are � 0

1.
Now consider �2 where the distiller’s grain is positively priced. At a rate of R0,

unlike before, profits are positive (i.e., � 00
2 ). At a ratio of R0, profits are zero but

before profits are negative (i.e., ��1).
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29.5 Conclusions

In all likelihood, the United States will continue to use large portions of its corn
crop for ethanol production. The production of ethanol in the United States is highly
dependent on the U.S. energy policy. The profitability of using ethanol varies from
year to year, and in part depends on the size of the ethanol distillery plant. In
addition, as we show, added revenue for ethanol distillers is obtainable from the
sale of a major byproduct, distiller’s grain. Through technological improvements,
distiller’s grain is now an integral part of livestock rations.

In the future, it will be interesting to see what will happen with the production
of ethanol relative to the blend rate mandate. If ethanol production greatly exceeds
the minimum mandated requirement, which it well might, then the production of
distiller’s grain will increase over the minimum mandated levels for ethanol. Thus,
the production of distiller’s grain could well increase. The price of distiller’s grain
could fall, as could the price of ethanol.
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Chapter 30
A Review on Protein-Protein Interaction
Network Databases

Chandra Sekhar Pedamallu and Linet Ozdamar

30.1 Introduction

Cells are the structural and functional units of all known living organisms. These
carry out numerous functions, from DNA replication, cell replication, protein
synthesis, and energy production to molecule transport, to various inter- and
intracellular signaling. Many of these fundamental processes require cascades of
biochemical reactions that are catalyzed by possibly interacting protein enzymes.
Other proteins provide structural support for the cells, form scaffolds for intracellu-
lar localization, or serve as chaperones or as transporters. The large-scale study of all
cellular proteins is known as Proteomics [2,5]. One of the main goals of proteomics
is to map the interactions of proteins. Interactomes, study of interaction networks,
for dozens of model organisms have been established experimentally. Functions
of proteins can be defined by their complex interactions and by their positions in
interaction networks. Protein-protein interaction information plays a vital role in
basic biological research; it also helps in the discovery of novel drug targets for
the treatment of various chronic diseases. Experimental probing of protein-protein
interactions requires labor-intensive techniques, such as co-immunoprecipitation,
or affinity chromatography [26]. High-throughput experimental techniques, such
as yeast two-hybrid [34] and mass spectrometry [11] are also available for large-
scale detection of protein-protein interactions, and for the exploration of protein
sequences, structures, and relationships in complete genomes [26].
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Following these advances, numerous computational methods have been devel-
oped to predict protein-protein interaction networks based on sequence or (and)
structural features of the proteins. These computational approaches use phylogenetic
profiling [21, 28], homologous interacting partner analysis [1], structural pattern
comparisons [4, 15, 19], Bayesian network modeling [13], data mining techniques
[20, 36] and so on.

There are several surveys on computational methods that predict protein-protein
interaction networks (e.g., [23, 26, 31]). Complementing efforts have been made
to centralize protein-protein interaction data through the construction of databases,
such as STRING [29], MINT [7], BioGRID [27], FPPI [35], HAPPI [8], PIP [18],
DIP [25], POINeT [16] and IntAct [3]. These databases can be classified as general
databases and specialized databases. In this paper, we attempt to provide a summary
of available databases.

30.2 Protein-Protein Interaction Databases

PPI databases can be grouped into two categories, (1) General databases that contain
interactions networks from a wide variety of organisms; (2) Specialized databases
that contain interaction networks from specific organisms. These databases are used
during efforts of protein-protein interaction predictions.

30.2.1 General Databases

30.2.1.1 Search Tool for the Retrieval of Interacting Genes [29]

Search Tool for the Retrieval of Interacting Genes (STRING) is a comprehensive
database that provides both experimental as well as predicted interaction
information. Each of interactions in STRING are provided with a confidence score,
and accessory information such as protein domains and 3D structures are made
available, all within a stable and consistent identifier space. Other features that are
included in STRING are interactive network viewer that can cluster networks on
demand, updated on-screen previews of structural information including homology
models, extensive data updates and strongly improved connectivity and integration
with third-party resources. The current version of STRING covers more than
5,214,234 proteins from 1,133 organisms range from Bacteria, Archaea to Homo
sapiens.

The resource can be reached at http://string-db.org.

http://string-db.org
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30.2.1.2 Molecular INTeration Database [7]

Molecular INTeration database (MINT) is a public repository for molecular
interactions reported in peer-reviewed journals. It mainly focuses on experimentally
verified protein-protein interactions mined from the scientific literature by expert
curators. The interactions curated and validated in MINT are automatically
imported, according to its properties, by one or more sister databases that include
human interactions database—HomoMINT (http://mint.bio.uniroma2.it/domino),
domain-peptide interactions DOMINO (http://mint.bio.uniroma2.it/domino), all
virus-virus and virus-host interactions databases, VirusMINT (http://mint.bio.
uniroma2.it/virusmint).

The scoring function used for the MINT is based on size of experiment, type
of experiment, evidence of direct interaction (i.e. two-hybrid) with respect to
experimental support, number of interaction partners detected in single purifi-
cation, sequence similarity of ortholog proteins (in case of human proteome in
HomoMINT), and the number of publications supporting the interaction. The
resulting score ranges between 0 to 1 (well supported evidence). This database
contains interaction networks from Homo sapiens, C. elegans, Bacteria, and various
Viruses.

The resources can be reached at http://mint.bio.uniroma2.it/mint/Welcome.do.

30.2.1.3 Biological General Repository for Interaction Datasets [27]

Biological General Repository for Interaction Datasets (BioGRID) is a public
database that archives and disseminates genetic and protein interaction data
from model organisms and humans (http://www.thebiogrid.org). It currently
holds 347,966 interactions (170,162 genetic, 177,804 protein) curated from both
high-throughput data sets and individual focused studies, as derived from over
23,000 publications in the primary literature. All interaction data are freely
provided through the search index and available via download in a wide variety
of standardized formats. This database contains interaction networks from Homo
sapiens, C. elegans, Plant, Mouse, and different bacterial species.

The resources can be reached at http://thebiogrid.org/.

30.2.1.4 IntAct [3]

IntAct is an open data molecular interaction database abstracted from the literature
or from direct data depositions by expert curators following a deep annotation model
providing a high level of detail. It contains over 268,920 binary interactions, 57,741
proteins and 13,802 experiments. The search interface allows the user to iteratively
develop complex queries, exploiting the detailed annotation with hierarchically
controlled vocabularies. This database contains interaction information from a wide
variety of organisms that includes but not limited to Homo sapiens, Mus musculus,

http://mint.bio.uniroma2.it/domino
http://mint.bio.uniroma2.it/domino
http://mint.bio.uniroma2.it/virusmint
http://mint.bio.uniroma2.it/virusmint
http://mint.bio.uniroma2.it/mint/Welcome.do
http://www.thebiogrid.org
http://thebiogrid.org/
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Drosophila melanogaster, Caenorhabditis elegans, Escherichia coli and Arabidosis
thaliana.

The resources can be reached at http://www.ebi.ac.uk/intact/.

30.2.1.5 POINeT [16]

POINeT is an integrated web service that processes protein-protein interaction
searching, analysis and visualization. It merges protein-protein interaction and
tissue-specific expression data from multiple resources including DIP (http://dip.
doe-mbi.ucla.edu/), MINT [7], BIND (http://www.bind.ca), HPRD (http://www.
hprd.org), MIPS (http://mips.gsf.de/proj/ppi/), CYGD, BioGRID [27] and NCBI
interaction (ftp://ftp.ncbi.nlm.nih.gov/gene/GeneRIF/interactions.gz). The tissue-
specific PPIs and the number of research papers supporting the PPIs can be filtered
with user-adjustable threshold values and are dynamically updated in the viewer.
The network constructed in POINeT can be readily analyzed with, for example,
the built-in centrality calculation module and an integrated network viewer. Nodes
in global networks can also be ranked and filtered using various network analysis
formulas, i.e., centralities. To prioritize the sub-network, a ranking filtered method
(S3) is developed to uncover potential novel mediators in the midbody network.
This database contains interaction information from wide variety of organisms.

The resources can be reached at http://poinet.bioinformatics.tw/.

30.2.1.6 Reactome [9, 12]

Reactome is a database of pathways and reactions (pathway steps) in human
biology that have been curated by expert biologist researchers which is extensively
cross-referenced to other resources e.g. NCBI, Ensembl, UniProt, UCSC Genome
Browser, HapMap, KEGG (Gene and Compound), ChEBI, PubMed and GO. It
includes many events in biology that involve changes in state, such as binding,
activation, translocation and degradation, in addition to classical biochemical
reactions. Reactome contains inferred orthologous reactions for over 20 non-human
species including mouse, rat, chicken, puffer fish, worm, fly, yeast, rice, Arabidopsis
and E.coli.

The resources can be reached at http://www.reactome.org/ReactomeGWT/
entrypoint.html.

30.2.1.7 iRefWeb [30]

iRefWeb provides a web interface to protein interaction data consolidated from ten
public databases that includes BIND, BioGRID, CORUM, DIP, IntAct, HPRD,
MINT, MPact, MPPI and OPHID. It provides an overview of the consolidated
protein-protein interaction landscape and shows how it can be automatically cropped

http://www.ebi.ac.uk/intact/
http://dip.doe-mbi.ucla.edu/
http://dip.doe-mbi.ucla.edu/
http://www.bind.ca
http://www.hprd.org
http://www.hprd.org
http://mips.gsf.de/proj/ppi/
ftp://ftp.ncbi.nlm.nih.gov/gene/GeneRIF/interactions.gz
http://poinet.bioinformatics.tw/
http://www.reactome.org/ReactomeGWT/entrypoint.html
http://www.reactome.org/ReactomeGWT/entrypoint.html
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to help generate meaningful organism-specific interactomes. iRefWeb presents
aggregated interactions for a protein of interest, and various statistical summaries
of the data across databases, such as the number of organism-specific interactions,
proteins and cited publications.

The resources can be reached at http://wodaklab.org/iRefWeb and http://
wodaklab.org/iRefWeb/.

30.2.1.8 Database of Interacting Proteins [25]

Database of interacting proteins (DIP) is a database that catalogs experimentally
determined protein-protein. It combines information from a variety of sources
to create a single, consistent set of protein-protein interactions. The data stored
within the DIP database were curated, both, manually by expert curators and also
automatically using computational approaches that utilize the knowledge about the
protein-protein interaction networks extracted from the most reliable, core subset
of the DIP data. DIP contains 23,201 proteins from 372 organisms including but
not limited to Homo sapiens, Mouse, E. Coli, Rat, Bakers Yeast, and 71,276
interactions.

The resources can be reached at http://dip.doe-mbi.ucla.edu/dip/Main.cgi.

30.2.1.9 CORUM [24]

CORUM is a collection of experimentally verified mammalian protein complexes.
All information presented in the database is obtained from individual experiments
published in scientific data; however, data from high-throughput experiments are
excluded. The majority of protein complexes in CORUM originate from human. The
resources can be reached at http://mips.helmholtz-muenchen.de/genre/proj/corum/
index.html.

30.2.2 Specialized Databases

30.2.2.1 Arabidopsis Thaliana Protein Interactome Database [22]

The AtPID (Arabidopsis thaliana Protein Interactome Database) represents protein-
protein interaction networks, domain architecture, ortholog information and GO
annotation in the Arabidopsis thaliana proteome. The protein-protein interaction
pairs are predicted by integrating several methods with the Naive Bayesian Clas-
sifier. AtPID contains 28,062 putative PPIs.

The resources can be reached at http://www.megabionet.org/atpid/webfile/

http://wodaklab.org/iRefWeb
http://wodaklab.org/iRefWeb/
http://wodaklab.org/iRefWeb/
http://dip.doe-mbi.ucla.edu/dip/Main.cgi
http://mips.helmholtz-muenchen.de/genre/proj/corum/index.html
http://mips.helmholtz-muenchen.de/genre/proj/corum/index.html
http://www.megabionet.org/atpid/webfile/
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30.2.2.2 Human Protein Reference Database [14]

Human Protein Reference Database (HPRD) is a database of curated proteomic
information pertaining to human proteins. It integrates information pertaining
to domain architecture, post-translational modifications, interaction networks and
disease association for each protein in the human proteome. All the information in
HPRD has been manually extracted from the literature by expert biologists. HPRD
contains 39,194 protein-protein interactions from 30,047 protein entries.

The resources can be reached at http://www.hprd.org/.

30.2.2.3 Fusarium Graminearum Protein-Protein Interaction
Database [35]

Fusarium graminearum protein-protein interaction (FPPI) database provides com-
prehensive information of protein-protein interactions (PPIs) of Fusarium gramin-
earum. The PPIs are predicted based on both interologs from several PPI databases
of seven species and domain-domain interactions experimentally determined based
on protein structures. FPPI database contains 223,166 interactions among 7,406
proteins and 27,102 interactions among 3,745 proteins in the core PPI set.

The resources can be reached at http://csb.shu.edu.cn/fppi/.

30.2.2.4 Human Annotated and Predicted Protein Interaction
Database [8]

The Human Annotated and Predicted Protein Interaction (HAPPI) database is
developed to integrate publicly available human protein interaction data from BIND,
OPHID, MINT, IntAct, HPRD, and STRING databases into a data warehouse. In
the data warehouse, various types of sequence, structure, pathway, and literature
annotation data from established bioinformatics resources such as NCBI, PubMed,
UniProt, HUGO, EBI, PDB were also integrated. HAPPI contains 601,757 protein-
protein interactions and associations from 70,829 curated human proteins.

The resources can be reached at http://discern.uits.iu.edu:8340/HAPPI/index.
html.

30.2.2.5 Human Protein-Protein Interaction Prediction Database [18]

The Human protein-protein interaction prediction database (PIPs) is a resource for
studying protein-protein interactions in human. It contains predictions of more than
37,000 high probability interactions of which more than 34,000 are not reported in
the interaction databases HPRD, BIND, DIP or OPHID. The interactions in PIPs
were calculated by a Bayesian method that combines information from expression,
orthology, domain co-occurrence, post-translational modifications and sub-cellular

http://www.hprd.org/
http://csb.shu.edu.cn/fppi/
http://discern.uits.iu.edu:8340/HAPPI/index.html
http://discern.uits.iu.edu:8340/HAPPI/index.html
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location. The predictions also take into account the topology of the predicted
interaction network.

The resources can be reached at http://www.compbio.dundee.ac.uk/www-pips.

30.3 Brief Note on Application of Protein-Protein Interaction
Networks

Study of protein-protein interaction networks is fundamental to understanding
the key biological systems across different organisms. Protein-protein interaction
networks can be used to protein function prediction (e.g. [17, 33]), drug discovery
in cancer, autoimmune diseases, etc. [10, 32], understanding of successful plant
defense mechanisms against pathogens [6] and etc.

30.4 Conclusion

Protein-protein interaction networks helps in understanding biological processes
in living cells. There are several experimental and computational approaches
developed to identify and predict these interaction networks experimentally and
in silico respectively. Moreover, there are several complementing efforts made to
centralize protein-protein interaction data through the construction of databases
from experimental and computational protein-protein interactions networks. In this
paper, we attempt to provide a summary of most widely used protein-protein
interactions databases. These databases will serve as a platform for researchers
to mine the data in a systematic fashion and employ them to predict the protein
function, identifying important proteins in diseases and so on.
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Chapter 31
On the Use of Cross Impact Analysis
for Enhancing Performance in Primary School
Education

Chandra Sekhar Pedamallu, Linet Ozdamar, and Gerhard-Wilhelm Weber

31.1 Introduction

The first stage of compulsory education is primary or elementary education. In most
countries, it is compulsory for children to receive primary education, though in many
jurisdictions it is permissible for parents to provide it. The transition to secondary
school or high school is somewhat arbitrary, but it generally occurs at about 11 or
12 years of age. Some educational systems have separate middle schools with the
transition to the final stage of education taking place at around the age of fourteen.

The major goals of primary education are achieving basic literacy and numeracy
amongst all pupils, as well as establishing foundations in science, geography, history
and other social sciences. The relative priority of various areas, and the methods
used to teach them, are areas of considerable political debate. Some of the expected
benefits from primary education are the reduction of infant mortality rate, population
growth rate, crude birth and death rate, increasing skills of the future work force and
so on.

Keeping all school age children enrolled at a school is especially important
in developing countries where government policies toward industrialization lead
to massive migration from rural areas to cities [14, 16]. Security related internal

C.S. Pedamallu (�)
Department of Medical Oncology, Dana-Farber Cancer Institute, Boston, MA, USA
The Broad Institute of MIT and Harvard, Cambridge, MA, USA
e-mail: pcs.murali@gmail.com

L. Ozdamar
Department of Systems Engineering, Yeditepe University, Kayisdagi, 34755 Istanbul, Turkey
e-mail: linetozdamar@lycos.com; lozdamar@hotmail.com

G.-W. Weber
Institute of Applied Mathematics, Middle East Technical University, 06531 Ankara, Turkey
e-mail: gweber@metu.edu.tr

A.A. Pinto and D. Zilberman (eds.), Modeling, Dynamics, Optimization
and Bioeconomics I, Springer Proceedings in Mathematics & Statistics 73,
DOI 10.1007/978-3-319-04849-9__31,
© Springer International Publishing Switzerland 2014

521

mailto:pcs.murali@gmail.com
mailto:linetozdamar@lycos.com
mailto:lozdamar@hotmail.com
mailto:gweber@metu.edu.tr


522 C.S. Pedamallu et al.

displacement also takes place resulting in very high migration rates (e.g., the armed
conflict in Turkey resulted in a net migration rate of about 50 % [9]. Migrant
populations usually develop their own squatter areas where crime rates and illiteracy
are high. Goksen and Cemalciler [9] suggest that structural risk factors such as child
labour, illiterate mother, unstable employment of the father are potential reasons
for boys dropping out more than girls. Previous weak academic achievement and
social alienation in an urban environment create a lot of psychological and academic
difficulties for students who are transferred to urban schools where teachers are
unprepared for classroom diversity [2, 4]. However, economic difficulty is still
regarded as the main factor for dropout, malnutrition and child labor [6, 27].
Other impact factors for poor academic performance are overcrowded, unattractive
learning environments (World Bank 2005), lack of infrastructure, and the factor of
not speaking the formal country language [22].

Trying to improve enrolment rates and student performance in squatter areas
certainly deserves serious attention for the general welfare of the society. Therefore,
there are several models proposed to study the factors influencing the primary
school enrollment and progression. These are logistic regression models [1], poisson
regression models [1], system models [5, 15, 19, 24], behavioral models [7, 11]
constructed for the context of different countries. Several factors which influence
the school enrollment and drop outs are identified in various studies. Some of the
vital factors at the macro level are social, economic and logistics factors [7], and at
the micro level there are parental education, household wealth/income, distance to
school, financial assistance to students and quality of school [1, 7, 21]. An early
system dynamics model to investigate the low efficiency of primary education
in Latin America is introduced by [24]. This model investigates the progression
through primary school and includes causal chains leading to progression, dropout
and repetition of students. Karadeli et al. [15] develop a model to analyze the future
quality of the Turkish educational system based on the budget of the Ministry of
National education. In this model, quality of education and progression of students
is influenced by the student to teacher ratio and student to class ratio. Altamirano and
van Daalen [5] propose a system dynamics model to analyze the educational system
of Nicaragua and helps in identifying and analyzing the consequences of policies
that are aimed at improving the coverage of the different educational programs,
reducing illiteracy and increasing the average number of schooling years of the
population. This study shows that implementing literacy programs and introducing
a program in which families in extreme poverty receive a subsidy has an effect on
school coverage as well as on the number of illiterate people. More recently, [11]
shows that school quality and grade completion by students are directly linked. The
World Bank has published several reports on achieving universal primary education
[8, 23]. In particular, Serge [23] focuses on the infrastructure challenge in Sub-
Saharan Africa and the constraints to scale up at an affordable cost.

In this study, we present the Cross Impact Analysis (CIA) as a system dynamics
method that enables the construction of a model relating entities and attributes
relevant to the primary education system. Then, the CIA simulates the model
construct and observes the changing system status. Furthermore, the CIA permits
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the integration of proposed policies into the model construct and enables the
comparison of the simulated system with the one that is augmented by such policies.
Thereby, it is possible to observe the effectiveness of policies on school enrollment
rates and student performance. Here, we briefly describe how CIA method is utilized
to achieve these goals in two developing countries.

31.2 The Model

The model proposed here is developed by using the cross impact analysis method
(CIA). The CIA method is one of the most popular systems thinking approach
developed for identifying the relationships among the variables defining the systems
[10,13,28]. This method first was developed by Theodore Gordon and Olaf Helmer
in 1966 in an attempt to answer a question whether perceptions of how future events
may interact with each other can be used in forecasting. As it is well known, most
events and trends are interdependent in some ways. The CIA method provides an
analytical approach to the probabilities of an element in a forecast set, and it helps
to assess probabilities in view of judgments about potential interactions between
those elements. (We refer to [17] and [18] for more detailed information on system
dynamics modeling.) CIA has been used to model and simulate several real-time
problems (for example: [12, 20, 25, 26, 29]). Here, we briefly describe the steps of
the CIA method through a block diagram given in Fig. 31.1.

31.2.1 Definition of the System

Systems defined based on entities, which interact with each other and produce some
outputs that are either designed or natural. A system receives inputs and converts
them through a process and produces outputs. All the outputs of a system need not
be desirable. In the present context, the system represents the primary education
system.

a. Environment

Every system functions in an Environment, which provides inputs to the system
and receives outputs from the system. In our context, the Environment is the
society.

b. Structure

All systems have a Structure. The ‘body’ of a system’s structure is represented
by the entities of the system and their interrelationships or linkages or connections.
The entities in our system are defined as follows.

1. student,
2. teacher,
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System definition

Define the 
system of
interest

Define the 
Environment 

Define structure of
the system with
potential entities 

Define linkages between 
entities through entity
relationship diagram 

List out all possible 
attributes for each
entity

List out all relevant 
attributes for each 
entity

Define the inter 
relationships between
attributes 

Simulating the system using cross impact analysis

Set the initial values to
identified attributes 

Build a cross 
impact matrix with
the identified 
relevant attributes

Simulate the system for 
m iterations and tabulate 
the behavior of each and 
every attribute 

- identify a policy variable to achieve the 
desired level 
- augment the cross impact matrixwith
this policy variable
- observe the system for m iterations, and 
check if the desired state is achieved by
introducing the policy variable

Fig. 31.1 Block diagram for the steps of the CIA method

3. parents,
4. educational officials,
5. infrastructure and
6. local community.

c. Linkages

The linkages among entities may be physical (e.g., facilitates), electro-
magnetic (e.g., electrical, electronic and communications systems, and so on), and
information-based (e.g., influence, and so on). It is important to try and understand,
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Fig. 31.2 Entity relationship diagram for the primary education system

what linkages exist in the system’s structure, which entities are linked with each
other, and the implications of these linkages on the behavior of the entities in
particular. The entity relationship diagram of the system is illustrated in Fig. 31.2.
Exchange of matter, information and/or spirit between two entities causes a change
in the state of both entities. This is reflected as system behavior.

31.2.2 System Entities and Relationships Equations

The dynamic change of the system state is referred to as system behavior. The state
of a system is an instantaneous snapshot of levels (or, amounts) of the relevant
attributes (or, characteristics) possessed by the entities that constitute the system.
In all systems, every entity possesses many attributes, but only a few attributes are
“relevant” with respect to the problem at hand. Some attributes are of immediate or
short-term relevance while others may be of relevance in the long run. The choice of
relevant attributes has to be made carefully, keeping in mind both the short-term and
long-term consequences of solutions (decisions). All attributes can be associated
with given levels that may indicate quantitative or qualitative possession.

When entities interact through their attributes, the levels of the attributes might
change, i.e., the system behaves in certain directions. Some changes in attribute
levels may be desirable while others may not be so. Each attribute influences several
others, thus creating a web of complex interactions which eventually determine
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system behavior. In other terms, attributes are variables that vary from time to
time. They can vary in the system in an unsupervised way. However, variables can
be controlled directly or indirectly, and partially by introducing new intervention
policies. The interrelationships among variables should be analyzed carefully before
introducing new policies.

The following conjectures are valid in the systems approach (the following is
motivated by [13]).

(a) Modeling and forecasting the behavior of complex systems are necessary if we
are to exert some degree of control over them.

(b) Properties of variables and interactions in large scale system variables are
bounded such that:

(i) System variables are bounded. It is now widely recognized that any variable of
human significance cannot increase indefinitely. There must be distinct limits.
In an appropriate set of units these can always be set to a value between one
and zero:

(ii) A variable increases or decreases according to whether the net impact of the
other variables is positive or negative.

To preserve boundedness, xi .t C�t/ is calculated by the transformation

xi .t C�t/ D xi .t/
Pi ; (31.1)

where the exponentPi .t/ is given by

Pi .t/ D .1C�t jsum of negative impacts on xij/
.1C�t jsum of positive impacts on xij/ : (31.2)

(iii) A variables response to a given impact decreases to zero as that variable
approaches its upper or lower bound. It is generally found that bounded growth
and decay processes exhibit this sigmoidal character.

(iv) All other things being kept fixed (constant), a variable (attribute) will produce
a greater impact on the system as it grows larger (ceteris paribus).

(v) Complex interactions are described by a looped network of binary interactions
(this is the basis of the cross impact analysis).

31.2.3 Simulating the System Using Cross Impact Analysis

There are four steps to follow while implementing the cross impact analysis in our
case. First, we conduct the simulation by considering the primary education system
without human intervention. Then, we run the same analysis after implementing
some selected policy variables such as infrastructure improvement and observe the
change in system dynamics.
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We now describe how we construct the model in the following four steps.

Step 1. Set the initial values for attributes.
Step 2. Build a cross impact matrix with the identified relevant attributes. Sum-

ming the effects of column attributes on rows shows the effect of each
attribute in the matrix. The parameters ˛ij can be determined by creating
a pairwise correlation matrix after collecting the data, and these can be
adjusted by subjective assessment.

Step 3. Simulate the system for a number of 50 iterations (m iterations) and
tabulate the behavior of each and every attribute in each every iteration.
Plot the results on a worksheet.

Step 4. Identify a policy variable to achieve the desired level or state and augment
the cross impact matrix with this policy variable with the qualitative
assessment of pairwise attribute interactions. Re-simulate the model.

31.3 Implementation

The method is implemented on two applications, the first of which is based on
survey data collected from Gujarat state of India [19]. The goal of the model is
to measure the impact of infrastructure on primary school enrolment rates. The
second application involves primary education performance data collected from the
slum districts of 24 provinces in Turkey [3] where variables that influence student
learning and teacher’s classroom practices are identified.

31.3.1 Gujarat Application

The set of attributes for the Gujarat application are given below.
Entity 1: Student:

1.1 Level of Enrollment (loe).
1.2 Level of boys dropouts in a school (lbd).
1.3 Level of girls dropouts in a school (lgd).
1.4 Level of repeaters in a school (lr).

Entity 2: Teacher:

2.1 Level of perceived quality of teaching by the Students (lts).
2.2 Level of perceived quality of teaching by the Parents (ltp).

Entity 3: Parents:

3.1 Educational level of parents (elp).
3.2 Income level of parents (ilp).
3.3 Level of expectations from school by the parents (leps).
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Table 31.1 Impact rates of variables (attributes)

Representation of impact Value Description

C C CC 0.8 Very strong positive effect
C C C 0.6 Strong positive effect
CC 0.4 Moderate positive effect
C 0.2 Mild positive effect
0 0 Neutral
- �0.2 Mild negative effect
– �0.4 Moderate negative effect
— �0.6 Strong negative effect
—- �0.8 Very strong negative effect

Entity 4: Educational officials:

4.1 Level of perceived quality of teaching by the District educational officer (DEO)
(ltd).

Entity 5: Infrastructure:

5.1 Level of Space and ventilation available in a Classroom (lsv).
5.2 Level of cleanliness and other facilities such as board, mats, table/chair,

educational aids (maps, toys, charts, etc.) (lc).
5.3 Level of sanitation facilities for general purpose (for both boys and girls) (ls_g).
5.4 Level of separate sanitation facilities for girls (ls_s).
5.5 Level of drinking water facility available (ldw).
5.6 Level of availability of Playground area and other equipment for children used

in playing (lpa).
5.7 Level of bad organisation in the classrooms (lbo):

(a) Number of cases in which more than one class is conducted in a single
instructional classroom.

(b) Number of cases in which more than 40 people are accommodating in a
single instructional classroom.

Entity 6: Local community:

6.1 Level of participation of local community (llc).
6.2 Level of awareness of local community about educational benefits (lale).

The initial attribute values are obtained from the survey data reported in [19]. We
quantify qualitative attribute impacts in Table 31.1. A cross-impact matrix for the
attributes listed above is illustrated in Table 31.2. We apply Step 3 and illustrate,
in Fig. 31.3, the simulation of the system for 50 iterations without any policy
related variables. It is observed that there is sharp increase in enrollment rate at the
beginning phase of the simulation (i.e., for the first 12 iterations). However, there is
a steady decrease in the enrollment rate after a certain period of time. A similar kind
of trend is observed in the level of boy dropouts in the first four iterations and in the
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Fig. 31.3 Behavior of primary educational system before adding the policy variable

level of girl dropouts in the first five iterations. This early amelioration in the dropout
rates is short lived, and both boy and girl dropouts increase steadily thereafter.
We validate the simulation results by comparing them with observed levels of
enrolment, dropouts and repeaters published by Directorate of Primary Education,
Gandhinagar (http://gujarat-education.gov.in/primary/mahiti/shada-chodvano-dar-
eng.htm).

In order to observe the effect of infrastructure attributes, we include them as
policy variables in our next step. The policy variable that is selected involves
additional investment in the infrastructure related attributes and elements which we
call it as “policy variable”. In Step 4, we augment the cross impact table with the
policy variable. We re-simulate the system and observe it for 50 iterations, and check
if the desired state is achieved by introducing the policy variable. We then compare
the results obtained in the two simulation runs. Figure 31.4 illustrates the results
of the simulated system after adding the identified policy variable in Step 4. Here,
it is observed that the policy variable is effective on improving the enrollment and
dropout and repeater rates.

After a policy variable related to infrastructure improvements is introduced,
a positive impact is observed on the level of space and ventilation available in
classrooms, level of cleanliness and other facilities such as board, mats, table/chair,
educational aids (maps, toys, charts, etc.), level of separate sanitation facilities
for girls, level of general sanitation facilities, level of available drinking water
facilities, and class organization. These impacts are discussed with education
officials, parents, students, and other local community people. By introducing this
policy variable, the enrollment rate has improved steadily from an initial value of
0.71 to unity in a few iterations. Further, the level of repeaters increased to a value of

http://gujarat-education.gov.in/primary/mahiti/shada-chodvano-dar-eng.htm
http://gujarat-education.gov.in/primary/mahiti/shada-chodvano-dar-eng.htm
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Fig. 31.4 Behavior of primary educational system after adding the policy variable

0.12 from an initial value of 0.05 in first 14 iterations, and then declined thereafter.
This is logical in the sense that an improvement in the infrastructure does not have
an instant impact on the level repeaters, but it would have an instant impact on the
enrollment rate because students and parents are more eager to have the children
attend a nice looking healthy school. The level of bad organization in the classroom
is not greatly affected by the improvement in infrastructure facilities because there
are several other attributes that influence this variable such as the level of perceived
quality of teaching by the district educational officer and the number of teachers
available for teaching. Consequently, the level of bad classroom organization is
reduced from 0.69 to 0.57 in the second simulation run. In previous studies found
in the literature, it is observed that the quality and the number of teachers have
significant impacts on the enrollment, dropouts and repeaters. The design of our
proposed model is sufficiently flexible to accommodate those impacts in future
studies.

To summarize, in this study, we find that infrastructural facilities have significant
impacts on the enrollment, dropout and repeater rates.

31.3.2 Turkey Application

The set of attributes for the Turkish case are listed below. These are suggested by [3].
Entity 1: Student:

F1.1 Not believing in education
F1.2 Dislike of school books
F1.3 Lack of good Turkish language skills
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F1.4 Dislike of school
F1.5 Weak academic self confidence
F1.6 Frequent disciplinary problem

Entity 2: Teacher:

F2.1 Relating to guidance teacher

Entity 3: Family:

F3.1 Economic difficulty
F3.2 Child labor
F3.3 Large families
F3.4 Malnutrition
F3.5 Homes with poor infrastructure (e.g., lack of heating, lack of room)
F3.6 Different home language
F3.7 Parent interest

Entity 4: School environment:

F4.1 Violence at school
F4.2 Alien school environment
F4.3 Lecture not meeting student needs

As in the previous application, we conduct the simulation by considering the
primary education system without any new policy intervention. Then, we run the
same analysis after implementing some selected policy variables such as daily
distribution of milk, financial aid, and similar measures in order to observe the
change in system state (student academic performance).

In Step 1, the initial values are obtained by considering some statistical measures
on teacher’s perceptions of the major challenges faced by migrant communities [3].
For example. 77.4 % of the teachers report in the survey that large family size appear
to impact student’s schooling in a negative manner; therefore, we assign the initial
value of 0.774 to attribute code F3.3, “large family”.

In Table 31.3, we provide the correlation matrix between the variables considered
in the survey data [3]. The cross impact matrix is needed for calculating Pi.0/
and we build this matrix based on the strength of the relationships reflected by
the correlation matrix given in Table 31.3 and based on the literature survey. The
variables in Akar’s survey deal with household, social milieu and academic issues
that may challenge and affect student’s academic lives the most. Those variables
are listed under four entities as student, teacher, parent, and school environment.
The correlation matrix implies that the strongest correlations (significant at the
0.05 level) are related to household variables and human capital as can be seen
in Table 31.3. The family speaking in another language than the formal language is
found to correlate highly with child labor, crowded family structure, and low belief
in schooling. Therefore, there are strong correlations between economic difficulty
and malnutrition; large family and child labor; large family and malnutrition; home
language and large family; poor home infrastructure and large family. Different
home language is also positively correlated to disbelief in education and dislike
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of school. These students do not speak the formal language well, are in economic
difficulty and have weak academic confidence. The last three attributes are the ones
having the most positive correlations with the rest of the attributes. Parental interest
is negatively correlated with other attributes, the reason being obvious: parental
support is high when the family is not in economic difficulty, since parents have
more time to take better care of their children.

After simulating the system as is, six different policy variables are selected, and
a seventh policy that is a combination four policies. The proposed policies are listed
below.

P1. Daily distribution of milk.
P2. Distribution of coal, food etc. to below poverty line families.
P3. The three-children per family aspiration by government.
P4. School infrastructure renovation.
P5. Providing adult education for poor parents in migrant communities.
P6. Providing 1 year of Turkish language class before migrant student attends urban

school (17 % of the Turkish population has a mother tongue different from
Turkish (http://betam.bahcesehir.edu.tr).

P7. Combined policy:P2CP4CP5CP6: The combined policy is proposed because
each policy listed above addresses a different aspect of the situation. While
the mere basics of survival in the city are maintained by P2, policy P5 would
enable the parents to find better employment and improve the migrant family’s
economic conditions. On the other hand, policies P4 and P6 target the academic
performance of students directly.

Before the simulation augmented with policies starts, the desirable state of each
attribute is stored: an attribute that has a negative impact on academic performance
should stabilize at a level of 0.0 at the end of the simulation. On the other hand, an
attribute with a positive impact should ideally reach the level of 1.0.

During the simulation, the level of each attribute, xi .t/, is observed in each
iteration and recorded. At the end of the simulation, the specific iteration at which
each attribute stabilizes at the desirable level of 0.0 or 1.0 is reported, if it ever
reaches the desirable state. If, on the contrary, the attribute converges to the
undesirable state (1.0 for negative impact attributes and 0.0 for positive impact
attributes), then, the iteration at which the attribute reaches its undesirable state
is reported. It is possible that under some policies the system will converge to an
undesirable state while in others it will converge to the desirable state.

When we compare two policies that both end up in undesirable states, we take
a look at the iterations at which the attributes converge to their undesirable states.
The policy that causes the latest convergence to the undesirable state is considered
more successful. We calculate the average number of iterations in which the system
stabilizes at its undesirable state. In a similar fashion, when two policies are able
to stabilize the system at its desirable state, we prefer the policy that renders this
stabilization in the minimum average number of iterations. That is, the policy that
moves the system to the desirable state sooner is preferable. We can also compare
the effects of the policies by comparing the average number of iterations that the

http://betam.bahcesehir.edu.tr
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Table 31.4 The number of iterations where each variable reaches its desirable and undesirable
level under every policy

Initial Undesirable Desired
Variables value value value NO_P P1 P2 P3 P4 P5 P6 P7

F1.1 0.693 1 0 15 19 21 15 31 39 23 23
F1.2 0.405 1 0 18 18 20 18 50 21 50 20
F1.3 0.509 1 0 14 15 16 14 17 19 31 28
F1.4 0.261 1 0 16 24 21 16 36 22 30 22
F1.5 0.707 1 0 19 20 28 19 50 50 25 14
F1.6 0.5 1 0 25 25 25 25 26 25 25 28
F2.1 0.5 0 1 12 12 12 12 23 12 14 43
F3.1 0.815 1 0 13 16 24 11 15 35 15 36
F3.2 0.5 1 0 20 27 50 16 25 50 20 29
F3.3 0.774 1 0 17 18 21 12 21 50 17 33
F3.4 0.729 1 0 16 41 35 13 21 47 17 30
F3.5 0.799 1 0 14 18 30 12 18 29 15 32
F3.6 0.658 1 0 16 17 19 16 23 27 43 25
F3.7 0.5 0 1 10 16 37 6 44 50 12 23
F4.1 0.5 1 0 16 17 18 16 25 19 20 44
F4.2 0.619 1 0 15 19 17 15 32 17 23 33
F4.3 0.5 1 0 19 20 21 19 50 23 36 12
Average 16 20 24 15 30 31 24 28
Standard deviation 3 7 9 4 12 14 11 9
Maximum 25 41 50 25 50 50 50 44

Bold indicates the iteration where a variable stabilizes at its undesirable value; normal value
indicates the iteration where a variable stabilizes at its undesirable value

system stabilizes under a given policy to the average number of iterations where
the system achieves the same state under no policy at all. This comparison gives an
indication of how a given policy slows down system degradation.

After simulating the system for 50 iterations using Eq. (31.1), we summarize
the results according to the performance indicator. We provide the summary of
results in Table 31.3. In Table 31.3, the first column refers to the attribute codes
listed previously. The second column illustrates the initial values of the attributes,
the third and fourth columns show the desired (ideal) and undesirable (worst case)
stabilization levels of attributes at system convergence. All columns between the
sixth and the twelfth columns stand for the simulation runs that have one policy
added to the system as an attribute. The header for each column indicates which
policy has been added. The fifth column stands for the simulation run where the
‘do nothing’ option is used, that is, no policy is added to the system. All columns
between the fifth and the eleventh columns indicate the earliest iterations at which
each attribute converges to its undesirable state.

In the twelfth column where policy P7 is added to the system, we can see that all
attributes converge to their desirable states. The results in Table 31.3 show us that
none of the policy variables except for the combined policy P7 lead to a desirable
system state convergence. The policy variablesP1 toP6 are not sufficiently effective
when they are implemented singularly (Table 31.4).



536 C.S. Pedamallu et al.

Under the current conditions (the “do nothing” option), we can see that due to
worsening economic conditions, parental interest in education will be reduced to
null very soon. Indeed, given the high jobless rate in Turkey (around 15 % if stay-
home people are not counted, and, nearly 56 % jobless rate if stay-home women
are included, http://nkg.tuik.gov.tr), we do not think the economic conditions of
poor people will improve in the foreseeable future. We also observe that student
disciplinary issue is not affected by any of the policies except for the combined
policy, implying that psychological problems are the hardest to solve. Policy P1,
delays the deterioration of the attribute levels of child labor, malnutrition and school
dislike. Policy P2, distribution of aid, involves more extensive economic help, and
impacts the deterioration of economic difficulty, child labor, malnutrition and home
environment. However, it is noted that feeding students with milk is more effective
in preventing malnutrition, because parents tend to utilize government aid for other
purposes as well and their number one priority is not feeding their children properly.
However, government aid does tend to reduce child labor and it helps in keeping
migrant children at school. Policy P3 (the three children per family aspiration)
deteriorates all system state, and obviously, the rate of population increase has to
slow down if the society wants to improve the job market. Policy P4 (improving
school infrastructure) ameliorates the school environment, and students tend to like
education and books more. Policy P4 also improves the academic confidence of
students, and in our opinion, in the long run, it reduces the drop out rate. Policy
P5 (adult education for migrant parents) improves economic conditions, and has
some positive impact on prevent child labor. Policy P5 also have positive impact on
the family size by teaching parents about birth control. Educating the parents has
a positive impact on the attitude of their offspring towards schooling. This policy
has also an interesting effect on academic self-confidence of students, it seems that
when parents learn about the rewards of education, they become enthusiastic about
the schooling of their children, and hence, the children become more proud of being
students. Policy P6 (Turkish language class) has a positive effect on school dislike,
naturally, when a student can actually read his/her books, he or she becomes more
interested in school work. Finally, the combined policy P7 is the sole policy to drive
the system to the desired state for all the attributes. Obviously, P7 tries to attack all
major causes of student’s low academic performance; however, it is also the most
expensive option.

31.4 Conclusion

A cross-impact model is developed here to build system dynamics models and study
the influence of various policies on primary education enrollment and academic
performance. The cross-impact matrix illustrates the influence of one variable over
the others and it also has a provision to identify the impact variables (i.e., policy
variables). Here, we present two implementations of this method in two different
developing countries, India and Turkey. We illustrate which policies might lead the
primary education system to its desired state of excellence.

http://nkg.tuik.gov.tr
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Chapter 32
The Bioeconomics of Migration: A Selective
Review Towards a Modelling Perspective

E.V. Petracou, A. Xepapadeas, and A.N. Yannacopoulos

32.1 Introduction

Migration develops different spatio-temporal patterns depending on specific
historical social and economic conditions. Furthermore, it is an issue of paramount
importance in social, political and economic theory, that infiltrates many aspects of
everyday life.

The modelling of migration is a very challenging issue from both the theoretical
and practical point of view and nowadays its study involves a variety of disciplines
ranging from the social sciences and economics to science, mathematics and
statistics and extending to the arts and philosophy, since migration is a multi-
dimensional and multi-faceted complex phenomenon and the mobilities of people
have intensified and have become a ‘permanent’ feature of social reality.

It is the purpose of this expository chapter to (a) present a brief account of the
theoretical study on migration as has been developed since the 1970s placing the
emphasis on the economic aspects of migration (b) develop a bioeconomic type
framework for the monitoring of mobility within different geographical regions,
incorporating various socio-economic factors in the decision to migrate using
a discrete choice model and (c) coupling the population dynamics to a simple
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growth model and thus creating a spatio-temporal dynamical system that can
monitor the complex interaction between the economy and migration and discuss
the mathematical, economic and simulation challenges of such models. It must be
admitted that there exists a huge literature on the field ranging from econometric
studies to studies in economic growth theory, therefore our references to the
literature are very selective.

32.2 Theories and Models of Migration

After the nineteenth century the emergence of modern state with territorial borders
turned population into an important concept made it a fundamental issue for political
interest and introduced migration alongside with fertility and mortality as one of
the main subjects of the newly developed science of demography. As a result,
the first attempts to construct a migration theory, or better not only to find out
the rules and laws under which migration occurs but also changes in time, were
in demographic terms and were influenced by the empirical observations of that
time. Simultaneously, the emergence and establishment of the modern state and its
national borders meant that movements of people were divided into different types
i.e., internal-international/migrants-refugees etc. Specific importance was attached
in migration studies to the so called immigration or settler countries such as the
USA, Canada and Australia.

Later on, due to the fact that the Second World War triggered ‘huge’ migration
labour movements within Europe and also to Europe to assist rebuilding of Western
Europe after the War, scholars’ interest in migration expanded considerably, turning
their attention from just the traditional immigration states to the European states and
to almost all states either as immigration or emigration ones.

An important group of theories of migration are called ‘equilibrium’ (or func-
tional or orthodox theories) and have as their unit of analysis the individual and
their explanation for the migration movements is based on the grounds of free
rational choice. Migration is seen as caused by wage or income differentials
between geographical areas. The motivation and decision making to migrate is
seen exclusively from the point of migrant’s perceptions and their interests. The
presupposition is that the individual is relatively free and well-informed about wage
differentials or generally about the labour market situation between countries and
decides to migrate, on the basis of cost-benefit analysis. In these theories migration
is seen as a means for individuals’ ends.

Equilibrium theories are based on elements of neoclassical economic, moderni-
sation theories and microeconomic perspective. In these theories, the perspective
and the logic of the push-pull factors are predominant, focusing on the starting,
continuing and stopping points of migration, (rural-urban. international migration)
while its essential assumption is that remittances and the return of skilled migrants
to the source region will stimulate economic growth.
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According to a general theory developed by Lee [22] both origin and destination
places are characterised by sets of plus and minus factors while between them
there are sets of intervening obstacles such as distance, actual physical barriers and
immigration laws, and all the above factors are causes for migration. Migration is
thus seen as an almost rational individual decision in the terms of balancing costs
and benefits.

In a more precise way than Lee’s obstacles and sets of plus and minus factors,
equilibrium theories especially in the neoclassical context, explain causes for migra-
tion on the basis of market disequilibrium between geographical areas. Traditional
agricultural areas are characterised by low productivity, a supply of labour and low
wages, while modern industrial urban areas represent a high productivity, a demand
of labour and high wages. Thus, there is a rational transference of labour from the
rural sector to the urban sector. In this perspective, Todaro’s model [17] is the most
developed one, because it takes into account probabilistic factors in explaining the
continuing migration in the urban areas, even in the case of high unemployment.
He points out that the decision to migrate depends on ‘expected’ rather than actual
urban-rural real wage differentials and does not assume urban full employment.

Generally, equilibrium theories argue that the equilibrium between wage differ-
ences is achieved by the aggregation of individuals’ decisions to migrate and focus
on geographic differences in wages and unemployment, underlying the importance
of push factors in migration decision making. It can be said that these theories
describe the ways that actual migration is considered and functions. Both their units
of analysis, the individual, and the social context in which migration takes place
are taken for granted and are seen as natural and stable. The market rationality
is identified with individual rationality so, the exclusive definition of individual
interest is maximisation of income.

A last point is that in the logic of cost-benefit analysis for individuals and
markets, other aspects of social life, such as political, ideological, social, cultural,
which constitute migration are ignored. Although, it can be argued that Lee’s model
incorporates these factors, they are concealed in sets of plus and minus factors
and intervening obstacles, in which political and legal frameworks are described
as distance or actual physical barriers or just immigration laws.

A second group of theories are the so called structural or historical-structural or
conflict theories. These theories emphasise structural factors which force individu-
als, mainly as members of the working class, to migrate according to the needs of
capital and as a result labour migration intensifies the existing exploitative relations
and uneven development among countries. Migration is explained in the terms
of social forces and constraints posed on migrants, that is migration is seen as a
structural response and a manipulated behaviour.

The historical-structuralist perspective has been founded on different versions of
theories such as dependency, world system and articulation or modes of production
developed by Amin, Wallerstein and the neo-Marxists (e.g. Meillassoux). Each
theorist relates migration—mainly labour migration—with other broader social
phenomena. For example, Piore [28] pays attention to the dual labour market at the
global level, Nikolinakos [26] focuses on dependency between periphery and centre,
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Castells [7] on uneven development inherent in the capitalist mode of production.
and finally, Portes [29] shows that migration is a link between spatially separate
modes of production due to the coexistence of modes of production.

Although structuralist theories include interesting elements of migration. they
also have inconsistencies in a sense similar to those of individualistic ones, since
they view capitalism as merely an economic system which develops according to
some objective laws and they perceive migrants as functional elements, or mere
economic units, whose actions and practice are responses to the requirements
of capital such as the need for a reserve army or to split indigenous labour
movement. Later research on migration, in order to avoid the above dichotomy
and fragmentation in the explanation of migration, attempted to integrate both
approaches in a migration theory. In order to connect the two opposite approaches
researchers introduce additional units such as the ‘household’, ‘social systems’ and
‘social networks’.

The third perspective of migration which attempts to combine both individual
and structural approaches in the explanation of migration includes a variety of
theories. In this logic, Wood argues that the unit of analysis should shift to
‘household’, because a migration decision may not be made merely by an individual
but made by a group of individuals. This approach is similar to that adopted in the
world-system approach, in which groups adopt strategies in order to overcome the
limitations imposed by their socio-economic and physical environment. He argues
that household behaviour is based on a series of ‘sustainance dynamic strategies
including geographical mobility by which household actively strives to achieve a
fit between its consumption necessities, the labour power at its disposal and the
alternatives for generating monetary and non-monetary income’. The ‘household’
must adopt dynamic, flexible and innovative strategies in order to respond to the
structural factors. Both seasonal or permanent migration are seen as such strategies,
permitting the household to achieve its goal which is attaining a desired level of
consumption and investment.

Moreover, in the process of integrating individual and structural migration
perspectives and of explaining the continuation of migration, some researchers
apply the notion of networks in migration theories. In these terms, Kearney [18]
introduces the concept of the ‘Articulator Migrant Network’ (AMN) in order to
capture the complex processes of micro differentiation that occur in ‘traditional’
communities (characterised by the non capitalist mode of production) as they
become articulated with the developed world’ (characterised by the capitalist
mode of production). Kearney’s theory links household and migrant networks in
anthropological research as efficient units of analysis of migration in connection
with economic development. Owing to the fact that return migration has a negative
or neutral influence on modernisation of underdevelopment countries, he identified
‘household’ as the appropriate unit of analysis for migration, since it reveals the
role of women in production and marketing activities in the households that derive
income for migrants. Moreover, the concept of the AMN can address the movements
of migrants into various ‘spaces’ ‘not only geographic but also economic and social
niches and also the flow of surplus and goods within the migrant community’.
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Another theory is developed by Portes and Kelly [29] who adopt the ‘social
network’ perspective in order to explain the stability of migrant flows after the
original causes have disappeared. Social networks are links between the domestic
unit, and the global economic system, which includes household and extending to
the family and community levels. Social networks construct and are also constructed
by collective relationships across time and space. They argue that migration flows
do not respond automatically to economic or political changes due to the mediation
of social networks which become key structures and stabilise migration flows.

Massey and his collaborators in their exploration of migration within the
context of network theory, argue that migration can be seen as ‘a self-sustaining
diffusion process: in which migration networks are sets of interpersonal ties between
migrants, former migrants and non migrants in origin and destination areas’ and
these networks regulate migration behaviour. Migration networks, when expanding,
assist to reduce the risks and costs of migration and ‘once the number of network
connections in country of origin reaches a critical level migration becomes self-
perpetuating because migration itself creates the social structure to sustain it’.

The main proposition of network theories is that migration is continued almost
constantly, even though not with the same volume, after the constitution of migration
networks among coethnics and consequently migration becomes ‘a self perpetuating
social structure’, independent from social and economic causes from which the
migration movement started. This happened because the development of migration
networks reduces costs and risks for new migrant movements and eventually
migration spreads to all socioeconomic segments of the sending society. Due to
well developed networks, governments have great difficulty in controlling migration
while migration continues irrespectively of the kind of migration policies that
governments apply.

Another theory which refers to the causes for the continuation of migrant flows
is the so called institutional theory. Its initial assumption is that there is not a
correspondence between the numbers of people who seek entry into rich countries
and the number of visas that these countries issue. Due to this fact, an underground
market for migration is developed exploiting migrants. A similar argument to those
of network theories is developed by proponents of institutional theory who assume
that international migration movements continue and liberate themselves from the
initial causes of migration while governments are unable to curb further migration
due to the pressures which both underground market and humanitarian groups put
on the governments.

Fawcett [10] associates ‘migration systems’ with the notion of social networks
in order to stress linkages between people (i.e. personal or family networks) and
the economic and political linkages among sending and receiving countries and
the relation between personal and non personal links. Under the same perspective,
Kritz and Zlotnik [21] argue that the systems approach includes a group of countries
linked by migration flows which can capture structural conditions in these countries
and also economic and social ties between them. Moreover, with the incorporation
of networks in the systems approach, it is possible for a migration theory to explain
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who is likely to become a migrant and who actually migrates, that is, to connect
structures with potential migrants.

In fact, the attempts to integrate the individual and structural migration theories
seem to be based on the assumption that these two elements of migration, that
is, individuals and structures exist as independent but they acquire a cause-effect
relationship in the case of migration. On these grounds, the above segmentation in
migration research is taken for granted and these theories search for an intermediate
unit of analysis in order to connect these independent but related units of analysis in
migration, and consequently to explain previous inconsistencies of theories related
to stability of migration flows but not in the terms of labour migration. Thus, the
household and networks have been the concepts which replace the individual or
migrant workers as units of analysis.

As [3] in their study of migration emphasise, migration decision making is
organised by a set of dynamic as well as pre-established social relations. Another
attempt to reconcile competing migration theories and evaluate them on empirical
grounds is made by Massey and his collaborators [25]. The first part of their work
focuses on examining assumptions and propositions of the leading but competing
migration theories, dividing them into theories which explain origins of migration
and theories which provide support for the continuation of international migration
movements. Their stated goal is the usage of some propositions from each migration
theory because each one can offer useful insights into the understanding of the
multi-dimensionality of migration and in analysing various levels of migration. In
the second part of their work they review empirical migration studies as the basis
for the evaluation of existing theoretical propositions in order to show deficiencies
and inconsistencies of migration theories and choose the correct assumptions of
theoretical elaborations which are connected with dimensions of migrations.

In order to overcome the polarisation of individual and structural perspectives
in migration theory. other researchers introduce Gidden’s ‘structuration theory’
into migration analysis. In this framework. Goss and Lindquist [15] explain
international migration as ‘the result of knowledgeable individuals undertaking
strategic action within institutions—specifically the institution of migration—which
operate according to recognisable rules and which attribute resources accordingly’.

In this theory, structures are defined as rules and resources which both constraint
and enable individuals’ action. Then, individuals’ actions and practices produce.
reproduce and change the social structures. In the case of international labour migra-
tion, international migrant institutions have emerged by practices of knowledgeable
individuals—potential migrants, return migrants—and the agents of organisations
(from migrant associations to multinational corporations) and other institutions
(from kinship to the state). Both individuals and agents draw upon sets of rules
in order to increase access to resources.

The preceding selective review of migration theories shows that theoretical elab-
orations of migration are expanding and including various perspectives influenced
by both broader theoretical issues, and contemporary issues. In fact, it cannot be said
that there is a theory which can explain the multi-dimensionality and complexity of



32 The Bioeconomics of Migration: A Selective Review Towards a Modelling. . . 545

migration, but each theory reveals important aspects which can lead to a fertile and
ongoing discussion of the subject.

It can be said that existing migration theories give the general directions for a new
theoretical construction, in these terms, migration is an ongoing social phenomenon,
whose understanding depends on the exploration of the social historical context
globally. Migration incorporates social, economic, political, cultural, ideological
and ethical dimensions and a theory of migration cannot exhaust its understanding
focusing exclusively on states, economics and migrants but it also has to take into
account the general social framework. Therefore, migration should be situated in a
global context and a theory of migration must study the broader ways that societies
are organised in order to explain migration as a contemporary social phenomenon.

32.3 Modelling the Population Dynamics

Consider a set of countries or geographical regions G D f1; � � � ; N g. Each of these
regions i supports a population ui . For the time being we do not specify the type
of the population. Depending on the use of the model, the population may refer to
labour force of a particular type (e.g. specialized or unspecialized labor), migrant
population of specific characteristics or the general population.

The population may change with respect to time thus leading to a real valued
function ui W Œ0; T � ! R; ui .t/ being the population of region i at time t 2 Œ0; T �.
We will focus on migrant population and consider ui .t/ as the total population of
migrants in a region i at time t . For the time being we will consider the migrant
community as homogeneous, i.e., we will not distinguish between migrants of
various characteristics, such as nationality, gender, occupation, high or low skilled
workers etc.

We next consider a connectivity structure on G . Let E � G �G be the set of edges
of G . The pair .i; j / 2 E if and only if there exists a migration flow from i to j . The
pair .G ;E / constitutes a graph, which will be called the migration graph M . This
graph is considered as a directed graph, the pairs .i; j / and .j; i/ being considered
as different; it is not necessary that .i; j / 2 E implies that also .j; i/ 2 E unless
there is also a possibility of return migration from region j to region i .

Through the connectivity structure of the graph, there may be secondary
connections between different regions. For instance even if .i; j / … E , therefore,
not being a direct connection between regions i D i1 and j D in one may find
a path to go from i1 to in indirectly. That means that there may exist a sequence
i D i1 ! i2 ! � � � in�1 ! in D j , with the property .ir ; irC1/ 2 E , r D 1; � � �n�1.
This is a path, connecting i to j in n moves. This indirect connectivity is of
particular importance to our model, since it implies that regions what are apparently
not connected directly may be indirectly connected; therefore what happens in one
of them may have an effect (even in long term) to what happens to the other. A
graph such that for any i; j 2 G there exists a path connecting i with j is called a
connected graph.
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Clearly, the direct connectivity between two vertices of the graph i and j is not
enough to provide a complete description of the migration flow between i and j .
Some notion of intensity of migration between these two vertices must be defined,
which will quantify whether there is a pronounced migration movement from i to
j or not. We will then consider a positive weight w.i; j /, quantifying this. It is
convenient to scale this weight so that w.i; j / 2 Œ0; 1�. Then, this positive weight
can be interpreted as the probability of migrating from region i to region j . The
larger w.i; j / the more likely is it for an agent to migrate from i to j . First of all we
emphasize that in general w.i; j / ¤ w.j; i/. Furthermore, because of the adopted
scaling it must hold that

X

.i;j /2E

w.i; j / D 1; 8 i 2 G ;

meaning that an agent originating from region i will end up to one of the regions
of G , directly connected with i with probability 1, allowing of course for the
possibility of the agent staying in i . This is the probability of a single migration
(single transition) so only the set of edges E is considered.

From the geographical point of view some comments are in order. The set of
edges, which describes the “direct” connectivity of the migration graph, in some
sense defines the geography of the regions. One could dare to use the word topology
here, in the sense that E defines a system of neighbourhoods on the migration
graph M D .G ;E /, describing affinity of certain regions with others. Geographical
distance (physical distance) on the globe plays no particular role in E . Regions that
may be miles apart (such as India and UK for example) may present very strong
connectivity properties (indicated both by E as well as the corresponding weight
structure w.i; j /) because of bilateral agreements etc.

The introduction of the weights may now simplify the exposition. Define a
generalized weight function w W G � G ! Œ0; 1�, with the property w.i; j / D 0

if .i; j / ¤ E . Therefore, the knowledge of the weight function w automatically
provides knowledge of the edge structure E , clearly

E WD f.i; j / 2 G � G W w.i; j / ¤ 0g:

We will then build our model on the directed weighted graph M D .G ;w/. We
may further define the space of all functions u on G , u.i/ DW ui , i 2 G , such thatP

i2G ju.i/j2 < 1 which is a Hilbert space, L2.G /.
Suppose that the population on G is given by the function u W G ! R

N . We
will try to compare the population at a site i 2 G between two times t and t C 1

(time is considered discrete without loss of generality). If w.i; j / is considered as
the probability of migrating from i 2 G to j 2 G then the total number of agents to
move from i to j from t to t C h is w.i; j /ui .t/h. Since they may choose to move
to any of the possible destinations the total outflow of agents from i in Œt; t C h� is
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Oi D
X

fj W.i;j /2Eg;j¤i
w.i; j /ui .t/ D

0

@
X

fj W.i;j /2Eg
w.i; j /

1

A ui .t/h;

where the sum is taken over all the edges E . Similarly, agents from region j 2 G
may choose to migrate to region i 2 G with probability w.j; i/ in the time interval
Œt; t Ch�, so that the total number of agents to move from j to i in this time interval
is w.j; i/uj .t/h. Then the total inflow of migrant population to i in Œt; t C h� is

Ii D
X

fj W.i;j /2Eg;j¤i
w.j; i/uj .t/h: (32.1)

Of course there is local changes of the population at i (birth-death) with the total
rate of change being a.i/ui .t/, where a.i/ will be assumed to be either positive or
negative depending on whether local population increases or decays.

The total balance of the population at i 2 G then yields

ui .t C h/ D ui .t/ � .˛iui .t/C Ii � Oi /h

which is conveniently written as

ui .t C h/ � ui .t/

h
D �aiui .t/C

X

fj W.i;j /2Eg;j¤i
w.j; i/.uj .t/ � ui .t//;

where

ai D ˛i �
X

fj W.i;j /2Eg
.w.j; i/ � w.i; j //:

This equation is in the general form of a master equation (see e.g. [16] for an
example of the use of a master equation in the study of interregional migration).

Define the operators

.Au/i D �ai ui C
X

j

w.j; i/.ui � uj /

and its adjoint operator

.A�v/i D �a�
i vi C

X

j

w.i; j /.vi � vj /

where a�
i D ai CP

j .w.j; i/�w.i; j //. The adjoint operator A� is defined through
the standard property hAu; vi D hu;A�vi, for all u; v 2 L2.G /. The operator
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A W L2.G / ! L2.G / is called the weighted graph Laplacian corresponding to
the weight function w. The graph Laplacian is a symmetric operator if the weights
are symmetric, i.e., if w.i; j / D w.j; i/ for all i; j 2 G .

The total balance equation is then written in compact operator form as

u.t C h/ � u.t/

h
D Au.t/; (32.2)

or equivalently as

u.t C h/ D .I C hA/u.t/:

One may either assume that h ! 0 and obtain an ordinary differential equation on
the graph for the evolution of the population, or assume that the time unit of interest
is finite and set without loss of generality h D 1 and obtain a difference equation
for the evolution of the population. We will choose this option here for simplicity.

An alternative form of writing the model is the following. As before, let w.i; j /
be the probability that somebody moves from location i to location j , so that the
inflow of immigrants into country i is given by Ii as in Eq. (32.1). Also let w.i; i/
be the joint probability that an individual at i survives from t to t C 1 and decides
to stay at location i . Then the agents from location i that remain in this location
(between the periods t and t C 1) are w.i; i/ui .t/. To the new comers we must
include the newborns which are fiui .t/ where fi is a local growth rate. Then the
population balance equation is

ui .t C 1/ D .fi C w.i; i//ui C
X

fj W.i;j /2Eg;j¤i
w.j; i/uj .t/;

or in matrix form as

u.t C 1/ D Tu.t/

where

T D

0

B
B
@

f1 C w.1; 1/ w.2; 1/ � � � w.N; 1/
w.1; 2/ f2 C w.2; 2/ � � � w.N; 2/

� � � � � � � � � � � �
w.1;N / w.2;N / � � � fN C w.N;N /

1

C
C
A

which clearly is a positive matrix.
To make the above discussion useful as a model for migration we need to

complete the following important steps:
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1. Construct the relevant migration graph M D .G ;E / by identifying the edge
structure E .

2. Find the relevant weight function w. This will in principle depend on a number
of factors and parameters, which when modelled properly will lead to a well
versed decision theoretic tool to assist policy making.

3. Study the quantitative and qualitative properties of the time dependent and
steady state equations (32.2) and how these depend on the connectivity
properties of the migration graph. Then, one can monitor how changes in
the connectivity of the migration graph, that may be influenced by policies,
bilateral agreements etc. may affect the long term behaviour of the population
distribution on G . To this point this is a linear equation, but in the next section
will be turned into a nonlinear equation through coupling with an model for
economic growth (a fact that will internalize the migration dynamics and make
the model more interesting).

The above steps require also the employment of statistical techniques in order to
infer the important quantities of the model, topological (e.g. E ) or quantitative (e.g.,
w) from available data. Furthermore, our study will highlight directions that may be
needed in data collection so as to acquire data that are sufficient so as to reveal the
desired quantities.

32.4 A Fine Tuning of the Model: Calculation of w

An important feature of the model, which so far is a generic book counting
model of population movement into different spatial locations (countries) is the
matrix of migration probabilities .wij/. The model will only be of use in the
understanding of migration if the migration probabilities from location to location
are specified in a realistic fashion. Our modelling of the migration probabilities will
be a combination of the neoclassical (equilibrium) theories, which assume that the
migration decision is based on economic grounds as well as on theories based on
individual and structuralist approaches (which argue for the importance of effects
such as networks) as presented in Sect. 32.1.

For example, let us consider the probability w.i; j / of an agent at location i to
migrate to location j . This can be modelled in terms of a discrete choice model.
Discrete choice models have been very useful tools in modelling a decision maker’s
choice between mutually exclusive and collectively exhaustive alternatives (for an
introduction to discrete choice models see e.g., [34]). These models are related to the
maximization of random utility functions [24]. Discrete choice models have been
used by various authors and in various contexts to model the migration decision
(see e.g. [19, 27] and references therein).

According to this model consider a representative agent residing at time t in
region i and facing the decision (lottery) to migrate to another region j (the case
where j D i is included and corresponds to staying in the region where the agent
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is originally situated). Let Vij.t/ be the utility of this agent that decides to realize
a move from region i to region j between the times instances t and t C 1. This
utility is subject to a random term �ij. This random term models either uncertainty
with respect to the utility that an agent is likely to face, on account of incomplete
knowledge of the situation she is likely to face or stochastic changes in the overall
underlying situation. Alternatively, this term may model possible deviations of the
agent from rationality (it can easily be argued that migrants may not always act
rationally, for a variety of reasons). Therefore, the overall utility of an agent that
decides to migrate from region i to region r will be a random function Vir.t/C �ir .
The probability that this agent initially located at region i prefers to move to location
r rather than to location k is

pi;r>k WD P.Vir.t/C �ir > Vik.t/C �ik/ D P.Vir.t/ � Vik.t/ > �ik � �ir/

The probability that an agent decides to move from site i to site j is the probability
that pi;j>k for all k ¤ j . This can be expressed in terms of utilities as

w.i; j / D P.Vij.t/ � Vik.t/ > �ik � �ij; 8 j ¤ k/

D P.�ik < Vij.t/ � Vik.t/C �ij; 8 k ¤ j /

D
N�1Y

kD1
P.�ik < Vij.t/ � Vik.t/C �ij/

where in the last expression the independence of the �ik for different values of k has
been used.

This probability can be calculated numerically, or even analytically for certain
choices of functional form for the distribution of the error terms �ij. For example,
under the generic choice of Gumbel type distributions for this error term, one can
complete the calculation and derive a multinomial type model for the probability of
a representative agent to migrate from i to j of the form

w.i; j / D eVij

PN
kD1 eVik

where clearly the denominator in the above expression serves as a normalization
factor. The choice of the Gumbel family of distributions for the error term is not
accidental or simply in order to simplify the algebra. It derives from a deep result
in probability theory related to the asymptotic behaviour of independent errors, the
celebrated Fisher-Tippet-Gnedenko theorem (see e.g., [20] or [9]). According to this
theorem, if the error terms are drawn from a wide variety of distributions (including
the normal, lognormal, exponential, gamma and the logistic) the distribution of their
maximum follows the Gumbel distribution.

To complete the model, and fully specify the probability of moving from country
i to country j , it remains to specify the utility levels Vik which in some sense
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corresponds to the average (mean) utility and is the deterministic part of the random
utility. This captures the average ‘rational’ behaviour of the agent and should depend
on both the characteristics of the agents as well as on ‘external’ characteristics of
the economy. For example the average utility level Vij may depend on a number
of economic factors, such as the wage difference between the two countries, the
difference in the cost of living etc, as well as on a number of qualitative variables,
modeled in statistics in terms of categorical variables. Such variables may model
structural issues, for example, are there good provisions for the welcome of migrants
in the host country, are there migrant networks that may facilitate the settlement of
migrants in the host country etc. A particularly convenient class of models are linear
models for Vij of the form

Vij D
mX

`D1
ˇ`Y

ij
`

where Y ij D .Y
ij
1 ; � � � ; Y ij

m/ is a vector of m variables (continuous valued or
categorical) that models several characteristics of regions i and j that may influence
the migrants decision to move from region i to region j . For example Y ij

1 may
correspond to the ratio or difference of the wage rates in the two regions, Y ij

2 may
correspond to the ratio or difference of the unemployment rate in the two regions
etc. whereas other variables may be categorical, i.e. may take the value 1 is there is
a network of migrants from region i operating in region j that facilitates settlement
and 0 otherwise, or 1 is there are bilateral agreements between the governments of
i and j and 0 otherwise etc. The vector of coefficients ˇ D .ˇ1; � � � ; ˇm/ (assumed
for simplicity to be common for all utility pairs Vij ) provide an idea of the sensitivity
of the utility levels on the various possible external factors. This choice leads to the
multinomial logit model for the probability of migration between sites,

w.i; j / D exp.
Pm

`D1 ˇ`Y
ij
` /

PN
kD1 exp.

Pm
`D1 ˇ`Y ik

` /

This model can be estimated using standard statistical techniques e.g. maximum
likelihood methods that will allow us to estimate the vector ˇ, and thus calibrate the
model into real life data.

One way to understand the above model is as w.i; j / D w.i; j j Y ij/, that is that
the above formula provides the probability of an agent to migrate from i to j is

w.i; j / D exp.
Pm

`D1 ˇ`y
ij
` /

PN
kD1 exp.

Pm
`D1 ˇ`yik

` /

given that the macroeconomic or behavioural or structural variables Y ij take the
value Y ij D yij. Clearly, these macroeconomic variables are subject to periodic or
stochastic variability, that may be accounted for to shocks that arise in the economy.
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32.5 Including the Migration Model into an Economic
Growth Model

Migration is at the same time affected by economic factors but also affects the
economy, since labour (including migrant labour) is a very important factor of
production. The question of how migration affects global economic growth (i.e.,
the economic growth of the various regions in the world economy, modelled here as
the graph G ) is an interesting one that deserves our attention.

Obviously, this is a very intriguing and deep question, (see for instance Chap. 9
in [4] and the references therein to get an idea of the considerable activity in the field;
see also e.g., [11,12,33,35] and references therein for alternative or related models)
the answer of which would require a full treatise rather than simply an expository
chapter, whose main objective is to outline a fundamental modelling framework. In
this vein, we propose a simple economic growth model which when coupled with
the population Eq. (32.7) can model and predict growth and population patterns on
the graph G .

Our starting point in the modelling of economic growth is the celebrated Solow
model. Let Ki be the capital stock of region i 2 G . This capital stock is subject to
temporal change through production and consumption. The production of output
Yi at site i 2 G is modelled through a neoclassical production function Yi D
f .Ai ;Ki ; Li / where Li is the labour population at site i and Ai is a region specific
productivity parameter. The temporal change of capital stock at site i 2 G is
given by

Ki.t C 1/ D siF .Ai ;Ki.t/; Li .t//C .1 � ı/Ki .t/

where si is the average propensity to save of region i , and ı is the depreciation
rate of capital. For simplicity, we may assume that the production function and the
depreciation rate of capital are common for all regions. Clearly, this assumption may
(and will) be relaxed. Let us now assume full employment and that ui represents the
total population of labour force in region i therefore, Li D ui . We may therefore
express the capital stock change in i by

Ki.t C 1/ D siF .Ai ;Ki .t/; ui .t//C .1 � ı/Ki.t/; i 2 G :

A convenient choice for the production function is a Cobb-Douglas type production
function of the form

F.A;K;L/ D K˛.AL/1�˛; ˛ < 1;

where A is the index of the technology (Harrod neutral, see, e.g., [4, p. 52]).
This capital stock update equation is complemented with the population monitoring
equation

u.t C 1/ D Tut (32.3)
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However, one should note that the migration decision depends on the macroeco-
nomic variables, and in the present model this is shown by the dependence of the
transition probabilities w.i; j / on macroeconomic variables.

The model may also be expressed in terms of per capita variables, i.e. in terms
of ki D Ki=.Aiui /. Then noting that F.K;Au/ D Auf .k/ where f .k/ WD F.k; 1/

we see that

ki .t C 1/ D Ai.t/ui .t/

Ai .t C 1/ui .t C 1/
.f .ki .t//C .1 � ı/ki .t//: (32.4)

Note that in a single region setting and under the standard assumption of steady
growth of the population, i.e. that ui .t C 1/ D .1C n/ui .t/ and constant Ai.t/ this
equation would reduce to the standard form of the Solow model, involving only the
per capita capital stock. An alternative approach is to assume technological change
of the form Ai.t C 1/ D .1 C gi;A/Ai .t/, leading essentially to the same model
but with a modified parameter on account of the technological change. The effect
of the technological change may be included in the local growth rate of labour,
modifying the factor fi . In the following, we assume, that the factor fi accounts also
for the effect of technological change and, without loss of generality, set Ai D 1.1

On the other hand, concerning labour, here we assume that the population evolves
according to the population monitoring equation (32.3) which is in fact a coupled
system of n equations and this assumption is not in general valid, except perhaps in
an asymptotic sense. Another way to express (32.4) is to express

ui .t C 1/

ui .t/
D fi C w.i; i/C

X

fj W.i;j /2Eg;j¤i
w.j; i/

uj .t/

ui .t/

and then rewrite the per capita capital stock evolution law as

ki .t C 1/ (32.5)

D
0

@fi C w.i; i/C
X

fj W.i;j /2Eg;j¤i
w.j; i/

uj .t/

ui .t/

1

A

�1

.Af .ki .t//C .1 � ı/ki .t//:

The modelling of the transition probabilities can be done using the discrete
choice model of Sect. 32.4, by proper interpretation of the “decision variables” Y .
For example a decision variable Y ij

1 may be the difference between the per capita
output in each region

Y
ij
1 D Yj

uj
� Yi

ui
D f .kj /� f .ki /:

1Alternatively we simply measure all quantities in efficiency units AL.
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This implies that agents will turn to migrate from region i towards region i with
more propensity, the higher the difference between the per capita output in the
corresponding regions is. Within the context of the Solow model, under constant
returns to scale, this quantity is related to the wage difference between the regions.
On the other hand if Y ij

1 < 0 then an agent originating at region i has no incentive to
migrate to region j therefore, w.i; j / D 0. Another possible choice for the decision
variable can be the difference between the capital stock between the various regions,
with the same interpretation as above.

Another factor we can introduce is a qualitative factor (a caterogical variable)
modelling the existence or not of migrant networks facilitating the settlement of
migrants. This can be modelled by Y ij

2 D �ij a matrix consisting of 1 and 0, the
element ij is 1 if there exists a network of migrants from region i that facilitates
the settlement in region j and 0 otherwise. Empirical studies of migration decision
imply that such qualitative factors (e.g. networks, herding effects as well as cultural
factors) may play a very important role and in some cases even outweight economic
factors.

One may introduce other factors, e.g., the effect of the supply and demand of
labour in the employment rate etc. Furthermore, we may introduce capital flows and
in addition to labour flows, different sectors in the economy and separate labour
force into skilled and unskilled (dual markets), time lags in the migration decision
process etc. In some sense the sky is the limit when it comes to modelling, however,
one should be careful to keep a model down to its bare essentials in order to keep
it functional and useful. Since the main objective of this expository chapter is to
present a simple working model as an illustration of the modelling strategy we will
limit ourselves to this rather simplistic model.

Collecting all the above, we end up with the following “bioeconomic” type model
for the interaction of migration and the macroeconomy

Ki.t C 1/ D siF .Ki .t/; Aiui .t//C .1 � ı/Ki.t/; i 2 G ;

ui .t C 1/ D .fi C w.i; i//ui C
X

fj W.i;j /2Eg;j¤i
w.j; i/uj .t/

w.i; j / D exp.
P2

`D1 ˇ`y
ij
` /

PN
kD1 exp.

P2
`D1 ˇ`yik

` /

or its scaled form

ki .t C 1/ D
0

@fi C w.i; i/C
X

fj W.i;j /2Eg;j¤i
w.j; i/

uj .t/

ui .t/

1

A

�1

.Af .ki .t//

C.1 � ı/ki .t//; i 2 G ;
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ui .t C 1/ D .fi C w.i; i//ui C
X

fj W.i;j /2Eg;j¤i
w.j; i/uj .t/

w.i; j / D exp.
P2

`D1 ˇ`y
ij
` /

PN
kD1 exp.

P2
`D1 ˇ`yik

` /

where

Y
ij
1 D Yj

uj
� Yi

ui
D f .kj /� f .ki /

Y
ij
2 D �ij D


1 network exists
0 otherwise:

This is a dynamical system, the evolution of which may provide some intuition
concerning the transitory and asymptotic spatio-temporal behaviour of the migration
process as well as its effects and dependences on the economic variables. As there
are no constraints to the movement of migrants from region to region, and as we
assume that labour force that has arrived from region j to region i is treated in the
same terms as local labour force, our model may be a reasonable model for e.g.
the Eurozone.2 The model may be augmented with such features for as to include
sanctions, difference in wages between local labour and migrant labour etc.

The modeling proposed here is very schematic and of course may be improved
along various directions. For example, a more elaborate model for economic growth
than that of Solow may be used, which may internalize employment rates, care for
more than one sectors in the economy, consider the effects of dual markets etc. Also
the decision to migrate can be modelled in a more elaborate fashion, including more
factors, time lags etc. Empirical evidence based on econometric studies of migration
seems to show that qualitative effects such as culture, network formation etc. may
in some cases outweight economic effects (see e.g. [5, 14] or [30] and references
therein). The modelling of migration networks included here is rather schematic,
more elaborate models can be investigated using ideas from [1] or [6]. At any
rate, even this simple model serves well within the limited scope of this expository
chapter to capture the intricate interdependence structure of migration and the
economy and designate the salient features of the bioeconomics of migration.

2Since the Treaty of Rome which aimed at the establishment of a common market the free
movement of capital, goods and people has been established. In the beginning, the right of free
movement referred to workers and later on (the Maastrich, Amsterdam and Shengen treaties)
referred to the general free mobility of nationals of the EU member states.
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32.6 Economic, Mathematical and Simulation Challenges
of the Model

The long term behaviour of the proposed dynamical system is of interest from both
the point of view of demographic and migration issues as well as from the point of
view of economic dynamics. A good understanding of such issues will be important
from the point of view of economic and migration policy as well. Eventhough our
model is simple enough, it is still too complicated to deal with analytically, therefore
one should resort to extended simulations and scenario based studies. However,
there are still some interesting qualitative results we may obtain from this simple
model proposed here, which is one of the main reasons for introducing our various
simplifying assumptions.

32.6.1 Long Term Behaviour

To get an idea of the type of a priori information we can obtain from our model, let
us recall one of the fundamental features of the Solow growth model. In the standard
(single region) model, assuming a steady growth rate for the population .1Cni / it is
well known (see e.g. [4]) that the economy reaches a steady state in per capita output
k�
i D A

1=.1�˛i /
i .n C ı/1=.˛i�1/. This steady state depends on the characteristics of

the economy (i.e., the production function) as well as the population growth rate ni .
Of course the coupled nature of the system does not allow us to assume a constant
growth rate for each economy. However, it is seen that if we manage to find an upper
bound for the quantities ui .t C 1/=ui .t/, i 2 G , this will provide an upper bound
for the quantity ni and therefore, a lower bound for k�

i . If we can show that an
upper bound exists for the growth rate of the population and if the capital evolution
equation satisfy monotonicity properties that guarantee the validity of a comparison
principle, then we can provide a lower bound for the limiting state for the per capita
capital k�

i .
Suppose that for some reason the transition matrix is constant in time and given.

This means that somehow the economies have approached an equilibrium state so
that the per capita ratios Ki=ui D ki that provide the incentives for migration3

are either constant or are varying but at a very slow rate, so that they may well be
approximated as constant. This approximation is also true if we assume that other
effects except economic effects play an important role in the decision to migrate,
a fact supported sometimes by empirical studies. The population equation is then
effectively a constant coefficient difference equation of the form u.t C 1/ D Tu.t/.

3Recall that in our model the incentive for migration between two regions is the difference in Yi
ui

which for the Cobb-Douglas function is equal to the difference between fi .ki /. Note also that the
functions fi are monotone.
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Assuming that all eigenvalues of the matrix T are real and different ordered as
�.T/ D f�0; �1; � � � ; �N�1g with corresponding eigenvectors fv0; v1; � � � ; vN�1g the
general solution may be expressed as

u.t/ D
N�1X

jD0
Cj vj �

t
j

where Cj are arbitrary constants to be specified by the initial condition and in
particular are such that u.0/ D PN�1

jD0 Cj vj . This formula will hold for complex
valued eigenvalues and has to be modified accordingly in case where there are
multiple eigenvalues. This general solution gives us a general idea about the possible
growth rates of the various populations. For example if v0 does not contain any zero
elements then for a “generic” initial condition u.0/ we expect all elements of the
vector u.t/ to grow at the rate �t0. At the positions where v0 has a zero element we
expect a slower growth rate which will coincide with one of the other eigenvalues
etc. Crude as this information may sound it is probably the most we can say for the
behaviour of the population asymptotically.

The non negativity of the matrix T ensures that there is a great deal of structure
on the eigenvalues and eigenvectors of T, given by the celebrated Perron-Frobenius
theorem. Furthermore, this theorem links the topology and connectivity of the
migration graph with the long term behaviour of the system. For the sake of the
reader we briefly recall (for a full account of this beautiful theory see e.g. [32])
that according to the Perron-Frobenius theory, If the matrix T is irreducible and
primitive then it has a non-negative algebraically simple eigenvalue �0 that strictly
dominates all the others, and the corresponding left and right eigenvectors related to
this eigenvalue are positive.

This, importantly involves the geometric and topological properties of the
migration graph. This comes through the condition of irreducibility and primitivity
that is needed for the validity of the Perron-Frobenius theorem. Recall, that a
positive matrix T > 0 is called irreducible and primitive if there exists a m 2 N

such that Tm > 0. This definition, implies that the irreducibility of the matrix T is
related to the connectivity properties of the graph related to the migration process.
In particular T is irreducible if the graph G is strongly connected. That means that
there is a path taking an agent from any location i to any location j as long as we
wait long enough (at least as long asm time units wherem is least integer such that
Tm > 0). Furthermore the Perron-Frobenius eigenvalue (which in fact coincides
with the spectral radius of the matrix T) can be a priori estimated by

min
i

NX

jD1
tij 6 r 6 max

i

NX

jD1
tij

i.e. lies between the minimum and the maximum of the row sums of the matrix T.
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The long term behaviour of the system u.t C 1/ D Tu.t/ is given by the Perron-
Frobenius theorem. In fact u.t/ D Ttu.0/ where u.0/ is the initial state of the
population, and as a consequence of the Perron-Frobenius theorem

lim
t!1

Tt

�0
D vwt r

where v and w are the left and right eigenvectors corresponding to �0, normalized
so that vtrw D 1. This result leads us to the approximate asymptotic result that the
fastest growth rate of the populations in G will be related to �0. This implies that
ui .t C 1/=ui .t/ will tend to �0 asymptotically as t ! 1. The action of the matrix
vwt r on the initial population distribution (i.e., in effect the structure of the left
eigenvector v) will reveal which regions are expected to have a growth rate equal
to the Perron-Frobenius eigenvector. When inserted into the Solow equations this
provides an idea of the growth rates of these economies, in the sense that in the long
run the per capita capital for these regions should follow

ki .t C 1/ ' 1

�0
.Aif .ki /� .1 � ı/ki /:

This may give us a rough idea of the growth rate allowed for these economies.
The economies (regions) which correspond to zeroes of the left Perron-Frobenius
will necessarily have population growth rates which are lower that �0 and that
will correspond to a different eigenvalue in the spectrum of T. Knowledge of this
eigenvalue (and assuming that it is simple) in conjunction with the Solow equation
for this region (where the relevant population growth rate is inserted) will give an
estimate of the relevant long run steady state for the per capita capital.

This procedure has a slight catch. The matrix T depends on the steady state of the
economies, and so in turn the eigenvalues of T which give the long run behaviour
of the population in the various regions depend on this steady state. On the other
hand, these eigenvalues characterize the steady state of the economies since the
population growth rate enters the Solow equation. This is a nonlinear problem and
the procedure we have just described may be turned into a fixed point argument so
that we may obtain approximations to the relevant long run behaviour of the system.
The implementation of such a fixed point argument will require certain results on
the behaviour of the eigenvalues of T as the matrix varies.

There is an alternative way to view the above arguments. Let us assume that
we wish to drive the system into a prescribed steady state Nk� D .k�

1 ; � � � ; k�
N /.

This is equivalent to prescribing a given capital growth rate for each economy Ng D
.g1; � � � ; gN /, since a simple calculation using the Solow equation and the Cobb-
Douglas production function implies that a prescribed growth rate gi for country i
(in terms of the capital stockKi ) specifies the asymptotic behaviour of the per capita
capital, in terms of
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�i WD Ki

ui
D ki D

�
gi C ı

siAi

� 1
1�˛i

:

This ratio determines the migration matrix and through that the matrix T. Therefore,
given a growth rate vector Ng, the vector N� D .�1; � � � ; �N / is specified and that
determines the matrix T which we will denote as T. N�/ for the same reason as above.
The above asymptotic behaviour in turn prescribes an asymptotic growth rate for the
population in each region since by the definition of ki we have that asymptotically
in time

ui .t/ 	 1

�i
Ki.t/ 	 1

�i
.1C gi /

t :

Since the asymptotic behaviour of the population dynamics equation is specified
by the spectral decomposition of the matrix T. N�/, this provides a link between
the vector Ng (or equivalently N�) and the eigenvalues of the matrix T. N�/. This is
a nonlinear, inverse eigenvalue problem that will allow us to specify the allowed
values of the vector Ng for which such a prescribed behaviour may be asymptotically
supported by the system. These problems can be treated numerically and in general
are difficult problems to handle. However, if treated it may provide interesting
information on the “spatial” structure of the vector Ng (or equivalently Nk) and allow
us to infer on question of whether migration of labour may contribute to phenomena
like unconditional convergence, conditional convergence or club convergence of the
economies (for a definition of the relevant notions in a single country model see [13];
these notions may be extended to our model of N coupled economies and provide
important insight on the spatial distribution of growth). The particular case where
the problem is solvable for a spatially homogeneous Ng (i.e., in the case where gi D g

for all i 2 G ) corresponds to the phenomenon of convergence for the economies.

32.6.2 Non Homogeneous and Random Versions of the Model

It is a very naive assumption that the probabilities an agent from location i will
migrate to location j , as well as the local growth rates of labour are constant
for every time period. These depend on the economic and social conditions and
clearly change with time. Therefore, a better model for the population would be a
temporally non homogeneous model of the form

u.t C 1/ D T.t/u.t/

therefore, given the state u.s/ we may find the state u.t/, s < t by the forward
iteration scheme,

u.t/ D T.t � 1/T.t � 2/ � � � T.s/u.s/
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or in more compact form in terms of the “propagator”

u.t/ D U.t; s/u.s/; s < t;

U.t; s/ WD T.t � 1/T.t � 2/ � � �T.s/:

Each of the matrices T .k/, k D s; � � � ; t � 1 is a positive matrix, therefore, we are
now dealing with products of positive matrices. Ergodic theory may provide some
help in understanding the long term behaviour of the system.

As also argued in Sect. 32.2 the migration decision often depends on contingen-
cies (the general economic and social framework) which can be modelled as random
variables using a properly selected probability space. Generalization of the model
to u.t C 1/ D T.t; !/u.t/ where in general T is a stochastic process are also clearly
feasible. This is interesting since it allows us to introduce into the model random
effects depending on uncertainty and fluctuations in the environment, as well as to
introduce effects related to the agents decision making, which may be rational or
irrational.

A very convenient way to introduce these random effects into our model is by
assuming that the macroeconomic variables Y ij, that play the role of indicating
variables in the discrete choice model of Sect. 32.4 that determine the migration
probabilities, depend on a set of hidden random variables, H . These take values
on a metric space X, which without loss of generality assume that X D R

d .
The random variables H are in some sense the factors that drive the economy.
Then, the transition matrix structure for the system u.t C 1/ D Tu.t/ can be
expressed simply by observations of the factors H that drive the economy. If H.t/
is the value of the factors at time t then Tt .!/ D T.H.t//. A simpler structure
can be given to this model if we assume that each of the values that the random
variableH.t/ can take is obtained by choosing random variables from a probability
space .˝;F ; P / WD .X;F ; P / in the following way: Consider a transformation
	 W ˝ ! ˝ that preserves the probability measure P , i.e. P.	.A// D P.A/ for
every A � ˝ . Let us choose a sequence of matrix valued random variables fTtg.
Each of these Tt is assumed to contain the transition probabilities that may describe
migration tendencies between the different regions from time t to time t C 1. We
now make the further assumption that all these matrices may be generated through
a single (random) matrix variable T W ˝ ! R

N�NC using the transformation 	 by

Tt .!/ D T.	 t!/: (32.6)

This assumption introduces a stationarity assumption in the migration probabilities.
The state of the population at time t at each region is then understood as a

random variable, u.t; omega/ which can be obtained by the solution of the random
dynamical system

u.t C 1; !/ D Tt .!/u.t; !/: (32.7)
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The treatment of this system is greatly simplified by the assumption that Tt .!/ is of
the special form (32.6), as this allows the use of the powerful techniques of ergodic
theory in the study of the long term dynamics of (32.7).

This stationarity assumption allows us to state and understand the long term
behaviour of the system, using ergodic theory. A random version of the Perron-
Frobenius theory (see e.g. [2]) is useful in that. This theory guarantees that, under
certain technical assumptions, that there exist a unique positive random unit vector
u and a positive random scalar r with lnC r 2 L1.˝;F ; P / such that T.!/u.!/ D
r.!/u.!/. This captures the asymptotic long term behaviour of the system in the
sense that there exists an invariant splitting of RN as RN D W.!/˚ R u.!/, such
that T.!/W.!/ � W.	!/, and if we define �t .!/ D T.	 t�1!/ � � � T.!/, then, if
x ¤ W.!/

lim
t!1

1

t
ln .j�t.!/xj/ D � D EŒr�

where � is the top Lyapunov exponent (in case x 2 W.!/ then this limit is strictly
less that �). Therefore, even for the random case we have that in some sense the
long term temporal behaviour of the system is captured by the random vector u.

When viewed in full coupling with the Solow model, we obtain a fully coupled
nonlinear random dynamical system, the long term behaviour of which will provide
us with information on the asymptotic distribution of population and capital in the
economy. The steady state of the random dynamical system is now not a vector but a
vector valued random variable whose law is invariant under the action of the random
dynamical system. The calculation of this random fixed point is not a very easy task
and in most cases requires detailed numerical work. The question of random effects
in growth theory has been studied within the standard Solow model (including one
region and without the introduction of migration) in [31] where using the theory of
random dynamical systems and a random version of the Banach fixed point theorem
the existence of a random fixed point was proved. The multi-region case coupled
with the migration dynamics presents a considerably more complicated problem,
which is worth of further investigation. The theory of monotone random dynamical
systems (see e.g. [8]) is expected to play an important role in this study.

32.6.3 Simulation

It must be clear from the above discussion that analytic techniques will not take
us very far with our model, which albeit simple is still very complex for analytic
treatment. One must resort to simulation, which can help us generate multiple
scenarios concerning the evolution of the population dynamics and the economy
which may assist in policy making. The simulation of the model as such is not too
demanding, when the transition probabilities are not assumed to be random. What
seems to be more demanding is the calibration of the model to realistic parameters



562 E.V. Petracou et al.

Table 32.1 Initial conditions for the simulation (Source: Micro Time Series, avail-
able on line at http://econ.worldbank.org/WBSITE/EXTERNAL/EXTDEC/EXTRESEARCH/0,,
contentMDK:20701055~pagePK:64214825~piPK:64214943~theSitePK:469382,00.html

Country Output per worker (y) Capital stock per worker (k) Workers (u)

Greece GR (1) 17,717 USD 39,423 USD 3,867,047
Portugal PT (2) 16,637 USD 28,973 USD 4,435,469
Germany DE (3) 30,099 USD 79,049 USD 30,126,905

that may fit the real world. For example, the calibration of the discrete choice model
that determines the location in which a migrant chooses to migrate to has to be
based on questionnaires, or micro-econometric studies (see e.g. [23]). While there
are standard techniques for dealing with such problems, the collection of data can
be a problem, especially when it comes to undocumented migration.

We now present the results of simulations of the model, for three regions.4 As
initial conditions for the simulation we have used data for the output per worker
(y), capital stock per worker (k) and worker population (u) taken from the Macro
Time Series (available online from the World Bank). The initial condition is chosen
to be the 1990 data for two reasons. The first is technical, this is the last date
where capital per worker data has been published and without this data available
the estimation of the production function requires more sophisticated econometric
techniques outside the scope of the present paper. The second is that this date is
sufficiently far from the present day, so that (a) we may test for the plausibility
of our results using our historical experience and (b) be sufficiently remote from
the present day Eurozone crisis. For the sake of argument we have used data from
Greece, Portugal and Germany and therefore we name the relevant regions after
these countries for simplicity. The data are presented in Table 32.1. Using the
available data and assuming the coefficient ˛i in the range 0.2–0.4 we estimate the
production function and then use this production function to simulate the model. For
the particular run presented here we have chosen ˛1 D ˛2 D ˛3 D 0:3. The fi are
taken to be f1 D f2 D 0:015 and f3 D 0:02, where in this we have also included
the rate of technical change. The propensity to save is taken to be s1 D s2 D 0:1

and s3 D 0:2 which is a reasonable estimate and in accordance with available data.
In Figs. 32.1 and 32.2 we present the results of a simulation of the model for these

initial conditions and these parameters. In Fig. 32.1 we present on the top panel
the evolution of the capital stock per worker (k), on the mid panel the evolution
of the output per worker (y) and the ratio of workers divided by the number of
workers in the absence of migration ui .t/=.1 C fi /

t as a function of time for the
three regions. The time scale is deliberately taken to be long in order to show that
the model is well behaves globally in time. The results show a migratory movement
from regions 1 and 2 to region 3 as expected, and the log run macro economic

4The number of regions is chosen to be so low only for simplicity and economy in the presentation
of the results, there is no limitation as to the number of regions.

http://econ.worldbank.org/WBSITE/EXTERNAL/EXTDEC/EXTRESEARCH/ 0,,contentMDK:20701055~pagePK:64214825~piPK:64214943~theSitePK:469382,00.html
http://econ.worldbank.org/WBSITE/EXTERNAL/EXTDEC/EXTRESEARCH/ 0,,contentMDK:20701055~pagePK:64214825~piPK:64214943~theSitePK:469382,00.html
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Fig. 32.1 Simulation of the model for three countries. Country number 3 (Germany) has an
advantage in production (as shown in the choice of the relevant Cobb-Douglas parameter). The
long run macroeconomic variables for the three regions and the evolution of the worker population

quantities k and y show a lead for region 3, also as expected. The long run behaviour
of the population as predicted by the simulation matches the pattern predicted by
the Perron-Frobenius theory. In Fig. 32.2 we present the effects of migration on the
capital stock Ki and the overall production Yi for region 3 (the receiving country).
On the first panel we plot the temporal evolution of the quantity Ki�Ki;0

Ki;0
where Ki

is the prediction for the capital stock in region i from the model presented here
and Ki;0 is the relevant quantity as predicted by the standard Solow model without
migration. On the second panel we plot the quantity Yi�Yi;0

Yi;0
where Yi is the prediction

for the output in region i from the model presented here and Ki;0 is the relevant
quantity as predicted by the standard Solow model without migration. It is seen that
region 3 benefits as an effect of the migrant worker influx. A similar calculation for
the sending countries shows that regions 1 and 2 suffer a loss as an effect of labour
outflow.

It has to be stressed that the simulation presented here is for the sake of
illustration of the general behaviour of the model only and as it is cannot be used
for quantitative predictive purposes. For that, one has to employ more sophisticated
econometric methods for the estimation of the parameters of the growth model than
the simple estimation performed here. Furthermore, detailed micro-econometric
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Fig. 32.2 Effect of migration on the macroeconomic variables of the receiving country

modelling of the migration probabilities should be made, based on quantitative
and qualitative methods. This is important as the migration probabilities play
an important role in the model. The proper calibration of the model is clearly
beyond the scope of the present work. However, when properly calibrated one may
use this model to run a number of different scenarios, including any number of
regions, and trying different types of network effects. This may provide a fairly
good understanding of the dynamics of this complex system, and the relative
importance of the various factors and parameters in its evolution. The inclusion
of randomness complicates things a bit further as it requires detailed modelling of
the random effects as well as Monte-Carlo simulations in order to assess the effects
of randomness in the model.

32.7 Conclusion

We have attempted a selective review of migration theories with a focus towards a
modelling framework for the bioeconomics of migration. We also present a simple
model, based on a set of difference equations monitoring the motion of agents
between N regions, where the migration probabilities depend on economic as well
as on network effects. This system is coupled with a simple multi-region Solow
model that monitors economic growth and the migration decision is based partly
on the evolution of the economy in these regions. The final model is a nonlinear
dynamical system that provides information on the evolution of the economies and
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the population. Certain qualitative features of the model are addressed and some
comments on simulation are made. Extensions are numerous and quite interesting
and are expected to provide useful insight for the decision making process in
migration policy.
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Chapter 33
Complete versus Incomplete Information
in the Hotelling Model

Alberto Adrego Pinto and Telmo Parreira

33.1 Introduction

Since the seminal work of Hotelling [14], the model of spatial competition has
been seen by many researchers as an attractive framework for analyzing oligopoly
markets. The Hotelling model became one of the most important methods of
analyzing product differentiation.

In his model, Hotelling present a city represented by a line segment where a
uniformly distributed continuum of consumers have to buy a homogeneous good.
Consumers have to support linear transportation costs when buying the good in one
of the two firms of the city. The firms compete in a two-staged location-price game,
where simultaneously choose their location and afterwards set their prices in order
to maximize their profits. After this seminal work, a lot of research has been done
in related models (see [1–4, 13, 15–21, 24–26]).

In this work, we do not study the Hotelling models in which the location choice
by the firms plays a major rule, but models where the location of firms are fixed,
this is, models of price competition under spatial nature. We assume that the firms
are located at the extremes of the line and so we do not study the first subgame in
location strategies. Our main goal is to compare the price formation in the Hotelling
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model with complete and incomplete information in the production costs of both
firms. The incomplete information consists in each firm to know its production cost
but to be uncertain about the competitor cost as usual in oligopoly theory (see [5–
12, 22, 23]).

We introduce the bounded costs BC condition that defines a bound for the pro-
duction costs in terms only of the exogenous variables that are the transportation cost
and the road length of the segment line (see Sect. 33.5). Hence, the prices strategies
do not appear in the BC condition. Under the bounded costs BC condition, the Nash
price strategy for the firms exists. We explicitly determine for the profit, consumer
surplus and welfare, the quantitative economical advantages and disadvantages
between having complete or incomplete information in the production costs. We
prove that, in expected value, the consumer surplus and the welfare are greater with
incomplete information than with the complete information and the difference is
determined by the variances of the probability distributions (see Eqs. (33.17) and
(33.19) ). In expected value, the profit it is greater for the firm with higher variance
for the probability distribution of its productions costs with incomplete information
than with the complete information. However, in expected value, the profit can
be smaller for the firm with lower variance for the probability distribution of its
productions costs with incomplete information than with the complete information
(see Eqs. (33.14) and (33.15)). We conclude by observing that if the probability
distribution of the costs is the same for both firms then, in expected value, the
profit it is greater for the firms with incomplete information than with the complete
information and the welfare is also greater with incomplete information than with
the complete information.

Our results are universal, in the incomplete information scenario, in the sense
that they apply to all probability distributions in the production costs. All the results
presented in this chapter are proved in [18].

33.2 Hotelling Model

The buyers of a commodity will be supposed uniformly distributed along a line
with length l . In the two ends of the line there are two firms A and B , located at
positions 0 and l respectively, selling the same commodity with unitary production
costs cA and cB . No customer has any preference for either seller except on the
ground of price plus transportation cost t . We will assume that each consumer buys
a single unit of the commodity, in each unit of time and in each unit of length
of the line. Denote A’s price by pA and B’s price by pB . The point of division
x D x.pA; pB/ 2�0; lŒ between the regions served by the two entrepreneurs is
determined by the condition that at this place it is a matter of indifference whether
one buys from A or from B .

The point x is the location of the indifferent consumer to buy from firm A or firm
B , if
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pA C tx D pB C t .l � x/:

Solving for x, we obtain

x D pB � pA C t l

2t
:

Both firms have a non-empty market share if and only if x 2�0; lŒ. Hence, both firms
have a non-empty market share if and only if the prices satisfy

jpA � pB j < tl: (33.1)

Assuming inequality (33.1), both firms A and B have a non-empty demand (x and
l � x) and the profits of the two firms are defined respectively by

�A D .pA � cA/ x D .pA � cA/ pB � pA C tl

2t
I (33.2)

and

�B D .pB � cB/ .l � x/ D .pB � cB/
pA � pB C tl

2t
: (33.3)

Two of the fundamental economic quantities in oligopoly theory are the consumer
surplus CS and the welfare W that are computed as follows. Let us denote by vT
be the total amount that consumers are willing to pay for the commodity. The total
amount v.y/ that a consumer located at y pays for the commodity is given by

v.y/ D

pA C ty if 0 < y < xI
pB C t.l � y/ if x < y < l:

The consumer surplus CS is the difference between the total amount that a consumer
is willing to pay vT and the total amount that the consumer pays v.y/

CS D
Z l

0

vT � v.y/dy: (33.4)

The welfare W is given by adding the profits of firms A and B with the consumer
surplus

W D CS C �A C �B: (33.5)

A price strategy .p
A
; p

B
/ for both firms is a Nash price strategy, if for every

deviation of the price p
A

the profit �A of firm A decreases, and for every deviation
of the price p

B
the profit �B of firm B decreases.
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Let us compute the Nash price strategy .p
A
; p

B
/. Differentiating �A with respect

to pA and �B with respect to pB and equalizing to zero, we obtain the first order
conditions (FOC). The FOC implies that

p
A

D tl C 1

3
.2cA C cB/ (33.6)

and

p
B

D tl C 1

3
.cA C 2cB/: (33.7)

We note that the first order conditions refer to jointly optimizing the profit function
(33.2) with respect to the price pA and the profit function (33.3) with respect to the
price pB .

Since the profit functions (33.2) and (33.3) are concave, the second-order
conditions for this maximization problem are satisfied and so the prices (33.6)
and (33.7) are indeed maxima for the functions (33.2) and (33.3), respectively. The
corresponding equilibrium profits are given by

�A D .3tl C cB � cA/
2

18t
(33.8)

and

�B D .3tl C cA � cB/
2

18t
: (33.9)

Furthermore, the consumer indifference location corresponding to the maximizers
p
A

and p
B

of the profit functions �A and �B is

x D l

2
C cB � cA

6t
:

Finally, for the pair of prices .p
A
; p

B
/ to be a Nash price strategy, we need

assumption (33.1) to be satisfied with respect to these pair of prices. We observe
that assumption (33.1) is satisfied with respect to the pair of prices .p

A
; p

B
/ if and

only if the following condition with respect to the production costs is satisfied.

Definition 33.1. The Hotelling model satisfies the bounded costs (BC) condition, if

jcA � cB j < 3tl:

We note that under the BC condition the prices are higher than the production costs
p
A
> cA and p

B
> cB . Hence, there is a Nash price strategy if and only if the BC

condition holds. Furthermore, under the BC condition, the pair of prices .p
A
; p

B
/

is the Nash price strategy.
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By Eq. (33.4), the consumer surplus CS with respect to the Nash price strategy
.p

A
; p

B
/ is given by

CS D
Z l

0

vT � v.x/dx D vT l � 3

2
tl2 � cA C 2cB

3
l C .cB � cA C 3tl/2

36t
: (33.10)

By Eq. (33.5), the welfareW is given by

W D vT l � 1

4
tl2 � cA C cB

2
l C 5.cA � cB/

2

36t
: (33.11)

33.3 Uncertainty in the Production Costs

In this section, we introduce a simple notation that is fundamental for the elegance
and understanding of the effects of uncertainty in the production costs of both firms.

Let the triples .IA;˝A; qA/ and .IB;˝B; qB/ represent (finite, countable or
uncountable) sets of types IA and IB with �-algebras ˝A and ˝B and probability
measures qA and qB , over IA and IB , respectively.

We define the expected values EA.f /, EB.f / and E.f / with respect to the
probability measures qA and qB as follows:

EA.f / D
Z

IA

f .z;w/dqA.z/I EB.f / D
Z

IB

f .z;w/dqB.w/

and

E.f / D
Z

IA

Z

IB

f .z;w/dqB.w/dqA.z/:

Let cA W IA ! R
C
0 and cB W IB ! R

C
0 be measurable functions where cz

A D cA.z/
denotes the production cost of firm A when the type of firm A is z 2 IA and cw

B D
cB.w/ denotes the production cost of firm B when the type of firm B is w 2 IB .
Furthermore, we assume that the expected values of cA and cB are finite

E.cA/DEA.cA/D
Z

IA

cz
A dqA.z/ < 1I E.cB/DEB.cB/D

Z

IB

cw
B dqB.w/ < 1:

We assume that dqA.z/ denotes the probability of the belief of the firm B on the
production costs of the firm A to be cz

A. Similarly, assume that dqB.w/ denotes the
probability of the belief of the firm A on the production costs of the firm B to be cw

B .
The simplicity of the following cost deviation formulas is crucial to express the

main results of this article in a clear and understandable way. The cost deviations of
firm A and firm B



572 A.A. Pinto and T. Parreira

�A W IA ! R
C
0 and �B W IB ! R

C
0

are given respectively by�A.z/ D cz
A �E.cA/ and�B.w/ D cw

B �E.cB/. The cost
deviation between the firms

�C W IA � IB ! R
C
0

is given by�C.z;w/ D cz
A � cw

B . Since the meaning is clear, we will use through the
paper the following simplified notation:

�A D �A.z/I �B D �B.w/ and �C D �C.z;w/:

The expected cost deviation�E between the firms is given by�E D E.cA/�E.cB/.
Hence,

�C ��E D �A ��B:

Let VA and VB be the variances of the production costs cA and cB , respectively. We
observe that

E.�C / D �E I E.�2
A/ D EA.�

2
A/ D VAI E.�2

B/ D EB.�
2
B/ D VB:

Furthermore,

EA.�
2
C / D �2

B C VA C�E.�E � 2�B/I
EB.�

2
C / D �2

A C VB C�E.�E C 2�A/I
E.�2

C / D �2
E C VA C VB: (33.12)

33.4 Complete Information

Let us consider the case where the productions costs are revealed to both firms
before they choose the prices. In this case, the competition between the firms is
under complete information.

A price strategy .pCI
A ; p

CI
B / is given by a pair of functions pCI

A W IA � IB ! R
C
0

and pCI
B W IA � IB ! R

C
0 where pCI

A .z;w/ denotes the price of firm A and pCI
B .z;w/

denotes the price of firm B when when the type of firm A is z 2 IA and the type of
firm B is w 2 IB .

Definition 33.2. The Hotelling model satisfies the bounded costs (BC) condition, if

j�C j < 3tl:
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Under the BC condition, by Eqs. (33.6) and (33.7), the Nash price strategy
.pCI

A
; pCI

B
/ is given by

pCI
A
.z;w/ D tl C cB C 2

3
.�C /

and

pCI
B
.z;w/ D tl C cA � 2

3
.�C /:

By Eq. (33.8), the profit �CI
A W IA � IB ! R

C
0 of firm A is given by

�CI
A .z;w/ D .3tl ��C/

2

18t
:

Similarly, by Eq. (33.9), the profit �CI
B W IA � IB ! R

C
0 of firm B is given by

�CI
B .z;w/ D .3tl C�C/

2

18t
:

The expected profit EB.�CI
A / for firm A is given by

EB.�
CI
A / D .6tl � 2�A � 2�E/

2 C 4VB

72t

Similarly, the expected profit EA.�CI
B / for firm B is given by

EA.�
CI
B / D .6tl � 2�B C 2�E/

2 C 4VA

72t

The expected profit E.�CI
A / for firm A is given by

E.�CI
A / D .3tl ��E/

2 C VA C VB

18t
:

Similarly, the expected profit E.�CI
B / for firm B is given by

E.�CI
B / D .3tl C�E/

2 C VA C VB

18t

By Eq. (33.10), the consumer surplus is given by

CSCI.z;w/ D vT l � 3

2
tl2 � E.cA/C 2E.cB/C�A C 2�B

3
l C .3tl ��C/

2

36t
:
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The expected value of the consumer surplus E.CSCI/ is

E.CSCI.z;w// D vT l � 3

2
tl2 � E.cA/C 2E.cB/

3
l C .3tl ��E/

2 C VA C VB

36t
:

By Eq. (33.11), the welfare is given by

W CI.z;w/ D vT l � 1

4
tl2 � E.cA/C E.cB/C�A C�B

2
l C 5�2

C

36t
:

Using equality (33.12), we obtain that the expected value of the welfare E.W CI/ is
given by

E.W CI.z;w// D vT l � 1

4
tl2 � E.cA/C E.cB/

2
l C 5.VA C VB C�2

E/

36t
:

33.5 Incomplete Information

Let us consider the case where the productions costs of each firm is not revealed to
the other firm. In this case, the competition between the firms is under incomplete
information.

A price strategy .pA; pB/ is given by a pair of functions pA W IA ! R
C
0 and

pB W IB ! R
C
0 where pz

A D pA.z/ denotes the price of firm A when the type of
firm A is z 2 IA and pw

B D pB.w/ denotes the price of firm B when the type of
firm B is w 2 IB . We note that E.pA/ D EA.pA/ and E.pB/ D EB.pB/. The
indifferent consumer x W IA � IB ! .0; l/ is given by

xz;w D pw
B � pz

A C tl

2t
:

The ex-post profits �EP
A W IA � IB ! R

C
0 and �EP

B W IA � IB ! R
C
0 are given by

�EP
A .z;w/ D �A.z;w/ D .pz

A � cz
A/x

z;w

and

�EP
B .z;w/ D �B.z;w/ D .pw

B � cw
B/.l � xz;w/:

The ex-ante profits �EAA W IA ! R
C
0 and �EAB W IB ! R

C
0 are given by

�EAA .z/ D EB.�
EP
A / and �EAB .w/ D EA.�

EP
B /:
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We note that, the expected profit E.�EP
A / of firm A is equal to EA.�EAA / and the

expected profit E.�EP
B / of firm B is equal to EB.�EAB /.

A price strategy .p
A
; p

B
/ for both firms is a Bayesian-Nash, if for every z 2 IA

and for every deviation of the price pz
A

the ex-ante profit�EAA .z/ of firmA decreases,
and for every w 2 IB and for every deviation of the price pw

B
the ex-ante profit

�EAB .w/ of firm B decreases.
For i 2 fA;Bg, we define

cmi D min
z2Ii

fcz
i g and cMi D max

z2Ii
fcz
i g:

Definition 33.3. The Hotelling model satisfies the bounded uncertain costs (BUC)
condition, if

j3.cz
A � cw

B/C E.cB/� E.cA/j D j3�C ��E j < 6tl;

for all z 2 IA and for all w 2 IB ;

3
�
cMA C cMB � 2cmA

�CE.cA/� E.cB/ 6 3tl C
�
E.cA/C 2E.cB/� 3cMA

�2

12tl
I

and

3
�
cMA C cMB � 2cmB

�C E.cB/ �E.cA/ 6 3tl C
�
2E.cA/C E.cB/� 3cMB

�2

12tl
:

Let

� D max
i;j2fA;Bg

fcMi � cmj g

Thus, the bounded uncertain costs condition BUC is implied by the following
stronger SBUC condition.

Definition 33.4. The Hotelling model satisfies the bounded uncertain costs (SBUC)
condition, if

7� < 3tl

Theorem 33.1. Under the BUC condition, there is a Bayesian-Nash price strategy
.p

A
; p

B
/. Furthermore, the expected prices of the Bayesian-Nash price strategy are

E.p
A
/ D tl C E.cA/� �E

3
I
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E.p
B
/ D tl C E.cB/C �E

3
:

and the Bayesian-Nash price strategy is

pz
A

D E.p
A
/C �A

2
I pw

B
D E.p

B
/C �B

2
: (33.13)

The pair of prices .p
A
; p

B
/ satisfies pz

A
> cz

A and pw
B
> cw

B . Furthermore, for
different production costs, the differences between the optimal prices of a firm are
proportional to the differences of the production costs

pz1
A

� pz2
A

D c
z1
A � cz2

A

2
:

and

pw1
B

� pw2
B

D c
w1
B � cw2

B

2
:

for all z1; z2 2 IA and w1;w2 2 IB . Hence, half of the production costs value is
incorporated in the price.

The ex-post profit of the firms is the effective profit of the firms given a realization
of the production costs for both firm. Hence it is the main economic information for
both firms. By Eq. (33.13), the ex-post profit of firm A is

�EP
A .z;w/ D .6tl C�E � 3�C/.6tl C�E � 3�C � 3�B/

72t

and the ex-post profit of firm B is

�EP
B .z;w/ D .6tl ��E C 3�C/.6tl ��E C 3�C � 3�A/

72t
:

We observe that the differences between the ex-post profits of both firms has a very
useful and clear economical interpretation in terms of the expected cost deviations.

�EP
A .z;w/ � �EP

B .z;w/ D 6tl.�A ��B/C .�E � 3�C /.8tl ��A ��B/

24t

Furthermore, for different production costs, the differences between the ex-post
profit of a firm is given by

�EP
A .z1;w/ � �EP

A .z2;w/ D .c
z2
A � c

z1
A /.12tl ��E C 3.cw

B C E.cA/ � cz1
A � c

z2
A //

24t
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and

�EP
B .z;w1/ � �EP

B .z;w2/

D .c
w2
B � c

w1
B /.12tl C�E C 3.cz

A CE.cB/� c
w1
B � cw2

B //

24t

for all z; z1; z2 2 IA and w;w1;w2 2 IB .
The ex-ante profit of a firm is the expected profit of the firm that knows its

production cost but is uncertain about the production costs of the competitor firm.
The ex-ante profit of firm A is

�EAA .z/ D .6tl � 3�A � 2�E/
2

72t
:

Similarly, the ex-ante profit of firm B is

�EAB .w/ D .6tl � 3�B C 2�E/
2

72t
:

We observe that the differences between the ex-ante profits of both firms has a very
useful and clear economical interpretation in terms of the expected cost deviations.

�EAA .z/ � �EAB .w/ D .4tl ��A ��B/.3.�B ��A/ � 4�E/

24t

Furthermore, for different production costs, the differences between the ex-ante
profits of a firm are given by

�EAA .z1/ � �EAA .z2/ D .c
z2
A � cz1

A /.3.4tl C 2E.cA/� c
z1
A � c

z2
A / � 4�E/

24t

and

�EAB .w1/ � �EAB .w2/ D .c
w2
B � cw1

B /.3.4tl C 2E.cB/ � cw1
B � c

w2
B /C 4�E/

24t

for all z; z1; z2 2 IA and w;w1;w2 2 IB .
We observe that the ex-ante and the ex-posts profits of both firms are strictly pos-

itive with respect to the Bayesian-Nash price strategy determined in Theorem 33.1.
Hence, the expected profits of both firms are also strictly positive.

The expected profit of the firm is the expected gain of the firm. The expected
profit of firm A is given by

E.�EP
A / D .3tl ��E/

2

18t
C VA

8t
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Similarly, the expected profit of firm B is given by

E.�EP
B / D .3tl C�E/

2

18t
C VB

8t
:

The ex-post consumer surplus is the realized gain of the consumers community
for given outcomes of the production costs of both firms. Under incomplete
information, by Eq. (33.4), the ex-post consumer surplus is

CSEP D vT l � 3

2
tl2 � l

3
.2E.cB/C E.cA// � �Bl

2
C .6tl � 3�C C�E/

2

144t
:

The expected value of the consumer surplus is the expected gain of the consumers
community for all possible outcomes of the production costs of both firms. The
expected value of the consumer surplus E.CSEP/ is given by

E.CSEP/ D vT l � 3

2
tl2 � l

3
.2E.cB/C E.cA//C .6tl � 2�E/

2 C 9.VA C VB/

144t
:

The ex-post welfare is the realized gain of the state that includes the gains of
the consumers community and the gains of the firms for a given outcomes of the
production costs of both firms. By Eq. (33.5), the ex-post welfare is

W EP D vT l� 1
4

tl2� E.cA/C E.cB/C�A C�B

2
� 3�C.2�E � 9�C /C .�E/

2

144t
:

The expected value of the welfare is the expected gain of the state for all possible
outcomes of the production costs of both firms. The expected value of the welfare
E.W EP/ is given by

E.W EP/ D vT l � 1

4
tl2 � E.cA/C E.cB/

2
C 27.VA C VB/C 20�2

E

144t

33.6 Incomplete Versus Complete Information

Corollary 33.1. The difference between the ex-post profit and the profit, under
complete information, for firm A is

�EP
A .z;w/ � �CI

A .z;w/ D .�A ��B/.�A C 2�B/ � 2.3tl ��C/.2�A C�B/

72t
:

The difference between the ex-post profit and the profit, under complete information,
for firm B is
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�EP
B .z;w/ � �CI

B .z;w/ D .�B ��A/.�B C 2�A/� 2.3tl C�C/.2�B C�A/

72t
:

Corollary 33.2. The difference between the ex-ante profit EB.�EP
A / and EB.�CI

A /

for firm A is

EB.�
EP
A /� EB.�

CI
A / D �A .5�A � 4.3tl ��E//

72t
� VB

18t
:

The difference between the ex-ante profit EA.�EP
B / and EA.�CI

B / for firm B is

EA.�
EP
B /� EA.�

CI
B / D �B .5�B � 4.3tl C�E//

72t
� VA

18t
:

The difference between the expected profits of firm A with complete and
incomplete information is given by

E.�EP
A / �E.�CI

A / D 5VA � 4VB

72t
: (33.14)

The difference between the expected profits of firm B with complete and incomplete
information is given by

E.�EP
B / �E.�CI

B / D 5VB � 4VA

72t
: (33.15)

Corollary 33.3. The difference between the ex-post consumer surplus and the
consumer surplus, under complete information, is

CSEP � CSCI D .�A C�B/l

4
C .�B ��A/.�B ��A � 4�C/

144t
: (33.16)

Therefore, Eq. (33.16) determines in which cases it is better to have uncertainty in
the production costs instead of complete information in terms of consumer surplus
CSEP > CSCI .

The difference between expected value of the consumer surplus and the expected
value of the consumer surplus under complete information, is

E.CSEP/ �E.CSCI/ D 5.VA C VB/

144t
: (33.17)

Therefore, in expected value the consumer surplus is greater with incomplete
information than with complete information.

The difference between the ex-post welfare and the welfare, under complete
information, is
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W EP �W CI D 7.�C /
2 � 6�C�E � .�E/

2

144t
: (33.18)

Therefore, Eq. (33.18) determines in which cases it is better to have uncertainty in
the production costs instead of complete information in terms of welfare W EP >

W CI .
The difference between expected value of the welfare and the expected value of

the welfare under complete information, is

E.W EP/ �E.W CI/ D 7.VA C VB/

144t
: (33.19)

Therefore, in expected value the welfare is greater with incomplete information than
with complete information.

33.7 Symmetric Hotelling

A Hotelling game is symmetric, if .IA;˝A; qA/ D .IB;˝B; qB/ and c D cA D
cB . Hence, we observe that all the formulas of this paper hold with the following
simplifications �E D 0, E.c/ D E.cA/ D E.cB/ and V D VA D VB . Let cM D
cMA D cMB and cm D cmA D cmB . The bounded uncertain costs in the symmetric case
can be written in the following way

Definition 33.5. The symmetric Hotelling model satisfies the bounded uncertain
costs (BUC) condition, if

j�C j < 2tl;

for all z 2 IA and for all w 2 IB ;

2
�
cM � cm� 6 tl C

�
cM � E.c/

�2

4tl
I

Thus, the bounded uncertain costs condition BUC is implied by the following
stronger condition.

Definition 33.6. The symmetric Hotelling model satisfies the bounded uncertain
costs (SBUC) condition, if

2� < tl

Under the BUC condition, the expected prices of Bayesian-Nash price strategy are
given by
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E.p
A
/ D E.p

B
/ D tl C E.c/:

We observe that the difference between the expected profits of firm A and B with
complete and incomplete information is positive and it is given by

E.�EP
A /� E.�CI

A / D E.�EP
B /� E.�CI

B / D V

72t
:

Furthermore, the difference between the welfare and the welfare with complete and
incomplete information is positive and it is given by

W EP �W CI D 7.�C/
2

144t
:

33.8 Conclusion

Under complete and incomplete information, we studied the economic impact of
the Nash price strategies in the profits of the firms, consumer surplus and welfare.
Under incomplete information, we observed that the Bayesian-Nash price strategies
do not depend upon the distributions of the production costs of the firms, except
on their first moments. Furthermore, the prices of each firm, at equilibrium, are
affine with respect to the expected costs of both firms and to their own costs. The
corresponding expected profits are quadratic in the expected cost of both firms, in its
own cost and in the transportation cost. We computed the ex-post consumer surplus
and the ex-post welfare and we explicitly determined in which cases it is better to
have uncertainty in the production costs instead of complete information in terms of
profits, consumer surplus and in terms of welfare.
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Chapter 34
Maximal Differentiation in the Hotelling Model
with Uncertainty

Alberto Adrego Pinto and Telmo Parreira

34.1 Introduction

Since the seminal work of Hotelling [14], the model of spatial competition has
been seen by many researchers as an attractive framework for analyzing oligopoly
markets (see [2,13,15–21,24,25]). In his model, Hotelling present a city represented
by a line segment where a uniformly distributed continuum of consumers have to
buy a homogeneous good. Consumers have to support linear transportation costs
when buying the good in one of the two firms of the city. The firms compete in
a two-staged location-price game, where simultaneously choose their location and
afterwards set their prices in order to maximize their profits. Hotelling concluded
that firms would agglomerate at the center of the line, an observation referred as the
“Principle of Minimum Differentiation”.

In 1979, D’Aspremont et al. [4] show that the “Principle of Minimum Differ-
entiation” is invalid, since there was no price equilibrium solution for all possible
locations of the firms, in particular when they are not far enough from each other.
Moreover, in the same article, D’Aspremont et al. introduce a modification in the
Hotelling model, considering quadratic transportation costs instead of linear. The
introduction of this feature removed the discontinuities verified in the profit and
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demand functions, which was a problem in Hotelling model and they show that,
under quadratic transportation costs, a price equilibrium exists for all locations and
a location equilibrium exists and involves maximum product differentiation, i.e. the
firms opt to locate at the extremes of the line.

Hotelling and D’Aspremont et al. consider that the production costs of both firms
are equal to zero. Ziss [26] introduce a modification in the model of D’Aspremont
et al. by allowing for different production costs between the two firms and examines
the effect of heterogeneous production technologies on the location problem. Ziss
shows that a price equilibrium exists for all locations and concludes that when the
difference between the production costs is small, a price and location equilibrium
exists in which the firms prefer to locate in different extremes of the line. However,
if the difference between the production costs is sufficiently large, a location
equilibrium does not exist.

Boyer et al. [3] and Biscaia and Sarmento [1] extended the work of Ziss by
consider that the uncertainty on the productions costs exists only during the first
subgame in location strategies. Then the production costs are revealed to the firms
before the firms have to choose their optimal price strategies and so the second
subgame has complete information.

In this work, we study the quadratic Hotelling model with incomplete informa-
tion in the production costs of both firms. The incomplete information consists in
each firm to know its production cost but to be uncertain about the competitor cost
as usual in oligopoly theory (see [5–12, 22, 23]). However, in contrast with Boyer
et al. [3], the production costs are not revealed to the firms before the firms have to
choose their price strategy. Furthermore, our results are universal, in the incomplete
information scenario, in the sense that they apply to all probability distributions in
the production costs.

We say that the Bayesian-Nash price strategy has the duopoly property if both
firms have non-empty market for every pair of production costs. We introduce the
bounded uncertain costs and location BUCL1 condition that defines a bound for the
production costs in terms only of the exogenous variables that are the transportation
cost; the road length of the segment line; and the localization of both firms (see
Sect. 34.6). We prove that there is a local optimum price strategy with the duopoly
property if and only if the bounded uncertain costs and location BUCL1 condition
holds. We compute explicitly the formula for the local optimum price strategy
that is simple and leaves clear the influence of the relevance economic exogenous
quantities in the price formation. In particular, we observe that the local optimum
price strategy do not depend on the distributions of the production costs of the firms,
except on their first moments.

We introduce two mild additional bounded uncertain costs and location BUCL2
and BUCL3 conditions. Under the BUCL1 and BUCL2 conditions, we prove that
the local optimum price strategy is a Bayesian-Nash price strategy. Assuming that
the firms choose the Bayesian-Nash price strategy, under the BUCL3 condition,
we prove that the maximal differentiation is a local optimum for the localization
strategy of both firms.

All the results presented in this chapter are proved in [21].
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34.2 Local Optimum Price Strategy Under Complete
Information

The buyers of a commodity will be supposed uniformly distributed along a line with
length l , where two firms A and B located at respective distances a and b from the
endpoints of the line sell the same commodity with unitary production costs cA and
cB . We assume without loss of generality that a > 0, b > 0 and l � a � b > 0.
No customer has any preference for either seller except on the ground of price plus
transportation cost t . We will assume that each consumer buys a single unit of the
commodity, in each unit of time and in each unit of length of the line. Denote A’s
price by pA and B’s price by pB . The point of division x D x.pA; pB/ 2�0; lŒ
between the regions served by the two entrepreneurs is determined by the condition
that at this place it is a matter of indifference whether one buys from A or from B .
The point x is the location of the indifferent consumer to buy from firm A or firm
B , if

pA C t .x � a/2 D pB C t .l � b � x/2

Let

m D l � a � bI �l D a � b and �C D cA � cB :

Solving for x, we obtain

x D pB � pA
2 t m

C l C�l

2
:

Both firms have a non-empty market share if, and only if, x 2�0; lŒ. Hence, the
prices will have to satisfy

jpA � pB � t m�l j < t m l (34.1)

Assuming inequality (34.1), both firms A and B have a non-empty demand (x and
l � x) and the profits of the two firms are defined respectively by

�A D .pA � cA/ x D .pA � cA/

�
pB � pA
2 t m

C l C�l

2

�

(34.2)

and

�B D .pB � cB/ .l � x/ D .pB � cB/
�
pA � pB

2 t m
C l ��l

2

�

: (34.3)

Definition 34.1. A price strategy .pA; pB/ for both firms is a local optimum price
strategy if (i) for every small deviation of the price pA the profit �A of firm A



588 A.A. Pinto and T. Parreira

decreases, and for every small deviation of the price pB the profit �B of firm B

decreases (local optimum property); and (ii) the indifferent consumer exists, i.e.
0 < x < l (duopoly property).

Let us compute the local optimum price strategy .pA; pB/. Differentiating �A with
respect to pA and �B with respect to pB and equalizing to zero, we obtain the first
order conditions (FOC). The FOC implies that

pA D t m

�

l C �l

3

�

C cA � �C

3
(34.4)

and

pB D t m

�

l � �l

3

�

C cB C �C

3
: (34.5)

We note that the first order conditions refer to jointly optimizing the profit function
(34.2) with respect to the price pA and the profit function (34.3) with respect to the
price pB .

Since the profit functions (34.2) and (34.3) are concave, the second-order
conditions for this maximization problem are satisfied and so the prices (34.4)
and (34.5) are indeed maxima for the functions (34.2) and (34.3), respectively. The
corresponding equilibrium profits are given by

�A D .m .3 l C�l/ t ��C/
2

18 t m
(34.6)

and

�B D .m .3 l ��l/ t C�C/
2

18 t m
:

Furthermore, the consumer indifference location corresponding to the maximizers
pA and pB of the profit functions �A and �B is

x D l

2
C �l

6
� �C

6 t m
:

Finally, for the pair of prices .pA; pB/ to be a local optimum price strategy, we need
assumption (34.1) to be satisfied with respect to these pair of prices. We observe
that assumption (34.1) is satisfied with respect to the pair of prices .pA; pB/ if and
only if the following condition with respect to the production costs is satisfied.

Definition 34.2. The Hotelling model satisfies the bounded costs and location
(BCL) condition, if

j�C � t m�l j < 3 t m l:
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We note that under the BCL condition the prices are higher than the production costs
pA > cA and pB > cB . Hence, there is a local optimum price strategy if and only if
the BCL condition holds. Furthermore, under the BCL condition, the pair of prices
.pA; pB/ is the local optimum price strategy.

A strong restriction that the BCL condition imposes is that �C converges to 0
whenm tends to 0, i.e. when the differentiation in the localization tends to vanish.

34.3 Nash Price Strategy Under Complete Information

We note that, if a Nash price equilibrium satisfies the duopoly property then it is
a local optimum price strategy. However, a local optimum price strategy is only
a local strategic maximum. Hence, the local optimum price strategy to be a Nash
equilibrium must also be global strategic maximum. In this section, we are going to
show that this is the case.

Following D’Aspremont et al. [4], we note that the profits of the two firms, valued
at local optimum price strategy are globally optimal if they are at least as great as
the payoffs that firms would earn by undercutting the rivals’s price and supplying
the whole market.

Let .pA; pB/ be the local optimum price strategy. Firm A may gain the whole
market, undercutting its rival by setting

pMA D pB � t m .l ��l/:

In this case the profit amounts to

�MA D 2

3
.t m�l ��C/ l:

A similar argument is valid for store B . Undercutting this rival, setting

pMB D pA � t m .l C�l/;

it would earn

�MB D 2

3
.�C � t m�l/ l:

The conditions for such undercutting not to be profitable are �A > �MA and �B >
�MB . Hence, proving that

.m .3 l C�l/ t ��C/
2

18 t m
> 2

3
.t m�l ��C/ l (34.7)
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is sufficient to prove that �A > �MA . Similarly, proving that

.m .3 l ��l/ t C�C/
2

18 t m
> 2

3
.�C � t m�l/ l (34.8)

is sufficient to prove that �B > �MB .
However, conditions (34.7) and (34.8) are satisfied because they are equivalent to

.m .3 l ��l/ t C�C/
2 > 0

and

.m .3 l C�l/ t ��C/
2 > 0:

Therefore, if .pA; pB/ is a local optimum price strategy then .pA; pB/ is a Nash
price equilibrium.

34.4 Optimum Localization Equilibrium Under Complete
Information

We are going to find when the maximal differentiation is a local optimum strategy
assuming that the firms in second subgame choose the Nash price equilibrium
strategy. For a complete discussion see Ziss [26].

We note that from (34.4) and (34.6), we can write the profit of firm A as

�A D .pA � cA/2
2 t .l � a � b/

:

Since

@pA

@a
D �2

3
t .l C a/;

we obtain that

@�A

@a
D � pA � cA

6 t .l � a � b/2 .�C C t .l � a � b/ .l C 3 aC b// :

Similarly, we obtain that

@�B

@b
D pB � cB

6 t .l � a � b/2
.�C � t .l � a � b/ .l C a C 3 b// :
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Therefore, the maximal differentiation .a; b/ D .0; 0/ is a local optimum strategy if
and only if

@�A

@a
.0; 0/ D �pA � cA

6 t l2

�
�C C t l2

�
< 0

and

@�B

@b
.0; 0/ D pB � cB

6 t l2

�
�C � t l2� < 0

Since

pA � cA
6 t l2

> 0 and
pB � cB

6 t l2
> 0

the maximal differentiation .a; b/ D .0; 0/ is a local optimum strategy if and only if

j�C j < t l2:

34.5 Incomplete Information on the Production Costs

The incomplete information consists in each firm to know its production cost but
to be uncertain about the competitor cost. In this section, we introduce a simple
notation that is fundamental for the elegance and understanding of the results
presented in this paper.

Let the triples .IA;˝A; qA/ and .IB;˝B; qB/ represent (finite, countable or
uncountable) sets of types IA and IB with �-algebras ˝A and ˝B and probability
measures qA and qB , over IA and IB , respectively.

We define the expected values EA.f /, EB.f / and E.f / with respect to the
probability measures qA and qB as follows:

EA.f / D
Z

IA

f .z;w/ dqA.z/I EB.f / D
Z

IB

f .z;w/ dqB.w/

and

E.f / D
Z

IA

Z

IB

f .z;w/ dqB.w/dqA.z/:

Let cA W IA ! R
C
0 and cB W IB ! R

C
0 be measurable functions where cz

A D cA.z/
denotes the production cost of firm A when the type of firm A is z 2 IA and cw

B D
cB.w/ denotes the production cost of firm B when the type of firm B is w 2 IB .
Furthermore, we assume that the expected values of cA and cB are finite
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E.cA/DEA.cA/D
Z

IA

cz
A dqA.z/ < 1I E.cB/DEB.cB/D

Z

IB

cw
B dqB.w/ < 1:

We assume that dqA.z/ denotes the probability of the belief of the firm B on the
production costs of the firm A to be cz

A. Similarly, assume that dqB.w/ denotes the
probability of the belief of the firm A on the production costs of the firm B to be cw

B .
The simplicity of the following cost deviation formulas is crucial to express the

main results of this article in a clear and understandable way. The cost deviations of
firm A and firm B

�A W IA ! R
C
0 and �B W IB ! R

C
0

are given respectively by�A.z/ D cz
A �E.cA/ and�B.w/ D cw

B �E.cB/. The cost
deviation between the firms

�C W IA � IB ! R
C
0

is given by�C.z;w/ D cz
A � cw

B . Since the meaning is clear, we will use through the
paper the following simplified notation:

�A D �A.z/I �B D �B.w/ and �C D �C.z;w/:

The expected cost deviation�E between the firms is given by�E D E.cA/�E.cB/.
Hence,

�C ��E D �A ��B:

34.6 Local Optimum Price Strategy Under Complete
Information

In this section, we introduce incomplete information in the classical Hotelling game
and we find the local optimal price strategy. We introduce the bounded uncertain
costs condition that allows us to find the local optimum price strategy.

A price strategy .pA; pB/ is given by a pair of functions pA W IA ! R
C
0 and

pB W IB ! R
C
0 where pz

A D pA.z/ denotes the price of firm A when the type of
firm A is z 2 IA and pw

B D pB.w/ denotes the price of firm B when the type of
firm B is w 2 IB . We note that E.pA/ D EA.pA/ and E.pB/ D EB.pB/. The
indifferent consumer x W IA � IB ! .0; l/ is given by

xz;w D pw
B � pz

A C t m .l C�l/

2 t m
: (34.9)
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The ex-post profit of the firms is the effective profit of the firms given a realization
of the production costs for both firm. Hence, it is the main economic information for
both firms. However, the incomplete information prevents the firms to have access to
their ex-post profits except after the firms have already decided their price strategies.
The ex-post profits �EP

A W IA � IB ! R
C
0 and �EP

B W IA � IB ! R
C
0 are given by

�EP
A .z;w/ D �A.z;w/ D .pz

A � cz
A/ x

z;w

and

�EP
B .z;w/ D �B.z;w/ D .pw

B � cw
B/ .l � xz;w/:

The ex-ante profit of the firms is the expected profit of the firm that know their
production cost but are uncertain about the production cost of the competitor firm.
The ex-ante profits �EA

A W IA ! R
C
0 and �EA

B W IB ! R
C
0 are given by

�EA
A .z/ D EB.�

EP
A / and �EA

B .w/ D EA.�
EP
B /:

We note that, the expected profit E.�EP
A / of firm A is equal to EA.�EA

A / and the
expected profit E.�EP

B / of firm B is equal to EB.�EA
B /.

The incomplete information forces the firms to have to choose their price
strategies using their knowledge of their ex-ante profits, to which they have access,
instead of the ex-post profits, to which they do not have access except after the price
strategies are decided.

Definition 34.3. A price strategy .pA; pB/ for both firms is a local optimum price
strategy if (i) for every z 2 IA and for every small deviation of the price pz

A the
ex-ante profit �EA

A .z/ of firm A decreases, and for every w 2 IB and for every
small deviation of the price pw

B the ex-ante profit �EA
B .w/ of firm B decreases (local

optimum property); and (ii) for every z 2 IA and w 2 IB the indifferent consumer
exists, i.e. 0 < xz;w < l (duopoly property).

We introduce the BUCL1 condition that has the crucial economical information
that can be extracted from the exogenous variables. The BUCL1 condition allow
us to know if there is, or not, a local optimum price strategy in the presence of
uncertainty for the production costs of both firms.

Definition 34.4. The Hotelling model satisfies the bounded uncertain costs and
location (BUCL1) condition 1, if

j�E � 3�C C 2�l t mj < 6 t m l:

for all z 2 IA and for all w 2 IB .

A strong restriction that the BUCL1 condition imposes is that �C converges to 0
whenm tends to 0, i.e. when the differentiation in the localization tends to vanish.
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For i 2 fA;Bg, we define

cmi D min
z2Ii

fcz
i g and cMi D max

z2Ii
fcz
i g:

Let

� D max
i;j2fA;Bg

fcMi � cmj g

Thus, the bounded uncertain costs and location BUCL1 is implied by the following
stronger SBUCL1 condition.

Definition 34.5. The Hotelling model satisfies the bounded uncertain costs and
location (SBUCL1) condition, if

� < t l m:

The following theorem is a key economical result in oligopoly theory. First,
it tell us about the existence, or not, of a local optimum price strategy only by
accessing a simple inequality in the exogenous variables and so available to both
firms. Secondly, give us explicit and simple formulas that allow the firms to know
the relevance of the exogenous variables in their price strategies and corresponding
profits.

Theorem 34.1. There is a local optimum price strategy .pA; pB/ if and only if the
BUCL1 condition holds. Under the BUCL1 condition, the expected prices of the
local optimum price strategy are given by

E.pA/ D t m

�

l C �l

3

�

CE.cA/��E

3
IE.pB/ D t m

�

l � �l

3

�

CE.cB/C�E

3
:

Furthermore, the local optimum price strategy .pA; pB/ is unique and it is given by

pz
A D E.pA/C �A

2
I pw

B D E.pB/C �B

2
: (34.10)

We observe that the differences between the expected prices of both firms has
a very useful and clear economical interpretation in terms of the localization and
expected cost deviations.

E.pA/� E.pB/ D 2 t m�l C�E

3
:

Furthermore, for different production costs, the differences between the optimal
prices of a firm are proportional to the differences of the production costs
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p
z1
A � pz2

A D c
z1
A � cz2

A

2
:

and

p
w1
B � pw2

B D c
w1
B � cw2

B

2
:

for all z1; z2 2 IA and w1;w2 2 IB . Hence, half of the production costs value is
incorporated in the price.

The following equation give us the information of the market size of both firms
by giving the explicit localization of the indifferent consumer xz;w with respect to
the local optimum price strategy

xz;w D 1

2

�

l C �l

3

�

C �E � 3�C

12 t m
:

The ex-ante profit of firm A is

�EAA .z/ D .2 t m .3 l C�l/� 3�A � 2�E/
2

72 t m
: (34.11)

Similarly, the ex-ante profit of firm B is

�EAB .w/ D .2 t m .3 l ��l/ � 3�B C 2�E/
2

72 t m
:

34.7 Bayesian-Nash Equilibrium

We note that, if a Bayesian-Nash price equilibrium satisfies the duopoly property
then it is a local optimum price strategy. However, a local optimum price strategy
is only a local strategic maximum. Hence, the local optimum price strategy to be a
Bayesian-Nash equilibrium must also be global strategic maximum. In this section,
we are going to show that this is the case.

Following D’Aspremont et al. [4], we note that the profits of the two firms, valued
at local optimum price strategy are globally optimal if they are at least as great as
the payoffs that firms would earn by undercutting the rivals’s price and supplying
the whole market for all admissible subsets of types IA and IB .

Let .pA; pB/ be the local optimum price strategy. Given the type w0 of firm B ,
firm A may gain the whole market, undercutting its rival by setting

pMA .w0/ D p
w0
B � t m .l ��l/:
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Hence, by BUCL1 condition pMA .w0/ 6 pz
A for all z 2 IA. We observe that if firm

A chooses the price pMA .w0/ then by equalities (34.9) and (34.10) the whole market
belongs to Firm A for all types w of firm B with cw > cw0 . Let

x.wI w0/ D min



l;
pw
B � pMA .w0/

2 t m
C l C�l

2

�

:

Thus, the expected profit with respect to the price pMA .w0/ for firm A is

�
EA;M
A .w0/ D

Z

IB

�
pMA .w0/� cz

A

�
x.wI w0/ dqB.w/:

Let wM 2 IB such that cwM D cMB . Since cwM > c
w0
B for every w0 2 IB , we obtain

�
EA;M
A .w0/ 6

�
pMA .w0/ � cz

A

�
l 6 .pMA .wM /� cz

A/ l

Given the type z0 of firm A, firm B may gain the whole market, undercutting its
rival by setting

pMB .z0/ D p
z0
A � t m .l C�l/:

Hence, by BUCL1 condition pMB .z0/ 6 pw
B for all w 2 IB . We observe that if firm

B chooses the price pMB .z0/ then by equalities (34.9) and (34.10) the whole market
belongs to Firm B for all types z of firm A with cz > cz0 . Let

x.zI z0/ D max



0;
pMB .z0/ � pz

A

2 t m
C l C�l

2

�

:

Thus, the expected profit with respect to the price pMB .z0/ of firm B is

�EA;M
B .z0/ D

Z

IA

�
pMB .z0/� cw

B

�
.l � x.zI z0// dqA.z/:

Let zM 2 IA such that czM
A D cMA . Since czM > cz0 for every z0 2 IA, we obtain

�
EA;M
B .z0/ 6

�
pMB .z0/� cw

B

�
l 6 .pMB .zM/ � cw

B/ l:

Remark 34.1. Under the BUCL1 condition, the strategic equilibrium .pA; pB/ is
the unique pure Bayesian Nash equilibrium with the duopoly property if for every
z 2 IA and every w 2 IB ,

�
EA;M
A .w/ 6 �EA

A .z/ and �
EA;M
B .z/ 6 �EA

B .w/:
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Definition 34.6. The Hotelling model satisfies the bounded uncertain costs and
location (BUCL2) condition 2, if

�E C 3
�
cMA C cMB � 2 cmA

�C �l .3 c
M
A �E.cA/� 2E.cB//

3 l
6

6 .3 l ��l/
2 t m

3 l
C
�
3 cMA �E.cA/� 2E.cB/

�2

12 t m l

and

��E C 3
�
cMA C cMB � 2 cmB

� � �l .3 c
M
B � E.cB/� 2E.cA//

3 l
6

6 .3 l C�l/
2 t m

3 l
C
�
3 cMB � E.cB/ � 2E.cA/

�2

12 t m l
:

Thus, the bounded uncertain costs condition BUCL2 is implied by the following
stronger SBUCL2 condition.

Definition 34.7. The Hotelling model satisfies the strong bounded uncertain costs
and location (SBUCL2) condition 2, if

6� < l t m

We observe that the SBUCL2 condition implies SBUCL1 condition and so implies
the BUCL1 condition.

Theorem 34.2. If the Hotelling model satisfies the BUCL1 and BUCL2 conditions
the local optimum price strategy .pA; pB/ is a Bayesian Nash equilibrium.

Corollary 34.1. If the Hotelling model satisfies SBUCL2 condition the local
optimum price strategy .pA; pB/ is a Bayesian Nash equilibrium.

34.8 Optimum Localization Equilibrium Under Incomplete
Information

We note that from (34.10) and (34.11), we can write the profit of firm A as

�EA
A .z/ D .pz

A � cA/2
2 t .l � a � b/

:

Since

@pz
A

@a
D �2

3
t .l C a/
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we have

@�EA
A

@a
D pA � cA
12 t .l � a � b/2 .�2 t .l � a � b/ .l C 3 aC b/� 3�A � 2�E/ :

Similarly, we obtain that

@�EA
B

@b
D pB � cB

12 t .l � a � b/2
.�2 t .l � a � b/ .l C 3 b C a/� 3�B C 2�E/ :

Therefore, the maximal differentiation .a; b/ D .0; 0/ is a local optimum strategy if
and only if

@�EA
A

@a
.0; 0/ D �pA � cA

12 t l2

�
2 t l2 C 3�A C 2�E

�
< 0

and

@�EA
B

@b
.0; 0/ D �pB � cB

12 t l2

�
2 t l2 C 3�B � 2�E

�
< 0

Since

pA � cA
6 t l2

> 0 and
pB � cB

6 t l2
> 0

the maximal differentiation .a; b/ D .0; 0/ is a local optimum strategy if and only
if the following condition holds.

Definition 34.8. The Hotelling model satisfies the bounded uncertain costs and
location (BUCL3) condition, if

2 t l2 C 3�A C 2�E > 0

for all z 2 IA and

2 t l2 C 3�B � 2�E > 0:

for all w 2 IB .

34.9 Conclusion

We proved that there is a local optimum price strategy with the duopoly property
if and only if the bounded uncertain costs and location BUCL1 condition holds.
The explicit formulas of the local optimum price strategy determine prices for both
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firms that are affine with respect to the expected costs of both firms and to its own
costs. Under the BUCL1 and BUCL2 conditions, we proved that the local optimum
price strategy is a Bayesian-Nash price strategy. Assuming that the firms choose
the Bayesian-Nash price strategy, under the BUCL3 condition, we proved that the
maximal differentiation is a local optimum for the localization strategy of both firms.
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Chapter 35
A Cost Sharing Mechanism for Job Scheduling
Problems

Joss Sánchez-Pérez

35.1 Introduction

Cost sharing among agents in a queue is a fundamental problem in many practical
applications. For example, computer programs are regularly scheduled on servers,
data are scheduled to be transmitted over networks, jobs are scheduled in shop-
floor on machines, and queues appear in many public services (post offices, banks,
etc. . . ). Study of queueing problems has attracted economists for a long time.

In this chapter we study job scheduling situations, where agents have to process
jobs. In particular, we consider the problem of a planner who has to provide a facility
to a finite group of agents. Each agent has one job to process using this facility. The
facility can be used by only one agent at a time; therefore, the planner will have to
order the agents in a queue.

An stream of literature related to job scheduling problems is on sequencing
games, first introduced by Curiel et al. [1], where they assume the presence of an
initial ordering of jobs. In summary, the focus of this stream of research is how to
share the savings in costs form the initial ordering to the optimal ordering amongst
jobs (also see Hamers et al. [4] and Curiel et al. [2]).

In this work, we propose a cost sharing mechanism for the previous problem. We
have two main assumptions: First, we suppose we know the costs for processing
any set of jobs in any order. Second, we suppose that agents will process their jobs
according to the order that generates the minimum cost to them, therefore they have
no preferences in the order their jobs are processed.

We use the concept of potential of a cooperative game to establish this cost
sharing mechanism. Hart and Mas-Colell [5] established a new form to generate
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the value of a game. They start with the definition of a set of games in which a
real function is defined, called the potential of the game. This function must be
defined in such a way that the following two conditions are satisfied: (1) the gain
or participation of each player is equal to the difference in potential between the
game that is considered and the one that results when he abandons the game, and,
(2) the sum of gains or participations add to what all the players get in that game.
Surprisingly, these participations coincide with its corresponding Shapley value.

The chapter is organized as follows. We first recall the main basic features of job
scheduling problems and the potential of a cooperative game. In Sect. 35.3 we show
that the previous ideas could be applied, with appropriate modification, to determine
a cost sharing mechanism for job scheduling problems. Finally, in Sect. 35.4, we
present some properties of the mechanism proposed in this work.

35.2 The Model

Let us consider a finite set of participating agents, denoted by N D f1; 2; : : : ; ng.
The group of permutations of a set of agents S 
 N , will be denoted by 	S D f	 W
S ! S j 	 is bijectiveg. For each subset S 
 N , let us denote by S� a list of jobs
ordered according to permutation � 2 	S . Thus, the list S� D Œ2; 1; 4� represents
the situation where agent 2 processes his job in first place, then agent 1 processes
his job in second place and finally, agent 4 processes his job, for S D f1; 2; 4g. A
list with no jobs is denoted by Œ¿�.

On the other hand,˘.S/ will denote the set of lists of S with all possible orders
for its process, i.e., ˘.S/ D fS� j � 2 	Sg. For example, if N D f1; 2; 3; 4g and
S D f1; 3; 4g, then˘.S/ D fŒ1; 3; 4� ; Œ1; 4; 3� ; Œ3; 1; 4� ; Œ3; 4; 1� ; Œ4; 1; 3� ; Œ4; 3; 1�g.
Additionally, we will denote the cardinality of a set by its corresponding lower-case
letter, for instance n D jN j, s D jS j, t D jT j, and so on.

Also, let EN D [S�N˘.S/ be the set of all lists of jobs in any order.

Definition 35.1. A mapping

c W EN ! R (35.1)

that assigns a real value, c.S�/, to each list of jobs S� is called a job scheduling
problem. The set of job scheduling problems with agent set N is denoted by
PN , i.e.,

PN D fc W EN ! R j c Œ¿� D 0g

If c 2 PN and S� 2 EN , then the value c.S�/ represents the cost for processing
the jobs of the list S� .

Given c1; c2 2 PN and � 2 R, we define the sum c1 C c2 and the product �c1, in
PN , in the usual form, i.e.,
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.c1 C c2/.S�/ D c1.S�/C c2.S�/ and .�c1/.S�/ D �c.S�/

respectively. It is easy to verify that PN is a vector space with these operations.
A solution on PN is a function ' W PN ! R

n. If ' is a solution and c 2 PN ,
then we can interpret 'i .c/ 2 R as the cost which agent i should expect from the
problem c.

Next, we present some basic ideas related to cooperative games and potential of
a cooperative game. For a brief revision of the concepts of cooperative games that
are mentioned here, such as the Shapley value, see Driessen [3].

Shapley [6] characterized a unique solution (denoted by Sh) for cooperative
games1:

Shi .N; v/ D
X

fS�N Wi…Sg

sŠ.n � s � 1/Š

nŠ
Œv.S [ fig/� v.S/�

Now, let .N; v/ a cooperative game and let us denote by G D f.S; vS/ j S 
 N g
the family of subgames of .N; v/. The potential of a game is defined as a function

P W G ! R

such that for every S 
 N ,

X

j2S

	
P.S; vS /� P.Snfj g; vSnfj g/


 D v.S/

with the condition that P.¿; v¿/ D 0. Furthermore, it is assumed that the loss of
potential

P.S; vS/ � P.Snfj g; vSnfj g/

when the player j abandons the game, is equal to the amount that corresponds to
this player in the game .S; vS/. Moreover, it turns out that this difference is equal to
the Shapley value of player j in the game .S; vS/.

35.3 The Potential of Job Scheduling Problems

We need to define the loss of potential when one agent abandons a problem. A priori
it could be from any list, so we propose the average loss of potential instead. Let us
formalize this idea.

1A cooperative game is a pair .N; v/, where N D f1; : : : ; ng is a finite set of players and v is a
function v W 2N ! R with the property that v.¿/ D 0.
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For each S 
 N , So will denote the list in ˘.S/ that generates the lowest cost
for processing the jobs in S , i.e., So is such that c.So/ D min fc.S�/g�2	S . Let us
denote

Pot.Snfig/ D
X

T�2˘.Snfig/

Pot.T�/

.s � 1/Š (35.2)

Definition 35.2. We define the potential of the job scheduling problem c 2 PN as
a function

Pot W EN ! R (35.3)

such that Pot.Œ¿�/ D 0 and

X

i2S

	
Pot.S�/� Pot.Snfig/
 D c.S�/ (35.4)

for every S 
 N and every � 2 	S .

As in Hart and Mas-Colell [5], we will suppose that

Pot.No/ � Pot.Nnfig/ (35.5)

is the amount that agent i should pay for processing his job. This amount is the
average of the loss of potential when the agent i abandons the system. It is easy to
see that (35.4) is equivalent to the following recursive expression,

Pot.S�/ D c.S�/

s
C
X

i2S

X

T�2˘.Snfig/

Pot.T�/

sŠ
(35.6)

for every S 
 N and every � 2 	S , which determines the potential of the job
scheduling problem. Now, '.c/ denotes the vector of costs for processing the jobs
of agents N , i.e., the vector with entry i is given by

'i .c/ D Pot.No/ � Pot.Nnfig/ (35.7)

and we will call it a cost sharing mechanism for the job scheduling problem c.

Example 35.1. In this example, we have three agents with set of jobsN D f1; 2; 3g,
where the cost function c is given by

S� Œ1� Œ2� Œ3� Œ1; 2� Œ2; 1� Œ1; 3� Œ3; 1� Œ2:3� Œ3; 2�

c.S�/ 10 18 12 21 25 19 22 27 26
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S� Œ1; 2; 3� Œ1; 3; 2� Œ2; 1; 3� Œ2; 3; 1� Œ3; 1; 2� Œ3; 2; 1�

c.S�/ 35 37 31 30 40 35

Notice that No D Œ2; 3; 1� . In order to compute Pot.No/ using (35.6), we need
to generate all subproblems as the result of removing one job. We repeat this
process in each case until there are no jobs. Observe that for lists with one job,
say Œa�, Pot.Œa�/ D c.Œa�/. While if the list has two jobs, then Pot.Œb; d �/ D
1
2
Œc.Œb; d �/C c.Œb�/C c.Œd �/�. Thus

S� Œ1� Œ2� Œ3� Œ1; 2� Œ2; 1� Œ1; 3� Œ3; 1� Œ2:3� Œ3; 2� Œ2; 3; 1�

Pot.S�/ 10 18 12 49=2 53=2 41=2 22 57=2 28 35

Now, we can calculate the costs for the job scheduling problem using (35.7):

Pot.Nnf1g/ D 1

2

�
57

2
C 28

�

D 113

4

Pot.Nnf2g/ D 1

2

�
41

2
C 22

�

D 85

4

Pot.Nnf3g/ D 1

2

�
49

2
C 53

2

�

D 51

2

Thus, the vector of costs for processing the jobs is

'.c/ D
2

4
35� 113=4

35� 85=4

35� 51=2

3

5 D
2

4
27=4

55=4

19=2

3

5 D
2

4
6:75

13:75

9:5

3

5

35.4 Properties of the Potential

The next theorem establishes an explicit expression for the potential of the job
scheduling problem.

Theorem 35.1. For each S� 2 EN , we have that

Pot.S�/ D c.S�/

s
C
X

T S

X

L�2˘.T /

.s � t/Š
sŠt

� c.L�/ (35.8)

Proof. The proof is by induction on the cardinality of S� . For one job, i.e., jS� j D 1,
both (35.6) and (35.8) are equal to c.S�/. Let us suppose that (35.6) and (35.8) are
equal for T� 2 ˘.Snfig/ for every � 2 	S and every j 2 N . Then,
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X

i2S

X

T�2˘.Snfig/

Pot.T�/

sŠ
D
X

i2S

X

T�2˘.Snfig/

2

4c.T�/

sŠt
C
X

R T

X

L�2˘.R/

.t � r/Š
sŠt Šr

� c.L�/
3

5

Now, since in the third sum T D Snfig, then t D s � 1 and we have that

D
X

i2S

X

T�2˘.Snfig/

c.T�/

sŠ.s � 1/ C
X

i2S

X

R Snfig

X

L�2˘.R/

.s � r � 1/Š.s � 1/Š
sŠ.s � 1/Šr � c.L�/

D
X

i2S

X

T�2˘.Snfig/

c.T�/

sŠ.s � 1/ C
X

i2S

X

R Snfig

X

L�2˘.R/

.s � r � 1/Š
sŠr

� c.L�/

D
X

i2S

X

R Snfig

X

L�2˘.R/

.s � r � 1/Š

sŠr
� c.L�/

D
X

R S

X

L�2˘.R/

.s � r � 1/Š.s � r/
sŠr

� c.L�/ D
X

R S

X

L�2˘.R/

.s � r/Š
sŠr

� c.L�/

D Pot.S�/ � c.S�/

s

Now, the next result provides us an alternative way to compute the cost sharing
mechanism '.c/ for the job scheduling problem c. For S 
 N , we will denote by

�.S/ D
X

T�2˘.S/
c.T�/

Theorem 35.2. The cost for agent i in the job scheduling problem c is given by

'i.c/ D c.No/

n
C

X

fS N Wi2Sg

�
.n � s/Š

nŠs
� �.S/ � .s � 1/Š

nŠ
� �.NnS/

�

(35.9)

Proof. By the previous theorem, we have that

Pot.Nnfig/ D
X

S�2˘.Nnfig/

Pot.S�/

.n � 1/Š

D
X

S�2˘.Nnfig/

2

4 c.S�/

.n � 1/Šs C
X

T S

X

L�2˘.T /

.s � t/Š
.n� 1/ŠsŠt

� c.L�/
3

5

Since S D Nnfig, then s D n � 1 and so
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D �.Nnfig/
.n� 1/Š.n� 1/

C
X

S�2˘.Nnfig/

X

T S

.s � t/Š

.n � 1/ŠsŠt � �.T /

D �.Nnfig/
.n� 1/Š.n� 1/

C
X

T Nnfig

.n � t � 1/Š.n � 1/Š
.n � 1/Š.n � 1/Št � �.T /

D �.Nnfig/
.n� 1/Š.n� 1/

C
X

T Nnfig

.n � t � 1/Š
.n � 1/Št � �.T /

Notice that for T D Nnfig, t D n � 1 and .n�t�1/Š
.n�1/Št D 1

.n�1/Š.n�1/ . Then

D
X

T�Nnfig

.n � t � 1/Š

.n � 1/Št
� �.T / D

X

fT N Wi2T g

.t � 1/Š

.n � 1/Š.n� t/
� �.NnT /

On the other hand,

Pot.No/ D c.No/

n
C
X

T N

X

L�2˘.T /

.n � t/Š

nŠt
� c.L�/

D c.No/

n
C
X

T N

.n� t/Š

nŠt
� �.T /

D c.No/

n
C

X

fT N Wi2T g

.n � t/Š
nŠt

� �.T /C
X

fT N Wi…T g

.n � t/Š
nŠt

� �.T /

D c.No/

n
C

X

fT N Wi2T g

.n � t/Š
nŠt

� �.T /C
X

fT N Wi2T g

t Š

nŠ.n � t/
� �.NnT /

Therefore,

'i .N; c/ D Pot.No/� Pot.Nnfig/

D c.No/

n
C

X

fT N Wi2T g

.n � t/Š

nŠt
� �.T /C

X

fT N Wi2T g

t Š

nŠ.n � t/
� �.NnT /

�
X

fT N Wi2T g

.t � 1/Š

.n � 1/Š.n� t/
� �.NnT /

D c.No/

n
C

X

fS N Wi2Sg

�
.n � s/Š
nŠs

� �.S/ � .s � 1/Š

nŠ
� �.NnS/

�

Example 35.2. We compute the cost sharing mechanism for the job scheduling
problem in Example 35.3:
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�.f1g/ D 10, �.f2g/ D 18, �.f3g/ D 12

�.f1; 2g/ D 46, �.f1; 3g/ D 41, �.f2; 3g/ D 53

and therefore,

'1.c/ D 30

3
C 1

3
.10/� 1

6
.53/C 1

12
.46/� 1

6
.12/C 1

12
.41/� 1

6
.18/ D 27

4

'2.c/ D 30

3
C 1

3
.18/� 1

6
.41/C 1

12
.46/� 1

6
.12/C 1

12
.53/� 1

6
.10/ D 55

4

'3.c/ D 30

3
C 1

3
.12/� 1

6
.46/C 1

12
.41/� 1

6
.18/C 1

12
.53/� 1

6
.10/ D 19

2

The next result establishes a relation between the cost sharing mechanism given
by (35.7) and the Shapley value. The process of bargaining generates a cooperative
game in a natural way: when the coalition of agents S   N is formed they can
generate an efficiency �.S/

sŠ
, and if N is formed, they can generate c.No/. In other

words, if c 2 PN , we can associate a cooperative game in characteristic function
form wc as follows:

wc.S/ D

c.No/ if S D N
�.S/

sŠ
if S   N

(35.10)

Theorem 35.3. For c 2 PN we have that

'.c/ D Sh.N;wc/

Proof. By the proof of the previous theorem,

Pot.No/ D c.No/

n
C
X

T N

.n � t/Š

nŠt
� �.T /

D w.N /

n
C
X

T N

.n � t/Š.t � 1/Š
nŠ

� �.T /
tŠ

D w.N /

n
C
X

T N

.n � t/Š.t � 1/Š
nŠ

� wc.T /

Observe that .n�t /Š.t�1/Š
nŠ

D 1
n

for T D N , then

D
X

T�N

.n� t/Š.t � 1/Š

nŠ
� wc.T /
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D
X

fT�N Wi2Sg

.n � t/Š.t � 1/Š

nŠ
� wc.T /C

X

fT�N Wi…Sg

.n � t/Š.t � 1/Š
nŠ

� wc.T /

D
X

fT�N Wi…Sg

.n � t � 1/ŠtŠ
nŠ

� wc.T [ fig/C
X

fT�N Wi…Sg

.n � t/Š.t � 1/Š
nŠ

� wc.T /

In a similar way,

Pot.Nnfig/ D
X

T�Nnfig

.n � t � 1/Š
.n � 1/Št � �.T /

D
X

T�Nnfig

.n � t � 1/Š.t � 1/Š
.n � 1/Š

� �.T /
tŠ

D
X

fT�N Wi…Sg

.n � t � 1/Š.t � 1/Š
.n � 1/Š

� wc.T /

Therefore,

'i.N; c/ D Pot.No/� Pot.Nnfig/

D
X

fT�N Wi…Sg

.n � t � 1/ŠtŠ

nŠ
� wc.T [ fig/

C
X

fT�N Wi…Sg

.n � t/Š.t � 1/Š

nŠ
� wc.T /

�
X

fT�N Wi…Sg

.n � t � 1/Š.t � 1/Š

.n � 1/Š � wc.T /

D
X

fT�N Wi…Sg

.n � t � 1/ŠtŠ

nŠ
Œwc.T [ fig/� wc.T /�

D Shi .N;wc/

Example 35.3. The cooperative game associated with the job scheduling problem
in Example 35.3 is given by

S f1g f2g f3g f1; 2g f1; 3g f2; 3g f1; 2; 3g
wc.S/ 10 18 12 23 41=2 53=2 30

Remark 35.1. The solution for the job scheduling problem c given by (35.9), is
efficient with respect to No by construction. According to (35.4),
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X

i2N
'i .c/ D

X

i2N

	
Pot.No/ � Pot.Snfig/
 D c.No/

Observe that the group of permutations of the set of agents, 	N , acts on EN in a
natural way:

	 .Œl1; l2; : : : ; ls�/ D 	
l	.1/; l	.2/; : : : ; l	.s/




for 	 2 	N and Œl1; l2; : : : ; ls� 2 EN . For every 	 2 	N and c 2 PN , we define
.	 � c/ 2 PN as:

.	 � c/.S�/ D c.	�1.S�//

We can easily verify that w	 �c D 	 � wc for every 	 2 	N and every c 2 PN .

Remark 35.2. From the previous observation, the symmetry of the Shapley value
and Theorem 7, the solution given by (35.9) satisfies a symmetry condition:

'.	 � c/ D 	 � '.c/
for every 	 2 	N and c 2 PN . This is true since

'.	 � c/ D Sh.N;w	 �c/ D Sh.N; 	 � wc/ D 	 � Sh.N;wc/ D 	 � '.c/

Such symmetry condition implies that the selected allocation only depends on
the cost function c, and not, for instance, on the numbering of the agents.

35.5 Conclusion

We studied the problem of sharing costs for a job scheduling problem on a single
server, when jobs are ordered in a queue. We took a cooperative game theory
approach and propose a cost sharing mechanism for the previous problem, by using
a modification of the concept of potential of a cooperative game. In fact, it was
established a relation between such cost sharing mechanism and the Shapley value
of a certain cooperative game.

This cost sharing mechanism was provided for the case where we suppose we
know the costs for processing any set of jobs in any order and where agents will
process their jobs according to the order that generates the minimum cost to them,
therefore they have no preferences in the order their jobs are processed.

In future, we plan to further look at cost sharing mechanisms other than the
Shapley value. Investigating the strategic power of jobs in such mechanisms is
another line of future research.
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Chapter 36
Welfare Assessment of the Renewable Fuel
Standard: Economic Efficiency, Rebound Effect,
and Policy Interactions in a General
Equilibrium Framework

Farzad Taheripour and Wallace E. Tyner

36.1 Introduction

The USA Energy Independence and Security Act of 2007 (RFS2) defined mandatory
annual targets to increase consumption of conventional, advanced, and cellulosic
biofuels until 2022. The cellulosic component of the RFS has largely been waived up
to date, but not the other categories. The annual volumetric targets for corn ethanol
have been achieved, and the industry is expected to reach the target of 15 billion
gallons of ethanol consumption prior to 2015. The economic and environmental
consequences of this rapid expansion have been the focal point of many studies
in recent years. These studies have used partial and general equilibrium eco-
nomic models and analyzed the price impacts, welfare consequences, displacement
between gasoline and ethanol consumption (rebound effect), induced land use
changes, and reduction in emissions due to ethanol expansion. Most of partial
equilibrium models developed in these analyses captured only the interactions
between the energy and agricultural markets and ignored other economic activities
and the fact that economic resources are limited. In addition, these studies failed
to fully capture the interactions between the biofuel mandates and other existing
distortionary tax policies. The general equilibrium analyses have taken into account
the interactions between the agricultural, energy and other economic activities and
considered the exiting resource constraints in their economic assessments of biofuel
polices. However, like the partial equilibrium analyses, they ignored the fact that
biofuel policies and other distortionary taxes interact, and these interactions could
alter the economic implications of biofuel mandates.
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Fig. 36.1 Ethanol and
unleaded gasoline average
rack prices

In general, there are two approaches to stimulate biofuel production:
taxes/subsidies or mandates. The government could use economic incentives such
as tax policies to encourage producers and/or consumers to produce and consume
more biofuels. In this approach, the economy will pay the costs of policy through
the tax system, and the burden of the policy depends on the efficiency of the
tax system and the type of tax incentives. As an alternative the government can
mandate biofuels and define penalties to force the economy to produce/consume
the mandated level. In both cases the burden of the policy will be divided between
consumers, blenders, and producers of gasoline, corn, and biofuel. However, how
the cost ends up being absorbed can change from one option to another. To examine
the economic consequences of a biofuel subsidy or mandate policy, we need to
recognize how the policy is implemented in practice.

The US government has used a combination of these policies to boost ethanol
production. The government has announced annual targets for corn ethanol with a
maximum of 15 billion gallons for 2015 and stays at that level thereafter. To force
the market to produce the mandated target the obligated parties (the blenders) are
fined if the target is not achieved. In addition, the government was paying a tax credit
to the blenders per gallon of ethanol, and an ethanol tariff was in place too. These
two policy provisions expired at the end of 2011. While many studies have examined
these policies, the fact that these policies interact with other exiting policies is
ignored. The implemented biofuel policies have raised the price of agricultural
commodities and hence reduced the need for agricultural subsidies. The commodity
subsides paid in 2000 were more than $20 billion. This figure was about $6 billion
in 2010. Hence, we can expect that the reductions in agricultural subsidies relieved a
portion of the burden of the ethanol subsidy policy. On the other hand, the mandate
has forced blenders to mix ethanol with gasoline. Over the past decade the wholesale
price of ethanol (gasoline equivalent) was significantly higher than the wholesale
price of pure gasoline (see Fig. 36.1). This means that the price of the blended fuel
was higher in cost than pure gasoline, and the economy has paid the higher price
due to the mandate. One can consider the difference between the prices of gasoline
and ethanol (gasoline equivalent) as an implicit tax on the blended fuel. Of course
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consumers and producers shared the burden of this implicit tax. To correctly assess
the economic impacts of the ethanol policy, the explicit and implicit component
of this policy and the interplay between the mandate and other exiting tax policies
should be recognized and taken into account.

This paper develops analytical and numerical general equilibrium models to
examine the importance of the implicit and explicit portions of the US ethanol
policy and their interactions with other pre-exiting distortionary policies (such
as agricultural or income taxes) for the economic analyses of this policy. We
first develop a stylized analytical general equilibrium framework which represents
interactions between economic activities and government policies in a simple
economy. The stylized analytical model is developed based on the work done by
Goulder et al. [9] and Taheripour et al.[18]. The first paper examined the cost
effectiveness of alternative air pollution reduction policies in a second-best setting,
and the second paper analyzed welfare impacts of alternative polices for agricultural
pollution control again in a second best setting. The analytical work decomposes
the welfare impacts of a representative mandate policy into several components
and shows how they affect welfare and interact with the implemented policy. The
analytical work also indicates how the economy substitutes ethanol with gasoline
and examines under what conditions the mandate could induce a rebound effect.
Then we use a computable general equilibrium model to quantify the economic
impacts of US ethanol policy. For the numerical analyses we rely on the GTAP-
BIO-ADV model developed by Taheripour et al. [21].

36.2 Literature Review

The economic and environmental consequences of the US ethanol mandate have
been examined from different angles using a wide range of economic modeling
approaches. Many papers have used partial equilibrium models and highlighted
the economic implications of this policy for the US economy. Early studies in this
area examined the role of ethanol as an additive to gasoline and argued that using
ethanol as an alternative for MTBE (another oxygenate) could increase economic
welfare and reduce emissions (for example see [7]). Several papers examined the
importance of government fixed ethanol subsidy for agricultural and energy markets
and its economic consequences. In this context [8] examined the choice between
crop and ethanol subsidies and claimed that a deficiency payment program (a
direct subsidy to corn producers) that costs the same to taxpayers as an ethanol
subsidy will induce an annual deadweight losses of $37 million in the long run.
His corresponding estimate for the deadweight loss of ethanol subsidy was about
$665 million. He missed the fact that an increase in ethanol subsidy could reduce
the need for agricultural subsidies. Tyner and Quear [23] and Tyner and Taheripour
[24] showed that replacing the fixed per gallon ethanol subsidy with a variable-
rate subsidy could reduce the social costs of the government intervention and still
protect the ethanol industry from the adverse consequences of down ward shifts
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in crude price. Taheripour and Tyner [17] and de Gorter and Just [2] studied the
efficiency and distributive effects of a biofuel subsidy. Rajagopal et al. [15] argued
that the ethanol tax credit reduces the price of gasoline by 3 % and could improve
the welfare of the US economy by $11 billion. On the other hand, de Gorter and Just
[4] showed that in the presence of farm subsidies the ethanol tax credit will reduce
the welfare of the US economy by $1.3 billion.

In another line of research several papers examined the implications of ethanol
subsidy for fuel demand. These papers usually employed partial equilibrium models
and argued that the ethanol subsidy could reduce the price of E10 and increase the
demand for this product. These papers claim that the increased demand for E10 due
to the ethanol subsidy may mitigate environmental and security benefits of ethanol
production because the subsidy generates a rebound effect which eventually leads
to higher demand for gasoline and more imports of crude oil (for example: see
[13,26]). Several papers also examined the effect of the ethanol mandate on gasoline
demand. For example, de Gorter and Just [3] examine the effects of a tax credit in the
presence of a blend mandate. They showed that a tax credit with a mandate results
in a subsidy to fuel consumers and higher fuel consumption. Hochman et al. [11]
also claimed that introducing biofuels into the energy market generates a rebound
effect at a global scale.

Almost all of the analyses mentioned above are based on partial equilibrium
models, which manly highlighted consequences of US ethanol policy for agricul-
tural and/or fuel markets. These analyses usually ignore the rest of the economy and
disregard the fact that resources are limited and that the biofuel mandates interact
with other policies and pre-existing distortionary taxes. By the second half of the
2007, the importance of indirect land use emissions induced by biofuel production
were introduced in to the literature. The early papers in this field suggested that
biofuel production could have extraordinary land use implications [6, 12, 16, 22].
For example, Searchinger et al. [16] provided the first peer-reviewed estimate for
the ILUC (about 0.73 hectares of new cropland area per 1,000 gallon of ethanol
capacity). Those authors used a partial equilibrium modeling framework (FAPRI)
to assess the ILUC due to the US ethanol program. However, the more recent
studies find the early estimates have overstated the land use implications of US
ethanol production [1, 5, 10, 14, 19, 25]. For example, Hertel et al. [10] using a
general equilibrium model showed that full accounting for market mediated price
responses to ethanol production, as well as the geography of world trade, contributed
to significant reductions in estimated ILUC impacts. Those authors estimated that
the ILUC for the US ethanol program is about 0.29 hectares per 1,000 gallons of
ethanol.

Almost all research studies which examined the induced land use changes also
ignored that US ethanol policy has reduced the need for agricultural subsidies, and
their experiments poorly represent the way that the policy is implemented in the
real world. In this paper we show that including reduction in agricultural production
subsidies could significantly alter the induced land use changes due to ethanol
production.
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36.3 Why Simple Partial Equilibrium Models Could
Be Misleading

In this section we employ a simple partial equilibrium model which has been
frequently used to assess the welfare impacts of biofuel policies. In this analysis it is
assumed that gasoline and ethanol are perfect substitutes and that they have identical
energy contents. Consider the left panel of Fig. 36.2 which represents the market for
ethanol. In this market the supply of and demand for ethanol with no government
intervention are shown with Se0 and De . The demand curve for ethanol represents
the derived demand of the blender blends ethanol with gasoline at an arbitrary rate
and supplies the blend to the market for the blended fuel. This figure assumes
that with no government support, ethanol production is zero. This means that the
marginal cost of ethanol production is higher than the blender’s willingness to pay
for ethanol at any production level of this fuel. Now assume that the government
subsidizes ethanol production with a fixed rate of te per gallon of ethanol. Ignore
the fact that the government needs to finance the policy. In this partial equilibrium
framework the supply of ethanol will shift to Se1. With this subsidy the equilibrium
price and quantity of ethanol will be pe1 and QSe1. At this equilibrium the ethanol
producer receives pe per gallon of ethanol and the blender pays p1 per gallon. With
this set up the change in benefits received by the ethanol producer, the change in
benefits received by the blender, and the amounts of subsidy paid by the government
are equal to the areas of a, b, and a C b C c, respectively. The deadweight losses
observed due to the ethanol subsidy would be equal to c.1 Now for a moment assume
that the policy has no other welfare impacts. With this assumption in mind now
consider the right panel of Fig. 36.2 which depicts the market for the blended fuel.
Given that the market for pure ethanol (say E85) is negligible we assumed that the
consumers only consume the blended fuel and that the curve Db represents their
demand curve for this product. When ethanol is not subsidized the supply curve of
Sb D Sg C Se0 represents the market supply. With this supply curve the market
equilibrium for the blend would be at E0 with no ethanol blended with gasoline.
When the government pays ethanol subsidy then the curve Sb D SgCSe1 represents
the supply curve of the blend and the market equilibrium for the blended fuel moves
to E1. At this equilibrium supplies of gasoline, ethanol, and the blended fuel would
be equal to ObQg , OeQSe1 D QgQ1, and ObQ1, respectively. In this situation one
can conclude that the ethanol subsidy creates a rebound effect because it increases
the consumption of the blended fuel by QoQ1.

We now take into account the fact that the government needs to finance the
ethanol subsidy. There are several ways to finance the policy. Reduction in existing
subsidies on other products, an additional fuel tax on gasoline production, an income

1The deadweight losses mention here belongs to changes in ethanol market. Ethanol subsidy could
affect consumers and producers surpluses in other markets as well. A partial equilibrium model
can trace the changes in consumers and producers surpluses in few other markets such as markets
for corn and E10, but they fail to capture the welfare impacts through the entire economy.
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Fig. 36.2 Impacts of an ethanol subsidy on fuel market

tax, and/or changing in tax rates imposed on other goods and services are some
options to finance the ethanol subsidy. Using either of these options or a combination
of them will affect the above partial equilibrium analyses. To examine how the
financing issue could alter the above rebound effect conclusion, consider a simple
income tax. The income tax shrinks the households’ disposable incomes which
eventually reduces demands for goods and services including the demand for fuel.
Consider now a case where the income elasticity of demand for fuel is high and
the income tax hits the demand for this commodity significantly. The left panel of
Fig. 36.3 represents this situation. This figure indicates that if the induced income
tax effect of the ethanol subsidy is high, then the demand curve for ethanol shifts
back significantly and no rebound effect is observed in the new equilibrium of E1
where Q1 < Q0. On the other hand, if the income elasticity of the demand for fuel
is low, then the demand shifts back slightly and results in a minor rebound effect
(see the right panel of Fig. 36.3). This simple example shows that including the
possibility of an income tax for supporting the ethanol subsidy could alter the results
of our partial equilibrium analyses. In general, studies which argued for rebound
effect used partial equilibrium models which ignore the fact that the ethanol subsidy
needs to be financed through the tax system.

Consider now a case where the government does not pay any subsidy but forces
a fuel blend including a certain share of ethanol per gallon of the blend, say ˛.
Given that the price of ethanol is more expensive than the price of gasoline we can
assume that: pe D .1 C ˇ/pg . Here pe and pg represent the prices of ethanol and
gasoline, respectively, and ˇ > 0. Following an average pricing rule the supply price
of the blend will be: pb D .1 C �/pg where � D ˇ.1 � ˛/ > 0. Hence, in this
case the blending mandate increases the supply price of the fuel with an equivalent
ad valorem rate of � D ˇ.1 � ˛/ > 0. The left panel of Fig. 36.4 represents the
supply curve of the blended fuel for this case with Sb . In this panel the market
equilibrium is at E1 with the equilibrium price of pb (higher than the initial price of
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Fig. 36.3 Impacts of an ethanol subsidy on fuel market in the presence of income tax

Fig. 36.4 Impacts of an ethanol mandate for fuel market with no explicit economic incentive

p0) and the equilibrium quantity of Qb (less than the initial quantity of Q0). With
a blending mandate in place the ethanol producer receives pe and the gasoline price
received by gasoline producer is pg . As shown in the right panel of Fig. 36.4 the
difference between these two prices represents the social costs of the mandate per
gallon of produced ethanol. In this case the partial equilibrium analysis does not
produce a rebound effect because the price paid by the consumer of the blended
fuel increases due to the mandate. However, it shows that the price received by the
gasoline producer drops from p0 to pg and the quantity of gasoline supplied falls
from Q0 to Qg. The reduction in gasoline price received by the gasoline producer
with reduction in gasoline consumption in a country with mandate can open room
for other countries to expand their gasoline consumption, and that could lead to a
rebound effect at the global scale. The global numerical general equilibrium analysis
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provided in this paper indicates that the US ethanol mandate causes a week rebound
effect at the global scale.

The above partial equilibrium analysis showed that imposing a mandate could not
cause a rebound effect in the country which imposes the mandate. This could be a
misleading conclusion. For example, in the US case the ethanol mandate could lead
to increases in crop prices, raise farmers’ incomes, increase land prices, generate
higher income from trade of commodities, reduction in agricultural subsidies, and
cause many other impacts. The compound effect of these changes could alter our
conclusion from the above partial equilibrium analysis.

36.4 An Analytical General Equilibrium Framework

The analytical model developed in this section follows the work done by Goulder et
al. [9]. These authors employed a stylized analytical general equilibrium framework
and examined the cost effectiveness of alternative air emissions reduction policies in
the presence of pre-existing distortionary labor tax. Taheripour et al. [18] extended
their work and examined the economic efficiency of agricultural pollution reduction
policies in the presence of labor and agricultural support policies. We revise this
model by introducing ethanol into the modeling structure.

Consider an open economy with three commodities—gasoline (X ), ethanol (E),
and food (Y ) with constant returns to scale production technologies. Gasoline
consumption generates two externality costs. It increases emissions and reduces
national security. The per gallon social costs of gasoline consumption are !.
The economy consists of three producers each producing only one commodity; a
representative consumer who consumes good and services and owns endowments
including labor ( NL), land ( NNR), and capital ( NK); and a government which determines
income tax rates on labor (tL), land (tR), and capital (tK), regulates externality costs
of gasoline using a fixed tax rate (tX ) per gallon of produced gasoline, supports food
production using a production subsidy (SE), regulates imports of gasoline to match
the world price of gasoline with its domestic market price using a tariff rate of tm
on imported gasoline, and pays transfer payments (G). The representative consumer
derives utility from consumption of gasoline (CX ), Ethanol (CE), Food (CY ), and
leisure (l) and disutility from gasoline externality costs (N ) through the following
utility function:

u D u.CX; CE; CY ; l/ � �.N / : (36.1)

Here l D NL � L, where L represents labor supply. The consumer receives
disposable income from work (.1� tL/L), return on capital (.1� tK/rK NK), land rent
(.1�tR/rR NR), and government transfer payments (G). In these revenue components,
rK , and rR represent capital and land rents and it is assumed that the wage is the
numeraire and hence equals one. Henceforth, we represent the non-labor income
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with Q. The representative consumer allocates its labor and non-labor incomes to
purchase gasoline (CX ), Ethanol (CE), and (CY ) with market prices of pX , pE , and
pY , respectively. Hence the consumer budget constraint is:

pXCX C pECE C pY CY D .1 � tL/LCQ : (36.2)

The economy is competitive, exports (y) some part of food production, and
imports (x) some part of its gasoline consumption. The economy imports gasoline
(the dirty good) at the world price (pXW) and exports food at domestic market price
(pY ). The trade is in balance as shown in the following:

pXWx D pY y.pY / : (36.3)

Here pXW D pX � tm, where tm stands for any difference between the domestic
and world prices of gasoline, which implies a tariff/subsidy per unit of imported
gasoline.

In this economy producers use Constant Returns to Scale (CRS) technologies.
This implies zero profits in production process of gasoline, ethanol, and food in a
competitive market zero profit condition. Under these assumptions the marginal and
average costs are equal to each other in the absence of regulation. These assumptions
in combination with the existing regulations introduced above imply:

PX D MCX.rR; rK/C tX ; (36.4)

PE D MCE.rR; rK/C tE ; (36.5)

PY D MCY .rR; rK/C tY : (36.6)

Finally, with the assumptions and the regulations defined above, the government
budget constraint can be defined in as follow.

tXOX C x.tm/C tLLC tRrR NRC tKrK NK D SEOE C SYOY CG : (36.7)

Here OX , OE , and OY represent outputs of gasoline, ethanol, and food. In this
equation the first two elements of the left hand side show government tax revenues
from production and imports of gasoline. Other components of the left hand side
measure revenues from income taxes. The right hand side of the government
constraint measures government’s subsidies to support ethanol and food production
plus the transfer payments.

In order to reduce emissions caused by gasoline consumption the government
has several options to follow in this simple economy. Some important options are:
an increase in gasoline tax, an increase in ethanol subsidy, a mandate on gasoline
consumption or production, a mandate on ethanol consumption or production,
introducing a tax on emissions, introducing an emissions reduction subsidy, and/or a
combination of these policies. These policies could induce different welfare impacts
and affect the economy in different ways. Given that the US has in the past used an
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ethanol tax credit, we examine the welfare impacts of an increase in ethanol subsidy
to reduce total externality costs of gasoline consumption (N D !CY ).

To achieve this goal consider a marginal increase in ethanol subsidy. To finance
this policy the government can increase income tax rates, reduce food subsidies,
change gasoline tariff rate, reduce transfer payments, or a combinations of these
methods. To assess a general case assume that all of these options are all on the
table.

To determine the welfare impacts of a marginal increase in ethanol subsidy in
a general case, we differentiate the utility function with respect to SE , enforce
the household budget constraint, impose the trade balance, take into account the
government budget constraint, apply the market clearing condition, and use Slutsky
equation and Shepard’s lemma and several other microeconomic theories.2 The
welfare impacts are classified into several components and are shown in the
following equation:

du
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: (36.8)

The first three components measure the primary impacts of an increase in ethanol
subsidy. The primary food effect is expected to be welfare improving. An increase in
ethanol subsidy moves resources away from food to ethanol production and reduces
the need for food subsidy. This item shows only the direct efficiency gain due to
reduction in food subsidy. The second terms measures the impact of rebound effect
on welfare. In this component 	X and 	E show percentage changes in consumption
of gasoline and ethanol, and "X and "E stand for the demand price elasticities of
these commodities. This component could increase or decrease welfare. In this
component �sEOE"E	E is always welfare improving. However, tm.OX C x/"X	X
could be positive or negative. The percentage change in gasoline consumption, 	X ,

2A similar approach is used in [9, 18]. The decomposition process used in this paper is available
upon request from the authors.
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determines the sign of this subcomponent. If 	X < 0, then this subcomponent
is positive and hence the overall primary rebound effect is welfare improving.
However, if 	X > 0, then the welfare impact of primary rebound effect could be
positive, negative, or zero.

The next component is the primary trade effect. In general, when the demand for
the exported food is inelastic, the world price of gasoline remains constant (or goes
down), and the tariff (tm) remains unchanged, then the trade effect will be welfare
improving. Otherwise it could be either positive, negative, or zero.

The next component in Eq. (36.8) shows the revenue recycling effect. If the
ethanol subsidy is financed using a labor tax, then the revenue recycling effect would
be welfare decreasing. The next component is labeled tax interaction effect. The tax
interaction effect measures efficiency costs due to interaction between the ethanol
and labor tax. This secondary effect could be either positive or negative. Finally, the
last component of the above equation measures efficiency costs due to interaction
between labor supply and non-labor incomes. The policy will likely increase the
price of land, which leads to an increase in leisure and reduces labor supply. This
will reduce welfare. For more detail about the last three components of Eq. (36.8)
see [18].

We now analyze the consequences of the ethanol subsidy for the substitution
between gasoline and ethanol. Using the budget constraint defined in Eq. (36.2) in
combination with some standard derivations it is straightforward to show that:

dCX

dCE
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CE
�
�
"y C 1
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�
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�
˛E

"IE
� 1C "E

"E

�
pE

pX
: (36.9)

In the derivation process of this equation, it is assumed the government does not
increase income tax rates to support the ethanol subsidy. This equation indicates
that the displacement ratio between gasoline and ethanol (dCX=dCE ) is a function
of own and cross price elasticities, relative prices, and relative consumption
of commodities. This ratio measures rebound effect according to the following
criteria:

– If dCX=dCE � 0, then an increase in ethanol consumption due to an increase
ethanol subsidy does not reduce consumption of gasoline. In this case total
consumption of fuel (CX C CE) goes up by (dCE C dCX : where dCX � 0).
We refer to this as strong rebound effect.

– If 0 > dCX=dCE > �1, then an increase in ethanol consumption due to an
increase in ethanol subsidy decreases consumption of gasoline with an amount
less than the increase in ethanol production. In this case total consumption of fuel
(CX C CE) goes up by (dCE C dCX : where dCX < 0). We refer to this as weak
rebound effect.

– If dCX=dCE � �1, then an increase in ethanol consumption due to an increase
in ethanol subsidy decreases consumption of gasoline with an amount equal to or
larger than the increase in ethanol production. In this case total consumption of
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fuel (CX CCE) goes down or stays the same. We refer to this case as no rebound
effect.

Since ethanol is a substitute for gasoline, then "EX > 0, and hence the first term
in Eq. (36.8) is always negative. Consider the sign of the next two components of
this equation. If food and fuel (ethanol) are compliments, then "YE < 0. Therefore,
with an inelastic food demand the second term is positive. Finally, if the income
elasticity of demand for ethanol is positive, and its own price elasticity is less than
one then the third term is positive too. With these assumptions the displacement ratio
can be either positive or negative. From the above analysis it clear that if ethanol
and gasoline are compliments then the first component of Eq. (36.8) will become
positive. The combination of this assumption and other assumptions on the income
and price elasticities noted above implies a strong rebound effect. This means that
if ethanol is an additive for gasoline, then it is likely to observe a strong rebound
effect due to the ethanol subsidy.

36.5 Numerical Model

To evaluate the economic impacts of the US ethanol policy we modify the GTAP-
BIO-ADV model developed in [21].3 This model is designed and used to assess the
land use impacts of alternative biofuel pathways. The GTAP-BIO-ADV is a CGE
model which takes into account the interactions between a wide range of economic
activities (including biofuels) and handles production, consumption, and trade of
goods and services at a global scale, while it allocates scarce resources such as
land, labor and capital among economic activities. This model covers production
and consumption of the first and second generation of biofuels and links them with
other industries and services.

This model includes the traditional fuels markets as well. The oil, gas, and
coal industries supply materials to the processed petroleum, electricity, and other
industries at the global scale. In general, the model considers liquid biofuels
(ethanol, biodiesel, and bio-gasoline), as direct substitutes for gasoline. However,
it assumes low degrees of substitutions among all energy commodities at the firm
and household levels as well.

The model takes into account the competition for land among the land using
industries such as forestry, livestock, and crops. Production of biofuel (except for
corn stover) increases competition for land among the land use sectors. In this model
cropland pasture is a part of cropland and is an input in the production processes of
the livestock sector.

3The model is an advanced version of GTAP-BIO model which developed by Taheripour et al.
[19], Hertel et al. [10] Taheripour et al. [20], Tyner et al. [21].
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The model handles the production, consumption, and trade of a wide range of
commodities at a global scale. It aggregates the world economy into 43 groups of
commodities (including biofuels, DDGS, and oilseed meals) and 19 regions and
represents the world economy in 2004.

The GTAP-BIO model and its successors substitute ethanol and gasoline volu-
metrically. Given that the energy content of ethanol is about 67 % of gasoline, the
volumetric approach could generate misleading results. To fix this problem we made
proper changes in the model to compare ethanol and gasoline based on their energy
contents. We use the modified GTAP–BIO_AEZ model to examine the economic
impacts of the US ethanol mandate.

The RFS2 is the core component of the US ethanol policy. This mandate
implicitly forces the economy to consume 15 billion gallons of corn ethanol in 2015.
At the same time the mandate has been supported by an ethanol tax credit and a trade
tariff until the end of 2011. We can consider reduction in agricultural subsidy as a
portion of ethanol policy as well. To introduce all components of the ethanol policy
into the GTAP simulation process we have several options to follow. Consider the
following three options.

36.5.1 Option 1

To implement the mandate and enforce the market to produce and consume 15
billion gallons of ethanol we need to introduce a market incentive into the GTAP-
BIO-AEZ Model. The market incentive could be a revenue neutral tax credit for
ethanol production financed by a gasoline tax. This method imposes the main burden
of the policy on parties involved in the fuel market (ethanol producer, refineries,
and fuel consumers). This method does not simulate the actual ethanol policy, but
measures the economic impacts if we ignore other components of the policy. We
refer to this simulation as experiment I .

36.5.2 Option 2

This option brings reduction in agricultural production subsidy into account. We
know that in reality ethanol production has decreased the need for agricultural
production subsidies because they are in part linked to commodity prices, which
have partially increased due to ethanol demand for corn. The GTAP model uses
ad valorem subsidies and thus cannot adjust them as commodity prices increase.
However, many tax rates are flexible in the real world. For example, the US
production subsidies go down if crop prices go up. We fixed this problem in option
2 by reducing US agricultural production output subsidies to zero, while other
agricultural subsidies remain in effect according to their 2004 rates presented in the
base data. In this option a portion of required ethanol subsidy comes from reduction
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in agricultural subsidy, and as a result, a lower gasoline tax is required to achieve
the mandated level of 15 billion gallons of ethanol. We refer to this simulation as
experiment II.

36.5.3 Option 3

Options 1 and 2 mainly impose the burden of the mandate policy on the fuel market.
In option 3 we assume that the government cuts agricultural production subsidies,
and then finances the rest of required ethanol subsidies to produce 15 billion gallons
of ethanol using an income tax increase. This method spreads the burden of the
mandate to all economic activities. We refer to this option as experiment III.

In conclusion the above experiments can be defined as:

Experiment I : An increase in US ethanol production from its 3.41 billion gallons
in 2004 to 15 billion gallons mandated for 2015 using an incentive production
subsidy per gallon of ethanol financed using a gasoline production tax.

Experiment II: An increase in US ethanol production from its 3.41 billion gallons
in 2004 to 15 billion gallons mandated for 2015 using a production subsidy per
gallon of ethanol financed using a gasoline production tax and by reduction of
US agricultural output subsidies to zero.

Experiment III: An increase in US ethanol production from its 3.41 billion gallons
in 2004 to 15 billion gallons mandated for 2015 using a production subsidy
per gallon of ethanol financed using a an income tax and by reduction of US
agricultural output subsidies to zero.

36.6 Numerical Results

The numerical analyses cover impacts of the ethanol mandate on commodity prices,
crude oil and gasoline prices, fuel production, trade balance, and welfare.

36.6.1 Price Impacts

The ethanol mandate increases market prices of crop commodities. Among the
alternative options, experiment I generates the lowest impact on crop prices. This is
because this experiment assumes that agricultural activities will continue to receive
production subsidies in the presence of the ethanol mandate. The crop price impacts
obtained from experiments II and III are very similar and significantly higher than
the price impacts of experiment I . For example, experiments I , II, and III predict
that the ethanol mandate increases the price of coarse grains by about 7.2 %, 16.9 %,
and 16.8 % respectively (Table 36.1).
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Table 36.1 Price impacts of ethanol mandate under alternative experiments

Commodity Experiment I Experiment II Experiment III

Paddy rice 2.4 7.2 6.9
Wheat 1.9 1.6 1.4
Coarse grains 7.2 16.9 16.8
Oilseeds 2.5 2.6 2.6
Sugar crops 3.5 0.9 0.9
Other crops 2.5 3.0 3.0
Crude oil �2.9 �2.5 �1.2
Gasoline 6.2 4.3 �1.6

Figures are percentage changes due to ethanol shock

On the other hand experiment I predicts the highest price impact for gasoline
and crude oil, because this experiment ignores the fact that a portion of required
subsidy for ethanol is financed due to reduction in agricultural subsidies. On the
other hand, experiment III predicts the lowest price impact for gasoline, because it
spread the burden of the policy on all economic actives and finances a portion of the
required subsidy by reduction in agricultural subsides. Indeed experiment III shows
that if the mandate is supported by an income tax, then it could reduce the price
of gasoline. The real world functioning of the ethanol mandate may be somewhere
between experiments II and III (with no explicit ethanol subsidy in effect after 2011,
most likely closer to experiment II). Thus the impact of the ethanol mandate on the
price of gasoline will be somewhere between a reduction of 1.6 % to an increase of
4.3 %. The bottom line is that the impact of the ethanol subsidy on the gasoline price
is small. Finally, all experiments show that the ethanol mandate barely reduces the
crude oil price (by a number between �1:2% to �2:9%).

36.6.2 Impact on Fuel Production and Rebound Effect

An increase in US ethanol production from its 3.41 billion gallons in 2004 to 15
billion gallons increases the supply of ethanol by 11.59 billion gallons. This is
identical to 7.77 billion gallons of gasoline and is not a large number compared
to the global energy market. However, it is large enough to affect the US gasoline
market. The impacts of adding 7.77 billion gallons of ethanol gasoline equivalent
(EGA) on the US and world gasoline market are shown in Table 36.2. This table
shows that the ethanol mandate reduces US gasoline consumption by about 11.44
billion gallons if we put the burden of the mandate on the fuel market and ignore
reduction in agricultural subsidy as shown in experiment I. When we bring reduction
in agricultural subsidy into account, the mandate reduces US gasoline consumption
by 11.49 billion gallons in experiment II. Finally, in experiment III when we
spread the burden of the mandate among all economic activities and take into
account reduction in agricultural subsidies, then the mandate only reduces gasoline
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Table 36.2 Impacts of ethanol mandate on gasoline consumption

Reduction in US Reduction in US Global
Increase in US gasoline global gasoline rebound rebound

Experiments Ethanol supply consumption consumption effecta effecta

Experiment I 7.77 �12.44 �9.36 �1.60 �1.21
Experiment II 7.77 �11.49 �8.62 �1.48 �1.11
Experiment III 7.77 �8.06 �5.92 �1.04 �0.76

Figures are in billion gallon gasoline equivalent except otherwise noted
aRebound effect is defined as: reduction in gasoline/increase in ethanol

consumption by 8.06 billion gallons. Indeed experiment III is the most efficient
policy, among those which are examined in this paper, and has the lowest economic
burden. In this case the reduction in gasoline consumption and the increase in EGA
are close to each other. Table 36.2 shows that the mandate does not generate any
rebound effect in the US.

The US biofuel mandate reduces global gasoline consumption less than the
expected reduction in US under all policy settings. In experiment III, the mandate
causes a rebound effect at the global scale. The global price of gasoline goes
down and that encourages some countries to increase their gasoline consumption.
In this case in response to an increase in EGA by 7.77 billion gallons, the global
consumption of gasoline decreases only by 5.92 billion gallons.

36.6.3 Trade Impacts

Table 36.3 shows that the ethanol mandate generates a positive trade balance of
$1.323 billion in experiment I , which induces a sharp reduction in US gasoline
consumption (Table 36.3). In experiments II and III, the mandate causes negative
trade balances of $�1.034 billion and $�5.018 billion. Table 36.3 indicates that US
biofuel mandate can affect the trade balances of other counties as well. The regional
impacts are not the same across the examined experiments.

36.6.4 Welfare Impacts

Finally, consider the welfare impacts in Table 36.4. The ethanol mandate reduces
welfare under all experiments. The first experiment represents the worst case which
causes about $16.8 billion in welfare losses. The second and third experiments
generate about $15.3 billion and $14.8 billion welfare losses, respectively. Hence,
experiment III which considers reduction in agricultural subsidies and implements
a revenue neutral tax on gasoline financed using an income tax is the least cost
policy. The overall global welfare impact of the US ethanol mandate does not very
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Table 36.3 Impacts of ethanol mandate on trade balance by region

Region Experiment I Experiment II Experiment III

USA 1,323 �1,034 �5,018
EU27 �413 505 2,343
Brazil 18 67 130
Can 10 56 141
Japan �101 309 1,054
Chihkg 222 369 498
India �65 �12 105
C_C_Amer 228 403 411
S_o_Amer �157 �80 42
E_Asia �12 24 78
Mala_Indo 1 30 46
R_SE_Asia �40 23 111
R_S_Asia �7 8 44
Russia �329 �301 �245
Oth_CEE_CIS �46 4 120
Oth_Europe �30 6 55
MEAS_NAfr �640 �515 �223
S_S_AFR 26 74 148
Oceania 14 62 160

Figures are in millions of 2004 dollars

significantly with the alternative policy set ups defined in experiments I , II, and
III. However, regional impacts vary from one experiment to another one in each
region.

36.6.5 Land Use Impacts

The induced land use impacts due to ethanol production have been the focal point
several studies in recent years. Figure 36.5 represents impacts of ethanol production
on expansion in cropland by region. In general, this figure shows that reduction
in US agricultural production subsidies reduces the global cropland expansion due
to ethanol production from about 2 million hectares in experiment I to about 1.9
million hectares in experiments II and III. This figure also shows that reduction in
US agricultural production subsidies shifts the induced land use impacts of ethanol
production from US to other regions. The expansion in US cropland is close to
1 million hectares in experiment I . This figure falls to about 0.3 million hectares
in experiments II and III. This substantial difference means ignoring the fact that
ethanol production reduces the need for agricultural subsidies leads to misleading
estimates for induced land use changes due to ethanol policy.



630 F. Taheripour and W.E. Tyner

Table 36.4 Welfare impacts of US ethanol mandate by region

Region Experiment I Experiment II Experiment III

USA �16,822 �15,339 �14,795
EU27 1,952 1,312 132
Brazil 173 194 151
Can �624 �588 �316
Japan 318 �168 �528
Chihkg 134 67 �44
India 503 448 262
C_C_Amer �1,597 �1,616 �833
S_o_Amer �643 �557 �279
E_Asia 411 175 �63
Mala_Indo �66 �53 �9
R_SE_Asia 221 215 145
R_S_Asia 63 51 25
Russia �940 �917 �724
Oth_CEE_CIS 42 26 �3
Oth_Europe �443 �427 �330
MEAS_NAfr �3,611 �3,503 �2,501
S_S_AFR �897 �808 �474
Oceania 92 123 134
World �21,734 �21,365 �20,050

Figures are in millions of 2004 dollars

Fig. 36.5 Expansion in cropland due to expansion in US ethanol production
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36.7 Conclusion

In this paper, we have shown that partial equilibrium evaluations of biofuels policies
can lead to misleading results. We then develop a stylized theoretical model to show
how a general equilibrium setup can improve the analysis of price, welfare, rebound,
and other impacts. Finally, we implement an empirical analysis of the US corn
ethanol mandate and show that inclusion of agricultural subsidies and income tax
impacts are very important. For example, previous work (including our own) has
seriously underestimated the price impacts on coarse grains because the financing
of the implicit subsidy did not consider the reduction of agricultural subsidies. Also,
other studies in the literature have estimated huge gasoline price decreases due to
the US ethanol program. Here, we show that the gasoline price impact is essentially
zero. These other studies did not include all the economy wide impacts. We also
show the rebound, trade, and welfare impacts of the policy cases. The welfare
impacts, interestingly, do not differ significantly across the cases.

We also show that ignoring the reduction of agricultural output subsidies due
to higher coarse grain prices induced by biofuels demand leads to very misleading
geographical distribution of land use changes. Taking into account the agricultural
subsidy reduction diminishes land use change in the US by about 70 %, while
reducing global land use change only about 5 %.
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Chapter 37
New Uncertainties in Land Use Changes Caused
by the Production of Biofuels

Wyatt Thompson, Nicholas Kalaitzandonakes, James Kaufman,
and Seth Meyer

37.1 Introduction

Biofuels were initially heralded as a means to substitute a less polluting, renewable,
and domestic fuel for imported fossil fuels. However, there is concern that as current
practices of ethanol and biodiesel production continue to expand they may not
reduce greenhouse gas (GHG) emissions. An important and contentious component
of these GHG emission calculations involves land use changes. As higher feedstock
demand raises crop prices it can draw more land into agricultural production,
possibly emitting more GHGs, especially when forest is destroyed, burnt, and the
soil carbon released [18,28]. According to this view, while biofuels made in the US,
the EU and elsewhere from corn, wheat, or vegetable oil can emit fewer GHGs, the
reduction in tailpipe emissions might take decades to offset the initial burst of GHGs
caused by such land conversion [24, 28]. Here, we reinforce the sensitivity of GHG
estimates to assumptions, and we identify the critical questions relating to context
that have not been addressed.
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Public policy recognizes the potential of land use changes to negate the GHG
emission benefits from biofuels. For example, both US and EU policies extend
support only to biofuels made from crops grown on land already in agricultural
use.1 However, indirect land use changes caused by market-wide price signals add
quite a different level of measurement complexity. Increased production of biofuel
feedstocks can be achieved through land conversion or higher yields. The last
response expands supply without increasing the land base for feedstock production,
although it can nevertheless affect greenhouse gas emissions if, for example, more
fertilizer or machinery are used.

Additional land resources might be drawn into feedstock production from other
crops, pastures or forests. Land conversion from certain crops (e.g. rice) to biofuel
feedstock production can, in fact, lead to reductions in GHG emissions but increases
in emissions are also possible. Conversion of forest to agricultural uses must simi-
larly be qualified. Conversion of forest to agricultural land for feedstock production
can be achieved through increased deforestation or decreased afforestation (forest
growth) which have entirely different GHG implications. Deforestation would cause
an initial burst in non-recurring emissions of GHGs while reduced afforestation
would cause a decline in ongoing and gradual sequestration.

Changes in land use follow different paths in different contexts. If a biofuel
demand shock is introduced when market conditions are characterized by tight
markets with high and rising agricultural commodity prices, then the added pressure
of biofuel feedstock purchases will tend to draw more land into agricultural
use. If the biofuel demand shock takes place in a setting of falling agricultural
commodity prices and idled crop area, then the greater output can be achieved
without deforestation. No deforestation contradicts the common assumption of an
initial burst of GHG emissions from deforestation. The context defined by the
broader agricultural commodity markets is critical to determining at least the time
path of GHG emissions and leads to persistent differences if there is discounting,
but its role in calculating GHG emissions has not been addressed.

Furthermore, much like land use, crop yields respond to price changes [19].
Farm-level yields are price responsive since the optimal input levels depend on
the marginal factor profitability and hence on product price. Yield changes through
innovation and efficiency gains are also price responsive. Higher prices can lead
to greater amount of industrial research and development (R&D) due to higher
anticipated payoffs [16, 25]. R&D in seeds, chemistry, capital equipment and other
inputs can increase average yields over time (e.g. [2, 9, 13, 23]). Higher prices can
also accelerate adoption of the new technologies in agriculture [12].

1In the US, the Renewable Fuel Standard mandates that an auditor verifies feedstocks used by
a producer or importer of renewable fuel meet the definition of renewable biomass in order
to qualify for the biofuel mandates. In practice, the auditor makes an assessment by obtaining
supporting documentation related to feedstock purchases. The definition of renewable biomass in
US legislation excludes feedstocks from land that is new to agricultural production or managed
forest [22]. US regulations to implement these biofuel use mandates demand that foreign-made
biofuels also meet this requirement [29].
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Land and yield responses thus have two roles in determining GHG emissions.
First, as increasingly recognized, they substitute for one another in meeting a surge
in demand caused by increasing biofuel feedstock purchases. The second as-yet
unrecognized role is that they help to set the context. For example, along with other
driving forces, such as income and population, trends in yields help to determine if
commodity markets can meet a demand surge with or without drawing new lands
into agricultural use.

The degree of variability of land use changes and ensuing GHG emissions is,
ultimately, an empirical question, one which we take up in this study. We are
interested in the overall variability of land use change measures and specifically
in their sensitivity to context. We find that land use change measures can be quite
sensitive to context, and particularly to crop yields. We also find that variations in
the estimates of land use changes can imply rather different GHG emission paths.

37.2 Review of the Literature

Choosing an optimal biofuels policy that accounts for land use changes requires that
such effects are measured with some degree of accuracy. This impact assessment
must involve the development of a proper counterfactual case. Since the counterfac-
tual is not actually observed, the construction of a model is often required. Ideally,
the appropriate impact assessment models represent the global nature of agricultural
commodity markets, their interactions, an array of land uses, and the potential for
crop yields to adjust over time. These models are intended to provide information
about policies whose affects go into the future, so the analysis should be based on
a context that is relevant for forward-looking decisions, particularly in the case that
results are sensitive to the context.

Given the demanding nature of these modeling features, researchers have
resorted to modifying existing large-scale models of global agriculture in order to
measure land use changes associated with the demand for biofuels. So far, there have
been two broad modeling approaches. The first supplements computable general
equilibrium (CGE) models with more detailed representations of land uses and
measures how biofuel feedstock demand shifts supply and demand conditions for
aggregate commodities (such as coarse grains and oilseeds) as well as land uses,
relative to their values in some base year. The second extends partial equilibrium
models of global agricultural commodity markets. In the first step, commodity
market effects from an increase in biofuels are estimated over forward-looking (e.g.
10 year) projections. In the second step, estimates of land use changes are obtained
with input from the first step estimates. For both model approaches, a final step is to
add up GHG emission effects of biofuels including from land use changes.
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37.2.1 Partial Equilibrium Analysis

Searchinger et al. [24] find that an increase in US ethanol production of 56 billion
liters brings 10.8 million ha of additional land into cultivation and this change causes
significant deforestation. These land use changes include diversions of 2.8 million
ha in Brazil, 2.3 million ha in China and India, and 2.2 million ha in the United
States. The authors adjust the FAPRI model of agricultural commodity markets and
exogenously shift US ethanol demand to derive alternative scenarios of US ethanol
production increases. Crop yields are assumed to grow at a constant rate but not to
respond to price changes. The analysis yields a forward-looking baseline and the
effects of ethanol production on commodity markets are measured by comparing
the model results with the greater volume of ethanol to the baseline in each year.

Estimated changes in the commodity markets serve as input to the calculations
for land use effects. The authors also use historical deforestation trends to estimate
how much land may be drawn from forest or other uses to achieve the crop land
changes caused by the increase in ethanol in the commodity model. In other words,
all crop land use changes implied by the commodity model are summed up and this
increase in land is assumed to be met by decreases in other land uses based on past
trends. However, there is no feedback effect from land use changes to the commodity
markets and back. The authors use GREET to calculate GHG emissions taking the
calculated land use changes and implications for carbon sequestration into account.
Given that the increases in cropland area are small, constituting no more than 1 %
of forest area, even if all of the increase were associated with deforestation, their
findings suggest that emissions from the conversion of small amounts of forest land
to crop uses dominate GHG emissions from all other types of adjustments.

In Dumortier et al. [6], some of these authors return to the question of GHG emis-
sions caused by changes in US ethanol production and further adjust the underlying
commodity model assumptions and GHG calculations. Assumption changes include
the reduction of U.S. deforestation trends to negligible levels. Model adjustments
include the addition of more cross-price effects among crop areas, so that the own-
price effects are partially offset in the event that an increase in biofuel feedstock
demand drives crop prices higher. In the absence of any other representation of
trade-off among land uses, the addition of cross-price effects tends to reduce
the overall pull on land into agricultural production. Furthermore, in this second
study the authors estimate GHG emissions based on the Intergovernmental Panel
on Climate Change (IPCC) methods. Their calculations include considerations of
cropland management, livestock manure, rice growing, and changes in land use
(counting land moving out of agricultural production) but exclude some emissions
associated with agricultural production, such as fuel use in machinery.

Dumortier et al. [6] test the sensitivity of their results against those derived
in Searchinger et al. [24] and relative to some of their model assumptions (e.g.
the projected petroleum price and yield trends). The authors find that their model
is most sensitive to their assumptions about yields, though changes in yields are
still introduced by adjusting the model output rather than allowing the model to
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come to a new simulated equilibrium solution. Irrespectively, they find that under
higher rates of exogenous yield growth an additional billion gallons of ethanol is
accompanied by a reduction in land used for agriculture.

In Fabiosa et al. [8] many of the same authors revisit the issue of land use effects
from the expanding ethanol consumption in the United States and elsewhere using
a version of the FAPRI model. In one scenario, the authors exogenously increase
U.S. demand for ethanol by 10 % and in a second scenario they add a 5 % increase
in ethanol demand of Brazil, China, the EU, and India. For these scenarios, these
authors calculate prices, crop outputs, trade and area impact multipliers for selected
countries. Of primary importance are the crop area multipliers, which serve as
a convenient basis of comparison to [24]. These imply that the estimated land
use changes in [8] are substantially lower for Brazil, China, India, while they are
reversed in Argentina and Canada. The authors attribute the divergence of results
to the underlying differences in certain assumptions (i.e. [24] impose a long-run
equilibrium assumption for the U.S. ethanol market and do not constrain demand for
E-85 fuel). Fabiosa et al. [8] nevertheless do not consider forest area simultaneously
with crop area nor do they calculate land use change effects.

37.2.2 General Equilibrium Analysis

General equilibrium approaches estimating land use changes often employ GTAP
data and the GTAP model itself. The extension of GTAP to represent land more
carefully typically involves disaggregating country or regional total area into agro-
ecological zones (AEZs), while assuming constant elasticities to govern reallocation
of land among uses in each AEZ [1, 3, 4, 11, 17, 21, 30]. Other studies replace the
constant elasticity framework with a representation that includes land conversion
costs [14] or append to GTAP a different disaggregation of land based on a grid
coupled with an upward-sloping land supply to agriculture [26].

In a particularly relevant CGE study, Keeney and Hertel [20] approach the
problem based on a version of GTAP that includes some elaboration of the energy
sector and AEZs. They represent the 2006 biofuel market by adjusting the 2001
base data through three specific changes: the rise in petroleum prices; the switch
from one particular fuel additive to ethanol in the US; the addition of US and EU
subsidies to biofuel markets (following [3]).

Keeney and Hertel [20] find that a one billion gallon increase in biofuel
consumption in the US results in loss of forest and pasture land. The US, where
the largest share of land use change occurs, experiences a 0.35 % decrease in forest
land and a 0.53 % decrease in pasture. Land use changes are also experienced
in other countries especially in Brazil and Canada which loose 0.16 and 0.10 %
of forest cover respectively. The authors also find that an increase in the price
elasticity of crop yields from zero to 0.25 implies a 30 % crop output response to
an increase in biofuel demand, taking some of the pressure off land conversion.
They further conclude that the estimated land use changes are sensitive to the model
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elasticities for yields, area, and trade. Although Keeney and Hertel usefully explore
the sensitivity of land use changes to assumed model parameters, they do not carry
such calculations to changes in GHG emissions. Hertel et al. [17] extend this work
by testing the sensitivity to parameter values, and they conclude that the next logical
step is to extend this work to calculate GHG emission effects.

Another relevant analysis based on GTAP is presented in a working paper by
Tyner et al. [27]. Their starting GTAP variant is similar to Keeney and Hertel’s,
but several adjustments are made. Changes to land representation include unused
land in the US, which is equal to the area committed to the Conservation Reserve
Program and which competes with crop production. In the US and Brazil, additional
competition between pasture and cropland is introduced through a new cropland-
pasture variable. Tyner et al. [27] conduct scenario analysis for various changes
in US ethanol production, some of which use the standard GTAP 2001 reference
year. They also test the impacts starting from a database partly updated to 2006.2

Tyner et al. [27] go on to project forward to the 2006–2015 period with GTAP by
extending the 2001–2006 average population growth as a proxy for demand changes
and assuming a 1 % yield growth in each year. They observe that one interesting
consequence is that their assumed supply shifts outpace their demand shifts, leading
to a growing forest area in the 2006–2015 period.

As for results, Tyner et al. [27] find that changes in US ethanol production of
13 billion gallons in the time period between 2001 and 2015 converts, globally, 1.7
million ha into cropland, 32.5 % from deforestation and 67.5 % from grassland. The
authors also calculate GHG emission effects from land use changes and foregone
sequestration based on the results of the GTAP scenarios. Because their results vary
widely with their assumptions they state that ..one cannot escape the conclusion
that modeling land use change is quite uncertain (p. iii). Wang et al. [30] update
their energy balances and GHG emissions estimates based on [27] and other work.
The sensitivity of results to context is identified as an important remaining research
question: the future growth in the demand and supply of agricultural commodities—
particularly coarse grains—is a critical determinant of the impacts of biofuel
programs (p. 1888). Authors base this judgment on the projections [27] produce
using assumed population and yield growth with the corresponding 30-year GHG
estimates generated using the standard assumption that more agricultural land and
less forest must be explained by deforestation.

2The updating consists of using more recent data representing crop production, harvested area,
forest areas, gross capital formation, labor force (skilled and unskilled), gross domestic product,
and population for the whole world at the country level and adjusting simulated harvested area and
forest land use to match observed data (p. 23).
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37.2.3 Summary

The limited empirical literature that has estimated land use changes associated
with increased demand for biofuels readily demonstrates the inherent difficulties
in modeling such a complex phenomenon. It also presents a muddled picture of
the likely land use changes from the demand of biofuel feedstocks. In some cases,
feedstock demand is accompanied by significant land conversion into agricultural
uses, deforestation and large non-recurring bursts of GHG emissions, while in
others, agricultural land use is found to decrease despite such demand. It is currently
unclear whether these differences in empirical findings are the result of differences
in assumptions, shortcomings in modeling, diversity in the counterfactuals evaluated
or other factors. Yet if land use changes are to be a useful policy instrument, the
sources and degree of variability must be well understood.

The possible role of model assumptions in shaping the empirical results deserves
close scrutiny. Existing studies allow for limited substitution among commodities
and land uses (e.g. [6, 8, 24]) or trade (e.g. Armington structure in GTAP); limited
price responsiveness of yields (e.g. [24]) and limited price feedbacks between prices
and yields (e.g. [6, 8, 24]). These and other relevant restrictions, in turn, limit the
ability of models to represent the intrinsic ability of commodity markets to respond
to changing market conditions.

Even seemingly innocuous modeling assumptions can shape the results of the
analytics. Keeney and Hertel [20] show that yield response is critical. However, the
importance of cross-commodity effects, such as the impact of corn price increases
on high-emitting rice and livestock production, has not been emphasized. The
standard approach to represent increased crop area as a one-time surge deforestation
and associated emissions has remained unquestioned, perhaps because the studies
typically rely on base-period analysis or historical patterns in land use changes.

In this study we add to the emerging empirical evidence by developing a
global partial equilibrium model emphasizing land use changes from increased
feedstock demand of biofuels. Our empirical model allows for price responsive
yields; endogenous and simultaneously determined yields, land uses and commodity
prices; detailed disaggregation of land uses, and substitution of commodities within,
and across, countries; and a forward-looking context.

37.3 Empirical Model

We are interested in the potential variability of GHG emissions in general and
especially in their sensitivity to alternative paths of yield changes. We evaluate the
impact of a hypothetical discontinuation in US and EU biofuel feedstock demands
under different sets of conditions:



640 W. Thompson et al.

1. Normal yield price responsiveness and normal rate of annual yield growth;
2. High yield responsiveness achieved through intensification of production and

normal annual rate of yield growth and
3. Normal yield price responsiveness and high annual rate of yield growth achieved

through accelerated innovation.

The set of conditions we consider are rather stylized and we effectively assume that
yields in any given year can grow in two ways: through ongoing innovation (which
is assumed to be unresponsive to short term price changes in a 10-year period) and
through intensification of production (which is price responsive).

To carry out the analysis we develop a global multi-country, multi-commodity
partial equilibrium model that explicitly represents land uses which include forest,
pasture and crops—with crop areas identified for the major crops grown in temper-
ate zones. We assess how these commodity markets evolve over a 10-year period
with US and EU biofuel feedstock use growing, then remove biofuel feedstock
use and reassess the market situation. We present this model in an Appendix. The
difference in land use, crop yields, and livestock output between the baseline and
the scenario serve as the basis of our greenhouse gas calculations.

Since we focus on the sensitivity of land use measures, we consider the parallel
implications for GHG emissions as land use and crop production patterns change
without going so far as complete lifecycle analysis. Calculated GHG emissions
in carbon dioxide equivalent (CO2-e) are recursive to the commodity market area,
yield, and production data based on country- and commodity-specific relationships,
mostly as identified by the EPA [28]. Crop and palm oil production emissions
calculations include nitrogen emitted due to synthetic fertilizers and crop residues,
agricultural chemical production emissions, and methane emitted from flooded rice
paddy fields. Livestock emissions, meaning those from beef, pork, and poultry
production, are enteric methane and from manure. EPA estimates of emissions asso-
ciated with agricultural energy use, including direct fuel use, heat and electricity,
and energy inputs, are applied per acre of agricultural land. Forest sequestration is
weighted averages of factors identified in EPA [28, p. 389]. We take any decrease
in forest area over the period, allocate it proportionally among alternative land uses
that increase, and apply fixed GHG emission factors for land conversion [15] to
calculate non-recurring land use change emissions.

37.4 Empirical Results

The impact of biofuels on land use is determined in our analysis by examining how
an elimination of US and EU biofuel feedstock demand for grains and vegetable
oils would affect agricultural commodity markets and, consequently, land use in
the represented countries and country groups. A complete elimination of biofuel
production from these feedstocks in the next 10 years may be improbable, but
the exercise allows us to estimate the total impact of biofuels on markets and
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land use. US feedstock purchases for biofuels are mainly corn and soybean oil,
whereas a more diverse set of feedstocks are used in the EU with wheat playing the
largest part among grains (see Fig. 37.1). Sugar is also important and, according to
these projections, a growing source of biofuels. In our scenario analysis then, we
effectively eliminate the production of 72 billion liters of ethanol and biodiesel in
2018.

37.4.1 Land Use Effects

Our base case is characterized by slight rises in forest area as the amount of land
allocated to agricultural uses, including crops, declines. As discussed earlier, the
initial conditions and the context of the analysis are important. The start of our
analysis is characterized by high prices for many commodities. As supply responds
and demand is weak due to a weak global economy, commodity prices recede from
their initial peaks in the following years. Sugar is an exception, with the world sugar
price rising somewhat from its initial level.

The removal of US and EU biofuel feedstock purchases reduces overall demand
and hastens the decrease in prices. With normal yield growth and price respon-
siveness (base case), quickly eliminating US and EU biofuel feedstock purchases
causes the simple average of grain prices in 2017 to be 25 % lower than if feedstock
purchases continued to expand and the vegetable oil price to be 31 % lower. The
price effect is almost as large even when the rates of yield growth are high. However,
the price reductions are approximately halved if yields, and consequently total
supplies, are more price responsive. All these scenarios are characterized by a 10-
year period of generally falling crop prices from a high starting point.

In the base case, agricultural land use in these countries rises by 15.6 million
hectares over the period, but the increase is 4.2 million hectares less if US and
EU biofuel demands are eliminated (Table 37.1). With faster yield growth, there
is a smaller agricultural land increase less in the base case over the period and 6.5
million hectares are diverted to other uses in the biofuel scenario. With faster growth
rates in yields, the impact on forest area is lowest with or without biofuels.

It is worth emphasizing the market context once more. Given falling prices, there
is less pressure to reallocate land to agricultural uses, tending to slow the pace
of deforestation. Land use changes also vary by region. In the case of China, the
long-standing trend towards afforestation at a national level is hastened if prices are
falling (Table 37.1). In some instances, however, the lower prices of the projection
period can reverse the trend and cause afforestation, in aggregate, particularly in
the case of either faster rates of yield growth or no biofuel feedstock purchases—or
both, in which case we find the sum of forest area in all countries actually increases.
The calculated relative changes in land use should not be overstated. Although
millions and tens of millions of hectares are important for GHG calculations
discussed later, the calculated shifts constitute less than one percent of agricultural
or forest land (see Table 37.2).
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Fig. 37.1 Feedstock use in base case and scenario



37 New Uncertainties in Land Use Changes Caused by the Production of Biofuels 643

Table 37.1 Changes in forest and agricultural land use when EU and US biofuel production is
eliminated, 2008–2017

Canada, Mexico, Total
Argentina Japan China Indonesia Developing of these
and Brazil and EU and India and Malaysia countries countries

(millions of hectares)

Agricultural land use
Base
Biofuels 6.0 2.6 �0.5 1.3 6.2 15.6
No biofuels 3.0 0.8 �1.9 0.3 2.0 4.2
High trend
Biofuels 1.8 1.2 �2.1 0.4 1.8 3.0
No biofuels �0.7 �0.3 �3.2 �0.5 �1.7 �6.5
High elasticity
Biofuels 6.0 2.6 �0.5 1.3 6.2 15.6
No biofuels 4.4 1.2 �1.4 0.6 3.5 8.4

Forest area
Base
Biofuels �5.6 �2.9 �0.3 �1.4 �5.0 �15.3
No biofuels �3.3 �1.6 0.7 �0.5 �2.4 �7.1
High trend
Biofuels �2.4 �1.8 0.8 �0.6 �2.2 �6.3
No biofuels �0.5 �0.7 1.6 0.2 0.0 0.7
High elasticity
Biofuels �5.6 �2.9 �0.3 �1.4 �5.0 �15.3
No biofuels �4.3 �1.9 0.3 �0.8 �3.3 �10.0

There are reallocations within agricultural uses, as well, that reflect changing
relative profitability of alternative uses. Removing US and EU biofuel feedstock
purchases causes land reallocation away from annual crops and oil-producing palm
trees (see Table 37.2). Cropland falls by six to nine million hectares in total. The
change in palm oil area constitutes some ten thousand hectares almost all of which
are in Indonesia and Malaysia. Sugar market effects tend to be indirect through
interactions with other crops in area allocation itself and food use—both limited—
since only small share of world sugar is used for ethanol production in the EU.3

Pasture area affects are mixed as lower crop prices reduce competition for land
but also increase competition for feeding animals. The net effect is typically lower
pasture area even though livestock output rises slightly over the period, with total
production rising about 1–2 % by the end of the period if US and EU biofuel
feedstock purchases are eliminated. This net effect is small and contributes only
slightly to the positive effect of eliminating US and EU biofuels on forest area, but it

3Brazil’s sugar-ethanol production is not changed in this analysis.
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Table 37.2 Biofuel feedstock demand elimination effects on land use, 2014/2015-17/18 averages

Canada, Mexico, Total
Argentina Japan China Indonesia Developing of these
and Brazil and EU and India and Malaysia countries countries

(percent change if US and EU biofuel feedstock purchases are eliminated)

Forest area
Base 0.42 % 0.24 % 0.35 % 0.48 % 0.36 % 0.35 %
Higher trend 0.34 % 0.21 % 0.29 % 0.42 % 0.30 % 0.30 %
Higher elasticity 0.30 % 0.20 % 0.26 % 0.38 % 0.27 % 0.27 %

Agricultural land use
Base �0.67 % �0.56 % �0.17 % �0.59 % �0.31 % �0.37 %
Higher trend �0.55 % �0.48 % �0.14 % �0.50 % �0.26 % �0.31 %
Higher elasticity �0.46 % �0.47 % �0.12 % �0.47 % �0.24 % �0.28 %

Palm land use
Base �0.71 % �0.55 % �0.17 % �1.94 % �0.39 % �1.76 %
Higher trend �0.59 % �0.47 % �0.14 % �1.81 % �0.31 % �1.64 %
Higher elasticity �0.52 % �0.47 % �0.12 % �1.93 % �0.28 % �1.74 %

Crop land use
Base �0.14 % �1.14 % �0.40 % �0.95 % �0.70 % �0.63 %
Higher trend �0.13 % �0.96 % �0.39 % �0.86 % �0.64 % �0.57 %
Higher elasticity �0.60 % �1.11 % �0.55 % �1.15 % �0.80 % �0.77 %

Pasture area
Base �0.91 % �0.33 % �0.09 % �0.61 % �0.25 % �0.35 %
Higher trend �0.75 % �0.34 % �0.04 % �0.49 % �0.20 % �0.27 %
Higher elasticity �0.47 % 0.01 % 0.12 % �0.24 % �0.12 % �0.13 %

highlights the importance of representing both supply and demand effects on pasture
area in the analysis as either one alone could bias the land use change estimates.

37.4.2 Consequences for Greenhouse Gas Emissions

Our GHG emission calculations do not track all GHG emissions. We focus on the
production of selected agricultural commodities to illustrate two important points.
First, there is the sometimes over-looked potential for offsetting effects among
commodities that spill over to livestock production. Second, there is the previously
unrecognized role of the time path and context.

Eliminating US and EU biofuel feedstock purchases leads to the commodity
market adjustments discussed above, which in turn cause changes in the pattern
of GHG emissions (see Table 37.3). While crop emissions associated with synthetic
fertilizers, crop residues, and agricultural chemicals fall by 7 mt CO2-e as demand
for such commodities as corn, wheat, and other feed grains falls, these reductions
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Table 37.3 Greenhouse gas emissions of selected agricultural activities and land use in modeled
countries

Base yield scenarios

Biofuel No biofuel Change

(CO2 mt equivalents)

Recurring annual emissions, 2014–2017 averages
Crops total 962 964 3
Synth. fert. and crop resid. 273 267 �6
Chemical production 68 66 �1
Rice methane 621 631 10
Livestock (meat) 1,125 1,162 36
Energy use 617 615 �2
Forest sequestration �6,803 �6,827 �24
Total recurring emissions �4,717 �4,701 15

Non-recurring emissions
Land use change 5,080 2,759 �2,320

are more than offset by 10 mt CO2-e greater methane emissions as some land
shifts into rice production, with the net effect being almost no change in crop
emissions. Greater livestock production results in 36 mt CO2-e more emissions.4

The elimination of US and EU biofuel feedstock purchases means more land in
forest, so more GHGs are sequestered in these areas.

As illustrated in Table 37.1, total deforestation calculated at the national level
is reduced in the base yield case if US and EU biofuel feedstock demands are
eliminated, which effectively halves emissions associated with deforestation based
on our calculations. In the case of some countries like China, however, a trend of
afforestation continues, and the falling agricultural commodity prices of the baseline
only encourages this pattern of land use change, rather than change the rate of
deforestation. In this case, the implication is that a changing rate of afforestation
leads to more or less GHG sequestration, but no change in the emissions from
deforestation over the 10-year projection period based on national forest area.

Context matters because the potential for afforestation is greater if prices are
falling, and prices are more likely to be falling if yields are growing more quickly. If
yield growth is high, non-recurring emissions caused by deforestation are lower (see
Fig. 37.2). Even with US and EU biofuel feedstock purchases growing rapidly, non-
recurring emissions are halved relative to the base yield case if yield growth rates
are higher. Eliminating these biofuel demands leads to even smaller non-recurring
emissions over the 10-year projection period. The elimination causes a decrease in
non-recurring emissions of 1.6 billion tons CO2-e, or about one-third less than the

4This increase is slightly greater than the relative increase in total production of beef, pork, or
poultry, and reflects changes in composition and location of meat production as some regional
practices generate more emissions than others.
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Fig. 37.2 Selected GHG emissions under alternative yield scenarios

reduction of 2.3 billion tons CO2-e in the base yield case. The impact of eliminating
US and EU biofuel feedstocks on GHG emissions is also about a third lower if
crop yields are more sensitive to prices as less land conversion is necessary before
markets have adjusted to the shock of lower demand.

The recurring emissions are largely stable in all the scenarios we explore,
although the composition fluctuates. As discussed in the context of the base yield
case, the elimination of US and EU biofuel feedstock purchases causes more
methane from rice and livestock production and fewer emissions from other crop
activities. In our experiments, these offsetting GHG effects tend to cancel one
another.

37.5 Discussion and Conclusions

Our empirical results suggest that measures of land use changes are quite sensitive
to model and context. Modest changes in the price responsiveness of yields, or their
anticipated annual rates of growth from innovation, lead to drastic shifts of up to
50 % or more in GHG emission estimates. The sensitivity of these measures to
assumptions about future yields is important as possible deviations from historical
yield trends are not hypothetical (e.g. [5, 7]).

Sensitivity to other assumptions in the literature may also contribute to the
variation of measured land use changes. Previous studies have often allowed only
limited substitution among commodities, land uses and trade and have not fully
represented the dynamic interplay between prices and yields. We relax some of these
assumptions to explore the intrinsic ability of commodity markets to adjust and
reduce land use changes. We draw some tentative conclusions about the potential
influence of such assumptions by comparing our results with those of similar
partial equilibrium models used in recent studies (see Table 37.4). The other studies
summarized there are comparable partial equilibrium model approaches that make



37 New Uncertainties in Land Use Changes Caused by the Production of Biofuels 647

Table 37.4 Estimated land use changes in selected partial equilibrium studies

Study Base year Period Impact of Estimated land use change

Searchinger et al. [24] 2007 2007–2016 56 billion litters 193
Dumortier et al. [6] 2008 2007–2016 30 billion litters 203
Fabiosa et al. [8] 2007 2007–2016 50 billion litters 127

This study
Base Scenario 2008 2008–2017 72 billion litters 158
High Yield Scenario 2008 2008–2017 72 billion litters 132
High Elasticity Scenario 2008 2008–2017 72 billion litters 100

use of similar data sets, represent global agricultural commodity markets, and give
forward-looking analysis over a projection period. Significant departures in our
modeling assumptions for selected countries, however, include a complete array of
cross-commodity effects in land allocation, feed demand, and food demand; price
responsive yields that are determined at the same time as other market outcomes;
and a complete set of land uses, including forest and pasture areas, that are
also simultaneously determined with agricultural commodity areas, quantities, and
prices. Despite the small sample and the inherently crude nature of the comparison,
the results suggest that more restrictive modeling assumptions on demand and
supply substitution possibilities may lead to higher estimated land use changes.

Finally, the sensitivity of land use measures to the initial conditions and the
market context of the analysis has not been explored. Even if all impact assess-
ment models yielded the same calculated supply responses to a biofuels demand
shock, use of different comparators could lead to different land use measures
and conclusions. Searchinger et al. [24] for instance, uses historical trends to
infer how the land use change estimates from their commodity model might be
achieved, and specifically how much comes from forest; and general equilibrium
approaches (e.g. [17, 20, 27]) calculate reductions in forest area from their base
data as deforested land. Whether calculated recursively or from base data, those
studies assume forest area reductions amount to deforestation and that they occur
at the outset of their analysis period, when biofuel feedstock purchases begin. We
compare the baseline and the scenario as alternative forest area paths over time.
Hence, one of our model results is forest contraction or expansion paths that are
consistent with agricultural commodity market prices, so biofuel production impacts
are more precisely expressed as quickening the pace of deforestation in some places
and slowing or reversing afforestation in others.

The sensitivity to initial conditions and market context cannot be ignored, even
though our estimates certainly can be improved. Our estimates could be updated to
the latest data, land could be divided into sub national units, and GHG emission
calculations could be refined. However, none of this would be likely to affect
the following general conclusions that are omitted from the existing literature,
as even [30], who note in passing that context matters, do not go so far as to
identify these points. First, the frequent statement about the payback period of
a biofuel, determined as the number of years of recurring GHG reductions from
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using the biofuel required to offset the non-recurring burst of GHG caused by
initial deforestation, is unwarranted. As we show, there is no initial burst from
deforestation if land use change amounts to slower afforestation instead of outright
deforestation. With reduced afforestation, there is no payback period because
emissions are lower from the outset. Unless estimates of land use change take into
account the context, as determined by such factors as yield technology development
and demand growth, the payback assumption is unsupported.

Second, context matters for decision making. The time path of GHG emissions
can be important for policy decisions that seek to achieve societal objectives by
implementing specific target GHG reductions by specific dates. Thus, arguments to
assume deforestation or simply to ignore the time path and focus exclusively on
the eventual end point are not strictly relevant to defining intermediate targets, nor
measuring progress.

More critically still, if the policy is set over a defined period or if there is any
discounting, then ignoring the time path of GHG emissions can bias estimated
GHG emissions. If initial deforestation is assumed in biofuel analysis, then the
accompanying burst of GHG emissions is less likely to be offset by lower recurring
emissions in the future if the period of analysis is truncated or if future benefits are
discounted. In contrast, reduced afforestation has no initial burst of GHG emissions
so biofuel reduces GHG emissions from the first year, then calculations could have
the opposite sign over a defined period or with discounting.

We add to the growing body of literature that finds variability and uncertainty in
land use change measures. Our findings reinforce the importance of price respon-
siveness and identify context as a new source of uncertainty. Because deforestation
is believed to cause a very large surge in non-recurring emissions, modestly different
estimates of the scale or timing of deforestation can be equivalent to many years of
recurring GHG emission reductions from biofuels, potentially changing the sign of
total biofuel benefits if summed over a fixed time horizon or if future reductions
are discounted. Ignoring the time path of land use change reduces the relevance to
policy making and may reduce the accuracy of GHG emission calculations.
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Appendix

Model Documentation

This document summarizes the commodity models for Argentina, Brazil, Canada,
China, European Union, Indonesia, India, Japan, Malaysia, Mexico, and the four
developing country aggregates. These models are solved simultaneously, along with
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Table 37.5 Countries
modeled explicitly and four
developing country
aggregates

Argentina Japan
Brazil Malaysia
Canada Mexico
China Low food and low trade
EU-27 Low food and high trade
Indonesia High food and low trade
India High food and high trade

Table 37.6 Selected commodities

Corn (CR) Rapeseed/canola meal (RM)
Distillers grains (DG) Rapeseed/canola oil (RO)
Palm oil (ML) Rapeseed/canola (RS)
Palm kernel meal (KM) Soybean (SB)
Total oilseed meals (ME) Soybean meal (SM)
Other annual crops (OC) Soybean oil (SO)
Other coarse grains (OG) Sugar (SU)
Total vegetable oils (OL) Sunflower (UF)
Other oilseed meals (OM) Sunflower meal (UM)
Other oilseed oils (OO) Sunflower oil (UO)
Pork (PK) Wheat (WH)
Petroleum (PT) Macroeconomic: income (MAGDPR)
Rice (RC) Macroeconomic: population (MAPOP)

Table 37.7 Land aggregates

Agriculture land (LA) Other land (LO)
Agricultural land in annual crops (LC) Palm land (LP)
Total land (LD) Sugar land (LS)
Forest land (LF) Agricultural land in pasture (LU)
Agricultural land in groves or orchards (LG)

the FAPRI–MU.5 model and a rest-of-world aggregate trade, for world market-
clearing balances for the commodities covered. The following tables detail selected
components of the model (Tables 37.5, 37.6, 37.7, and 37.8).

5Documentation for the FAPRI–MU model can be found at:
http://www.fapri.missouri.edu/outreach/publications/umc.asp?current_page=outreach
Specifically, the stochastic US crop model documentation
http://www.fapri.missouri.edu/outreach/publications/2011/FAPRI_MU_Report_09_11.pdf.

http://www.fapri.missouri.edu/outreach/publications/umc.asp?current_page=outreach
http://www.fapri.missouri.edu/outreach/publications/2011/FAPRI_MU_Report_09_11.pdf
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Table 37.8 Other selected quantities and prices

Crush of oilseeds (DCRU) Expected producer price (PPRDE)
Total demand for domestic use (DDOM) Expected net returns (ENRT)
Net exports (DEXN) Index indicating land price (LDPS)
Feed and residual demand (DFED) Domestic price (PDOM)
Food and edible product demand (DFOD) Consumer price (PFOD)
Fuel demand (DFUL) Area harvested (SHAR)
Industrial and inedible demand (DIND) Area planted (SPLT)
Other demand (DOTH) Production (SPRD)
Ending stock demand (DTES) Yield (SYLD)
Oilseed yields of oil (OLSYLD) Total area (TAR)
Meal (MESYLD) World price (PWLD)
Producer price (PPRD)

Summary of Equations of a Country or Developing Country
Aggregate

Select equations for a representative country are summarized below. Cost indices
and the link from prices to expected prices and returns are omitted here for
brevity. The abbreviation “CC” denotes a relevant commodity or land use and “OC”
indicates the other commodities or land uses in the same set. Here, soybean oil and
meal prices (SO and SM) are used as key prices for vegetable oil and oilseed meal
aggregates (Table 37.9).

Elasticities

Elasticities are required for all land use, yield, feed demand, stock, livestock product
supply, and domestic use equation for all the countries. Due to the large number
of elasticities in the model, only simple averages are reported here (Tables 37.10,
37.11, 37.12, and 37.13).

Yield Trend Estimates

Yield trend estimates, apart from price effects, are relevant to the projections
reported in the paper. The table reports the simple average trend rates of yield growth
by crop (see Table 37.14).
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Table 37.9 Selected country equations

CC_TAR = f(CC_LDPS, OC_LDPS, LD_TAR), CC= LA, LF, LO
CC_TAR = f(CC_LDPS, OC_LDPS, LA_TAR), CC=LC, LU, LG, LP, SU
CC_TAR = f(CC_ENRT, OC_ENRT, LC_TAR), CC=WH, CR, OG, SB, RS, UF, RC
CC_HAR = f(CC_TAR), CC=WH, CR, OG, SB, RS, UF, SU, RC
CC_YLD = f(CC_PPRDE, TREND), CC=WH, CR, OG, SB, RS, UF, SU, RC, ML, KM
CC_SPRD=CC_HAR*CC_YLD, CC=WH, CR, OG, SB, RS, UF, SU, RC
CC_DCRU = CC_SPRD+CC_DTES-1-CC_DTES, SB, RS, UF
CC_PDOM = CC_OLSYLD*SO_PDOM+CC_MESYLD*SM_PDOM, CC=SB, RS, UF
CC_SPRD = CC_HAR*CC_YLD, CC=ML, KM
OL_SPRD=SB_DCRU*SB_OLSYLD+RS_DCRU*RS_OLSYLD+UF_DCRU*UF_OLSYLD
+ML_SYLD*LP_TAR+OO_SPRD
ME_SPRD=SB_DCRU*SB_MESYLD+RS_DCRU*RS_MESYLD+UF_DCRU*UF_MESYLD
+KM_SYLD*LP_TAR+OM_SPRD
CC_DFED = f(CC_PDOM, OC_PDOM, BF_SPRD, PK_SPRD, PL_SPRD), CC =WH, CR, OG,
ME, LU, RC
CC_DTES = f(CC_PDOM, CC_SPRD),CC=WH, CR, OG, ME, OL, SU, RC, BF, PK, PL
CC_SPRD = f(CC_PPRD, WH_PDOM, RC_PDOM, CR_PDOM, OG_PDOM, SM_PDOM,
LU_LDPS), CC=BF, PK, PL
OL_DIND = f(OL_PDOM, OC_PDOM, MAGDPR/MAPOP)
CC_DFOD =f(CC_PFOD, OC_PFOD, MAGDPR/MAPOP),CC=WH, CR, OG, OL, SU, RC, BF,
PK, PL
CC_DEXN = CC_SPRD+CC_DTES-1-CC_DTES-CC_DFED-CC_DFOD-CC_DFUL-CC
_DOTH, CC=WH, CR, OG, ME, OL, SU, RC, BF, PK, PL
CC_PDOM=f(CC_PWLD), CC=WH, CR, OG, ME, OL, SU, RC, BF, PK, PL
CC_PFOD = f(CC_PDOM), CC=WH, CR, OG, ME, OL, SU, RC, BF, PK, PL
CC_PPRD = f(CC_PDOM), CC=WH, CR, OG, ME, OL, SU, RC, BF, PK, PL

Table 37.10 Average food demand elasticities

Wheat Corn Other grains Rice Sugar Oil Beef Pork Poultry Income

Wheat �0.17 0.02 0.01 0.02 0.00 0.02 0.00 0.01 0.00 0.33
Corn 0.05 �0.45 0.02 0.06 0.02 0.01 0.03 0.02 0.02 0.42
Other grains 0.07 0.04 �0.41 0.07 0.02 0.01 0.02 0.01 0.02 0.38
Rice 0.10 0.02 0.01 �0.68 0.05 0.04 0.08 0.06 0.06 0.44
Sugar 0.00 0.01 0.01 0.00 �0.22 0.02 0.00 0.01 0.00 0.52
Oil 0.06 0.01 0.01 0.06 0.04 �0.66 0.08 0.05 0.06 0.55
Beef 0.01 0.01 0.01 0.00 0.01 0.02 �0.46 0.02 0.04 0.71
Pork 0.00 0.01 0.01 0.00 0.00 0.01 0.01 �0.34 0.01 0.73
Poultry 0.02 0.01 0.01 0.01 0.02 0.02 0.07 0.03 �0.56 0.67

Greenhouse Gas (GHG) Emission Calculations

Primary sources are the IPCC and the EPA. Unless otherwise specified, references
to EPA are to Assessment and Standards Division Office of Transportation and Air
Quality U.S. Environmental Protection Agency, Draft Regulatory Impact Analysis:
Changes to Renewable Fuel Standard Program 2009
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Table 37.11 Average feed demand elasticities

Wheat Corn Other grains Rice Meal

Wheat �1.95 0.99 0.62 0.53 0.02
Corn 0.36 �1.82 0.65 0.67 0.06
Other grains 0.43 0.90 �1.71 0.43 0.02
Rice 0.20 0.77 0.38 �1.66 0.15
Meal 0.02 0.05 0.02 0.12 �0.20

Table 37.12 Average crop area elasticities

Wheat Corn Oth. gr. Rice Rapeseed Soybean Sunflower

Wheat 0.67 �0.26 �0.22 �0.09 �0.02 �0.05 �0.02
Corn �0.13 0.61 �0.05 �0.18 �0.02 �0.17 �0.01
Other grains �0.17 �0.06 0.47 �0.14 �0.01 �0.06 �0.01
Rice �0.06 �0.22 �0.09 0.48 �0.01 �0.05 0.00
Rapeseed �0.12 �0.07 �0.16 �0.10 0.39 �0.01 �0.01
Soybean �0.32 �0.63 �0.53 �0.33 �0.06 1.21 �0.03
Sunflower �0.25 �0.05 �0.17 �0.04 �0.11 �0.04 0.46

Table 37.13 Average aggregate area elasticities

Broad land use: agriculture, forest, and other 0.03
Agriculture versus forest 0.07
Among broad agricultural uses (e.g. palm, grove, annual crops, sugar, pasture) 0.17

Table 37.14 Average yield
trends

Wheat 2.40 %
Corn 1.10 %
Other coarse grains 1.30 %
Rice 1.30 %
Rapeseed 2.60 %
Soybean 1.80 %
Sunflower 3.00 %
Palm 3.30 %
Sugar 1.10 %

http://www.epa.gov/OMS/renewablefuels/420d09001.pdf
with supplemental data files.

Emissions from Crop Production

Emissions from Agricultural Chemical Production

Emissions from agricultural chemical production were based on EPA methods.
National fertilizer and agricultural chemical data was taken from the FAO’s

http://www.epa.gov/OMS/renewablefuels/420d09001.pdf
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FERISTAT database, which reports fertilizer use by crop and country for a single
year between 1988 and 2004. GREET factors are applied to obtain the total per
unit lifecycle emissions of the respective agricultural chemicals. The agricultural
chemicals per hectare emissions are regressed on yield for country-and-commodity
pairs with data. We calculate an elasticity of emissions to yield at mean values. The
emission from each hectare of a crop in a country is equal to the base emission level
for that country and that emission rate increases according to the yield change from
the base value and the crop-specific elasticity. A lower limit is set at zero; we do not
allow a negative relationship between yields and emissions.

Crop Land Uses

Crop- and country-specific GHG emission calculations and include emissions
associated with synthetic fertilizers and crop residues for all crops and methane
emissions in the case of rice. These emissions can rise with yields depending on
cross-country comparison of emissions to yields.

Crop N2O Emissions

For international N2O emissions we considered both direct and indirect emissions
from synthetic fertilizer application, and crop residue N in a method synonymous
with EPA. Rate of N application was obtained from FAO’s FERISTAT. From
this direct N20 emissions were calculated assuming an appropriate rate of N2O
volatilization. Indirect emissions were adjusted for leaching and runoff and utilized
a leaching and runoff emissions factor. We regress the synthetic fertilizer emissions
on yield (using only country-and-commodity pairs with data, before inserting
averages). We calculate an elasticity of emissions to yield at mean values. The
emission from each hectare of a crop in a country is equal to the base emission
level for that country and that crop increased according to the yield change from the
base and the crop-specific elasticity. Emissions from crop residue are also included.

Rice CH4 Emissions

Emissions from rice cultivation followed the EPA methods. The default IPCC
emission rates were used and scaled for each cropping regime: irrigated, rainfed
lowland, upland and deepwater by country by day. Rice cultivation season lengths
were taken from the International Rice Research Institute (IRRI) to obtain annual
emissions factors. Rice emissions of this type are not linked to yields.
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Total Crop Land Emissions

Crop land N2O (fertilizer and residue), agricultural chemical emissions, and rice
CH4 emissions are multiplied by the corresponding areas, converted into CO2-
e terms, and added. For developing country aggregates of the model, we take a
weighted average of those countries within the aggregate for which emission data
are available. The weight assigned each country for aggregating emissions is usually
the harvested area, but production data for sugar and palm oil (PSD data). We use
average values in cases where there are no data.

Agricultural Fuel Use

Lifecycle emissions are inclusive of both direct fuel use and heat and electricity
consumption. Original data comes of agricultural fuel use emissions are from
IEA [19] “CO2 Emissions from Fuel Combustion” from which EPA Lifecycle
GHG/Tailpipe CO2 factors are applied. The resulting 2005 international agricultural
sector emissions are then divided by 2005 national agricultural area to derive an
average per area emission factor as found in EPA. Totals for developing countries
are weighted averages of component countries based on FAOSTAT data.

Land Conversion

Calculated GHG emissions from land conversion include only emissions caused
by deforestation. Emissions per hectare converted from forest use to select other
uses are drawn from EPA. We use the average emissions of land conversion among
developing countries represented on the table for developing country aggregates in
the model. Our land uses do not match exactly the uses given in the original data.
Land conversion from forest is calculated by taking the difference between initial
and final forest area. If the net change is negative, then the former forest land is
allocated among other broad land uses. The allocation is based on the weighted
share of each land use with a positive net change. Thus, this measure is exclusively
an estimate based on net effects, so deforestation in one place that is offset by an
increase in forest area elsewhere would give a zero deforestation number in these
calculations. This presumably overlooks some amount of normal turn-over in forest
area as regards absolute numbers. However, when we consider the implications of
a change from baseline paths to alternative scenario paths the focus moves to the
changes in land use, this error might be less critical to scenario analysis.

Forest Sequestration

The main concern associated with sequestration is the annual difference between
carbon sequestered in forestland compared to that of cropland. This is calculated in
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similar fashion to the EPA document using above- and below-ground sequestration
data that decompose the long-term deforestation emission effects. These data give
forest sequestration rates for some countries in the model. We calculate a ratio of the
sequestration rate to the dry mass for those cases where there are data for both. This
is applied to the dry mass on forest land for other countries to give an estimate of the
sequestration rate of those countries. However, this assumes the same ratio would
apply for above- and below-ground sequestration rates. For this, IPCC estimates of
the dry mass on forest land are used. We aggregate these data by country according
to FAO forest type data (Global Forest Resource Assessment [10]). For developing
country aggregates of the commodity model, we use the countries with the most
forest area and ignore some of the countries with much smaller forest area. We
ignore any differences in sequestration rates of new or old forests.

Livestock Production

GHG emissions caused by enteric fermentation and manure management are
country- and commodity-specific, but these are not tied to any measure of feed use
changes relative to the base data. Rates of emissions are from EPA, but are on a per
head per year basis. To convert to a per unit of livestock product basis, FAOSTAT
data representing meat production and animal inventories are used. The inventories
at one point of time in the year are taken as estimates of the average number of head
in that year, although this may ignore seasonal differences. The ratio of output to
animal inventory is used to convert the original per head emission rate into a per
unit of output emission rate. Chicken is used to represent all poultry. For each of the
four developing country aggregates, a weighted average rate is used. The weights
are production of the animal output in question (e.g. beef, pork, and poultry).

Fuel Use

Transportation, storage, and tailpipe emissions of ethanol and biodiesel emissions
are included. Tailpipe emissions of different GHGs are given by EPA and transporta-
tion and storage for ethanol are provided in a supplemental file. We apply the same
transportation and storage emissions to biodiesel. We assume at present that ethanol
and biodiesel displace gasoline and diesel at a rate of one BTU for one BTU.
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Chapter 38
Inequalities on the Parameters of a Strongly
Regular Graph

Vasco Moço Mano, Enide Andrade Martins, and Luís Almeida Vieira

38.1 Introduction

In the 1963 paper Strongly regular graphs, partial geometries and partially
balanced designs [1], Bose introduced a class of regular graphs with an additional
property: the number of neighbors of every pair of vertices depends only from the
fact that those vertices are adjacent or not. These graphs are called strongly regular
and are defined by a set of four parameters. One problem on the study of these graphs
is to find admissibility conditions that can rule out unrealistic parameter sets. In this
work we apply the theory of Euclidean Jordan algebras to strongly regular graphs
to deduce new inequalities over their parameter sets, that is necessary conditions for
the existence of strongly regular graphs.

Euclidean Jordan algebras were introduced in 1934 in the paper On an algebraic
generalization of the quantum mechanical formalism [10], by Jordan et al., and
since then the concept has had a wide range of applications, for instance in
statistics (see [13]), interior point methods (see [5, 6]) and combinatorics (see
[2, 12, 15]).

This paper is organized as follows. In Sects. 38.2 and 38.3, we present some
basic concepts concerning Euclidean Jordan algebras and strongly regular graphs,
respectively. Next, in Sect. 38.4 we associate a three dimensional Euclidean Jordan
algebra to the adjacency matrix of a strongly regular graph and in Sect. 38.5 we
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deduce new inequalities over the parameters and spectra of a strongly regular graph.
Finally, in Sect. 38.6, we present some experimental results and conclusions.

38.2 Power Associative Algebras and Euclidean Jordan
Algebras

In this section we present a brief review of concepts, properties and results from
Euclidean Jordan algebras. Detailed literature can be found in the monograph by
Faraut and Korányi, [4], and in Koecher’s lecture notes, [11].

A real vector space V with a commutative bilinear map .x; y/ 7! x � y in V �
V ! V is a real Jordan algebra if x � y D y � x and x � .x2 � y/ D x2 � .x �y/, where
x2 D x �x. From now on we suppose that if V is a Jordan algebra, then V is a finite
dimensional real algebra and has a unit element denoted by e.

If V is a Jordan algebra then V is power associative, that is an algebra such that
for any x in V the algebra spanned by x and e is associative.

Let V be a Jordan algebra. The rank of x in V is the least natural number k
such that fe; x; : : : ; xkg is linearly dependent and we write rank.x/ D k. Since
rank.x/ � n we define the rank of V as being the natural number rank.V / D
maxfrank.x/ W x 2 V g. An element x in V is regular if rank.x/ D rank.V /.
Let x be a regular element of V and r D rank.x/. Then, there exist real scalars
a1.x/; a2.x/; : : : ; ar�1.x/ and ar .x/ such that

xr � a1.x/xr�1 C � � � C .�1/rar .x/e D 0; (38.1)

where 0 is the null vector of V . Taking into account (38.1) we conclude that the
polynomial

p.x; �/ D �r � a1.x/�
r�1 C � � � C .�1/rar .x/ (38.2)

is the minimal polynomial of x. When x is not regular the minimal polynomial
of x has a degree less than r . The roots of the minimal polynomial of x are the
eigenvalues of x.

Example 38.1. The real vector space of real symmetric matrices of order n,
Sym.n;R/; equipped with the bilinear map x � y D .xy C yx/=2 is a real power
associative algebra whose unit is e D In, the identity matrix of order n.

Remark 38.1. Let V be a finite dimensional associative real algebra with the
bilinear map .x; y/ 7! x � y. We introduce on V a structure of Jordan algebra
by considering a new product � defined by x � y D .x � y C y � x/=2 for all x and y
in V . The product � is called the Jordan product.
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Example 38.2. The real vector space V D Sym.n;R/ is a real Jordan algebra when
endowed with the bilinear map � given by x � y D .xy C yx/=2 for all x and y in
V , where xy is the usual matrix multiplication of x and y.

An Euclidean Jordan algebra V is a Jordan algebra with an inner product< �; � >
such that

< x � y; z > D < y; x � z > (38.3)

for all x; y and z in V .

Example 38.3. The real vector space Sym.n;R/ is a real Euclidean Jordan algebra
when endowed with the Jordan product and with the inner product < x; y >D
tr.xy/; where tr denotes the usual trace of matrices.

Let V be a real Euclidean Jordan algebra with unit element e. An element c in V
is an idempotent if c2 D c. Two idempotents c and d are orthogonal if c �d D 0. The
set fc1; c2; : : : ; clg is a complete system of orthogonal idempotents if the following
three conditions hold.

.i/ c2i D ci , for i D 1; : : : ; l ,
.ii/ ci � cj D 0, if i 6D j ,
.iii/

Pl
iD1 ci D e.

An idempotent c is primitive if it is a nonzero idempotent of V and if it can’t be
written as a sum of two non-zero idempotents. We say that fc1; c2; : : : ; ckg is a
Jordan frame if fc1; c2; : : : ; ckg is a complete system of orthogonal idempotents such
that each idempotent is primitive.

Theorem 38.1 ([4], p. 43). Let V be a real Euclidean Jordan algebra. Then for
x in V there exist unique real numbers �1; �2; : : : ; �k; all distinct, and a unique
complete system of orthogonal idempotents fc1; c2; : : : ; ckg such that

x D �1c1 C �2c2 C � � � C �kck: (38.4)

The numbers �j ’s of (38.4) are the eigenvalues of x and the decomposition (38.4)
is the first spectral decomposition of x. If x is an element of a real Euclidean Jordan
algebra V and has the first spectral decomposition x D �1c1C�2c2C� � �C�kck then
the minimal polynomial of x is the polynomialp such that p.x; �/ D Qk

iD1.���i/.
Theorem 38.2 ([4, p. 44]). Let V be a real Euclidean Jordan algebra with
rank.V / D r . Then, for each x in V there exist a Jordan frame fc1; c2; : : : ; crg
and real numbers �1; : : : ; �r�1 and �r such that

x D �1c1 C �2c2 C � � � C �rcr : (38.5)

The numbers �j ’s (with their multiplicities) are uniquely determined by x.
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The decomposition (38.5) is called the second spectral decomposition of x.
Regard that the second spectral decomposition of x is not unique.

38.3 Strongly Regular Graphs

In this section we introduce the basic definitions and properties of strongly regular
graphs. Additional information can be found in [7].

Herein we only consider non-empty, simple graphs (graphs with no loops nor
parallel edges) and not complete graphs (graphs that have some non-adjacent pair
of vertices).

Considering a graph G, we denote its vertex set by V.G/ and its edge set by
E.G/. An edge of G with endpoints x and y is denoted by xy. In this case the
vertices are called adjacent or neighbors. The number of vertices of G, jV.G/j, is
called the order of G. If all vertices of G have k neighbors, then G is a k-regular
graph.

LetG be a graph of order n. ThenG is a .n; k; a; c/-strongly regular graph if it is
k-regular and any pair of adjacent vertices have a common neighbors and any pair
of non-adjacent vertices have c common neighbors. The parameters of a .n; k; a; c/-
strongly regular graph are not independent and are related by the equality

k.k � a � 1/ D .n� k � 1/c: (38.6)

The adjacency matrix of G, A D 	
aij


, is a binary matrix of order n such that

aij D 1, if the vertex i is adjacent to j and 0 otherwise. The adjacency matrix of a
strongly regular graph satisfies the equation

A2 D kIn C aAC c.Jn �A � In/;

where Jn is the all one matrix of order n.
It is well known (see, for instance, [7]) that the eigenvalues of a .n; k; a; c/-

strongly regular graph G are k, 	 and � , where 	 and � are given by

	 D a � c Cp
.a � c/2 C 4.k � c/

2
and � D a � c �p

.a � c/2 C 4.k � c/

2
;

and it’s multiplicities can also be expressed in terms of k, a and c.
Equation (38.6) is an example of a condition that must be satisfied by the

parameters of any strongly regular graph. Among the most important feasibility
conditions there are the Krein conditions obtained in 1973 by Scott, Jr. [14], and
the Absolute Bounds by Seidel [3]. However, there are still many parameter sets for
which we do not know if they correspond to a strongly regular graph. In this work
we deduce some new inequalities on the parameters and on the spectra of a strongly
regular graph.
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38.4 The Three Dimensional Euclidean Jordan Algebra A

Throughout this section we consider the Euclidean Jordan algebra Sym.n;R/
defined as in Example 38.3. Let G be a .n; k; a; c/-strongly regular graph such that
0 < c < k < n � 1 and A be its adjacency matrix with three distinct eigenvalues,
namely k, 	 and � . Herein, k and 	 are the positive eigenvalues and � is the negative
eigenvalue. Now we consider the Euclidean Jordan subalgebra of Sym.n;R/, A ,
spanned by In, and the natural powers of A. Since A has three distinct eigenvalues,
then A is a three dimensional real Euclidean Jordan algebra with rank.A / D 3. Let
B D fE1;E2;E3g be the unique complete system of orthogonal idempotents of A
associated to A, with

E1 D 1

n
In C 1

n
AC 1

n
.Jn �A � In/ ;

E2 D �� nC � � k
n.	 � �/

In C nC � � k

n.	 � �/
AC � � k

n.	 � �/
.Jn � A� In/ ;

E3 D 	nC k � 	
n.	 � �/

In C �nC k � 	

n.	 � �/ AC k � 	

n.	 � �/
.Jn � A� In/ :

Let Mn.R/ be the set of square matrices of order n with real entries. For B D
Œbij�, C D Œcij� in Mn.R/, we denote by B ı C D Œbijcij� the Hadamard product of
matrices B and C and by B ˝ C D ŒbijC �, the Kronecker product of matrices B
and C (see [9]).

For B in Mn.R/ and for l in N we denote by Bıl and B˝l the Hadamard power
and the Kronecker power of order l ofB , respectively, withBı1 D B andB˝1 D B .

38.5 Inequalities on the Parameters of a Strongly Regular
Graph

Proceeding in a similar way like in [12], we establish inequalities over the
parameters and the spectra of a strongly regular graph G with adjacency matrix
A by the analysis of the spectra of particular Hadamard convergent series obtained
from the unique complete system of orthogonal idempotents of the Euclidean Jordan
algebra A associated to A.

Let G be a .n; k; a; c/ strongly regular graph with adjacency matrix A. Let
B D fE1;E2;E3g be the unique complete system of orthogonal idempotents of
the Euclidean Jordan algebra A associated to A defined in the previous section.
Consider the following spectral decomposition of A, A D kE1 C 	E2 C �E3. For l
in N, let:

S˝
3l D �E3

˝2 ˝ J˝.4l�4/
n C �3

3Š
E3

˝6 ˝ J˝.4l�8/
n C � � � C �2l�1

.2l � 1/ŠE
˝.4l�2/
3 ;

(38.7)
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where each summand is a Kronecker product with 4l � 2 factors and � is a real
positive number less than one. The sum S˝

3l has a principal submatrix given by:

Sı
3l D �E3

˝2 ı J ı.4l�4/
n C �3

3Š
E3

ı6 ı J ı.4l�8/
n C � � � C �2l�1

.2l � 1/ŠE
ı.4l�2/
3 :

(38.8)

Since Jn is the identity for the Hadamard product of matrices, which is
associative, it follows that

Sı
3l D

lX

iD1

�2i�1

.2i � 1/ŠE
ı.4i�2/
3 :

Let q13l ; q
2
3l and q33l be the real numbers such that Sı

3l D P3
iD1 qi3lEi . Since the set

C D fEi1 ˝ Ei2 ˝ � � � ˝ Ei4l�2 W i1; i2; : : : ; i4l�2 2 f1; 2; 3gg

is a complete system of orthogonal idempotents that is a basis of the real Euclidean
Jordan subalgebra A ˝.4l�2/ of the real Euclidean Jordan algebra Sym.n4l�2;R/
spanned by I˝.4l�2/

n and the natural powers of A˝.4l�2/, then the minimal polyno-
mial of S˝

3l is

p.�/ D .� � 0/

lY

iD1
.� � �2i�1

.2i � 1/Š
n4l�4i//:

Note that, to obtain the minimal polynomial p; we use the complete system of
orthogonal idempotents, C , in each summand of (38.7) (see [4, p. 44]). Now, since
the matrix (38.8) is a principal submatrix of S˝

3l and p is the minimal polynomial
of S˝

3l then by the interlacing theorem (see [8, Theorem 4.3.15]), the eigenvalues of
Sı
3l are all nonnegative. Regarding that

Sı
3l D

lX

jD1

�2j�1

.2j � 1/Š

�
	nC k � 	
n.	 � �/

�4j�2
In C

C
lX

jD1

�2j�1

.2j � 1/Š

��nC k � 	
n.	 � �/

�4j�2
AC

C
lX

jD1

�2j�1

.2j � 1/Š

�
k � 	

n.	 � �/

�4j�2
.Jn � A� In/;
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we conclude that

Sı
3l D

lX

jD1

�2j�1

.2j � 1/Š

"�
	nC k � 	

n.	 � �/

�2
#2j�1

In C

C
lX

jD1

�2j�1

.2j � 1/Š

"��nC k � 	

n.	 � �/

�2
#2j�1

AC

C
lX

jD1

�2j�1

.2j � 1/Š

"�
k � 	
n.	 � �/

�2
#2j�1

.Jn � A� In/:

The series

1X

iD1

�2i�1

.2i � 1/Š

�
.E3/

ı2�ı.2i�1/

is convergent with sum S3,

S3 D sinh

�p
�
	nC k � 	
n.	 � �/

�2
In C sinh

�p
�

�nC k � 	

n.	 � �/
�2
AC

C sinh

�p
�
k � 	

n.	 � �/

�2
.Jn � A� In/: (38.9)

Consider the real numbers q131, q231 and q331 such that

S3 D q131E1 C q231E2 C q331E3:

Since q131 D liml!1 q13l , q
2
31 D liml!1 q23l and q331 D liml!1 q33l , and the

eigenvalues of Sı
3l are nonnegative, it follows that q131, q231 and q331 are also

nonnegative. Then from (38.9) and doing some algebraic manipulation we obtain:

q131 D sinh

�p
�
	nC k � 	

n.	 � �/
�2

C sinh

�p
�

�nC k � 	
n.	 � �/

�2
k C

C sinh

�p
�
k � 	

n.	 � �/

�2
.n � k � 1/I

q231 D sinh

�p
�
	nC k � 	

n.	 � �/
�2

C sinh

�p
�

�nC k � 	

n.	 � �/
�2
	 C

C sinh

�p
�
k � 	

n.	 � �/

�2
.�	 � 1/I
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q331 D sinh

�p
�
	nC k � 	

n.	 � �/
�2

C sinh.

�p
�

�nC k � 	

n.	 � �/
�2
� C

C sinh

�p
�
k � 	

n.	 � �/

�2
.�� � 1/:

Now, we consider the matrix S33 D E3 ı S3. Then S33 D q13E1 C q23E2 C q33E3.
The nonnegativity of the eigenvalues of S33, qi3, i 2 f1; 2; 3g, follows from the
property

�min.A ı B/ � �min.A/�min.B/; (38.10)

for any matrices A;B 2 Mn.R/, (see [9, p. 312]), the nonnegativity of the
parameters qi31, i 2 f1; 2; 3g, beyond the fact that E3 is an idempotent matrix.
It follows that

q13 D 	nC k � 	
n.	 � �/

sinh

�p
�
	nC k � 	

n.	 � �/

�2

C �nC k � 	
n.	 � �/

sinh

�p
�

�nC k � 	
n.	 � �/

�2
k C

C k � 	
n.	 � �/

sinh

�p
�
k � 	
n.	 � �/

�2
.n � k � 1/I (38.11)

q23 D 	nC k � 	
n.	 � �/

sinh

�p
�
	nC k � 	

n.	 � �/

�2

C �nC k � 	
n.	 � �/

sinh

�p
�

�nC k � 	
n.	 � �/

�2
	 C

C k � 	
n.	 � �/

sinh

�p
�
k � 	
n.	 � �/

�2
.�	 � 1/I

q33 D 	nC k � 	
n.	 � �/

sinh

�p
�
	nC k � 	

n.	 � �/
�2

C �nC k � 	
n.	 � �/

sinh

�p
�

�nC k � 	
n.	 � �/

�2
� C

C k � 	
n.	 � �/ sinh

�p
�
k � 	

n.	 � �/
�2
.�� � 1/:

Regard that qi3 � 0, for i 2 f1; 2; 3g, constitute new inequalities over the parameters
of a strongly regular graph. Furthermore, for parameter sets .n; k; a; c/ that satisfy
k < n=2, we obtain the following result.
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Theorem 38.3. Let G be a .n; k; a; c/-strongly regular graph, such that 0 < c <

k < n� 1, whose adjacency matrix has the eigenvalues k, 	 and � . If k < n=2 then

k < .	 C 1/2	
n2

.n � 2.k � 	//.n � k C 	/
: (38.12)

Proof. Let � be a real positive number less than one. Since q13 is nonnegative and
.k� 	/.n�k � 1/ D �.	nCk � 	/� .�nCk � 	/k rewriting (38.11) we deduce

0 � 	nC k � 	

n.	 � �/

"

sinh

�p
�
	nC k � 	

n.	 � �/
�2

� sinh

�p
�
k � 	

n.	 � �/

�2
#

�

� .n � k C 	/k

n.	 � �/

"

sinh

�p
�
n� k C 	

n.	 � �/
�2

� sinh

�p
�
k � 	
n.	 � �/

�2
#

:

(38.13)

Applying the Lagrange Theorem in the right member of inequality (38.13) to the
function f .x/ D sinh.�x/ on the interval �.k�	/2=.n.	��//2; .	nCk�	/2=.n.	�
�//2Œ and on the interval �.k�	/2=.n.	��//2; .n�kC	/2=.n.	��//2Œwe conclude

0 � �
	nC k � 	
n.	 � �/

cosh

�p
�
	nC k � 	
n.	 � �/

�2
	nC 2.k � 	/

n.	 � �/

	

	 � �
�

� �
.n � k C 	/k

n.	 � �/
cosh

�p
�
k � 	
n.	 � �/

�2
n � 2.k � 	/

n.	 � �/
1

	 � �
: (38.14)

Multiplying both members of inequality (38.14) by 1=� and applying limits to
both members of the remaining inequality when � tends to zero, we obtain the
inequality (38.15):

0 � .	nC k � 	/.	nC 2.k � 	//	
n2

� k.n � k C 	/.n � 2.k � 	//
n2

:

(38.15)

Finally because .	nC k� 	/=n < .	 C 1/, and since k < n=2 we conclude that
.	nC 2.k � 	//=n < .	 C 1/, thus obtaining

0 < .	 C 1/2	 � k.n � k C 	/.n � 2.k � 	//

n2
;

and therefore k < .	 C 1/2	n2=..n� 2.k � 	//.n � k C 	//. ut
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Remark 38.2. From inequality (38.12) we conclude that if G is a .n; k; a; c/

strongly regular such that 0 < c < k < n � 1 with the eigenvalues k; 	 and �
then for a fixed value of k < n=2, 	 cannot be too small relatively to the value k.
This assertion is stronger for values k << n=2. For example, when k < n=4,
from (38.12) we conclude that k < 8

3
.	 C 1/2	 , and therefore for a sufficiently

small value of 	 this inequality will fail.

Using similar arguments as before to obtain the matrix S33, we consider the
matrix S22 D E2 ı S2, where

S2 D
1X

iD1

�2i�1

.2i � 1/Š

�
.E2/

ı2�ı.2i�1/

D sinh

�p
�

j� jnC � � k
n.	 � �/

�2
In C sinh

�p
�
nC � � k

n.	 � �/
�2
AC

C sinh

�p
�
� � k
n.	 � �/

�2
.Jn � A� In/: (38.16)

Then S22 D q12E1 Cq22E2 Cq32E3. By property (38.10) and since the parameters
q121; q221; and q321 are nonnegative and E2 is an idempotent matrix we conclude
that the eigenvalues qi2 of S22 for i 2 f1; 2; 3g are also nonnegative. It follows that
the eigenvalues qi2 for i in f1; 2; 3g have the expressions presented below.

q12 D j� jnC � � k

n.	 � �/
sinh

�p
�

j� jnC � � k

n.	 � �/

�2

C nC � � k

n.	 � �/
sinh

�p
�
nC � � k
n.	 � �/

�2
k C

C � � k
n.	 � �/

sinh

�p
�
� � k

n.	 � �/
�2
.n � k � 1/I (38.17)

q22 D j� jnC � � k

n.	 � �/
sinh

�p
�

j� jnC � � k
n.	 � �/

�2

C nC � � k

n.	 � �/
sinh

�p
�
nC � � k

n.	 � �/

�2
	 C

C � � k
n.	 � �/ sinh

�p
�
� � k

n.	 � �/

�2
.�	 � 1/I

q32 D j� jnC � � k

n.	 � �/
sinh

�p
�

j� jnC � � k
n.	 � �/

�2
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C nC � � k

n.	 � �/
sinh

�p
�
nC � � k

n.	 � �/

�2
� C

C � � k
n.	 � �/ sinh

�p
�
� � k

n.	 � �/

�2
.�� � 1/:

Again, note that qi2 � 0, for i 2 f1; 2; 3g, gives us new inequalities over the
parameters of a strongly regular graph. In Theorem 38.3 we presented an inequality
for parameter sets .n; k; a; c/ with k < n=2. Next we have a complementary result
for k > n=2.

Theorem 38.4. Let G be a .n; k; a; c/-strongly regular graph, such that 0 < c <

k < n� 1, whose adjacency matrix has the eigenvalues k, 	 and � . If k > n=2 then

k < .j� j � 1/�2 n2

.nC � � k/.�nC 2.k � �//
: (38.18)

Proof. Since q12 is nonnegative and since .� � k/.n� k � 1/ D �.j� jnC � � k/�
.nC � � k/k; rewriting (38.17) we deduce that

0 � j� jnC � � k

n.	 � �/

"

sinh

�p
�

j� jnC � � k
n.	 � �/

�2
� sinh

�p
�
� � k
n.	 � �/

�2
#

�

� .nC � � k/k

n.	 � �/

"

sinh

�p
�
� � k
n.	 � �/

�2
� sinh

�p
�
nC � � k

n.	 � �/

�2
#

:

Applying the Lagrange Theorem to the function f .x/ D sinh.�x/ on the interval
�.��k/2=.n.	��//2; .j� jnC��k/2=.n.	��//2Œ and on the interval �.��k/2=.n.	�
�//2; .nC � � k/2=.n.	 � �//2Œ we obtain the inequality (38.19).

0 � �
j� jnC � � k
n.	 � �/

cosh

�p
�

j� jnC � � k

n.	 � �/

�2 j� jnC 2.� � k/

n.	 � �/
j� j
	 � � �

� �
.nC � � k/k
n.	 � �/ cosh

�p
�
nC � � k

n.	 � �/
�2 �nC 2.k � �//

n.	 � �/

1

	 � � :

(38.19)

Multiplying by 1=� both members of inequality (38.19) and applying limits to
both members of the remaining inequality when � tends to zero, we obtain the
inequality (38.20):

0 � .j� jnC � � k/.j� jnC 2.� � k//j� j
n2

� .nC � � k/k.�nC 2.k � �//
n2

:

(38.20)
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Table 38.1 Numerical
results when k < n=2

P1 P2 P3 P4 P5

	 1 4 4 1 3

� �221 �56 �61 �11 �57
q1	�kn �456:5 �60:1 �43:9 �4:0 �112:7

Table 38.2 Numerical
results when k > n=2

P6 P7 P8 P9 P10

	 60 123 86 80 143

� �5 �3 �4 �4 �2
q2	�kn �96:4 �699:0 �428:0 �499:7 �476:3

Now since .j� jn C � � k/=.n.	 � �// < .j� j � 1/=.	 � �/ and .j� jn C 2.� �
k//=.n.	 � �// < j� j=.	 � �/ then

0 < .j� j � 1/�2 � k.nC � � k//.�nC 2.k � �//

n2

and therefore k < .j� j � 1/�2n2=..nC � � k/.�nC 2.k � �///. ut
Remark 38.3. From inequality (38.18) we conclude that if G is a .n; k; a; c/

strongly regular such that 0 < c < k < n � 1 with the eigenvalues k; 	 and �
then for a fixed value of k > n=2, the value of j� j cannot be too small relatively to
the value of k. This assertion is stronger for values of k >> n=2.

38.6 Experimental Results and Conclusions

In this section we present in Table 38.1 some examples of parameter sets .n; k; a; c/
that do not verify the inequality (38.12) of Theorem 38.3. We consider the
parameter sets P1 D .1;296; 481; 40; 260/, P2 D .1;288; 312; 36; 88/, P3 D
.1;275; 364; 63; 120/, P4 D .63; 22; 1; 11/ and P5 D .936; 255; 30; 84/. For each
example we have k < n=2 and we present the respective eigenvalues 	 , � and the
value of

q1	�kn D .	 C 1/2	n2=..n� 2.k � 	//.n � k C 	// � k;

defined from (38.12) in Theorem 38.3. Next, in Table 38.2, we present some
examples of parameter sets .n; k; a; c/ that do not verify the inequality (38.18) of
Theorem 38.4. We consider the parameter sets P6 D .1;275; 910; 665; 610/, P7 D
.1;296; 861; 612; 492/, P8 D .1;296; 860; 598; 516/, P9 D .1;275; 896; 652; 576/

andP10 D .841; 520; 375; 234/. For each example we have k > n=2 and we present
the respective data as in Table 38.1 but in the last line we compute the value of
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q2	�kn D .j� j � 1/�2
n2

.nC � � k/.�nC 2.k � �// � k;

defined from (38.18) in Theorem 38.4.
From the data in Table 38.1 we confirm the result of Theorem 38.12 that when

k < n=2 then 	 cannot be too small relatively to the fixed value of k and from the
data in Table 38.2 we confirm the result of Theorem 38.18 that when k > n=2 then
j� j cannot be to small relatively to the value of k.
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Chapter 39
Financial, Real, and Quasi Options: Similarities
and Differences

Justus Wesseler

39.1 Introduction

“Es sei hier nur noch erwähnt, dass die Bachelierschen Betrachtungen jeder
mathematischen Strenge gänzlich entbehren” [17, p. 417]. This quote refers to a
comment of Andrei Nikolajewitsch Kolmogoroff on the works of Louis Bachelier.
What is remarkable about this quote is that it has been published in 1930s but it took
more than 60 years to recover the contribution of Bachelier [9] to the evaluation of
financial and real assets and to appreciate the contributions of among others Albert
Einstein, Adriaan Fokker, Andrei N. Kolmogoroff, Max Planck, and Norbert Wiener
for evaluating financial and real options. They laid the foundations for evaluating
the movement of particles under uncertainty. The interest of Albert Einstein was
not to describe the precise place of a molecule but the probability that a molecule
would be at a certain place at a certain time considering its initial position [12].
The mathematics have been further developed by Max Planck and Adriaan Fokker.
The Fokker-Planck equation describes the evolution of a probability distribution
over time. A similar result has been obtained by Kolmogoroff and known as
the Kolmogoroff forward or backward equation. These equations have become a
central tool for deriving analytical as well as for developing numerical solutions
for investments under uncertainty (e.g. [10, 38]). An important building block of
models has been the Wiener Process, named after Norbert Wiener, who formalized
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random walks more rigorous than Einstein did,1 while first known applications of
real options at least date back to the ancient Greeks [6].

While all these developments did happen in the field of mathematics and physics
it took until the late 1960s that these methods had been picked up by economists to
first evaluate the prices of financial assets under uncertainty where the price of an
asset can be seen as being equivalent to a particle in physics. It took again about
10 more years before a number of papers did appear to use the same mathematical
tools to evaluate real instead of financial assets. In the early 1970s Kenneth Arrow
and Anthony Fisher did publish their seminal paper on valuing environmental
preservation under uncertainty and irreversibility [2]. In the same year Claude
Henry published his paper on investment and uncertainty and the irreversibility
effect [13]. Both, the Arrow and Fisher as well as Henry contribution point out
that irreversibility effects create a bias towards delayed investment in comparison
to assessments that do not consider uncertainty, irreversibility, and flexibility in
decision making explicitly. Arrow and Fisher call the size of the bias the quasi option
value while Henry calls it the irreversibility effect.

The main message it that even so the expected value of an investment under
uncertainty is positive, the value of the investment considering postponement might
be even larger—implying that the profit maximizing strategy is to postpone the
investment. This is similar to the evaluation of a financial call option. Exercising
a call option might be profitable, the option is “in the money”, but further waiting to
exercise the option can increase profits.

In the following the three approaches, the financial, real, and quasi option
approach will be presented in a discrete time discrete state model. In Sect. 39.3
the three approaches will be compared. The differences and similarities will be
illustrated using a numerical example. Section 39.4 discusses applications and
challenges for modeling in particular with respect to the bioeconomy as well as
an outlook for future research while Sect. 39.5 concludes.

39.2 The Three Approaches

39.2.1 The Financial Call Option

A financial call option gives the holder of the call option the right but not the
obligation to buy a financial instrument S , S W Œ0; T � ! R at time t0, expiring
at time T , T 2 RC with an exercise price K , K 2 R, T at a given price, C ,
today, t0 [21]. The call can only be exercised at maturity date T (European Call
Option), the price movement can either be up, u, or down, d , with probabilities q

1The Wiener process is a Markov process with a normal distributed variance that increases linear
in time.
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and 1 � q. Therefore,

Cu D maxŒ0; uS �K� with probability q

%
C

&
Cd D maxŒ0; dS �K� with probability 1 � q:

The question to be answered in the context of this paper is how much a potential
holder of the call option should pay for the call option today.

Following Cox et al. [8] the “fair price” of the call option will be:

C D Œ�Cu C .1 � �/Cd �=.1C r/; (39.1)

with � � .1Cr/�d
u�d and 1 � � � u�.1Cr/

u�d , r the riskless interest rate, r 2 RC over
the period 0 ! T , u � 1 > 0 the upward move of the stock price and d � 1 <

0 the downward movement of the stock price, Cu D maxŒ0; uS � K� and Cd D
maxŒ0; dS �K�, while the probability of an up-ward move is q and the probability
of a downward move is 1 � q. The result of Eq. 39:1 is obtained by assuming that
risks in the movement of the financial instrument can be hedged using a portfolio
of riskless bonds and n shares of the financial instrument S . Since the value of the
portfolio depends on S , it matches the risk of the call. � and (1- �) change if a
dividend equivalent to nS.r � 1/ will be paid. In that case O� � 1�d

u�d and 1 � O� �
u�1
u�d . The remarkable result of Eq. 39:1 is that the “fair price” of the call option is
independent of the probabilities of the upward, q, or downward .1 � q/ movement
of the price of the financial instrument.2 If investors agree on the size of the upward
and downward movement, and, the riskless interest rate is the same everyone, then
all investors would price the call the same, independently of their attitudes towards
risk. This is a noteworthy property which will be relevant when the real option and
quasi option value approach will be discussed.

39.2.2 The Real Option Value

The valuing of call options on financial instruments has been translated to the
valuation of investments under uncertainty and flexibility. An investment oppor-
tunity has properties similar to those of a call option. An investor has the right
but not the obligation to invest. The question is whether or not to exercise the
option immediately, or to postpone and decide at a later point in time whether or

2This not necessarily applies to dividend paying financial instruments.
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not to invest. To introduce the problem, consider a simple investment where the
value of the investment option depends on the movement of the net product price,
p; p 2 RC, of the product to be produced. Investment option I , I W Œ0; 1� ! R
at time t0, expiring at time t1, T 2 RC and T ! 1. The investment option
can only be exercised today, t0, or at maturity t1. The product price p0, can either
move up with size u, u � 1 > 0 and probability q, or move down with size d ,
d � 1 < 0 and probability 1 � q. The value of the immediate investment is
V0 D p0 C q

up0
r

C .1 � q/
dp0
r

. The value of the investment opportunity if one
has to invest at t0 is ˝0 D maxŒV0 � I; 0�. The value of postponed investment to
t1 is V u

1 D up0
r
.1 C r/ or V d

1 D dp0
r
.1 C r/ and the value of investment at t1 is

F1 D maxŒV1 � I; 0�. V1 and F1 are random variables form the perspective at t0 and
the value at t0 is EŒF1� D f.qmaxŒV u

1 � I; 0�C .1 � q/maxŒV d
1 � 1; 0�/=.1C r/g

and the optimal decision to be taken at t0 is F0 D maxŒV0 � I;E.F1/�. Assuming
I <

dp0
r
.1C r/C p0 it pays to invest immediately. In case dp0

r
.1C r/C p0 � I <

up0
r
.1Cr/ it pays to delay and decide after uncertainty has been resolved whether or

not to invest. Gains from waiting arise as long as dp0
r
.1C r/Cp0 � I <

up0
r
.1C r/

as in this case by Jensen’s Inequality �ICp0Cq up0
r

C.1�q/ dp0
r
< q.� I

1Cr C up0
r
/.

39.2.3 The Quasi Option Value

The quasi-option value approach originates from the paper by Arrow and Fisher [2].
The basic question being asked if whether or not converting a piece of land with
amenity values in a different form of use such as e.g. housing when future benefits
from preservation as well as development are uncertain but uncertainty be resolved
over time generates opportunity costs that are not captured by standard cost-benefit-
analysis using expected values of uncertain future benefits from preservation as well
as development. They show a bias towards development exists, if the assessment will
be based on expected values. The bias reduces the opportunity costs of development
and Arrow and Fisher name the bias quasi option value. The bias is a result of
ignoring that as time passes new information arrives and uncertainty about future
states of nature will be reduced. The model is a bit more complex than the real
option model presented as benefits from development say investment as well as
benefits from preservation say non-investment are considered while in the basic real
option model presented benefits from non-investment are zero.

Two future states of nature are considered, A1 and A2 with the future denoted
as t1. If A1 occurs development is the better option while if A2 occurs preservation
is the better one. If A2 occurs but development has been chosen at t0 the decision
cannot be reversed to preservation. The benefits and costs from development include
onetime development costs either c0 or c1 and present and future benefits bd0 and
bd1. The preservation option includes only present and future benefits bp0 and bp1.
The net-present-value of the opportunity to either preserve or develop at t0, NPV0

includes the following mutually exclusive payment streams where all values are
expressed in present values:
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max NPV D

8
ˆ̂
<

ˆ̂
:

bd0 � cd0 C bd1

bp0 C bd1 � cd1

bp0 C bp1:

(39.2)

Immediate development would take place if bd0 � cd0 � bp0 C bd1 � maxf.bd1 �
cd1/; bp1g > 0. As the future will be uncertain, benefits and costs at t1 can be
replaced by their expected value resulting in bd0�cd0�bp0CEŒbd1��maxfEŒ.bd1�
cd1/�; EŒbp1�g > 0. This approach would be appropriate as the standard method
applied in cost-benefit analysis, if new information is unavailable. If the arrival of
new information can be used, the maximum of the following two alternatives will
be the optimal decision:

max NPV D
(
bd0 � cd0 CEŒbd1� develop immediately

bp0 C maxfEŒ.bd1 � cd1/�; EŒbp1� postpone decision:
(39.3)

The development option will be chosen if bd0�cd0CEŒbd1��bp0�maxfEŒ.bd1�
cd1/�; EŒbp1� > 0. Now the decision under uncertainty and irreversibility includ-
ing and excluding future information can be compared. The difference yields:
maxfEŒ.bd1 � cd1/�; EŒbp1� � maxfEŒ.bd1 � cd1/�; EŒbp1�. Again, by Jensen’s
Inequality this difference is larger than or equal to zero. This difference is the
quasi option value that needs to be considered for an appropriate assessment of
an investment that includes irreversibilities and uncertainties.

39.3 A Comparison

For comparing the three models a numerical example illustrating similarities and
differences will be used. The numerical examples use the parameter values of
Chap. 2 in [10] used as well in [11] and [25]. For the purposes of comparison, the
nomenclatura by Dixit and Pindyck will be used. The equivalent nomenclatura used
either within financial economics or the quasi option literature has been listed in
Table 39.1. The irreversible investment costs I are 1,600. The current price p at
t D 0, p0 is 200. The future price after one period at t D 1 , p1,is either in the case
of an upward jump, u, pu

1 D 300 or in the case of a downward jump, d , pd1 D 100.
For simplicity, it is assumed that p reflects the net-price, revenues minus reversible
costs and that the prices will stay constant until infinity after the end of period one.
The probability of an upward jump q is equivalent to the probability of a downward
jump 1�q with q D 1�q D 0:5. The discount rate r will be constant with r D 0:1.
Hence, the value of the investment, if exercised today will be
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Table 39.1 Numerical example comparing the three approaches

Numerical
example FOV ROV QOV

1,600 Exercise price Irreversible investment Development costs
2,200 Current stock price Current project value, V Benefits from immediate

development
3,300 Future stock price

(underlying) high
Future Price of

underlying asset
high

Future benefits from
development high

1,100 Future stock price
(underlying) low

Future Price of
underlying asset low

Future benefits from
development low

773 Value of the call Value of the option to
invest

Value of the development
opportunity considering
irreversibility and arrival of
additional information

600 Intrinsic option
value

Value of immediate
investment, V � I

Benefits from immediate
development

173 Option time value Value of
waiting/flexibility

227 QOV

V0 D p0 C q

1X

tD1

pu
1

.1C r/t
C .1 � q/

1X

tD1

pd1
.1C r/t

D p0 C q
pu
1

r
C .1 � q/

pd1
r

D 200C 1500C 500 D 2; 200:

The value of the investment at t D 1 in the case of a price increase will be V u
1 D

P1
�D0

pu
1

.1Cr/� D 3;300 and in the case of a price decrease V d
1 D P1

�D0
pd1

.1Cr/� D
1;100. The expected value of an immediate investment is NPV i D V0 � I D 600.
The expected value of a postponed investment valued at t D 0 is NPVp;i D q.V u

1 �
I /=.1C r/ D 733/. The difference NPVp;i � NPV i D 173 is the value of waiting
or in the terminology of financial options the option time value.

In the quasi-option approach of Arrow and Fisher the quasi option value is
EŒmaxf0;NPVu

p;i g� � maxf0;EŒq.NPVu
p;i / C .1 � q/.NPVd

p;i /�g yielding 0:5 �
1;545:45 � 0:5.1;545:45 � 454:54/ D 227:23.3 The quasi option value is higher
than the value of waiting. The difference between the quasi option value and the
value of waiting yields: .1 � q/NPVd

p;i � .qNPVu
p;i � NPV i /. Collecting terms and

simplifying yields QOV � VOW D I
1Cr � I C p0. Hence, the difference is the

difference in foregone benefits and costs by a postponed investment as pointed
out by Mensink and Requate [20]. This includes two components, the benefits
arising when immediate investments being made p0 but reduced by the savings on

3Note, the opportunity costs in this example are considered to be zero.
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investment costs that can be made by investing later, rI
1Cr . The foregone benefits and

costs have been considered within the real option value approach but not explicitly in
the quasi option value approach. In case there are no immediate benefits, i.e. p0 D 0

and decisions will be made continuously, t ! 0, ROV and VOW will be equivalent.
In case decisions will be considered at incremental time steps the QOV needs to be
reduced by foregone benefits and costs to yield the same result for the irreversibility
effect within the real option value and quasi option value approach. The foregone
benefits and costs can be negative in case p0 < rI

1Cr . In this case, the VOW will
be larger than the QOV . For the numerical example, setting p0 D 0 results in a
value of waiting of about 418 while the quasi option value remains the same.4 The
foregone benefits as well as the savings in investment costs would be captured by
standard benefit-cost-analysis comparing delayed with immediate investment and
what matters are the gains from additional information.

Applying the financial option pricing, � and .1 � �/ change if a dividend
equivalent to nSr will be paid. In that case O� D 1�d

u�d and 1 � O� D u�1
u�d . Using the

evaluation of financial options with u D 0:5, d D 1:5, i D 0:1, O� D .1 � O�/ D 0:5,
Cu D 3;300�1;600 D 1;700, and Cd D 0, yields a value of C D 1;700 � 0:5=1:1D
773. If dividend payments will be included, then the value of the call as well as the
real option value will depend on the size of q as q has an effect on the expected rate
of price changes. A higher q in this case will increase the probability of immediate
investment.

39.4 Modifications, Applications, and Outlook

The three approaches discussed have been presented in discrete time discrete state.
Most applications deviate from discrete time, discrete state by analyzing investments
in a continuous time, continuous state framework. Model applications include not
only irreversible costs but also irreversible benefits, optimal abandonment, entry
and exit, uncertainty over several variables such as reversible and irreversible costs
and benefits, discount rates, and many more as discussed in more detail in recent
reviews by Mezey and Conrad [22] and Perrings and Brock [23]. In the following,
the discrete time discrete state model discussed in Sect. 39.3 will be presented in
continuous time continuous state by choosing as an example the introduction of a
new technology.

39.4.1 An Illustrative Case: Introducing Transgenic Crops

Consider a decision maker or a decision making body, similar to an EU Agency, or,
the United States Environmental Protection Agency (USEPA) that has the authority

4Please not in this case V u
p D 3;000 and V d

p D 1;000.



680 J. Wesseler

to decide whether or not a particular transgenic crop, e.g. a toxin producing crop
like Bt-corn,5 should be released for commercial planting. The agency can approve
an application for release or postpone the decision. The objective of the agency is
to maximize the welfare of consumers living in the economy and ignore positive
and negative transboundary effects. The supply for all transgenic crops is perfectly
elastic and demand perfectly inelastic per unit of time. Ex-ante effects of the
decision to release transgenic crops on the up-stream sector of the economy are
ignored by the agency. The welfare effect of releasing a specific transgenic crop
can be described as the net-present-value from T until infinity of the additional
net benefits at the farm level, V , which will be further defined below, minus the
difference between irreversible costs, I , and irreversible benefits, R. R and I are
assumed to be known and constant.

This is a useful simplification for two reasons. Firstly, not much is known about
the magnitude of irreversible costs I . As will be shown later, the model can be
solved for the irreversible costs and provide information about an acceptable level,
which can then be compared with available information. Secondly, information
about the irreversible damages from pesticide use on a per hectare level, which are
the irreversible benefits of planting transgenic crops,R, are available and can easily
be included into the model.

As the agency has the possibility to postpone the decision on whether or not to
release the transgenic crop, the agency has to maximize the value resulting from
this decision, F.V /, to maximize the welfare. This objective can be described as
maximizing the expected value from releasing the transgenic crop:

maxF.V / D maxEŒ.VT � .I � R// e��T � (39.4)

where E is the expectation operator, T the unknown future point in time when the
transgenic crop is released into the environment and � the discount rate.

As the release of a transgenic crop has almost no effect on the fixed costs, the net-
benefits from a transgenic crop at farm level for a specific region are the total sum of
gross margins over all farms. The welfare effect at farm level, hence, is the difference
between the sums of gross margins from transgenic crops minus the total sum of
gross margins from the alternative non-transgenic crop (further called conventional
crop). From now on this difference will be called the additional net-benefit from
transgenic crops B. The instantaneous additional net-benefit, B , at time T , BT , is
then the difference in gross margin between the transgenic and traditional crops. The
gross margin for each crop type is defined as the difference between the revenues
and variable costs at T . Other additional benefits arising from the application of the
new technology, such as, e.g., through “peace of mind”, are assumed to be balanced
by concerns about the new technology, on average, and, therefore are ignored.

5Modified corn that produces the ı-endotoxins of the soil bacterium Bacillus thuringiens which
control the European Corn Boxer.
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The benefits and costs used to calculate BT are those that are reversible. The
instantaneous additional net-benefits under the given level of information are known
with certainty. Future additional net-benefits are uncertain as new information about
prices, costs and yields arrives continuously. The uncertainty can be modelled by
choosing a stochastic process that describes the future development path of the
additional net-benefits BT .

The geometric Brownian motion has frequently been used to model uncertain
returns from agricultural crops [28], returns from pig-raising [24] and on-farm
investments [16, 29, 39]. Richards and Green [30] suggest decomposing returns
from agricultural crops. They model crop prices as a geometric Brownian motion
and crop yields as a geometric Brownian motion combined with a Poisson process,
where the geometric Brownian motion represents “normal” years and the Poisson
process years with extreme yields. Because additional net-benefits are chosen as
the stochastic variable, we assume that extreme yields are smoothed, and, hence, a
decomposition of prices and yields is not necessary.

A mean-reverting process could also model additional net-benefits where it is
assumed that additional net-benefits decrease over time. The decrease could be
explained e.g. by the observation that pests are becoming resistant to plant produced
pesticides and weeds to broadband herbicides. Wesseler [34] compares the results of
modelling additional net-benefits with a geometric Brownian motion and a mean-
reverting process and shows that the different processes could result in different
decisions.6 This leads to the problem of identifying the relevant process. The
identification of the relevant process based on time series data is difficult, as the
results are ambiguous [27]. Dixit and Pindyck [11] therefore recommend identifying
the process based on theoretical arguments.

This case uses the geometric Brownian motion to model the uncertain future
additional net-benefits, for the following two reasons: firstly, it is reasonable to
assume that technical change for a transgenic crop will be continuous and secondly,
the process is analytically tractable.

The geometric Brownian motion is a non-stationary continuous time stochastic
process with Markov properties where ˛ is the constant drift rate, � the constant
variance rate and dz the Wiener process, with E.dz/ D 0 and E.dz/2 D dt:

dB D ˛Bdt C �Bdz: (39.5)

The geometric Brownian motion is the limit of a random walk [7]; hence it
is consistent with assuming log-normality of the stochastic variable with zero
drift. The expected value of this process grows at the rate ˛. The use of the
geometric Brownian motion also assumes that Bt will not turn negative, which is
similar for continuous differentiation of the process at the boundary of zero (see
[11], Eq. (39.17), p. 191). This assumes that growers will immediately stop (start)
planting without having to bear additional costs as soon as they realize the gross

6See also [31] for similar results.
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margin will turn out to be negative (positive). Which is a reasonable assumption, as
farmers can and do easily move from one crop variety to another.

When today’s additional net-benefits, BT , are known, follow a geometric Brow-
nian motion until infinity and are discounted at � (the risk adjusted rate of return
derived from the capital asset pricing model (CAPM), then the expected present
value of additional net-benefits from transgenic crops, VT at time t D T is:

EŒVT � D BT

Z 1

tD0
e.˛��/tdt D BT

� � ˛ : (39.6)

As VT is a constant multiple of BT , also VT follows a geometric Brownian motion
with the same drift parameter ˛ and variance parameter � . If speculative bubbles are
ruled out and as V.0/ D 0, Eq. (39.3) will also be the value of releasing transgenic
crops into the environment. Equation (39.4) can then be rewritten:

maxF.B/ D maxE

��
BT

� � ˛
� .I � R/

�

e��T
�

:

As the irreversible costs I and the irreversible benefitsR are assumed to be constant,
the option pricing approach using contingent claim analysis as described by Dixit
and Pindyck (1994, Chap. 5)[11] can be applied. This results in the standard second
order differential or Fokker-Planck equation, which has to be solved:

1

2
�2B2F 00.B/C .r � ı/BF0.B/� rF.B/ D 0: (39.7)

A solution to this homogenous second order differential equation is:

F.B/ D A1B
ˇ1 C A2B

ˇ2: (39.8)

Solving Eq. (39.8) according to the boundary conditions (Dixit and Pindyck 1994)
provides the following solutions:

B� D ˇ1

ˇ1 � 1
ı.I � R/ (39.9)

A2 D 0 (39.10)

A1 D .ˇ1 � 1/ˇ1�1

.I � R/ˇ1�1.ıˇ1/ˇ1
with (39.11)

ˇ1 D 1

2
� r � ı

�2
C
s
�
r � ı

�2
� 1

2

�2
C 2r

�2
> 1; (39.12)

where B� is the optimal level of additional net-benefits B , r the risk-free rate of
return, ı the convenience yield, which is the difference between the risk adjusted
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discount rate � and the growth rate ˛, � the variance parameter of the geometric
Brownian motion of equation (39.2), and ˇ1 the positive root of the quadratic
equation (39.7), in the following called ˇ for short.

Equation (39.9) says it is optimal to release a transgenic crop into the envi-
ronment immediately, if the additional net-benefits BT are equal to the with ı

annualised difference between irreversible cost and irreversible benefits multiplied
by the so called “hurdle rate” or option multiplier ˇ=.ˇ � 1/.

Equation (39.9) can be rearranged to:

I� D RC BT

ı
=

ˇ

ˇ � 1 D R C BT

ı
� BT =ı

ˇ
; (39.13)

where I� are the maximum incremental social tolerable irreversible costs of
releasing a transgenic crop into the environment. This shifts the attention from
the additional net-benefits to the irreversible cost. The irreversible costs are now
the critical variable, whereas the additional net-benefits are assumed to be known.
This is a more reasonable expression, as far more information is available about
the additional net-benefits from field trails, releases of similar crops or from other
countries. Equation (39.13) can be formulated as a rule that the agency should follow
when it has to decide whether or not a transgenic crop should be released:

Postpone the release of a transgenic crop into the environment, if the irreversible costs
are higher than the irreversible benefits plus the present value of an infinite stream of
instantaneous additional net-benefits, using the convenience yield as the relevant discount
rate, divided by the hurdle rate.

This rule has two important properties, which result out of the use of the
contingent claim analysis (see Appendix). Firstly, future costs and benefits have
been discounted using rates provided by the market. No individual discount rates
have been used. Secondly, uncertainty about the additional net-benefits has been
included by using a riskless hedge portfolio and, hence, the evaluation of the
benefits is independent of attitudes towards risk, which reduces the impact of risk-
preferences on decision-making.

The last formulation of the maximum incremental social tolerable irreversible
costs in Eq. (39.13) illustrates the effect of waiting due to uncertainty and irre-
versibility. The first two terms, R and B=ı, illustrate the results of the orthodox
approach. Without recognizing explicitly irreversibility and uncertainty, the benefits
are the sum of the irreversible benefits plus the present value of infinite additional
net-benefits. By including irreversibility and uncertainty, a proportion of the present
value of infinite additional net-benefits, BT

ı
=ˇ, has to be deducted. This proportion

in this context can be interpreted as the economic value of uncertainty and
irreversibility of releasing transgenic crops.

The maximum incremental social tolerable irreversible costs as explained in
Eq. (39.13) will change over time with new information about additional net-
benefits. These changes will not only consist of changes in yields but also of
changes in product prices and variable costs due to regulatory and other polices.
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These policies will have either an increasing or decreasing effect on I�. An increase
(decrease) in I� can be seen as an increase (decrease) in the likelihood to release
transgenic crops earlier, as the higher (lower) the maximum incremental social
tolerable irreversible costs are the lower (higher) the chances that they will be
crossed. The impact of changes in the growth rate ˛ and the standard deviation �
on the annualised hurdle rate are illustrated in Table 39.1. An increase in the growth
rate ˛ increases the maximum incremental social tolerable irreversible costs as the
first derivative of I� with respect to ˛ is positive (proof in Appendix 2):

@I�

@˛
D @.B=ı/

@˛

ˇ

ˇ � 1
C B

ı

@..ˇ � 1/=ˇ/

@˛
> 0 (39.14)

D @.B=ı/

@˛

ˇ

ˇ � 1
C B

ı
ˇ�2 @̌

@˛
> 0:

The overall effect can be decomposed into two effects. The first term on the
right-hand-side of Eq. (39.14) shows the impact on current additional net-benefitsB ,
which is positive. An increase in ˛ reduces the discounting effect, increases total
benefits, increases the maximum incremental social tolerable irreversible costs and
hence, increases the probability of an earlier release. The second term on the
right-hand-side reduces the effect, as the partial derivative of ˇ with respect to ˛ is
negative. This is the effect of a higher growth rate on the option value. An increase
in the growth rate increases the value of releases in the future, which increases
the value of the option to release at a later point in time and hence increases the
probability of a later release. As the effect on the present value is greater then the
effect on the future value the overall effect is positive as mentioned earlier.

An increase in the uncertainty of additional net-benefits has the opposite effect,
as the impact of an increase in the variance parameter � on I� is negative as the
partial derivative of ˇ with respect to � is negative (proof in Appendix 2):

@I�

@�
D B

ı

@..ˇ � 1/=ˇ/
@�

< 0 (39.15)

D B

ı
ˇ�2 @̌

@�
< 0:

An increase in uncertainty decreases the likelihood of an early release, as the future
benefits increase while future losses can be avoided by waiting. This is the standard
result from the literature on financial economics.

A change in the risk-free rate of return, r , also has a negative impact on the
maximum incremental social tolerable irreversible costs I� (proof in Appendix 2):

@I�

@r
D B

ı

@..ˇ � 1/=ˇ/
@r

< 0 (39.16)

D B

ı
ˇ�2 @̌

@r
< 0:
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The decreasing effect of an increase in the risk-free rate of return can be explained
by the decrease of the opportunity costs of the option to release transgenic crops
(see Appendix 1).

Also of interest is a simultaneous change in the growth and the variance rate.
Considering Young’s theorem this can be modelled by getting the derivative of I�
with respect to ˛ and � (proof in Appendix 2):

@2I�

@�@˛
D @.B=ı/

@˛
ˇ�2 @̌

@�
C B

ı

@
�
ˇ�2 @ˇ

@�

�

@˛
< 0: (39.17)

The first term of Eq. (39.17) shows the change the growth rate ˛ has on the current
additional net benefits, which is positive and multiplied by the negative effect of
� on ˇ. Hence, the total effect of the first term on I� is negative. This negative
effect is augmented by the second term also being negative. The overall impact of
a simultaneous marginal change is a decrease in the maximal tolerable irreversible
costs I�. The positive effect of an increase in the growth rate on the likelihood of
an earlier release is surpassed by the negative effect of an increase in uncertainty on
the likelihood of an earlier release.

The continuous time continuous state result of the simple investment problem
presented above provides well-known results (see e.g. [11, 19]). While considering
uncertainty over one or more variables as long as they follow the same stochastic
process can often still be solved analytically, most models have to be solved
numerically. One of the major building blocks has been the Wiener process. Other
processes include jump processes to consider drastic environmental changes or ex-
post liabilities, mean-reverting processes for deviations from long-term equilibria,
Brownian bridges, and more as discussed in detail in a number of text books such
as [1, 14, 32] or [11].

Problems can be solved either by using a dynamic programming or a contingent
claim approach. The major problem within the dynamic programming approach is
the right choice of the discount rate or discount rates. This is not a trivial issue as
the debate about climate change policies illustrates. Within the contingent claim
analysis this less of a problem as market are used, but the problem will be the
identification of the appropriate matching portfolio that replicates the uncertainty of
the investment under consideration, i.e. the quasi option value. Nevertheless within
the debate about environmental problems such as the conservation of biological
diversity this would be a promising approach as it would allow to identify the “fair”
market price of biological diversity.

In general, for applications related to the bioeconomy whether at the micro or at
the macro level benefits and costs have to be differentiated between reversible and
irreversible benefits and costs. Also, for many assessments a differentiation between
private and external benefits and costs is useful and in particular if also sustainability
issues are of concern [37].

In particular the postponement of investments has in recent years become an
issue of importance. The costs of delays caused by regulations can be substantially
undervalued if forgone benefits are irreversible [36]. Economists in general agree



686 J. Wesseler

that the optimal level of regulations is where marginal benefits equal the marginal
costs of regulations [3]. The calculation of marginal benefits and marginal costs will
be complicated if uncertainties and irreversibilities need to be considered, which
holds for almost all regulations in food production. At the micro level in particular
regulatory issues such as labeling requirements and different production standards
become increasingly important resulting in new forms of contractual arrangements
[33]. These arrangements generally include ex-ante regulations as well as ex-
post liability rules in case non-compliance happens. The optimal design of those
arrangements often includes irreversible ex-ante compliance costs while ex-post
liability follows a jump process. Both can be combined to model the economics
of contractual arrangements allowing for more detailed insights about incentives
to participate in new contractual arrangements as well as the incentives to comply
with the arrangements (see e.g. [5]). One of the major insights from that literature
is that irreversible ex-ante regulatory costs provide incentives to delay adoption
of more stringent regulations as irreversible investment costs can be delayed and
costs avoided if future benefits will be low but that also the size of the firm will be
important if irreversible regulatory costs increase nonlinear with firm size.

At the macro level during the last decade the concept of genuine investment as
an indicator for sustainable development has been proposed [4]. Yet, the concept
does not consider possible irreversible benefits and costs and uncertainty of genuine
investments explicitly. This will be another fruitful area of research. First attempts
in that direction can be found in [37] and [35]. Within a real option framework
not the value of the economy as measured by genuine investment but the value of
an economy as measured by the option value and hence changes in option values
would be the relevant indicator for sustainable development. In this context future
opportunities become important and for policy makers the major question will be if
their policies increase or decrease the option value.

Some criticism has been raised against stressing the importance of irreversibili-
ties as in the end all costs are irreversible. This will be correct if decisions are made
within continuous time but this is hardly the case. Take agriculture as an example.
Decisions about the quantity of hog production are made on about a 6 month basis.
These decisions are reversible while the specific investment in the pig barn cannot
be reversed after a 6 month period. There will be substantial losses involved if the
barn has been constructed to last for several years bit production closes after 1 year.
In crop production on annual basis seed expenditures can be considered reversible as
the crops have been harvested within a year and production choice can be adjusted if
economic circumstances change in favor corn instead of wheat. Investments in seeds
and pesticides can be considered irreversible within the cropping season. Decisions
on pesticide use are made under uncertainty as future pest and disease problems
are not know with certainty. They depend on future whether conditions, what
neighboring farmers are doing and more. The expenditures for pesticides within
a cropping season can be considered as irreversible. Analyzing optimal pesticide
use within a real option framework helps to explain why farmers rationally use less
pesticides than standard benefit-costs-analysis would suggest [18].
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39.5 Conclusion

Three approaches have evolved to model investments under uncertainty,
irreversibility, and flexibility. The methods allow considering irreversibilities and
uncertainties of a decision explicitly and enable researchers to recognize the risk
associated with the investment at the theoretical level. Not only irreversible costs
but also irreversible benefits matter as discussed by e.g. [37] and [26]. Including
irreversible benefits and costs into the benefit-cost framework results in a different
decision rule in comparison to the standard deterministic neoclassical framework.
This is now well known in the literature on real options.

A comparison between the real and quasi option approach shows the quasi option
value does not include foregone benefits and costs of a delayed investment, but is a
measure of the economic value of uncertain information.

The decision rule for investments using contingent claim analysis allows solu-
tions to be derived that are independent of risk and time preference. Individuals that
are highly concerned about a new technology and those who are not, but both want
to maximize their income, would come to the same conclusion about the timing
of introduction. The risk-adjusted rate of return � derived from the CAPM in the
example depends on the risk free interest rate r and the market price of risk; hence
the optimal decision to release transgenic crops is not independent of changes in
interest rates.

The effects of policies on the timing of investments were analysed in a two-
step procedure. First, the impacts on model parameters were identified and then
the effect of the parameter changes on the maximum incremental social tolerable
irreversible costs. The most counterintuitive result was the increase in the likelihood
of an earlier investment with a decrease in additional net-benefits. This is explained
by the opposite impact a simultaneous change in the growth rate and the variance
rate has on the maximum incremental social tolerable irreversible costs.

Future applications within the evaluation of genuine investments and analysing
the effect of changes in government regulations on compliance incentives as well as
the optimal design of regulation are fruitful areas for future research in this domain.

Appendix 39.1: Solving for F(B) Using Contingent Claim
Analysis as Explained by Dixit and Pindyck (Chap. 5, pp.
150–152)

Assuming that an asset or a portfolio of assets exists that allows the risk of the
additional net-benefits to be tracked, the arbitrage pricing principle can be applied
to value the portfolio that includes the additional benefits from transgenic crops [25].
In this case, a portfolio can be constructed consisting of the option to release
transgenic crops into the environment, F.B/, and a short position of n D F 0.B/
units of the additional benefits of transgenic crops. The value of this portfolio is
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˚ D F.B/ � F 0.B/B . A short position will require a payment to the holder of
the corresponding long position of ıF 0.B/Bdt. The total return from holding this
portfolio over a short time interval .t; t C dt/ holding F 0.B/ constant will be:

d˚ D dF.B/ � F 0.B/dB � ıBF0.B/dt: (39.18)

Applying Itô’s Lemma7 to dF.B/, equating the return of the risk less portfolio to
the risk free rate of return rŒF.B/�F 0.B/B�dt and rearranging terms results in the
following differential equation:

1

2
�2B2F 00.B/C .r � ı/BF0.B/� rF.B/ D 0: (39.19)

A solution to this homogenous second order differential equation is:

F.B/ D A1B
ˇ1 C A2B

ˇ2: (39.20)

As the value of the option to release transgenic crops into the environment is
worthless, if there are no additional net-benefits,A2 has to be 0. The other boundary
conditions are the ‘value matching’, Eq. (39.8), and ‘smooth pasting’, Eq. (39.9),
conditions8:

F.B�/ D V.B�/� I CR (39.21)

F 0.B�/ D V 0.B�/: (39.22)

Solving Eq. (39.7) according to the boundary conditions provides the following
solutions:

B� D ˇ1

ˇ1 � 1ı.I �R/ (39.23)

A1 D .ˇ1 � 1/ˇ1�1
.I �R/ˇ1�1.ıˇ1/ˇ1 with (39.24)

ˇ1 D 1

2
� r � ı

�2
C
s
�
r � ı
�2

� 1

2

�2
C 2r

�2
> 1: (39.25)

7See, e.g., Sect. 22 [15] for an introduction of Itô-stochastic processes.
8The value matching condition sustains that the value of the option to release the transgenic crop
is equivalent to the value of immediate release. The smooth pasting condition says that at the point
of value matching a marginal change in the value of the option to release the transgenic crop has
to be equal to a marginal change in the value of immediate release [11, pp. 130–132].
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Appendix 39.2: Proof of the Results of the Partial Derivatives

To improve the readability of the equations the following notation will be
introduced:

� D
s
�
r � ı
�2

� 1

2

�2
C 2r

�2
(39.26)

 D
�
r � ı
�2

� 1

2

�

(39.27)

	 D r � ı
�2

: (39.28)

The following assumptions will be made for the proofs:

1. B; r; �; � > 0.
2. � � ˛ D ı > 0.
3. ˇ D �C � > 1.

Proof. 1: @I�

@˛
> 0:

@I�

@˛
D B

ı2
� B

ı2
ˇ�1 � B

ı
ˇ�2 @̌

@˛
> 0 (39.29)

B

ı2
� B

ı2
ˇ�1 � B

ı
ˇ�2 @̌

@˛
> 0

) 1

ı
� 1

ıˇ
>

1

ˇ2
@̌

@˛
: (39.30)

The left-hand-side of Eq. (39.30) is positive as ı is positive and ˇ > 1. Equa-
tion (39.29) would be correct if the right-hand-side of Eq. (39.30) is negative, that is
if @̌ =@˛ < 0.

@̌

@˛
D � 1

�2
C 

��2
< 0 (39.31)

� 1

�2
C 

��2
< 0

) � C � > 0

) ˇ > 0:

ut
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Proof. 2: @I�

@�
< 0:

@I�

@�
D B

ı
ˇ�2 @̌

@�
< 0: (39.32)

Equation (39.32) will be correct if @̌ =@� < 0:

@̌

@�
D 2.r � ı/

�3
� 2

�
r�ı
�3

�C 2r
�3

�
< 0: (39.33)

Equation (39.33) can be rearranged to:

.r � ı/� � .r � ı/ � r
��3

< 0: (39.34)

Equation (39.34) will be correct if the nominator is negative as the denominator is
always positive:

.r � ı/� � .r � ı/� r < 0 (39.35)

) .r � ı/.�C �/ < r

or ˇ.r � ı/ < r:

This has to hold for the case .r � ı/ < 0 and .r � ı/ > 0.
For the case .r � ı/ < 0 follows that ˇ > r

r�ı is correct as ˇ > 1.
For the case .r � ı/ > 0 Eq. (39.35) can be rearranged to:

� <
r

.r � ı/ C : (39.36)

Equation (39.36) can be rearranged to:

� r

r � ı
�2 C r

�2
� r

r � ı
> 0: (39.37)

Equation (39.37) is correct if r
r�ı > 1. This holds if .r � ı/ > 0. ut

Proof. 3:

@2I�

@˛@�
< 0 W

Using the result of Eq. (39.32) and differentiation according to � provides:

@2I�

@˛@�
D B

ı2
ˇ�2 @̌

@�
C B

ı

�
@2ˇ

@˛@�
ˇ�2 � 2ˇ�3 @̌

@˛

@̌

@�

�

< 0: (39.38)
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Equation (39.38) can easily be rearranged to

B

ı
> 2ˇ�3 @̌

@˛
: (39.39)

This is correct if @̌ =@˛ < 0 which has already been proven. ut
Proof. 4: @I�

@r
< 0:

@I�

@r
D B

ı
ˇ�2 @̌

@r
< 0: (39.40)

Equation (39.40) is correct if @ˇ

@r
< 0.

@̌

@r
D � 1

�2
C @�

@r
< 0

� 1

�2
C @�

@r
< 0

) � 1

�2
C C 1

�
< 0

) C 1 < �

) ˇ > 1:

ut
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FCC Face Center Cube
FF Forest Fires
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40.1 Introduction

Recent developments in computer hardware and software provide environments to
automatically collect gross amount of data from various sources. Data Mining (DM)
methods enable us to analyze such data stored in various data repositories gathered
for different purposes such as quality improvement in industry [17] or developing
early warning systems [3] in various fields such as finance, environment, energy and
so on. There is a number of predictive DM tools useful for establishing mathematical
or statistical relationships between several factors of interest. Some widely used
ones are Classification and Regression Trees (CART), Artificial Neural Networks
(ANNs), Multiple Linear Regression (MLR), Support Vector Machines (SVMs),
and so on. Among them Multivariate Adaptive Regression Splines (MARS) is a
well-known predictive DM method capable of modeling high-dimensional data with
nonlinear structure [11]. The flexible nature of MARS modeling leads to successful
implementation of the method in various application areas [11]. Reported success of
the method attracted the attention of many researchers to tackle with the problems
of MARS method or alternatively extend it further to improve its capability. In
one of these studies, Conic Multivariate Adaptive Regression Splines (CMARS) is
developed as an alternative to the backward stepwise part of the MARS algorithm.
Later on, to assess the power of the method, several real-life as well as simulation
data applications are implemented. Also, CMARS is rigorously evaluated and
compared with some other predictive DM methods such as CART, IKL and GAMs
for classification and MLR and MARS for prediction. On the other hand, in other
studies, some attempts are made to reduce the complexity of CMARS method by
using bootstrapping technique. This leads to a new method named as Bootstrapping
CMARS (BCMARS) [41, 42]. In addition, Robust Optimization (RO) is employed,
and Robust CMARS (RCMARS) is developed [28, 40] to enhance the capability
of CMARS method to be able to handle not only fixed but also random input and
output variables. Hence, the main purpose of this study is to sum up the findings
and conclusions of these studies to critically report the current achievements as well
as pitfalls of the CMARS method. The review reveals that CMARS seems to be a
very powerful DM tool, and deserves further interest to make it more powerful than
ever.

The chapter is organized as follows. In Sect. 40.2, the development of CMARS
method is presented. Background on evaluating model performances is given in
Sect. 40.3. In Sect. 40.4, data sets used in comparative studies of CMARS are
explained. Various applications of CMARS and its comparison with the other
methods are summarized in Sect. 40.5. In Sect. 40.6, improvements on CMARS
are mentioned. Conclusions and future research are stated in the last section.
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40.2 The CMARS Method

MARS is a nonparametric regression method which considers the following general
relationship between variables [11]:

y D f .xxx/C �; (40.1)

where y is a response variable, xxx D .x1; x2; : : : ; xp/
T is a vector of predictors,

and � is an error term having zero mean and finite variance. It aims to construct
reflected pairs for each input component xj .j D 1; 2; : : : ; p/ with p-dimensional
knots ��� i D .�i;1; �i;2; : : : ; �i;p/

T .i D 1; 2; : : : ; N / at each input vectors Qxxxi D
. Qxi;1; Qxi;2; : : : ; Qxi;p/T . (Actually, we may, without loss of generality, assume that the
knot values are very close to data points to prevent from non-differentiability in our
optimization problem later on.)

Here, the reflected pairs are piecewise linear functions whose forms are given by

cC.x; �/ D ŒC.x � �/�C; c�.x; �/ D Œ�.x � �/�C; (40.2)

where Œq�C WD max f0; qg and � is a univariate knot. As a result, the set of basis
functions (BFs) becomes

} WD ˚
.xj � �/C; .� � xj /C j � 2 ˚x1;j ; x2;j ; : : : ; xN;j

�
; j 2 f1; 2; : : : ; pg� :

(40.3)

Thus, we can represent f .xxx/ in (40.1) by a general model involving an intercept
and a linear combination of BFs contained in (40.3), as follows:

y D 	0 C
MX

mD1
	m m.xxx

m/C �: (40.4)

Here,  m .m D 1; 2; : : : ;M / are BFs or their products from (40.3), and 	m, are the
parameters representing the mth BF .m D 1; 2; : : : ;M / or the constant one .m D
0/. Interaction BFs, on the other hand, are created by multiplying an existing BF
with a truncated linear function involving a new predictor. For given data, . Qxxxi ; Qyi /
.i D 1; 2; : : : ; N /, the mth BF is

 m.xxx
m/ WD

KmY

jD1
Œs�mj � .x�mj � ��mj /�C; (40.5)

whereKm is the number of truncated linear functions multiplied in themth BF; x�mj
is the input variable corresponding to the j th truncated linear function in the mth
BF; ��mj is the knot value of the variable x�mj ; and s�mj is the C=� sign.
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The MARS algorithm consists of two main parts [11]. In the first part (forward
algorithm), the BFs are selected to minimize the lack-of-fit until a user-specified
maximum number of BFs, Mmax, is attained. This process results in a large model
which overfits the data. In the second part (backward algorithm), to overcome this
disadvantage, the BFs contributing least to the residual squared errors are removed,
thus causing less complex model. In both parts, MARS algorithm uses Generalized
Cross-Validation (GCV) as a variable selection criterion [7].

CMARS is developed as an alternative to the backward part of the MARS
algorithm. CMARS uses up to all BFs generated by the forward algorithm of
MARS, and minimizes Penalized Residual Sum of Squares (PRSS) as described
below [39, 43]:

PRSS WD
NX

iD1
.yi � f . Qxxxi //2 C

MmaxX

mD1
�m

2X

j˛̨̨jD1

˛̨̨D.˛1;˛2/T

X

r<s
r;s2Vm

Z

Qm

	2m
	
D˛̨̨

r;s m.ttt
m/

2
dtttm;

(40.6)

where Vm WD
n
�mj jj D 1; 2; : : : ; Km

o
are the predictors associated with themth BF,

 m, and tttm D
�
tm1 ; tm2 ; : : : ; tmKm

�T
represents the vector of predictors contributing

to the mth BF. Besides,

D˛̨̨
r;s m.ttt

m/ WD @j˛̨̨j m
@˛1 tmr @

˛2 tms
.tttm/; (40.7)

for ˛̨̨ D .˛1; ˛2/
T , j̨˛̨j WD ˛1 C ˛2, where ˛1; ˛2 2 f0; 1g. More information on

the implementation of derivatives can be found in [43]. As can be seen from (40.6),
PRSS is composed of two parts representing accuracy and complexity, respectively
[13]. They are tried to be compromised by using the penalty parameters �m [39].

In Eq. (40.6), the integral symbol, “
R

”, is used as dummy in the sense of
R
Qm ,

where Qm is some appropriately large Km-dimensional parallel-pipe where the
integration takes place. Since the multi-dimensional integrals in (40.6) are difficult
to evaluate, we discretize these integrals and rearrange PRSS in the following form
[36]:

PRSS �
NX

iD1

�
yi � 			T   . Qddd i/

�2

C
MmaxX

mD1
�m	

2
m

.NC1/KmX

iD1

0

B
B
@

2X

j̨˛̨jD1

˛̨̨D.˛1;˛2/T

X

r<s
r;s2Vm

	
D˛̨̨

r;s m. Oxxxmi /

2

1

C
C
A� Oxxxmi ; (40.8)
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where    . Qdddi / WD
�
1;  1. Qxxx1i /; : : : ;  M . QxxxMi /;  MC1. QxxxMC1

i /; : : : ;  Mmax. QxxxMmax
i /

�T
,

and 			 WD .	0; 	1; : : : ; 	Mmax/
T with the point Qddd i WD

�
Qxxx1i ; Qxxx2i ; : : : ; QxxxMi ; QxxxMC1

i ; : : : ;

QxxxMmax
i

�T
in the argument with .��j /j2f1;2;:::;pg 2 f0; 1; 2; : : : ; N C 1gKm and

Oxxxmi D
0

@ Qx
l
�m1

�
�m1
;�m1

; : : : ; Qx
l
�mKm

�
�mKm

;�mKm

1

A ; � Oxxxmi WD
KmY

jD1

 

Qx
l
�mj

�
�j C1;�mj

� Qx
l
�mj

�
�j ;�

m
j

!

:

(40.9)

To put the PSSS in (40.8) a simpler form in order to be able to handle the problem
easily, we use a uniform penalization, �, for each derivative term. Then, PRSS turns
into a Tikhonov Regularization (TR) problem as can be seen below [1]:

PRSS �
�
�
�yyy �   . Qddd/			

�
�
�
2

2
C � kLLL			k22 ; (40.10)

which can be reformulated as a Conic Quadratic Problem (CQP) as follows [24,35]:

min
t;			

t;

subject to
�
�
�yyy �   . Qddd/			

�
�
�
2

� t;

kLLL			k2 �
p QM: (40.11)

Here, the optimization problem given in (40.11) is solved by using Interior Points
Methods (IPMs) via the optimization software MOSEK [23,25]. There can be many
solutions to this problem for different QM values which are determined by trial and
error [13]. As a representative solution, however, we have selected the one that is
closest to the corner of an efficiency (or L) curve, in which kLLL			k2 plotted versus�
�
�yyy �   . Qddd/			

�
�
�
2

[39, 43].

40.3 Background on Evaluating Model Performances

The performance evaluation techniques used in the comparison studies reviewed are
briefly summarized below.

40.3.1 Validation Techniques

In order to compare different model performances with that of CMARS, different
validation techniques are used. In case of data availability, the models developed are
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evaluated by using new (collected or generated) data. However, in most cases, the
data used for benchmarking is obtained from either well-known data repositories or
previous researches in literature where data is studied in various respects. In these
data sets, usually, Cross-Validation (CV) is used for model validation [19]. This
technique, called k-fold CV, basically, subdivides data randomly into some (say k)
approximately equal size folds (subsamples). In this technique, each time, one of
the subsamples is assumed to be the test sample, and the other .k � 1/ samples
are combined to form a training sample. Initially, the training sample is used to
construct the model, and then, its performance is evaluated by using the test sample.
In the end, the average of each performance measure considered (see Sect. 40.3.2
below for different measures used in comparisons) over k-folds is computed. Here,
k is usually determined depending on the sample size. When size is large enough,
tenfold CV is preferred; for the smaller sample sizes, five- or three-fold CV is
usually used. Note also that two-fold CV is called as the hold-out method.

An extended form of k-fold CV is known as r-times replicated k-fold CV. In
this approach, the k-fold process is replicated r times with new partitions. Overall,
a total of (r:k) results are obtained for each measure studied. To obtain better
estimates, the k results obtained from k-folds of a replication are averaged, as well
as all (r:k) results.

40.3.2 Performance Criteria and Measures

In the studies reviewed, the prediction performances of the models developed by
the predictive data mining tools, MLR and MARS, are compared with respect to
several criteria such as accuracy, complexity, stability, efficiency, and robustness,
where applicable. To evaluate the model accuracies for prediction models, various
measures are considered. These include Multiple Coefficient of Determination (R2),
Mean Absolute Error (MAE), Predicted Error Sum of Squares (PRESS), Proportion
of Residuals within Three Sigma (PWI), and Root Mean Squared Error (RMSE). As
another performance criterion, complexity, in the comparison studies, is evaluated
by means of Mean Squared Error (MSE). Stability of a measure indicates how much
the model performance is consistent in training and test samples. In comparison
studies, two different formulations are used for this purpose [27, 43]. Definitions
of both accuracy and stability measures are presented in Appendix 1. Robustness
criterion, on the other hand, helps us evaluate model performances under different
data sets with different characteristics. Standard deviations of the measures are
used for evaluating robustness of the methods. To measure the method efficiency,
computational run times of the data sets are recorded, and compared.

Classification models, on the other hand, are evaluated only with respect to
accuracies. These include, Type I and Type II Errors, Specificity, Sensitivity and
Error Rate (ER). These measures are the misclassification/correct classification
probabilities taken into consideration for justifying the performance of classification
models. They are also compared by Receiver Operating Characteristic Curve
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(ROC), which is a curve of True Positive Rate (TPR) versus False Positive Rate
(FPR). Because performance comparisons are difficult with ROC curves, a related
statistic, named Area under ROC (AUC), is preferably used. While cross validating,
Mean AUC (MAUC), Mean ER (MER) as well as Standard Deviation of Error (Std
Dev Error) are also computed. Note that definitions of these measures are given in
Appendix 2.

40.3.3 Statistical Tests for Performance Comparisons

In some comparison studies, to decide whether there are statistically significant dif-
ferences amongm prediction models developed, the following statistical hypotheses
are tested

H0 W MMethod 1 D MMethod 2 D : : : D MMethod m

versus

H1 W At least one of them is different:

In the null hypothesis, M denotes the expected value of a performance measure
such as MAE, MSE,R2 used in the comparisons. When two methods are compared,
that is m D 2, to conduct the above test, a paired-t test is used; when more than
two methods are compared, Repeated Analysis of Variance (RANOVA) is performed
[9]. Following a significant RANOVA test, Fisher’s Least Significant Difference
(LSD) test is also applied to identify statistically different models. The above testing
procedure is applied for training and test data sets as well as the stabilities of the
measures.

40.4 Data Sets Used in Comparisons

In this section, all data sets used in CMARS applications and comparisons with the
other classification/prediction techniques are summarized in Table 40.1. In addition,
characteristics of data sets and modeling methods used are given in Table 40.2.
Note that before developing any models, all data sets are preprocessed to handle
missing values, inconsistencies and outliers if there are any. Besides, all variables
are standardized to make models comparable. An exploratory data analysis is also
performed to search for possible relations between variables where necessary.

As can be seen on the tables, 21 data sets having different features are used in
the studies reviewed. The size of data sets range from 20 to 1599, and the number of
predictors varies from 2 to 35. These data sets are gathered from various study areas
such as life, finance, industry, social, business and so on. They are mostly real-life
data (14 data sets); only seven of them are simulated.
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Table 40.1 Data sets used in applications and comparisons

Original Study
Name Label Type Study Area Source Used

Pima Indians Diabetes PID Real Life Life [38] [37]
International Credit Default ICD Real Life Finance [33] [33]
Metal Casting MC Real Life Industry [2] [39, 44]
Concrete Slump Test CST Real Life Computer [38] [39, 41]
PM10 PM10 Real Life Environment [34] [39, 41]
Forest Fires FF Real Life Physical [38] [39, 41]
Parkinsons Telemonitoring PT Real Life Life [38] [39]
Concrete Compressive CCS Real Life Physical [38] [39]

Strength
Red Wine Quality RWQ Real Life Business [38] [39]
Communities and Crime C&C Real Life Social [38] [39]
Uniform Sampling US Simulation Aeronautics [15] [5, 39, 41]
Face Center Cube FCC Simulation Aeronautics [15] [5]
D optimal D-Opt Simulation Aeronautics [15] [5]
Box-Behnken BB1;BB2;BB3 Simulation Aeronautics [15] [5]
Noisy Data NSY Simulation Math [14] [39]
Electricity prices of Turkey EPT Real Life Energy [29] [29]
Minitab Data MD Real Life Industry [22] [40]
Congressional Voting CVR Real Life Social [38] [8]

Records
Hepatitis HEPA Real Life Life [38] [8]

40.5 Various Applications of CMARS and Comparison
with Other Methods

In reviewed studies, CMARS has been applied to various domains, and its per-
formance is empirically compared with those of three well-known classification
and two prediction data mining methods. Classification methods are CART, IKL
and GAM & CQP, and prediction methods are MLR and MARS. In this section,
first, these methods are introduced briefly, and then, the results of performance
comparisons are presented.

40.5.1 Comparison with Classification and Regression Trees
(CART)

CART is a nonparametric technique that can be used for variable selection as well
as model construction [6]. Generally, it can model both continuous and categorical
dependent variables. For categorical/continuous variables, it produces a binary
classification/regression tree starting from the root. The basic idea of CART is to
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construct a tree that will separate the data in the “best” way by finding binary splits
on variables. The best splitting decision attains the homogeneity of each child node
called the impurity; it is a special function defined as

i.t/ D �.p.1 j t/; p.2 j t/; : : : ; p.c j t//;

where

p.c j t/ D p.c; t/

p.t/
; p.t/ D

CX

cD1
p.c; t/; p.c; t/ D �.c/

Nc.t/

Nc
; �.c/ D Nc

N
:

Here, Nc is the number of observations belongs to the class c; N is the number
of observations; �.c/ is the prior probability of the class c; Nc.t/ is the number
of observations in the node t belonging to the class c; p.c; t/ is the probability of
having an observation both in class c and in node t, and p.c j t/ is the probability of
class c in node t.

The best splitting rule is the one with the maximum change of impurity. The best
known criteria are the Gini Index and the Twoing rule. The Gini impurity function
can be linear or quadratic; its change of impurity function is given by

i.t/ D
X

k¤l

k;lD1;2;:::;C

p.k j t/p.l j t/:

In the Twoing rule, for each node, the impurity is estimated as a binary problem.
At a node t, with s splitting into tL and tR, which are left and right child nodes, s is
chosen by maximizing the following formula (its change of impurity function):

PLPR

"
CX

cD1
jp.c j tL/ � p.c j tR/j

#2

=4;

wherePL andPR are the probabilities split into the left or the right. The p.c j tL/and
p.c j tR/ are conditional probabilities split into the left or the right at a node t.

The tree building process is stopped when a maximum tree is reached, or there is
a limit on the number of levels in the tree. Then, CART starts the pruning process.
A child is pruned away if the resulting change in the predicted misclassification cost
is less than the complexity parameter times the change in tree complexity. Such a
process continues until the optimal tree is achieved.

In one of the CMARS related studies [33], CMARS and CART are applied to
the area of finance by the data set labeled as ICD (see Tables 40.1 and 40.2 for the
data description) to model sovereign default. In this application, since the dependent
variable is of type categorical, particularly binary, classification trees are utilized
to construct the CART model by using MATLAB 7 Statistics Toolbox [20]. Note
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that in this study Gini Index is preferred as a splitting criterion, because it requires
relatively less computation time and is more robust to outliers.

In the study, tenfold CV is implemented, and the classification capabilities of the
models developed are determined by the scoring results of training and test samples.
Results indicate that, in the training sample, CART has a better classification
capability than CMARS with respect to the Average Correct Classification Rate
(ACCR). In the test sample, however, CMARS gives more accurate results than
CART with respect to the same measure. In addition, as the classification accuracy
of the test samples of CMARS is only slightly lower than those of the corresponding
training samples.

On the other hand, CART and CMARS have similar small Type II errors. In terms
of this error, CART detects default records slightly better than CMARS. However,
in terms of Type I error, CMARS has a better estimate. And it clearly detects non-
default records better than CART.

If we look at discriminative power of the methods, there is a big difference in
the test and training sample results of CART; it does not sustain its discrimination
success in training sample, and becomes the worst model in the test sample results.

40.5.2 Comparison with Infinite Kernel Learning (IKL)

Multiple Kernels Learning (MKL) is a classification method constructed by selec-
tion of finite combinations of kernels. The main idea of MKL is to combine finitely
many pre-chosen kernels, k� .� D 1; 2; : : : ; K/, in a convex combination [32]

k� .xxxi ;xxxi�/ WD
KX

�D1
��k�.xxxi ;xxxi�/ .i; i

� D 1; 2; : : : ; N /;

where �� � 0 .� D 1; 2; : : : ; K/;
PK

�D1�� D 1 with the input vectors xxxi and xxxi� .
Nevertheless, MKL may not be successful for classifying large and inhomogeneous
(heterogeneous) data sets (i.e. data from a number of sources, largely unknown and
unlimited, and in many varying formats), usually, due to finite number of choices of
kernels. To overcome this problem, IKL method is developed for learning problems
with the help of infinite and semi-infinite programming by considering all elements
in kernel space [32]. Thus, the problem becomes infinite in both its dimension and
number of constraints, and called as Infinite Programming (IP) problem. An infinite
combination has the following form

k�.xxxi ;xxxi�/ WD
Z

˝

k.xxxi ;xxxi� ;w/d�.w/;

where � is a monotonically increasing function of integral one (1), or is a probability
measure on˝ , and w 2 ˝ is a kernel parameter. The kernel function, k.xxxi ;xxxi� ;w/,
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is assumed to be a twice continuously differentiable function with respect to w, i.e.,
k.xxxi ;xxxi� ; �/ 2 C2.

Infinitely many kernels mean infinitely many coefficients expressed with an
increasing monotonic function via positive measures. The formulation of IKL is
given as [32]

max
b;�

b .b 2 R; � W a positive measure on ˝/;

such that b �
Z

˝

T .w; ˛̨̨/d�.w/ � 0 .˛̨̨ 2 A/;
Z

˝

d�.w/ D 1;

where T .w; ˛̨̨/ WD S.w; ˛̨̨ / � PN
iD1˛i , S.w; ˛̨̨/ WD 1

2

PN
i;i�D1˛i˛i�ii�k

.xxxi ;xxxi� ;w/ and˝ WD Œ0; 1� andA WD
n
˛̨̨ 2 R

N j 000 � ˛̨̨ � C111 and
PN

iD1˛iyi D 0
o

are index sets. In this problem, the objective function is continuous and the index
set is compact, where C 2 R, and .1 D .1; 1; : : : ; 1/T 2 R

N .
In one of the studies reviewed [8], CMARS and IKL are applied to the data

sets CVR and HEPA (see Tables 40.1 and 40.2 for the data descriptions). Here, the
data sets CVR and HEPA are homogeneous and heterogeneous data, respectively.
To develop IKL models, a toolbox written in JAVA is used. To evaluate the model
performances, five-fold CV is applied, and the classification measures MER, Std
Dev Error and AUC are calculated. According to the results, CMARS performs
better than IKL in both data sets with respect to most of the (different) measures.
On the other hand, when AUC is considered, CMARS perform even better on the
heterogeneous data than IKL.

40.5.3 Comparison with Generalized Additive Models (GAMs)
and CQP

GAM is a flexible modeling technique that can be used to estimate parametric, non-
parametric and semi-parametric additive models [12]. It is constructed by smoothed
functions (like splines), and the optimization problem involved is solved by the
CQP. Besides, it can handle high-dimensional data with discrete and nonnormal
dependent variable.

The GAMs are defined as follows

G.�.xxxi// D yi D ˇ0 C
pX

jD1
fj .xij /C � .i D 1; 2; : : : ; N /;
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where N is the number of observations; p is the number of predictor variables;
� denotes the expected value; G is the link function. Here, it is assumed that
E
�
fj .xij /

� D 0 .j D 1; 2; : : : ; p/ [12], and fj , estimated from data, are smoothed
functions containing a convex combination of dj base-splines, of the following form

fj .xj / D
djX

kD1
	
j

k h
j

k .xj / .k D 1; 2; : : : ; dj /;

where hjk W R ! R presents the kth base-spline of variable xj and 	jk is the
associated coefficient. To estimate parameters of GAMs, CQP is used, and the
approximated version of the problem, called GAMs & CQP is given in the form
below:

min
t;ˇ;f

t;

t � 0;

subject to
NX

iD1

8
<

:
yi � ˇ0 �

pX

jD1
fj .xij /

9
=

;

2

� t2;

Z h
f

00

j .tj /
i
dtj � QMj .j D 1; 2; : : : ; p/:

In the comparison study, the data sets used for CART (see Sect. 40.5.1) are also
applied to GAMs & CQP [33]. Results indicate that the classification capabilities
of GAMs & CQP and CMARS in the test sample are accurate. CMARS performs
better than GAM & CQP but the latter one discovers the main structure of data
better. The prediction performance of the models is also compared according to the
statistical error definitions (i.e. Type I and Type II Errors). GAM & CQP has a better
estimate compared to CMARS with regard to Type I error. In test sample, however,
error definitions show that CMARS and GAM & CQP have the same capability in
determining the non-default country assignation, i.e. the response in classification.
Moreover, ROC plots reveal that CMARS have more accurate results in test samples.

40.5.4 Comparison with Multiple Linear Regression (MLR)

MLR is an extensively used powerful modeling technique [26]. An MLR model can
be written as

y D ˇ0 C ˇ1x1 C � � � C ˇpxp C �;
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where y is the response variable (or the dependent variable); xj .j D 1; 2; : : : ; p/

are the regressor variables (predictor or independent variables) and � is a random
error term. Here, the intercept ˇ0, the regression coefficients ˇj .j D 1; 2; : : : ; p/

and the error variance �2 are to be estimated. For this purpose, the least squares
estimation (LSE) method which depends on the minimization of sum of the squared
error terms is usually used. If XXXTXXX is nonsingular, the unique solution is obtained
by the following equation

ǑǑǑ D .XXXTXXX/�1XXXTyyy:

Here, yyy is the N � 1 response vector; XXX is the N � .p C 1/ predictor variable
matrix and ǑǑǑ is the .pC1/�1 regression coefficients vector including the intercept.
Note that the MLR method requires satisfaction of some (so-called white-noise)
assumptions to obtain statistically valid inferences.

In the study where CMARS and MLR are compared, the models are developed
for two data sets [44]: MC and US (see Tables 40.1 and 40.2 for the data
descriptions) by using the statistical software MINITAB 15 [22]. While developing
MLR models, white noise assumptions are all tested. If any of the assumptions
are not validated, corrective measures such as transformation of the response or
predictor(s) are taken.

In the study, three-times replicated three-fold CV is applied, and MAE, MSE and
R2 measures and their stabilities are computed. RANOVA and LSD tests indicate
that MLR method performs worse than CMARS in the MC data. Besides, MLR
models are not statistically valid. CMARS models provide a good fit to data with
respect to R2 measure; it does not perform, on the other hand, as well as MLR does
with respect to the stabilities of measures MAE and MSE. All these findings are
attributed to the complex structure of the data set studied.

For the US data, no differences are detected among the performances of the
models built according to the measures of interest, namelyR2, MAE, MSE, PRESS,
PWI, and their stabilities. This may also be due to the structure of the data; it reveals
rather linear relationships between its response and predictor variables. As a result,
all models studied provide a good fit to this data set.

40.5.5 Comparison with Multivariate Adaptive Regression
Splines (MARS)

As stated in Sect. 40.2, MARS is a powerful nonparametric regression technique for
handling nonlinear and high-dimensional data [11]; it has no specific assumptions
regarding the form of relationship between variables, and it estimates the general
model function by using piecewise linear functions, called BFs. In this section,
comparison results of CMARS with MARS are summarized. In these studies, the
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MARS models are constructed by using Salford Systems MARS version 2 and 3
[18].

40.5.5.1 Comparison of MARS and CMARS for Classification

Two studies have been conducted for comparison of MARS and CMARS for
classification. In one of them, both methods are applied to PID data to determine
if a person has diabetes or not [37, 38]. For this purpose, the hold-out validation
technique (75 % of observations used to train data) is used, and ACCR measure is
obtained. According to the results, both methods perform almost the same. However,
in term of the true diagnose of the disease, CMARS performs better than MARS.
In both training and test samples, MARS and CMARS scoring models are almost
the same; on the other side, CMARS discovers the main structure of data better.
Besides, in terms of Type II error, CMARS detects diabetes better. Depending on
these findings, the study in [37] concludes that CMARS gives a superior estimate
compared to MARS.

In the other study, comparison of MARS and CMARS models are made for ICD
data to predict the countries’ default possibilities show variations in training and
tests samples [33]. CMARS outperforms MARS in terms of the ACCR measure.
Also, it is more robust than MARS, and its performance measures reveal higher
stabilities. According to the default country assignation, MARS and CMARS have
close Type II errors. However, CMARS seriously reduces the chance of committing
Type I error compared to that of MARS.

40.5.5.2 Comparison of MARS and CMARS for Prediction

The prediction performances of CMARS and MARS are evaluated both on real-
life and simulated data sets. In one of the simulation applications, both MARS and
CMARS models are developed involving lower- as well as higher-order interactions
[5]. According to the RANOVA results, since no statistically significant differences
are detected between MARS and CMARS models developed, all training and
test data sets are combined, and a paired t-test is performed to compare model
performances with respect to each measure. According to the results, CMARS
performs better than MARS with respect to MAE, R2 and PRESS. And also
CMARS is more stable than MARS with respect to the stability of MAE.

Yet, in another study, an extensive comparison is conducted by using nine real-
life data sets obtained from well-known data repositories [39]. These data sets are
classified according to the level (small, medium and large) of their size and scale
(i.e. number of predictors). In these comparisons, three-times replicated three-fold
CV is applied. According to results, for all training data sets, CMARS performs
better and it is more robust than MARS with respect to all measures considered. In
addition, although CMARS is more stable than MARS, MARS is more robust than
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CMARS in stability with respect to most of the measures. Furthermore, an effect of
sample size on the performance of methods is also detected. For example, CMARS
performs better than MARS mostly on medium to large training samples. If we
consider the performance with respect to scale, almost for all measures, MARS and
CMARS perform better (or the same) as the scale changes from small to large. To
compare the efficiencies of methods, computational run times (in seconds) for each
training sample is recorded on the same computer. Run times seem to be related to
the sample size but not the problem scale. MARS may provide solutions very fast
compared to CMARS since its applications are run on professional software, Salford
MARS. The run times of CMARS method increase almost up to three to five times
as much to that of MARS as sample size increases. Moreover, in the same paper, a
simulation study conducted shows that CMARS method has a better performance
than MARS on the noisy data [39].

40.6 Improvements on CMARS

CMARS provides a new contribution to well-known predictive data mining meth-
ods, which have been applied in many areas. Studies in these areas necessitate
further researches/extensions on the CMARS method to make it less complex and
more robust. These are explained in the following subsections.

40.6.1 Bootstrapping CMARS (BCMARS)

As we have mentioned in Sect. 40.2, CMARS generates models with maximum
number of BFs. However, some of these coefficients may not contribute significantly
to the model. By detecting and removing these coefficients, the model size (i.e.
complexity) can be reduced. For this purpose, bootstrapping methods are applied on
CMARS, and this new technique is called as Bootstrapping CMARS (BCMARS)
[41].

40.6.1.1 Methodology of the BCMARS

Bootstrapping is a data-based simulation method useful for making inferences
[4, 10, 41]. The bootstrap applications include estimation of standard errors and
bias, constructing Confidence Intervals (CIs), testing hypothesis and so on. The
bootstrap is an iterative procedure consisting of the following few steps. First, a
random sample of size (the same as the original data) from the empirical distribution
is generated with replacement. Next, the statistic of interest is computed for the
generated sample. Then, the first two steps are repeated k times. In the study
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mentioned, different bootstrapping regression methods (Random-X, Fixed-X and
Wild Bootstrap) are applied to the CMARS method.

40.6.1.2 Applications and Comparisons of BCMARS

BCMARS models using different bootstrapping methods are developed on four
data sets, namely CS, US, PM10 and FF (see Tables 40.1 and 40.2 for data
descriptions). In the comparison of models, three-fold CV technique is applied.
Then, performances of the models are compared according to complexity, stability,
accuracy, precision, robustness and efficiency criteria, whose definitions are given in
Sect. 40.3.2. For the significance level selected, the statistical significance of model
parameters are tested by using the CI approach. In the comparisons, effects of certain
data characteristics such as the size and scale on the methods’ performances are also
evaluated. Note here that to fit a MARS model to a data set, the R package version
“Earth” [21] is preferred. For all other computations, including nonparametric
bootstrap, the code written in MATLAB is run.

Comparison results show that, in general, BCMARS methods perform better than
MARS and CMARS methods with respect to most of the measures considered.
Either one of the BCMARS methods yield less complex models than MARS
or CMARS. It is apparent from the results that by reducing the complexity via
bootstrapping, the CIs of model parameters become narrower than those of CMARS.
Moreover, standard errors of the model parameters decrease after bootstrapping,
leading more precise estimates [42].

40.6.2 Robust CMARS (RCMARS)

The importance and benefit of CQP in manufacturing is mentioned in [43]. As
a further study, the robustification of CMARS with Robust Optimization (RO) is
done via CQP [28]. RO developed by Aharon Ben-Tal, and used by Laurent El
Ghaoui in the area of data mining. This new technique is called as a Robust CMARS
(RCMARS). In the following sections, the theory, applications and comparisons of
RCMARS are summarized.

40.6.2.1 Methodology of the RCMARS

The CMARS model depends on parameters. Small perturbations in data can result
in different model parameters causing unstable solutions. In RCMARS, the purpose
is to decrease the estimation error while keeping efficiency as high as possible.
To achieve this purpose, we apply some approaches such as usage of more robust
estimators, scenario optimization and robust counterpart. RCMARS is a kind of
regularization in the input and output domain. Therefore, some changes are done in
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both input and output variables by including uncertainty with the help of RO in the
part of Residual Sum of Square (RSS).

To robustify CMARS, RO on the BFs provided by the MARS model is employed,
and it is assumed that input and output variables of CMARS model are all random
variables. They lead us to uncertainty sets, which are assumed to contain CIs. MARS
method employs expansions of piecewise linear BFs based on the new data set that
have uncertainties. All expressions for MARS and CMARS are reformulated by
changing input and output symbols with new ones containing uncertainty [28, 31].

The following general model is considered to represent the relation between input
variables and the response

y D f . MxMxMx„ƒ‚…
noisy data

/C �;

where y is the response variable; MxMxMx D . Mx1; Mx2; : : : ; Mxp/T is a vector of predictors,
and � is an error term. Here, each Mxj is assumed to be a normally distributed random
variable defined by

Mxj D Nx C �j .j D 1; 2; : : : ; p/:

The mth BFs .m D 1; 2; : : : ;Mmax/, based on the new data set . MMxMMxMMxi ; MMyi / .i D
1; 2; : : : ; N / that contain uncertainties are expressed as given below by incorpo-
rating uncertainty sets U1 
 R

N�Mmax and U2 
 R
N into the data . MMxMMxMMxi ; MMyi / .i D

1; 2; : : : ; N /:

 m. MMxxxmi / WD
KmY

jD1
Œ. MMxi�mj � ��mj /�˙:

Then, the PRSS of the CMARS model in (40.6) with uncertainty will have the
following form:

PRSS WD
NX

iD1
. MMyi � f . MMxxxi//2 C

MmaxX

mD1
�m

2X

j˛̨̨jD1

˛̨̨D.˛1;˛2/T

X

r<s
r;s2Vm

Z

˝m

	2m
	
D˛̨̨

r;s m.ttt
m/

2
dtttm:

After discretization is applied to approximate the multi-dimensional integrals,
the �m .m D 1; 2; : : : ;Mmax/ in PRSS with uncertainty is unified as � as it is done
in CMARS (see Sect. 40.2). Then, PRSS takes the following form

PRSS �
�
�
�
�

MMyyy �   . MMddd/			
�
�
�
�

2

2

C � kLLL			k22 ;



714 F. Yerlikaya-Özkurt et al.

and it resembles a classical TR problem with � � 0, i.e., � D �2 for some
� 2 R. Here, the TR problem can be tackled with the CQP. Note that regularization
from CMARS is already some kind of robustification. Additionally, robustifying

CMARS by RO approach needs changes to be carried out in the

�
�
�
�

MMyyy �   . MMddd/			
�
�
�
�

2

2

part.

However, no change is required in the integration function of complexity part of the
PRSS model; as a result, the part of kLLL			k22 remains the same as it is in CMARS.

The RO approach makes the optimization models robust against constraint
violations by solving robust counterparts in some prespecified uncertainty sets for
the uncertain parameters. When the uncertainty set employed has a special shape
such as ellipsoidal or polyhedral, the RO problem can be solved efficiently. Using
ellipsoidal uncertainty sets provides more successful results than using polyhe-
dral uncertainty sets. Unfortunately, they increase the complexity of optimization
problems. Therefore, while robustifying the CMARS, polyhedral uncertainty with
different uncertain scenarios is preferred.

When the uncertainty sets U1 and U2 are assumed to be polyhedral for input and
output data, the robust counterpart can be defined as follows

min
			

max
WWW 2U1; zzz2U2

kzzz �WWW			k22 C � kLLL			k22 :

Here, U1 and U2 are polytopes with 2N �Mmax vertices WWW 1;WWW 2; : : : ;WWW 2N �Mmax and
2N vertices zzz1; zzz2; : : : ; zzz2

N
; respectively. They are not exactly known, but belong to

convex bounded uncertain domains given by

U1 D
8
<

:

2N �MmaxX

jD1
ıjWWW

j j ıj � 0 .j 2 ˚1; 2; : : : ; 2N �Mmax
�
/;

2N �MmaxX

jD1
ıj D 1

9
=

;
;

U2 D
8
<

:

2NX

iD1
'izzz

i j 'i � 0 .i 2 ˚1; 2; : : : ; 2N �/;
2NX

iD1
'i D 1

9
=

;
;

whereU1 D conv
n
WWW 1;WWW 2; : : : ;WWW 2N �Mmax

o
and U2 D conv

n
zzz1; zzz2; : : : ; zzz2

N
o

are the

corresponding convex hulls. Then, the robust CQP takes the form

min
t ;̨˛̨

t;

subject to kWWW ˛̨̨ � zzzk2 � t; 8 WWW 2 U1; zzz 2 U2;
kLLL˛̨̨k2 �

p
MM:

HereWWW D P2N �Mmax

jD1 ıjWWW
j and zzz D P2N

iD1 'izzzi . The robust CQP can be equivalently
stated as a standard CQP by using polytopes U1 and U2 as follows:
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min
t ;̨˛̨

t;

subject to
�
�WWW j˛̨̨ � zzzi

�
�
2

� t .i D 1; 2; : : : ; 2N I j D 1; 2; : : : ; 2N �Mmax /;

kLLL˛̨̨k2 �
p

MM:

Then, the CQP problem including convex combinations of the vertices is
constructed and solved by using MOSEK [28, 29, 40].

40.6.2.2 Applications and Comparisons of RCMARS

RCMAR method is applied to a simple data set containing three predictors and
20 observations [28, 30]. To develop RCMARS model, uncertainty is incorporated
into the data by following the methodology presented above. For this purpose,
the uncertainty matrices and vectors based on polyhedral uncertainty sets are
obtained. To overcome the computational problems faced due to large size of the
uncertainty matrix for input data, the PRSS as a CQP problem are formulated
for each observation by using the combinatorial approach, which is named as
weak robustification. The 20 weak RCMARS models are then solved by MOSEK
optimization software.

The RCMARS method is also applied on a real-life data to forecast electricity
prices of Turkey. Then, its performance is compared with that of CMARS and
Dynamic Regression Model (DRM). It a powerful forecasting technique having the
following form

yt D ˇ0xt�1 C ˇ1xt�2 C � � � C ˇnxt�n C #0yt�1 C #1yt�2 C � � � C #nyt�n C �t ;

where ˇl ; #l .l D 1; 2; : : : ; r/ are the coefficients and �t is the error term assumed
to be independent and normally distributed with mean zero and constant variance.
Here, .t D 1; 2; : : : ; T / denotes a time series. In this model, the .yt /tD1;2;:::;T state
of the process is linked to past processes, yt�1; yt�2; : : : ; yt�r , and the other factors
xt�1; xt�2; : : : ; xt�r . Then, the models can be estimated by using the standard
ordinary least-squares regression.

The comparison results show that CMARS and RCMARS perform better than
DRM [29].

40.7 Conclusion and Outlook

There are many researches in literature that reveals the power of MARS method,
particularly, for modeling high-dimensional and nonlinear so-called complex data
relations. These studies encouraged us to improve the MARS algorithm further.
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As a result, a group of studies has been carried out, and CMARS is developed as
an alternative to the backward algorithm of the MARS method. Following, several
other studies are applied the CMARS method to various application areas with
different data characteristics. Its performance is also compared to that of very well-
know modeling techniques such as CART, GAMs, etc. to evaluate its achievements.
These studies show that CMARS is a powerful predictive data mining tool and a
strong alternative to the MARS backward algorithm.

In this chapter, we aimed at gathering all these studies and their findings together
to summarize what has been done up to now on the CMARS method, and what else
can be done as a future study to improve or extend it further. The followings are
main conclusions that can be drawn from the studies reviewed:

• Modeling an additive structure with CART is not easy, and the estimation
variance of a CART model increases with continuous explanatory variables. On
the contrary, CMARS captures such a structure easily, and thus, seems more
suitable for future predictions than CART.

• CMARS performs better than IKL with respect to (most of) the comparison
measures considered. CMARS is even good at for classifying the heterogeneous
data.

• The performances of CMARS and GAMs & CQP are competing with each other;
they seem to have the same capability in classification.

• When the structure of data is linear, CMARS performs as good as MLR does;
when there is non-linearity, however, CMARS outperforms MLR. There are two
main disadvantages of MLR over CMARS. First, human expertise is usually
needed, and as a result, it may take a long time to develop MLR models.
Secondly, the white-noise assumptions should be satisfied to obtain statistically
valid inferences but these assumptions may not be realistic in most real-life
applications.

• CMARS performs better than MARS according to most of the measures consid-
ered, or their performances are competing with each other. In addition, CMARS
is more robust and stable than MARS overall. Furthermore, better performances
of MARS method are obtained for small size-small scale, and that of CMARS
method for small size-medium scale data sets. Run times seem to be related to
the sample size but not the problem scale. As a result, the least amount of run
times for both methods is obtained for small size samples regardless of the scale.
Moreover, CMARS method has a better performance than MARS on noisy data.

In addition to the performance comparisons, CMARS method is further improved
to overcome some of its problems such as reducing complexity. BCMARS method
developed for this purpose enables us to obtain more precise parameter estimates
than CMARS. Nevertheless, it takes significantly more time than MARS and
CMARS methods. On the other hand, RCMARS can be thought as an extension
of CMARS, in which random variables can be modeled more realistically. Results
reveal that RCMARS provides more precise estimates than CMARS in such cases.
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Table 40.4 General notation

Condition

Positive Negative

Model Outcome Positive True Positive (TP) False Positive (FP)
Negative False Negative (FN) True Negative (TN)

Studies are still being carried out on MARS and CMARS. In a recent study,
the forward algorithm of MARS is tackled with a mapping algorithm to reduce the
complexity of the model generated by MARS [16]. Based on the success of this new
approach, it is going to be adapted to CMARS to reduce the complexity of CMARS
models [16]. Last but not least, the CMARS code will be made available soon to all
interested researchers to let them conduct their comparative studies, and provide us
more feedback on the performance of the CMARS algorithm.

Acknowledgements One of the authors, Fatma Yerlikaya-Özkurt, has been supported by the
TUBITAK Domestic Doctoral Scholarship Program.

Appendix 1: Prediction Performance Measures

General Notation:

yi : i th observed response,
Oyi : i th fitted response,
Ny: mean response,
N : number of observations,
p: number of terms in the model,
ei D yi � Oyi : i th ordinary residual,
Ne: mean of ordinary residual,

� D
qPN

iD1.ei�Ne/2
N

: standard deviation of ordinary residual,
std D 3 � � : 3� as a threshold,
a: the sum of indicator variables where the condition jei j < std is satisfied,
hi : leverage value for the i th observation (i.e., i th diagonal element of the hat
matrix, H D X.XTX/�1XT .
X: an N � p observation matrix with rank.X/ D p (p � n).

See Table 40.3 for description and explanation of the prediction performance
measures.
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Appendix 2: Classification Performance Measures

General Notation:

Xi : The cumulated proportion of the population variable, for i D .1; 2; : : : ; N /

with
X0 D 0, XN D 1,
Yi : The cumulated proportion of the income variable, for i D .1; 2; : : : ; N / with
Y0 D 0, YN D 1, and YiC1 > Yi ,
G: The Gini coefficient, where G D 1 �PN

iD1.Xi � Xi�1/.Yi C Yi�1/.

See Tables 40.4 and 40.5 for description and explanation of the classification
performance measures.
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40. Weber, G.-W., Özmen, A., Batmaz, İ.: RCMARS: The new robust CMARS method. In: VI
Moscow International Conference on Operations Research (ORM 2010), Moscow, Russia,
October 20–25 (2010)

41. Yazıcı, C.: A Computational Approach to Nonparametric Regression: Bootstrapping the
CMARS Method. MSc., Middle East Technical University (2011)

42. Yazıcı, C., Yerlikaya-Özkurt, F., Batmaz, İ.: A computational approach to nonparametric
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Chapter 41
Survey and Evaluation on Modelling
of Next-Day Electricity Prices

Miray Hanım Yıldırım, Özlem Türker Bayrak, and Gerhard-Wilhelm Weber

41.1 Introduction

Economic and industrial growths, technological improvements and rapid increases
in population and urbanization cause an over reliance on electricity in all over the
world. A sustainable and reliable electricity supply, which can be achieved by the
actions not only on the strategic or tactical level (i.e., long or medium term actions),
but also on the operational level (i.e., very short term), is one of the major problem
of the world. Thus, many countries have been making a radical paradigm change
in their policies, strategies, actions and market structures to guarantee a sustainable
and reliable electricity supply.

Success in operational level actions is very critical, especially, for electricity
market. In the last two decades, market structures have been changed from a regu-
lated form to a deregulated form in many developed or developing country. These
reforms aim at competition in the electricity supply, which triggers to minimize the
cost while improving the quality. Besides, there exists an environmental benefit of
the deregulated form. In general, competitive markets attract innovation and new
investments which may be an important opportunity for producing green electricity.
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Fig. 41.1 Categorization
of the methods used in next
day’s electricity price
forecasting

One of the main advantages of deregulated markets is the transparency in
electricity prices. Transparent electricity prices are the results of competitive
markets. Operational level actions taken in these markets directly affect the elec-
tricity prices in a very short term. There are reviews on electricity price forecasting
methods. For instance, [1, 2, 33] present a review on electricity price forecasting
under deregulated market conditions. Among these studies, [2, 33] focus on short-
term forecasting. However, there is no substantial review work specifically on next
day’s electricity price forecasting. Here, an in-depth survey on forecasting methods
of next day’s electricity prices is presented.

Forecasting methods examined here are classified mainly in two categories:
time-series based methods and simulation and game theory based methods. Time-
series based methods are also divided into two sub-categories regarding the
existence of explanatory variables in the model. Figure 41.1 illustrates this taxon-
omy. Regarding this categorization, a detailed review of time-series methods with
sub-categories is given in Sect. 41.2. Simulation and game theory based methods
are outlined in Sect. 41.3. Different approaches like hybrid methods that are used
in next day’s price forecasting are elaborated in Sect. 41.4. The survey is concluded
in Sect. 41.5 with an evaluation of the methods used in forecasting of next-day
electricity prices.

41.2 Time Series Models

Next day’s electricity price data generally exhibit seasonality and high volatility,
while involving outliers, high rate of recurrence, and non-constant mean and
variance [16]. Time-series models can handle all these structural issues of
the data. Therefore, time-series methods are one among of the mostly used
forecasting methods. In this section, the models are divided into two categories by
considering the existence of explanatory variables. Neural networks (NN), support
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Table 41.1 Mathematical equations for time-series based models

Model Mathematical Equation

AR .1�
pX

iD1

�i � Li / � yt D c C �t

ARMA .1�
pX

iD1

�i � Li / � yt D c C .1C
qX

iD1

	i � Li/ � �t

ARIMA .1�
pX

iD1

�i � Li / � .1� L/d � yt D c C .1C
qX

iD1

	i �Li / � �t

GARCH .1�
pX

iD1

�i � Li / � yt D c C .1C
qX

iD1

	i � Li/ � �t

DR .1�
pX

iD1

�i � Li / � yt D c C
nX

iD1

riX

jD1

ai;j � Lj � xi;t � �t

ARMAX .1�
pX

iD1

�i � Li / � yt D c C .1C
qX

iD1

	i � Li/ � �t C
nX

iD1

ai � xi;t

vector machines (SVM), data mining, generalized autoregressive conditional
heteroskedasticity (GARCH), and dynamic regression (DR) are reviewed under the
methods with explanatory variables. On the other hand, wavelet transforms (WT)
in frequency domain, autoregressive (AR) models, integrated (I) models, moving
average (MA) models and their combinations (ARIMA, ARMA, ARMAX, etc.)
in time domain are considered when the model is constructed without explanatory
variables. Table 41.1 gives mathematical formulations of some of these models [2].

In these formulas, yt and �t represent price and error at time t , respectively,
L represents back shift operator and Lpyt is a difference operator. Coefficients of
polynomial function are shown by � and 	i , and c represents a constant number.
Furthermore,p, q, d , n, and ri are the model order parameters. In DR and ARMAX,
explanatory variables are shown by xi;t , whereas ai;j and ai represent regression
coefficients.

41.2.1 Models with Explanatory Variables

Electricity prices are affected by several factors such as demand and temperature.
Models with explanatory variables are used to identify these factors and the value
of their effects. These methods can be categorized as artificial intelligence and
regression-based methods.

Artificial intelligence (AI) methods simulate human brain in order to train future
prices by using historical electricity price and the factors that affect it. Both Fig. 41.2
and the following equation show the basic form of a neural network:

Oy D f .x1; x2; : : : ; xn/:
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Fig. 41.2 Basic
representation of NN

Here, x1; x2; : : : ; xn represent n independent variables and Oy is the forecasted
output. The model takes the following form when the electricity prices forecast:

OytC1 D f .yt ; yt�1; : : : ; yt�n/;

where yt means the price at time t .
Neural network and its derivations are the mostly used methods in this category.

The paper [55] represents a model that forecasts next day’s electricity price,
especially for the weekends and public holidays in United Kingdom whereas [25]
proposes a model for all days with an acceptable error. Three multilayer feed-
forward neural networks are constructed to predict the price. Mean absolute
percentage errors of these models show that the networks can be used to develop
bidding strategies for the traders in the market. The paper [53] forecasts electricity
prices of the Pennsylvania-New Jersey-Maryland (PJM) market using a three-step
approach: preparation of the inputs, artificial neural network (ANN) training and
simulation, and accuracy assessment. Comparing the results in terms of errors shows
that ANN performs better than ARIMA and Wavelet Transform. ANN is used in [38]
to forecast next day’s electricity price by considering both mean and hourly prices.
Cascaded NN developed with a feature selection technique is proposed in [7]. The
new approach involves a chain of NN based forecast engines, which is compared
with classical techniques by using Spanish and Australian national electricity
markets’ data, shows a better performance than the classical form. Fuzzy NN is
another method derived from NNs. A new approach that uses fuzzy logic, which
is applied for Spanish market, is proposed in [3]. NN has a feed-forward structure
with three layers: input, hidden and output. Input vector of node j is defined as
Ij D .W

.1/
1j X1;W

.1/
2j X2; : : : ;W

.1/
Nj XN/, where W .1/

ij is the weight between input
and hidden nodes. Smaller error is obtained compared to DR, ARIMA, and transfer
functions. Fuzzy NN follows the process given below in order to obtain forecasted
outputs:
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Oj D HVj

HV
0

j

;

HVj D
NY

kD1
.UPjk � LOWjk/;

HV
0

j D
NY

kD1
maxf.UPjk � LOWjk/; .UPjk � Ijk/.Ijk � LOWjk/g;

out D
NHX

jD1
OjW

.2/
j

for j D 1; 2; : : : ; NH . Here, Oj is output of node j , NH is the number of hidden
nodes, HVj represents hypervolume of hidden node j , LOWjk and UPjk are its lower

and upper bounds.W .2/
j is the weight between hidden node and output node.

The ANN model given in [42] uses Spanish market’s data in a different training
method in which the input vectors are classified according to their similarities.
In order to show the strong dependency between the prices and the demand, Ranjbar
et al. [43] uses ANN. This method gives better results when the prices have no
spikes. In case of spikes, an enhanced probability neural network (EPNN) yields
accurate results [36]. EPNN add a new layer, summation, and a new process,
orthogonal experimental design, to the network in order to decrease the forecast
error. Hidden nodesHk and output nodes Oj are defined as follows:

Hk D exp

(

�
nX

iD1

.xi � wIH
ki /

2

2�2k

)

;

Oj D

KX

kD1
wHS

jk Hk

KX

kD1
Hk

D Sj
KX

kD1
Hk

;

where xi .k/ is the i th variable of the kth predicted output, �k is the predetermined
parameter, wHS

jk represents weights between hidden node Hk and the summation
node Sj .

Input-Output Hidden Markov Model (IOHMM) is another ANN based approach
used to forecast next day’s electricity price. IOHMM for the Spanish electricity
market is presented in [28]. The model provides comprehending the market and
predicting the prices with a reasonable accuracy. NN is applied for the Iranian
electricity market with pay-as-bid pricing mechanism [13] and for PJM electricity
market in order to decrease prediction error for peak prices [51].
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There are hybrid approaches that use AI philosophy. SVM and evolutionary
algorithms (EA) are also used to forecast next day’s electricity market. The
article [22] uses a SVM algorithm with particle swarm optimization (PSO) for
several electricity markets. A flexible support vector regression (SVR) model is
defined as follows:

f .x/ D
nX

iD1
wi �i .xi /C b;

where xi is the i th input, wi and b are the unknown parameters. The model takes
the following form in order to minimize model complexity:

Min
1

2
kwk2

subject to

yi � �.w; xi /� b � �

�.w; xi /C bi � y � �

for i D 1; 2; : : : ; n. The performance of the method is measured by using Italy,
New England, and New York markets’ data. Results show a better performance
compared to classical ARIMA models.

Other combinations are made by Saini et al. [44] and Fan et al. [20]. In [44],
the parameters of SVM are optimized by a genetic algorithm and results are
obtained with acceptable accuracy. On the other hand, Fan et al. [20] uses a self-
organized map network (SOM) to group the input data set as an unsupervised
learning mechanism and SVM to fit the training data as a supervised learning
mechanism. This hybrid method is applied for New England electricity market.
NN and evolutionary algorithms with an iterative parameter search process are
combined for PJM and Spanish electricity market [6]. SVM, PSO and SOM are
used together to forecast electricity prices of PJM in [39].

The forecasting methods based on regression, model the relationship between
electricity prices and the factors that affect the prices. Thus, electricity price can
be estimated by using exogenous variables like demand. Dynamic regression and
generalized autoregressive conditionally heteroskedastic (GARCH) method are the
most common techniques in this category. However, in most studies, dynamic
regression is used to compare the prediction performances. For instance, in [40],
dynamic regression and transfer function methods are applied for the Spanish
and the Californian markets. The relationship between fundamental factors (such
as demand, demand slope and curvature, demand volatility, excess of generation
capacity, scarcity, price volatility, etc.) and their effects over time via several
versions of regression are modelled by Karakatsani and Bunn [34]. These models
give the best results, especially for British market’s data. In [26], multivariate
regression is used to analyze the effect of renewable energy to electricity prices
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in the Spanish market. Forecasting for the Spanish and the Californian electricity
market is made by GARCH method in [23]. The model’s performance is better than
the one by ARIMA, in particular, when volatility and price spikes exist. GARCH
seasonal dynamic factor analysis (GARCH-SeaDFA) is a specific approach for the
structure of electricity price data. This approach is proposed in [24] and applied for
the Spanish market. Forecasting performance of GARCH models is especially better
when a volatility is included. Because of this fact, [30, 31] use GARCH models for
their analyses.

Generalized additive models (GAM) are used to maximize quality of prediction
via involving nonlinear effects [32]. They have the following form:

E.Y jX1;X2; : : : ; Xp/ D ˛ C f1.X1/C f2.X2/C : : :C fp.Xp/:

Here, X1;X2; : : : ; Xp represent predictors, Y represents the outcome, and fi ’s are
unspecified smooth functions. The paper [45] uses generalized additive models
via location, scale and shape estimation of specific time instances. The estimated
parameters are used as an input for dynamically chancing prices. Another approach
is proposed by Özmen et al. [41] by using the logic given in [49, 50]. In [41],
GAM generates an initial model of next day’s price which is improved by robust
optimization technique.

41.2.1.1 Models Without Explanatory Variables

Electricity prices can be predicted by the models that have no explanatory variables.
A classification of these models can be made based on whether time domain or
frequency domain is used. AR, ARIMA, ARMA, etc., are the most frequently
used time-based models. On the other hand, wavelet transform (WT) enlarges the
time space to the time-frequency space. For instance, Amjady and Keynia [5]
applies WT as preprocessor in order to make this expansion and then to forecast
prices with a better performance via combination of NN and EA. One of the
main advantages of WT is that the method can decompose time series in time and
frequency. By considering this advantage, Benaouda and Murtagh [11] proposes
a WT with multi-resolution decomposition, implemented for Australia’s data. The
method performs better than single resolution forms.

In liberal markets, electricity price data generally have a high frequency, non-
constant mean and variance, and multiple seasonality. Thus, AR, ARIMA and
ARMA are very suitable methods for this kind of data. The ARIMA model proposed
by Contreras et al. [18] gives reasonable prediction errors for the Spanish and
the Californian markets. In some studies, models without explanatory variables
are combined with models with explanatory variables. For instance, Swider and
Weber [47] suggests a model by using ARMA extended by GARCH and applies the
model for the German market. Similarly, Conejo et al. [17] proposes a WT-based
model combined with ARIMA, and Tan et al. [48] presents a WT-based model
combined with ARIMA and GARCH. ARIMA and its variations are used to forecast
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Midwest Independent System Operator in [15]. WT decomposes and restructures
the data set and, then, ARMA and GARCH predict next day’s prices for PJM and
Spanish markets in spite of the data set reveals nonstationarity, nonlinearity and high
volatility. AR models with nonparametric extensions proposed in [56] are applied
for Nordic and Californian markets. In [34], regression and AR is combined with
time-varying parameter effects. AR and regression models give better results when
they are combined with time-varying coefficients.

41.3 Simulation and Game Theory

Game-theory and simulation-based methods are generally devoted to improve
strategies for market participants. These methods are developed for predicting
market operators’ buying and selling bids. Moreover, simulation models try to
imitate the real market and its conditions directly. For instance, Bernal-Agustin
et al. [12] develops a market simulator for the Spanish market. The algorithm
includes the following steps: (i) calculation of intersection of supply, demand
and market clearing price for each hour in a day, (ii) assignment of selling bid,
(iii) assignment of buying bid, (iv) acceptance of the bids if the maximum variation
of the unit output between two consecutive hours is between the required limits,
(v) verification of bids for non-divisible quantity rule, (vi) verification of minimum
revenue rule. The algorithm used in [12] guarantees a feasible result.

Game theory is generally used to determine bidding strategies. A generation of
companies’ bidding strategies under operational constraints is investigated in [14].
A static game theory and a cost-minimization unit-commitment algorithm are
developed for generating companies. Thus, the companies can analyze bidding
strategies in the market.

There are also combined versions of game theory and simulation in order to use
the advantages of both methods. For example, Guerci et al. [29] proposes a multi-
agent based simulation model for physical power exchange markets such as Spanish
and Italian markets. Stochastic control theory is used by Giabardo et al. [27],
where a Cournot competition model is considered for bidding strategies. In addition,
simulations are made to see long-term optimal strategies.

41.4 Other Approaches Used in Next Day’s Price Forecasting

Forecasting next day’s price is a challenging problem since the prices can be affected
by many factors. As a consequence, different approaches are developed to tackle
these issues and to suppress the disadvantages of classical methods. For instance,
in [57], market price is investigated for New York Independent System Operator
day-ahead market with different demand values. Satisfactory predictions can be
made for the Spanish electricity market by using weighted nearest neighbors; that
is presented in [37]. A forecasting system with multi-component that consists of
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a fuzzy inference system, an intelligent system, and least-squares estimation is
developed by Li et al. [35]. Designing the input vectors of electricity prices is
an important issue that affects the forecasting performance. A hybrid NN model
is proposed by Amjady et al. [4] with a relief algorithm. This algorithm is used
to select the features of the input vector. In order to handle daily seasonality,
Vilar et al. [54] uses a functional nonparametric model. Here, electricity price is
considered as discrete-time realization of a continuous time stochastic process,
fX.t/gt2R observed for t 2 Œa; b/ and X.t/ is a seasonal process whose interval
Œa; b/ includes nC1 seasonal periods of length � and b D aC .nC1/� . Functional
data and its corresponding functional nonparametric model are given below:

Xi.t/ D X.aC .i � 1/� C t/;

XiC1.r/ D m.Xi/C "iC1;

for t 2 C D Œ0; �/ and i D 1; : : : ; n.
Forecasting of price spikes is another issue in day-ahead electricity markets.

In [9], a specific method that consists of a probabilistic NN and a hybrid neuro-
evolutionary system is developed. Another hybrid neuro-evolutionary system is
developed by Amjady and Keynia [8] to improve forecasting accuracy by using
PJM and Spanish markets’ data. A hybrid nonlinear chaotic dynamic and evolu-
tionary strategy-based approach is developed by Unsihuay-Vila et al. [52]. This
method applies a training procedure for increasing performance of forecasting.
The paper [10] uses autoregressive-moving-average model with exogenous inputs
(ARMAX), where fuzzy logic is employed. A hybrid wavelet-ARIMA and radial
basis function neural model is proposed by Shafie-khah et al. [46] to obtain an
improved accuracy with less input data. Stochastic programming is also used in
price forecasting especially for bidding strategies. For instance, a quadratic mixed-
integer stochastic programming model is proposed by Corchero and Heredia [19] for
optimal-4qbid strategies of the Spanish market. In [21], a stochastic mixed-integer
linear programming model is used for the bidding problem of the Nordic power
market.

41.5 Evaluations

There is a variety of methods developed to forecast next day electricity prices of
many different market. Among these, NN-based methods are the most common.
In NN based methods, the level of accuracy ranges between 0.5 and 47 %
(Table 41.2). Among these methods, ANN-based hybrid methods give the promising
results. However, superiority of ANN could not be proved yet. In order to assess
NN-based methods, traditional methods such as AR, ARIMA, GARCH, linear
regression (LR), and multiple regression (MR) are used. Most of these traditional
methods do not involve explanatory variables. Although these methods are applied
to assess NN-based approaches, a wider error range is observed (Table 41.3). In
some electricity markets, explanatory variables (e.g., electricity demand, fuel price,
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Table 41.2 Papers used NN-based methodology

Ref. No Method Error Type Accuracy

[16] ARIMA, DR, TF, NN and WT FMSE, DE 1–23 %
[55] NN DMAPE 8.93–12.19 %
[25] NN PE Error less

than 1ce
in 85 % of
the cases

[53] ANN MAE, MAPE 1–9 %
[38] ANN APE 1–25 %
[7] Cascaded NN MAPE, WMAPE 4–7 %
[3] Fuzzy NN WMAPE 7.5 %
[37] Weighted NN MRE, MAE, MMRE 5–14 %
[42] ANN MAPE 3–10 %
[43] ANN MAE, RMSE 0.5–9 %
[36] Enhanced Probability NN RMSE, MAPE, MAE 1–8 %
[13] ANN RMSE, MAPE, MAE 0.7–11 %
[51] NN MAPE 11–33 %
[5] WT-Hybrid forecast method (NN and EA) WME, WPE 4–26 %
[4] Modified relief algorithm and hybrid NN WMAPE, WMAE 4–9 %
[9] FST-probabilistic NN-HNES MAE, MAPE 5–47 %
[46] WT-ARIMA-RBFNN WFE 4–7 %

MAE: mean absolute error, APE: absolute percentage error, MAPE: mean APE, MPE: mean
percentage error, MSE: mean square error, RMSE: root mean square error, FMSE: forecast MSE,
RMSFE: root mean square forecasting error, PE: prediction error, DE: daily error, DMAPE: daily
MAPE, WMAPE: weekly MAPE, WMAE: weekly MAE, MRE: mean relative error, MMRE: mean
error relative to mean price, WME: weekly mean error, WPE: weekly peak error, WFE: weekly
forecast error

Table 41.3 Papers based on time series methods without explanatory variables

Ref. No Method Error Type Accuracy

[40] DR-TFM FMSE 2–8 %
[34] AR, LR RMSE, MAE, MAPE, Max APE 0–13 %
[26] MR – –
[23] GARCH FMSE 1–43 %
[24] GARCH-SeaDFA MAPE 5–9 %
[30] GARCH MFE, MAFE, RMSFE 1–53 %
[31] GARCH – –
[45] GAM MWE 6–23 %
[5] WT-Hybrid NN and EA WME, WPE 4–26 %
[11] Hybrid WT APE, MAPE, RMSE 2–44 %
[18] ARIMA FMSE, WME 4–21 %
[47] ARMA-GARCH MAE, MAPE 4–13 %
[17] WT-ARIMA MAPE 5–11 %
[48] WT-ARIMA and GARCH MAPE 0–2 %
[15] ARIMA, ARIMA-EGARCH,

and ARIMA-EGARCH-M
RMSE, MAPE, MAE 10–96 %

[56] AR and its extensions WME 2–50 %
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Table 41.4 Factors affecting electricity price

Ref. No Factors Affecting Price

[3, 9, 15, 17, 31, 37, 46–48, 52–54] Historical prices
[4, 6–8, 11, 16, 20, 23, 24, 35, 38–42, 45] Historical prices, demand
[26] Demand, composition of electricity production by

each energy resource (renewables, cogeneration,
hydro, nuclear, combined cycle, fuel and natural
gas), net electricity exports, pumping and
distribution losses

[22] Fuel price, market concentration index, reserve
margin

[18] Historical prices (demand and available daily
production of hydro units in with explanatory
variable case)

[25] Historical prices, day and month type
[55] Historical prices, demand, settlement period
[5] Historical prices, demand, available generation
[43] Historical prices, demand, change in demand, time

slot of the day, day of week
[13] Historical prices, demand, change in demand, time

slot of the day, day of week
[34] Historical prices, demand, demand volatility, demand

slope and curvature, scarcity, spread, diurnal and
weekly effects, seasonality, trend, excess in
generation capacity

[28] Historical prices, demand, hydro generation, nuclear
generation, thermal generation

[10] Historical prices, demand, imports
[56] Historical prices, demand, temperature
[44] Historical prices, demand, temperature, humidity,

crude oil prices, wind speed
[30] Historical prices, natural gas prices
[36] Historical prices, system load and temperature
[51] Weekly variation data of electricity price and demand

available generator capacities, temperature, humidity) are highly affective.
Especially in such systems, traditional methods yield significant errors.

The most critical factors affecting these systems are price history and electricity
demand (Table 41.4). Other common factors include resource prices, generator
capacities, climate effects, and time slot. These factors variate with respect to the
market of concern. Among the electricity markets, mainly European markets—
especially, the Spanish—are studied (Table 41.5). This is triggered by early
revolution into a competitive market structure. In addition to Europe, PJM is also
commonly investigated.
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Table 41.5 Paper categorization of electricity markets

Market Number of Papers Reference Number(s)

Spanish electricity market 21 [3,6–8,12,17–19,22–24,26,28,
29, 37, 40, 42, 46, 48, 52, 54]

PJM 11 [5,6,8,9,16,35,36,39,48,51,53]
Italian electricity market 4 [4, 22, 38, 45]
New England 4 [4, 20, 22, 52]
New York 4 [22, 30, 31, 57]
National Electricity

Market-Victoria-New South
Wales

3 [7, 11, 44]

Nord Pool 3 [21, 27, 56]
United Kingdom 2 [34, 55]
European Energy Exchange 2 [25, 47]
Ontario 2 [4, 10]
Iran electricity market 1 [13]
Turkish electricity market 1 [41]
Five hubs of the Midwest

Independent System
Operator

1 [15]

41.6 Conclusion and Outlook

The electricity markets’ structures in the world have been changing especially in the
last decades. These reforms aim at a higher competition between service providers
to supply electricity with a low price but high quality. In competitive markets, it is
very critical to predict actions in a very short period of time for both demand and
supply side. Therefore, next-day electricity price forecasting is a very promising
field for the researchers.

In this study, day-ahead markets and their electricity price forecasting models
are reviewed. A new taxonomy is given to categorize the papers in an efficient way.
It classifies the methods according to the most simple form whereas at the same time
it covers all approaches used for day-ahead markets. Thus, the main categorization
is made according to the model or approach used. In addition, some sub-categories,
such as influencing factors of electricity price, market types whose data are used,
error types and accuracy levels, are listed and compared. Moreover, the taxonomy
can be up-to-date all the time because of its general hierarchial structure.

This study may guide the researchers through determination of the approach
and its infrastructure as well as through evaluation and comparison of results. For
instance, existing classifications of short-term price forecasting methods do not
consider the effects of explanatory variables. On the other hand, the taxonomy pre-
sented in this study classifies the methods considering the existence of explanatory
variables. As a result, a researcher may select a proper method to analyze by investi-
gating the explanatory variables in the system. In addition, accuracies of the methods
are presented in the study. Therefore, both market participants and researchers may
benefit from these data in order to assess their approaches and bidding strategies.
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Chapter 42
Calculus and “Digitalization” in Finance:
Change of Time Method and Stochastic Taylor
Expansion with Computation of Expectation

Fikriye Yılmaz, Hacer Öz, and Gerhard-Wilhelm Weber

42.1 Introduction

The close relations between the various dimensions in the analysis, forecasting
and decision making, particularly, state variables (stochastic processes) and time,
has been a crucial issue in stochastic calculus since many decades. In fact, it
was decisive in definitions (normalization and standardizations) and computational
methods, including the needs of rescaling. We recall that such normalizations and
scalings with respect to volatility, time intervals and jump hight, are in the center
of the axioms which determine what a Brownian motion and a Lévy process have
to fulfill, respectively. Already here, intervals [0,1] are addressed, in other words,
values 0 and 1 are aimed at and used for core and elegant representations and
evaluations. Moreover, 0 and 1 can be used to encode a “yes” or a “no”, regarding
whether or not an integration of deterministic (Riemann or Stieltjes or Lebesgue)
or stochastic (Itô or Stratonovich) kind should be performed. It this way, strings of
values 0 and 1 come into play; let us call it a “digitalization”; with those strings
we can really work and execute continuous-analytic operations. This contributes
very much to the “algebraization” or “automization” of our activities of modeling,
computation and decision making in the financial sector.

Itô formula establishes many fundamental results in stochastic calculus. The
product rule is one of the implications of the Itô formula. If Xt and Yt are semi-
martingales, it holds [16, 24]
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d.Xt ; Yt / D XtdYt C YtdXt C dŒX; Y �t ; (42.1)

where dŒX; Y �t denotes the quadratic covariation of Xt and Yt .
The change of time method of the stochastic differential equations (SDEs) is

employed in one of the areas where the product rule is naturally applied. The
following stochastic differential equation

dXt D ˛.t; Xt /dWt (42.2)

can be solved by the random time change. This problem was studied by Ikeda and
Watanabe [26]. The more general SDE

dXt D ˇ.t; Xt/dt C ˛.t; Xt /dW t (42.3)

can be obtained in the form of (42.2) by Girsanov transformation.
The time change is based on the idea of changing time from t to a nonnegative

process with nondecreasing sample paths. Given the stochastic processX D .Xt /t�0
on the filtered probability space .˝;F ;P/ with F D .Ft /t�0, to construct the time
change, a process � D .�t /t�0 is defined such that

• �0 D 0,
• � is continuous and strictly increasing,
• �t ! 1 as t ! 1.

The change of time method is applied in many financial mathematical problems.
There have been a great deal of utilizations in the stochastic calculus of financial
applications recently [2, 14, 17, 22, 29].

Johnson and Shanno [15] studied pricing of options using time changed stochas-
tic volatility model (SVM) [9,11,13]. German and Co-workers [9] used subordinated
process to construct SVM for Lévy process. One of the important mathematical
finance problems is represented by Heston model (1993):


dS%t D rtdt C �tdW1

t ;

d�2t D �.	2 � �2t /dt C ��tdW2
t :

(42.4)

The second equation of the system is well-known Cox, Ingersoll and Ross process
[10]. The change of time method can be applied to such an equation [30] resulting
in the pricing of variance swaps and volatility swaps.

There has been a great interest in the simulation methods of SDEs [18, 21,
23, 25, 28]. Stochastic Taylor expansion provides a source for the discrete-time
approximation methods. One of the simplest ways to discretize the process is Euler
method, which approximates the integrals by using the left-point rule. The Milstein
scheme (1974), which has the order 1.0 of strong convergence, is stronger than Euler
method. By adding more stochastic integrals using the stochastic Taylor expansion,
more accurate schemes can be obtained.

Kloeden and Platen [18] have given a methodical means of deriving the Taylor
series for both Stratonovich and Itô form of a SDE. By recursively using of Itô
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formula, obtained Taylor series can be related to a tree theory. The tree expansion is
given for the true solution in [4]. Runge-Kutta method has been constructed, which
has the order 1:5, in [3–5].

In the deterministic case, the accuracy of the numerical scheme can be obtained
by comparing the obtained result with the exact solution. In the stochastic differen-
tial equations, there are two ways to measure the accuracy of the solution: strong
and the weak convergence. A time discrete approximation Xh is said to converge
strongly with order p > 0 at time T if there is a positive constant c, independent of
h, and h0 > 0 such that

E.jXT �Xh.T /j/ � chp; h 2 .0; h0/:

On the other hand,Xh is said to converge weakly with order p > 0 at time T if there
is a positive constant c, independent of h, and h0 > 0 such that

jE.XT / �E.Xh.T //j � chp; h 2 .0; h0/:

As a second part of this chapter, an explicit expansion of the stochastic Taylor
expansion is given. The expectation of the multiple Itô integrals is calculated briefly.

Through our research and computational-operational agenda of digitalization,
algebraization and automization, we benefit from the close interplay between
(financial) states (processes), time and Brownian motions and, in future, Lévy
processes, via scientific methods of transformation, scaling, “change” and refined
enumeration, to more elegantly work out intrinsic structures and to more efficiently
solve challenging and coupled problems of finance. When, in daily life, we some-
times say “Time will tell”, by our study, we give a new and enriched interpretation
to it. What is more, the “elastic” and “flexible” use of time and in all the coordinates
does also allow a more focussed study around of times of “knockouts” and various
kinds of crash, crisis and catastrophe.

42.2 Change of Time Method

Random time change is one of the probabilistic methods to solve SDEs. It is central
to the work of Doeblin [12]. Dambis and Dubins-Schwarz have developed a theory
of random time changes for semimartingales in the 1960s [16,27]. In [1,26,30], the
class of time changes are formulated.

42.2.1 Change of Time for Martingales

Theorem 42.1 (Dambis, Dubins-Schwartz Theorem, [12, 16, 27]). Let Mt 2
M

c;loc
2 be a continuous local .Ft /�martingale with existing ŒM �t , being the
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quadratic variation of Mt , such that limt!1ŒM �t D 1 a.s.. Then, if we set
�t WD inffu W ŒM �u > tg and QF t WD F�t , the time change process Wt WD M�t

is an .F�t /-Brownian motion, and

Mt D WŒM�t :

We note that the local martingale Mt can be expressed by Wt and . QF t /-stopping
time since fŒM �t � ug D f�u � tg.

42.2.2 Change of Time for Itô Integral

Definition 42.1. Let .˝;F ;P/ be a probability space with a filtration F D
.Ft /t�0 and let I be the class of functions

� W Œ0;1/ �! Œ0;1/;

t 7! �t ;

which satisfies

• �0 D 0,
• � is continuous and strictly increasing,
• �t ! 1 as t ! 1.

Clearly, if ��1 is the inverse function of � 2 I then ��1 2 I . Each � 2 I defines
a transformation T � of C WD C.Œ0;1// (continuous functions w defined on Œ0;1/

with values in R) into itself by

T � W C �! C;

w 7! .T �w/;

where

.T �w/.t/ WD w.��1
t / .t 2 Œ0;1//:

Here, T � is called the time change defined by � 2 I and � D �t .!/ is called
a process of the time change for ! 2 ˝ . It is clear that � D �t .!/ 2 ˝ is an
.Ft /-adapted increasing process, so that the inverse function ��1

t of �t is an .Ft /-
stopping time for each fixed t 2 Œ0;1/. We note that often in literature, ! is in the
role of a continuous w, indeed.

Let QMt WD R t
0
�.s/dW.s/ be an Itô integral with

lim
t!1Œ

QM�t D
Z t

0

�2.s/ds D C1 and �t WD inffu W Œ QM�u > tg:



42 Calculus and “Digitalization” in Finance 743

Then, Bt D QM�t is a Brownian motion. Here, the change of time is

��1
t D Œ QM�t D .

Z t

0

�2.s/ds/:

Thus, an SDE in R
1 of type

Xt D X0 C
Z t

0

�.s; Xs/dWs C
Z t

0

b.s; Xs/ds

can be rephrased in the form

Xt �X0 D BŒ QM�t
C
Z t

0

b.s; Xs/ds

D BR t
0 �

2.s;Xs/ds C
Z t

0

b.s; Xs/ds;

with a Brownian motion .Bt /t�0. Then, one-dimensional Itô-Doeblin formula takes
the form

f .t; Xt/ � f .0;X0/ D BR t
0 �

2.s;Xs/f 0.s;Xs/2ds

C
Z t

0

�@f

@s
C L f

�
.s; Xs/ds;

with L f WD 1
2
�2f 00 C bf 0. Now, we verify this result.

If Xt D X0 C R t
0
�.s; Xs/dWs C R t

0
b.s; Xs/ds, then by applying Itô formula we

get

f .t; Xt / � f .0;X0/ D
Z t

0

@f

@s
ds C

Z t

0

�@f

@x

�
b.s; Xs/ds C �.s;Xs/dWs

�

C1

2

Z t

0

�@2f

@x2
�2.s; Xs/ds

D
Z t

0

@f

@s
ds C 1

2

Z t

0

@2f

@x2
�2.s; Xs/ds C

Z t

0

@f

@x
b.s; Xs/ds

C
Z t

0

@f

@x
.�.s; Xs/dWs

D BR t
0 �

2.s;Xs/f 0.s;Xs/2ds C
Z t

0

�@f

@s
C L f

�
.s; Xs/ds:
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42.2.3 Change of Time for SDEs

We consider the SDE given in the following form (without drift)

dXt D ˛.t; Xt /dW t ; (42.5)

where .Wt /t�0 is a Brownian motion and ˛.t; X/ is a continuous and measurable
function and .Xt/t�0 is a continuous process on Œ0;1/. If we can solve Eq. (42.5),
then we can also resolve the equations having drift term ˇ.t; Xt/dt by the method of
transformation of drift or Girsanov transformation. The following theorem provides
us to solve Eq. (42.5).

Theorem 42.2. [26] Let QW D . QWt/t�0 be a one-dimensional ..Ft /t�0/-Brownian
motion with QW0 D 0 for a given probability space .˝;F ;P/ with a filtration
.Ft /t�0, and let X0 be an .F0/-adapted random variable. We define a continuous
process V WD .Vt /t�0 by

Vt D X0 C QWt :

Let �t be the change of time process such that

�t D
Z t

0

˛�2.�s; X0 C QWs/ds:

If Xt WD V��1
t

D X0 C QW��1
t

and QF t WD F��1
t

, then there exists an . QF t /-adapted
Brownian motion W D .Wt /t�0 such that .X;W / is a solution of Eq. (42.5) on the
probability space .˝;F ;P/

Remark. The converse of this theorem also holds.

Proof. By definition of time change,
Mt WD QW��1

t
is a martingale with quadratic variation ŒM �t D ��1

t , where

�t D
Z t

0

˛�2.�s; Vs/ds ) d�t D ˛�2.�t ; Vt /dt

) dt D ˛2.�t ; Vt /d�t

)
Z t

0

ds D
Z t

0

˛2.�s; Vs/d�s

) t D
Z t

0

˛2.�s; Vs/d�s

) ��1
t D

Z ��1
t

0

˛2.�s; Vs/d�s

) ��1
t D

Z t

0

˛2.s; Vs/ds:
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Hence, ��1
t satisfies the equation

��1
t D

Z t

0

˛2.s; X0 C QW��1
s
/ds:

We set Wt D R t
0 ˛

�1.s; Xs/dMs . Then,

ŒM �t D
Z t

0

˛�2.s; Xs/d ŒW �s

D
Z t

0

˛�2.s; Xs/˛2.s; Xs/ds:

D
Z t

0

ds D t:

This result implies that Wt is an .Ft /-Brownian motion. Since Mt WD QW��1
t

D
Xt �X0 D R t

0
˛.s; Xs/dWs , .X;W / is a solution of Eq. (42.5). ut

42.2.4 Application of Time Change

42.2.4.1 Heston Model

Let .˝;F ;P/ be a probability space. We assume that underlying asset St in the risk
neutral world and the variance follow the model (42.4):

(
dS%t D rtdt C �tdW

1
t ;

d�2t D k.	2 � �2t /dt C ��tdW
2
t ;

where rt is the deterministic interest rate, �0 and 	 are short and long volatility,
respectively. Furthermore,k is a reversion speed, � > 0 is a volatility parameter,W 1

t

andW 2
t are independent Brownian motions. The Heston asset process has a variance

�2t that follows Cox, Ingersoll and Ross process defined in the second equation.

Lemma 42.1 ([30]). A solution of the following SDE

d�2t D k.	2 � �2t /dt C ��tdW2
t

has the following look:

�2t D e�kt
�
�20 � 	2 C QW 2.��1

t /
�C 	2;
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where QW 2.��1
t / is an F��1

t
-measurable one-dimensional Brownian motion. Here,

��1
t is the inverse of �t defined as:

�t D ��2
Z t

0

˚
eks
�
�20 � 	2 C QW 2.��1

t /
�C 	2e2k�s

��1
ds:

Proof. We define the following process:

V.t/ D ekt
�
�2t � 	2/:

Then, using the Itô product rule

dV.t/ D kekt
�
�2t � 	2/dt C ektd�2t

D kekt
�
�2t � 	2/dt C ekt

�
k.	2 � �2t /C ��tdW

2
t

�

D �ekt�tdW
2
t

D �ekt
p
e�ktVt C 	2dW2

t :

Using the change of time method to the general equation, we get

dXt D ˛.t; Xt /dW2
t ;

where ˛.t; Xt / D ekt
p
e�ktVt C 	2. Since X.t/ D V.t/; X.0/ D �20 � 	2, Vt D

�20 � 	2 C QW 2.��1
t /. Then,

ekt
�
�2t � 	2

� D �20 � 	2 C QW 2.��1
t

) �2t D e�kt
�
�20 � 	2 C QW 2.��1

t /
�C 	2:

Note that QW 2

��1
t

is an F��1
t

-measurable one-dimensional Brownian motion and ��1
t

is the inverse of �t :

�t D ��2
Z t

0

˚
eks
�
�20 � 	2 C QW 2.��1

t /
�C 	2e2k�s

��1
ds:

ut

42.2.4.2 Variance and Volatility Swap

A variance swap is a forward contract on annualized variance, the square of realized
volatility. Its payoff at expiration is given by [30]

N.�2R.S/�Kvar/;



42 Calculus and “Digitalization” in Finance 747

where V D �2R.S/ is the realized stock variance over the life of the contract,

�2R.S/ WD 1

T

Z T

0

�2s ds:

Moreover, the price of a forward contract P on the future realized variance with
strike priceKvar is the expected present value of the future payoff in the risk-neutral
world:

Pvar D E.e�rT.�2R.S/�Kvar//:

We remark that

E.�2t / D E.e�kt
�
�20 � 	2 C QW 2.��1

t /
�C 	2/

D e�kt
�
�20 � 	2

�C e�ktE. QW 2.��1
t //C 	2

D e�kt
�
�20 � 	2

�C 	2:

In fact,

E.V / D 1

T

Z T

0

E.�2s /ds

D 1

T

Z t

0

�
e�ks

�
�20 � 	2

�C 	2
�
ds

D 1

T

�
e�ks

k

�
�20 � 	2

�C 	2s

�

jT0

D 1

T

�
e�kT

�k
�
�20 � 	2�C 	2T C 1

k
.�20 � 	2/

�

D 1 � ekT

kT
.�20 � 	2/C 	2;

so that Pvar D e�rT

�
1�ekT

kT .�20 � 	2/C 	2 �Kvar

�

.

In a similar way, a volatility swap can be studied [30]; its value (price) can be
represented by

Pvol D e�rT

�
�1 � ekT

kT
.�20 � 	2/C 	2

�1=2

��
2e�2kT

2k3T 2

�

.2e2kT � 4ekTkT � 2/.�20 � 	2/

C.2e2kT � 3e2kT C 4ekT � 1/	2
�

=

�

8

�
1� e�kT

kT
.�20 � 	2/C 	2

�3=2�

�Kvol

�

:



748 F. Yılmaz et al.

42.3 Stochastic Taylor Expansion

We consider Eq. (42.3) with just the notations ˛ and ˇ exchanged, which can be
written in the integral form as [18]

X.t/ D X.0/C
Z t

0

˛.X.s//ds C
Z t

0

ˇ.X.s//dWs: (42.6)

Itô formula implies that

f .X.t// D f .X.0//C
Z t

0

L0.X.s//ds C
Z t

0

L1.X.s//dWs ;

where L 0 D ˛ @
@x

C 1
2
ˇ2 @

2

@x2
and L 1 D ˇ @

@x
.

Applying Itô formula for f .X/ D X gives Eq. (42.6). We use Itô formula for
the terms in the integrals. We apply it for f .X/ D ˛.X/ and f .X/ D ˇ.X/,
respectively. Then, we obtain

˛.X.t// D ˛.X.0//C
Z t

0

L 0˛.X.s//ds C
Z t

0

L 1˛.X.s//dWs; (42.7)

ˇ.X.t// D ˇ.X.0//C
Z t

0

L 0ˇ.X.s//ds C
Z t

0

L 1ˇ.X.s//dWs: (42.8)

Substituting (42.7) and (42.8) in (42.6) implies that

X.t/ D X.0/C
Z t

0

	
˛.X.0//C

Z s

0

L 0˛.X.�//d� C
Z s

0

L 1˛.X.�//dW�



ds

C
Z t

0

	
ˇ.X.0//C

Z s

0

L 0ˇ.X.�//d� C
Z s

0

L 1ˇ.X.�//dW�



dWs:

Similarly we will apply Itô formula for f .X/ D L 0˛.X/, f .X/ D L 1˛.X/,
f .X/ D L 0ˇ.X/ and f .X/ D L 1ˇ.X/. Then,

X.t/ D X.0/C ˛.X.0//

Z t

0

ds C ˇ.X.0//

Z t

0

dWs C L 0˛.X.0//

Z t

0

Z s

0

d�ds

CL 1˛.X.0//

Z t

0

Z s

0

dW�ds C L 0ˇ.X.0//

Z t

0

Z s

0

d�dWs

CL 1ˇ.X.0//

Z t

0

Z s

0

dW�dWs

C
Z t

0

Z s

0

	
Z z

0

L 0L 0˛.X.z//d z C
Z z

0

L 1L 0˛.X.z//dWz


d�ds
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C
Z t

0

Z s

0

	
Z z

0

L 0L 1˛.X.z//d z C
Z z

0

L 1L 1˛.X.z//dWz


dW�ds

C
Z t

0

Z s

0

	
Z z

0

L 0L 0ˇ.X.z//d z C
Z z

0

L 1L 0ˇ.X.z//dWz


d�dWs

C
Z t

0

Z s

0

	
Z z

0

L 0L 1ˇ.X.z//d z C
Z z

0

L 1L 1ˇ.X.z//dWz


dW�ds:

We now consider L 0L 0˛.X/; L 1L 0˛.X/; L 0L 1˛.X/; L 1L 1˛.X/;

L 0L 0ˇ.X/, L 1L 0ˇ.X/; L 0L 1ˇ.X/ and L 1L 1ˇ.X/, and we apply Itô
formula again:

X.t/ D X.0/C ˛.X.0//I0 C ˇ.X.0//I1 C L 0˛.X.0//I00 C L 1˛.X.0//I10

CL 0ˇ.X.0//I01 C L 1ˇ.X.0//I11 C L 0L 0˛.X.0//I000

CL 1L 0˛.X.0//I100 C L 0L 1˛.X.0//I010 C L 1L 1˛.X.0//I110

CL 0L 0ˇ.X.0//I001 C L 1L 0ˇ.X.0//I101 C L 0L 1ˇ.X.0//I011

CL 1L 1ˇ.X.0//I111 CR;

where R denotes the remainder term and Ii1;i2;:::;ik represent the Itô integral, where
integration is with respect to ds if ik D 0, or dWs if ik D 1. For example,

I010 D
Z t

0

Z s1

0

Z s2

0

ds3dWs2ds1:

We note that there is a rooted tree expansion in terms of elementary differentials
for the Itô-Taylor series expansions of the solution of Eq. (42.3). The rooted tree
theory was introduced by Butcher [8] for the deterministic expansions. In [8], an
elementary differential tree expansions are covered. Since the integration is with
respect to ds and dWk.s/ for k D 1; 2; : : : ; d , where d denotes the number of
iterated integrals, each node of a tree can be colored with any one of dC1 colorings.
A node colored with the 0 label corresponds to an integration with ds and will be
called a deterministic node. Nodes with colored with any other label from 1 to d
will be called stochastic. In [3–5, 7, 20], a detailed coverage of rooted-tree theory
and its application with Runge-Kutta type methods can be found.

42.3.1 Expectations in SDEs

In order to compute the order of a numerical scheme, we have to deal with
expectations [26]. It is needed to calculate the expected values of the product of
iterated Itô integrals.
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42.3.2 Itô Product Rule

Let X and Y be two semi-martingales starting at 0. Itô’s Product Rule is the
analogue of the Leibnitz Product Rule for standard calculus:

XtYt D
Z t

0

XsdYs C
Z t

0

YsdXs C ŒX; Y �t ;

where ŒX; Y �t denotes the quadratic covariation of Xt and Yt . If Xt and Yt satisfy
the system


dXt D �x.Xt ; Yt ; t/Xtdt CXt�x.Xt ; Yt ; t/dW t ;

dY t D �y.Xt ; Yt ; t/Xtdt C Yt�y.Xt ; Yt ; t/dW t ;

then,

dŒX; Y �t D CovŒdXt ; dY t jFt � D �x�yXtYtdt:

42.3.3 Itô Integration by Parts

In a similar manner, the product of stochastic integrals can be considered. Let Ia
and Ib be two stochastic integrals. Then,

IaIb D
Z t

0

Iad.Ib/s C
Z t

0

Ibd.Ia/s C ŒIa; Ib�t ;

with a D .a1; a2; : : : ; ak/ and b D .b1; b2; : : : ; bl /; moreover,

d.Ia/ D
Z t

0

Z sk�1

0

: : :

Z s2

0

dWa1.s1/dWa2 .s2/ : : : dWak�1
.sk�1/ WD Ia� :

Let l WD l.a/ denotes the length of a. For instance, l..0; 1; 1// D 3. We write a�
for the multi-index obtained from deleting the last component of a. The multiple Itô
integral Ia is defined as

Ia D

8
<̂

:̂

1 if k D 0;
R t
0
Ia� ds if k � 1 and ak D 0;

R t
0
Ia� dWak

s if k � 1 and ak � 1:

For instance,

I101 D
Z t

o

Z s3

0

Z s2

0

dW1
s1

ds2dW1
s3
:
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Thus,

IaIb D
Z t

0

IaIb� dWbk
s C

Z t

0

IbIa� dWak
s C ŒIa; Ib�t :

Now, we will verify that ŒIa; Ib�t D R t
0
Ia�Ib� IfakDbl¤0gds:

Where IfakDbk¤0g is the indicator function with the given condition.
Since Œ

R
H�dX; Y � D R

H�dŒX; Y � [14, 19], therefore

ŒIa; Ib�t D 	
Z t

0

Ia� dWak
s ;

Z t

0

Ib� dWbk
s




D
Z t

0

Ia�dŒdWak
s ;

Z t

0

Ib�dWbk
s �

D
Z t

0

Ia�Ib�dŒdWak
s ; dWbk

s �

D
Z t

0

Ia�Ib�IfakDbl¤0gds;

Thus, we have the following formula [6]:

IaIb D
Z t

0

IaIb� dWbk
s C

Z t

0

IbIa� dWak
s C

Z t

0

Ia�Ib�IfakDbl¤0gds:

As an example we consider a D .0; 1/ and b D .1; 0/. Here, since a2 ¤ b2 the
indicator function becomes 0. Then,

I01I10 D
Z t

0

I01I1dW0 C
Z t

0

I0I10dW1 C
Z t

0

I1I0.I � indicator/ds

D
Z t

0

˚
Z t

0

I01dW1 C
Z t

0

I0I1dW1

�
dW0 C

Z t

0

I10dW1 C 0

D
Z t

0

�
I011 C I11

�
dW0 C I101

C I0110 C I110 C I101:

Kloeden and Platen [18] give the following formula for the computation of expected
values of multiple stochastic integrals:

E.IaIb/ D
8
<

:

0; if aC ¤ bC;
hw.a;b/

w.a;b/Š

Ql.aC/
iD0

.ki .a/Cki .b//Š
ki .a/Ški .b/Š

; otherwise.
(42.9)
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As an example, we consider E.I01I10/. Now, a D .0; 1/ and b D .1; 0/. Then,
aC D 1; bC D 1; l.a/ D 2; l.b/ D 2 and l.aC/ D 1; l.bC/ D 1. Let k.�/
denotes the number of 0’s before 1’s. Then, consecutively, k0.a/ D 1; k1.a/ D 0;

k0.b/ D 0 and k1.b/ D 1. We compute w.a; b/, given in the above formula, by

w.a; b/ D l.aC/C
l.aC/X

iD0
.ki .a/C ki .b//

D 1C .1C 0C 0C 1/ D 3:

Thus, E.I01I10/ D h3

3Š
:

42.4 Conclusion

In this chapter, we tried to display a part of the inner beauty of stochastic dynamics
and, herewith, of various kinds of optimization and optimal control problems
subject to those dynamical constraints. Here, this beauty expresses itself in terms of
digitalization, algebraization and automization which are not only very aesthetic
indeed, but also very practical.

Future research in this field can fruitfully address various extensions and
many real-world applications in the areas of finance, but also actuarial sciences,
microbiology, communication and social sciences, and the wide field of modern
economics.

Moreover, digitalization of expectations can be considered for the order issues
of higher-order weak schemes. As a mathematical application, control problems of
SDEs may be worked out, further along the lines of this chapter.
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