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Preface

v

Special Topics in Structural Dynamics, Volume 6 represents one of the eight volumes of technical papers presented at the 32nd
IMAC, A Conference and Exposition on Structural Dynamics, 2014 organized by the Society for Experimental Mechanics,
and held in Orlando, Florida, February 3–6, 2014. The full proceedings also include volumes on Dynamics of Coupled
Structures; Nonlinear Dynamics; Model Validation and Uncertainty Quantification; Dynamics of Civil Structures; Structural
Health Monitoring; Topics in Modal Analysis I; and Topics in Modal Analysis II.

Each collection presents early findings from experimental and computational investigations on an important area within
structural dynamics. Special Topics in Structural Dynamics represents papers on enabling technologies for modal analysis
measurements such as sensors and instrumentation, and applications of modal analysis in specific application areas. Topics
in this volume include:

Aircraft/aerospace
Active control
Analytical methods
System identification
Sensors and instrumentation

The organizers would like to thank the authors, presenters, session organizers, and session chairs for their participation in
this track.

Seattle, WA, USA Gary Foss
Lowell, MA, USA Christopher Niezrecki
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Chapter 1
Vibration Class at GIST, Korea

Semyung Wang, Jongsuh Lee, Youngeun Cho, Homin Ryu, and Kihwan Park

Abstract Vibration class covers vibration phenomena of mechanical systems due to dynamic load is studied. It covers from
single DOF to multi DOF and theory as well as numerical and experimental methods. It deals various subjects: Lagrange
equation, Laplace transformation, Fourier transformation, mode superposition, finite element method, experimental modal
analysis, random vibration, vibro-acoustics and model validation.

Keywords Laboratory • Structural dynamics • Numerical analysis • Experimental modal analysis • Model updating

1.1 Introduction

Advanced vibration course is intended for graduated students; its goal includes deep understanding and estimating the
mechanism of how vibration takes place in a mechanical system as well as understanding the vibration theory [1–4]. The class
begins with a detailed description of single degree of freedom (DOF) and two DOF systems for the underlying understanding
of vibration. In these parts, the system responses, which are governed by differential equation, are investigated in time and
frequency domain. These equations are used to explain the characteristics of response with respect to different damping ratio
values (under, over and critical damping) and different kinds of damping (viscous, structural). For the case of multi DOF
system which is represented by matrix, the system is analyzed based on the eigenvalue problem.

Especially, mode shape of the system which is represented by eigenvector is introduced, and it is described that the several
characteristics (reciprocal theorem, modal matrix) caused by the orthogonal property between this vector and system matrix.
In addition, it is introduced that the frequency response function (FRF), which is the response of the applied force in the
frequency domain, can be described by mode summation approach. For continuous system, modal parameters of the system
are investigated through the governing equation, and the form of FRF is examined in the same way to the previous one by
mode summation approach.

In order to carry out experiments for vibration analysis, covers following contents are covered in the class [5].

1. Different signals of force and types of sensors
2. Fundamental understanding of digital signal (leakage, window, power spectra, coherence and etc.)
3. Modal parameter estimation methods (peak picking, circle fitting, etc.)

To relate the theory with the experiments and for students’ better understanding of the knowledge delivered in the class,
two projects are assigned. One, as a common project to every student, is for verifying the theory, which they have learned
in the class, by implementing the simple model (beam, plate). The basic purpose is to obtain the dynamic characteristics
(natural frequency, damping, mode shape and FRF) of the system through analytic approach and these obtained results are
verified from numerical analysis and experimental results. The other project is chosen as an individual topic that should be
related to individual research area.

S. Wang (�) • J. Lee • Y. Cho • H. Ryu • K. Park
Gwangju Institute of Science and Technology (GIST), Gwangju 500-712, Republic of Korea
e-mail: smwang@gist.ac.kr

G. Foss and C. Niezrecki (eds.), Special Topics in Structural Dynamics, Volume 6: Proceedings of the 32nd IMAC, A Conference
and Exposition on Structural Dynamics, 2014, Conference Proceedings of the Society for Experimental Mechanics Series,
DOI 10.1007/978-3-319-04729-4__1, © The Society for Experimental Mechanics, Inc. 2014
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2 S. Wang et al.

This paper is organized as follows. In Sect. 1.2, a brief description of the contents covered in the class is introduced, and
in Sect. 1.3, the conducted projects are introduced as divided into common and individual topics. This paper is concluded in
the Sect. 1.4. In addition, the detailed description of the commercialized non-contact sensor, i.e. laser scanning vibrometer
(LSV), which is developed by this laboratory and is used in the common project, is attached as an Appendix.

1.2 Class Contents

1.2.1 Single Degree of Freedom

In this chapter, a single DOF system as shown in Fig. 1.1 is introduced. It begins with derivation of the equation of motion
shown in Eq. (1.1) for the system using Newton’s second law.

m Rx C c Px C kx D F.t/ (1.1)

Next, the explanation of the resonance and resonance frequency is introduced from the undamped free vibration case.
The solution of the homogeneous differential equation is derived. Next, damping ratio is introduced followed by vibration
characteristics according to the damping (underdamped, over damped, critical) and the types of damping (structural,
coulomb, viscous damping) are presented to the students.

In the next problem, forced vibration is examined and shown through an example of vibration due to rotating unbalance
under the harmonic excitation. The solution of forced vibration equation of motion composed of homogeneous solution and
particular solution is shown, and the concept of frequency response function as shown in Eq. (1.2) is introduced.

X

F
D 1q

.k �m!/2 C .c!/2
(1.2)

Students can understand that the vibration frequency response is dominated by the stiffness term at lower frequency than
resonance frequency, and by the mass term at frequencies higher than the resonance frequency, also by the damping term
at near resonance frequency as shown in Eqs. (1.3)–(1.5). Then, structure modification using vibration frequency response
characteristics and estimation of mass and stiffness based on an experiment are introduced.

! � !n W X
F

� 1

k
(1.3)

! � !n W X
F

� � 1

m!2
(1.4)

! � !n W X
F

� 1

jc!
(1.5)

Fig. 1.1 Damped single degree
of freedom system
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Fig. 1.2 Half power points and
Q-factor

Fig. 1.3 (a) System excited by motion of support point (b) Transmissibility curve

The estimation of the damping ratio using Q-factor in FRF is offered to the students. Specifically, the process of calculating
the Q-factor using half power points is explained and the equivalent viscous damping can be estimated from this process as
shown in Eq. (1.6) and Fig. 1.2.

Q � 1

2�
� !n

!2 � !1
(1.6)

Next, support motion is introduced, and it leads to the explanation of transmissibility as shown in Fig. 1.3. It is shown
that the principle of vibration isolation, and the transmissibility becomes smaller than 1 at the frequency range where the
frequency ratio is larger than

p
2.

In addition, method of obtaining the transient response under non-periodic excitation is introduced. Transient vibration
problem under impulse excitation is firstly introduced in order to convey the content to students successfully. Then, it is
shown that vibration response under arbitrary excitation can be obtained using the combination of the impulse responses.

1.2.2 Multi Degree of Freedoms

Even though an actual structure is a continuous system, the continuous system is discretized and modeled as a multi degree
of freedoms (MDOF) system (Fig. 1.4) for a practical sense. Finite element method, boundary element method, and transfer
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Fig. 1.4 Damped multi degree of freedoms system

matrix method are introduced as general discretization methods, and the discretization process of the vibration system is
explained. The equation of motion in matrix form is derived as shown in Eq. (1.7).

M RxN C C PxN C KxN D FN .t/ (1.7)

The MDOF undamped free-vibration problem is switched to an eigenvalue problem, and the result shows that eigenvalues
and eigenvectors can be equally considered as natural frequencies and mode shapes respectively. Also, the relationship
between the number of the degree of freedom and the number of the natural frequencies and mode shapes can be explained.
The eigenvectors of the system are shown to be orthogonal with respect to both mass and stiffness matrices. Modal matrix
which assembles eigenvectors into a square matrix is introduced. By using the modal matrix, decoupling of the forced
vibration terms and modal damping concept can be explained.

In forced vibration case, FRF as shown in Eq. (1.8) can be obtained using the orthogonality of eigenvectors. Additionally,
Maxwell’s reciprocity theorem states that Hik D Hki for the linear system,

Hik .!/ D
NX
rD1

�ir�
k
r

.kr � !2mr/C j .!cr/
(1.8)

When the system becomes larger and more complex, DOF is increased. This leads to the difficulty of calculating the exact
solution. To solve this kind of problem, an approximate solution is introduced. Mainly, superposition methods such as mode
displacement method (MDM), mode acceleration method (MAM), load dependent Ritz vectors (LDRV) method, Krylov
sequence, and Lanczos algorithm are explained, and the advantages and disadvantages of the each method are explained as
well.

Newton’s second law, energy method, and virtual work method are compared with each other so that the equation of
motion is formulated. Consequently, Lagrange’s equation as shown in Eq. (1.9) is introduced to formulate the large and
complex system.

d

dt

�
@T

@ Pqi
�

� @T

@qi
C @U

@qi
D Qi (1.9)

1.2.3 Experimental Modal Analysis

Experimental modal analysis (EMA) contains experimental measurement process for the FRF of the system; signal
processing, and extracting the modal parameters (natural frequencies, mode shapes, and damping ratios) from measured FRF.
Verifying a numerical model, determining dynamic durability by experiments, and machinery diagnostics for maintenance
are possible by using the modal parameters.

The techniques needed to experimentally determine the FRF showing the relationship of response and excitation force
are introduced. There are two kinds of methods to excite a structure. First case is supplying excitation force by attaching a
vibration exciter as shown in Fig. 1.5a. In this case, in order to reduce the mass loading due to an attached vibration exciter, a
stinger should be used. The type of signals that is applied to the vibration exciter is introduced,and the characteristics in the
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Fig. 1.5 Vibration excitation methods (a) Vibration exciter with a stinger (b) Impact hammer

frequency domain corresponding to each signal are described. Second case is to use an impact hammer as shown in Fig. 1.5b.
In this case, the characteristics of excited force in the frequency domain are explained. Also, effects of the header and tip of
the hammer corresponding to the frequency range of interest are discussed. Lastly, the advantages and disadvantages of both
methods are compared.

The sensors for detecting a response and excitation force applied to the structure are explained. There are two kinds of
sensors to measure vibration signal, which are contact and non-contact. The contact sensors are an accelerometer and a strain
gauge. Because they are attached to the structure, there is a mass added effect. The non-contact sensors are a position sensitive
detector (PSD) to measure displacement and a LSV to measure velocity. Because LSV can rapidly measure the vibration
of several positions, it makes EMA easier. LSV is a device that was developed in this laboratory; a detailed description is
attached in the Appendix.

Digital signal processing theory for obtaining FRF from measured data is introduced. Because EMA contains the sampling
process which is converting an analog signal into a digital signal, Nyquist sampling theorem as shown in Eq. (1.10) should
be described.

fs � 2f0 (1.10)

The aliasing phenomenon in which high-frequency component is detected in the low-frequency component occurs when
the sampling rate is not enough. Hence, antialiasing filter is used to prevent the aliasing phenomenon. Fourier transform is
explained because frequency conversion is needed to obtain FRF from the measured signal. Also, the leakage in which the
frequency component power leaks to adjacent frequency component is explained. The window function which can reduce
the leakage is shown and, its principle is explained.

In processing techniques of experimental measurement signal, correlation function and spectral density function can
obtain the correlation between the two signals in time domain and frequency domain. The linear relationship between the
input and output signals (FRF) can be expressed in the correlation function and the spectral density function. And the
coherence function which may indicate the degree of noise mixed in the signal via the spectral density function is introduced.
Therefore, a coherence function can show whether the characteristic values measured in the experiment are being measured
correctly.

The peak picking and circle fitting which extracts the modal parameters from experimentally measured FRF are explained.
And it is possible to observe the mode shapes using predicted values at some points, i.e. by the mode analysis method
introduced.
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Fig. 1.6 Model updating process

1.2.4 Model Updating Process

It is possible to verify the numerical model using the modal parameters obtained by the EMA. However, since the error exists
between FE model and EMA results, the need for reliable FE model should be explained. A model updating for matching
between the dynamic characteristics of numerical model and modal parameters obtained via the EMA by changing the
parameters of the numerical model is introduced. It is the required process to construct the FE model for the optimal design.
Figure 1.6 is a flow chart showing the model updating process of a square steel plate.

1.3 Class Project

1.3.1 Midterm Project

Midterm project is assigned to offer an opportunity to recognize the relationship between vibration theory and experiment
based on the class contents introduced in Sect. 1.2. Specifically, student should obtain modal parameters using the governing
equation of the system through analytical, numerical and experimental approach. In this way, students can understand each
process and the relationship between them. Finally, numerical model updating process based on the experimental results is
conducted repeatedly for the numerical model validation. The following two application systems are considered.
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Fig. 1.7 Midterm project of a cantilever beam using analytical, numerical, experimental approach

1. Cantilever beam: Accelerometer and Impact hammer
2. Plate and Brake-disk: LSV and Vibration exciter

1.3.1.1 Cantilever Beam

Cantilever beam is given to the students for the experimental modal test using an impact hammer and an accelerometer. As
mentioned previously, modal parameters using analytical and numerical approach are obtained using the governing equation
and boundary condition of the system. Meanwhile, modal parameter using experimental approach is obtained through roving
impact hammer test as shown in the experimental setup in Fig. 1.7. Student can verify the vibration theory of the cantilever
beam by comparing the results from three different approaches.

1.3.1.2 Plate and Brake-Disk

Next, plate and brake-disk are given to the student for the experimental modal test using a laser scanning vibration rather
than an impact hammer and an accelerometer. Analytical approach is based on a related reference paper [6]. COMSOL
(commercial numerical analysis program) offered to students for finding the modal parameters of the structure numerically;
material properties of the structure are given in Table 1.1. A laser scanning vibrometer is offered in experimental approach
(non-contact sensor) for measuring the vibration response of the system under the excitation condition using a vibration
exciter.

Tables 1.2 and 1.3 represent modal parameters of plate and brake-disk respectively obtained from student’s midterm
report.

Students can understand different facts from Tables 1.2 and 1.3. Firstly, modal parameter results of the plate using
analytical approach and numerical approach are similar. On the other hand, modal parameter results using experimental
approach has a little difference as compared with that of other two approaches. This result tells that the numerical model used
in numerical approach has a little difference as compared to actual system. Finally, modal validation process is conducted
while repeating the numerical model updating in order to reduce this difference.
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Table 1.1 Description of plate and brake-disk and experimental setup

Objectives

Material properties
Plate
1. Dimension: 0.119 � 0.119 � 0.0006 (m3)
2. Density: 2,700 (kg/m3)
3. Young’s Modulus: 75 (GPa)
4. Poisson’s ratio: 0.3

Brake-disk
1. Density: 7,450 (kg/m3)
2. Young’s Modulus: 115 (GPa)
3. Poisson’s ratio: 0.33

Boundary condition Free–free condition
Experimental setup

Table 1.2 Modal parameter results of a plate

1 2 4 5 6

Analytical approach (Hz) 145.076 212.833 376.687 376.687 661.719
Numerical approach (Hz) 144.515 210.729 373.430 374.450 656.764

Experimental approach (Hz) 144 225 336 343 536

1.3.1.3 Conclusion of Midterm Project

Students have an opportunity to apply the vibration theory into the real system through a modal analysis using analytical,
numerical and experimental approach. Moreover, students can understand the features and pros and cons of the each modal
analysis approach. Lastly, they can learn the process of numerical model updating and validation based on the experimental
result.

1.3.2 Individual Project

Individual project proceeds with proposal and presentation. First of all, the description of the project and the information
regarding student final goal are presented in the proposal, the students have to show detail project overflow, as develop
through discussion and brainstorming. The evaluation on the conducted individual project is carried out depending on the
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Table 1.3 Modal parameter results of a brake-disk

1 2 3 4

Numerical approach (Hz) 1,358.199 2,555.593 2,578.565 3,050.416

Experimental approach (Hz) 1,434 2,616 2,912 3,370

Fig. 1.8 (a) Experimental configuration and measured nodes using LSV (b) Attached vibration exciter and accelerometer on the backside of the
plate as an operator and a reference

novelty, difficulty, degree of performance compared to the proposal, presentation material, etc. In this paper, a research on the
damage detection by using operating deflection shape (ODS) is introduced, which is selected from the presented researches.
Its purpose is to find out the location of damage or failure of a mechanical system by comparing [through Eq. (1.11)] the
deflection shapes between un-damaged and damaged one. This project is briefly introduced in the following Figs. 1.8 and 1.9.
This research performed in the class was published in the journal paper [7].

Damage detection D .'hi �  ui /
2 (1.11)

1.4 Conclusion

This paper is an introduction given to graduate students in vibration class at GIST, Korea. Vibration class contents and
individual projects are introduced. These individual projects are assigned to the students for better understanding of vibration
by applying the vibration theory that they learned in the class to the real mechanical system. Midterm project is used to
familiarize the students with the vibration system using analytical numerical and experimental approach. Finally, validation
of the numerical model is conducted using model updating procedure. Another individual project is assigned to combine the
theory with the individual research topic of the respective student. Moreover, Appendix covers the syllabus of the vibration
class and the explanation of the commercial non-contact sensor developed and used by this laboratory.
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Fig. 1.9 (a) Locations of the damages (b) Comparison result between damaged ODS and un-damaged ODS bar and contour plot

A.1 Appendix

A.1.1 Syllabus

5603 Advanced Vibration Summary:
In this course, vibration phenomena of electro-mechanical systems due to dynamic load is studied. It covers from single
DOF to multi DOF and theory as well as numerical and experimental methods. It deals various subjects: Lagrange
equation, Laplace transformation, Fourier transformation, mode superposition, finite element method, experimental
modal analysis, random vibration, mode component synthesis, rotor dynamics, vibro-acoustics.

Text:

1. Theory of Vibration with Applications, 5th ed., W. T. Thomson and M. D. Dahleh, Prentice Hall, 1998.

References:

2. Vibration with Control, D. J. Inman, Wiley, 2006.
3. Structural Dynamics: An Introduction to Computer Methods, R. R. Craig, John Wiley & Sons, 1981.
4. Finite Element Procedures, K.J.Bathe, Prentice Hall, 1996.

Prerequisites by Topics:
Engineering Mathematics
Fundamental Vibration
Tools Used:
Experimental Modal Analysis: Laser Scanning Vibrometer, Pulse Modal Test, LMS CADA-X
FEA codes: MSC/NASTRAN, ANSYS, COMSOL, SYSNOISE
Math tools: Matlab

Topics:
SDOF [1]
Free Vibration (damp free, damped)
Forced Vibration (unbalance, vibration isolation, damping)
Transient Vibration (impulse, arbitrary, shock)
MDOF [1]

(continued)
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(continued)
MDOF (mode, forced harmonic vibration)
Properties of Vibration Systems (flexibility influence, stiffness influence, Castigliano’s theorem, modal matrix)
Lagrange’s Equation (virtual work, Hamilton’s Equation)
Vibration Test [2]
Measurement Hardware
Digital Signal Processing
Random Signal
Mode Shape
Computational Methods [3]
Finite Element Method
Static Problem (Gaussian elimination, Cholesky decomposition)
Eigenvalue Problem (Rayleigh method, Lanczos)
Harmonic Problem (direct frequency, modal frequency)
Acoustics
Transient Problem (direct integration, mode superposition)
Component Mode Synthesis [2]
Static Condensation/Super Element
Component Mode Synthesis
Design Sensitivity Analysis
DSA of Static Problem
DSA of Eigenvalue Problem
DSA of Noise and Vibration
Random Vibration [1]
Vibro-acoustics
Rotor Dynamics

Exams: Midterm (35)
Projects: 2 (15, 30)
Homeworks: (20)

A.1.2 Introduction to the Development of Laser Scanning Vibrometer

A.1.2.1 Motivation of LSV Development

In general, vibration measurement equipment is essential in the development process of the structure system, which is used
to identify the vibration characteristics of the structures including electric motors, automobiles, aircraft structures, nuclear
reactors, towers, etc.

In the past, the contact sensor is mostly used in identifying vibration characteristics. However, the contact sensor can
induce changes in the dynamics characteristics of the structure and has several limitations in vibration measurement due to
its own features. For these reasons, the demand for the laser vibrometer is on the increase globally [8].

Currently, the most famous and expensive laser vibrometer has been developed by Polytec. However, as it is too expensive,
intelligent system design laboratory (ISD) and venture company “EM4SYS” (www.em4sys.com) are collaborating for the
development of the LSV (Fig. 1.10) in the School of Mechatronics of Gwangju Institute of Science and Technology.

A.1.2.2 Specification of LSV

Next is the specification of LSV as shown in Table 1.4 [9].

www.em4sys.com
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Fig. 1.10 Image of Laser Scanning Vibrometer (LSV)

Table 1.4 Specification of laser
scanning vibrometer

ESV-200 Laser scanning vibrometer

Laser wavelength He–Ne laser 632.8 nm, Class II <1 mW, eye-safe
Laser beam size 100 �m at 1 m distance
Working distance 0.4–40 m (depending on reflection condition)
Sample size Several mm2 up to m2 range (depending on distance)
Maximum velocity 2,530 mm/s
Velocity output ˙10 V (analog)
Velocity gain 3 mm/s/V 15 mm/s/V 30 mm/s/V 120 mm/s/V 240 mm/s/V
Displacement gain 4 �m 20 �m 40 �m 160 �m 320 �m
Velocity resolution 0.5 �m/s
Frequency range 2 Hz to 40 kHz
Low pass filter 1 kHz 5 kHz 10 kHz 20 kHz 50 kHz
Scan grid Multiple grid densities and coordinate systems
Scan angle 25ı � 25ı scanning range
Angular resolution 0.01ı

Scan speed Up to 10 pts/s
Power 220 V AC (50/60 Hz), 70 W
Operating temperature C5 ıC to C40 ıC
Storage temperature �10 ıC to C65 ıC
Relative humidity Max. 80 %, non-condensing
Dimension (mm) Head Controller

305 � 200 � 160 (L � W � H) 360 � 435 � 132 (L � W � H)
Weight Head Controller

10 kgf 11 kg

A.1.2.3 Features of LSV

1. Noncontact vibration and displacement measurement
2. Quick and easy to setup
3. Time and cost saving with no transducer mounting, wiring, and signal conditioning
4. Modal analysis by measuring the complete spectra of all scanned points
5. Operational deflection shape (ODS) analysis by measuring the operating structural vibration
6. Dynamic displacement visualization of a vibrating object with an arbitrary shape
7. 3D vibration measurement using a single laser scanning vibrometer by moving to three different locations
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Table 1.5 Software features of laser scanning vibrometer

Analysis Modal Analysis (Peak-picking method) and operational deflection shape (ODS) Analysis
Versatile mesh generation Line, rectangle, circle, polygon, copy and delete and rotate and resize
Excitation signal Random, sine-sweep, hammering
Data analysis Data export to universal file format (UFF) for Me’scopeImport to MATLAB/ MS EXCEL
Time data Measured time data is saved automatically in the setup folder

Fig. 1.11 Applications of Laser Scanning Vibrometer (a) automobile (b) aircraft (c) brake-disk (d) micro-speaker (e) hard disk (f) small scale and
heated object

A.1.2.4 Software Features of LSV

Next are software features of LSV as shown in Table 1.5.

A.1.2.5 Applications of LSV

There are a lot of applications of laser scanning vibrometer as shown in Fig. 1.11.
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Chapter 2
Lab Exercises for a Course on Mechanical Vibrations

Anders Brandt

Abstract This paper presents some exercises designed to teach fundamental aspects of mechanical vibrations in general,
and experimental techniques for vibration measurements in particular. Teaching students to become good experimentalists
is a very difficult task, and is perhaps not even possible inside standard curricula. However, some fundamental aspects of
experimental work must be taught, and can be included in a course on vibrations as well as in other courses. The first exercise
is designed to teach the student how careful one has to be when applying vibration sensors to a structure, and is based on the
repeatability of mass calibration measurements. This makes it a good exercise to base a discussion on experiment setup and
repeatability issues etc. The second exercise is an exercise where an approximate single-degree-of-freedom (SDOF) system
is investigated by some simple analytical calculations as well as by an experimental measurement. This exercise serves
to demonstrate the rather abstract notion of SDOF, and also illustrate the applicability of a simplified model in a limited
frequency range. Finally, a third exercise is made where modal analysis of a slalom ski using impact testing is used as a
demonstration of more advanced vibration analysis.

Keywords Vibration measurement • Teaching vibration • Mass calibration • Accelerometer mounting • Experimental
modal analysis

2.1 Introduction

Making accurate vibration measurements is known to be rather difficult due to the many challenges of sensor choice, sensor
mounting, and, in the case of investigation of eigenfrequencies (modal analysis), for example, the problems of suspending
the structure properly. As this paper describes some exercises designed to teach students some good practice for vibration
measurements, additional difficulties for students are often that they are not yet mature when it comes to perform good
measurements; i.e. they have not yet learnt to be patient, to double check everything, etc.

The course, for which the exercises described in the present paper are used, is a graduate (master) level course of a
third semester length. The students have had a course on general signal processing, but are unfamiliar with the particular
measurement and analysis techniques for vibration analysis. In the course, both wave theory of continuous structures and
discrete mechanical systems are taught; the exercises covered in the present paper, however, focuses on the discrete system
description of mechanical systems.

The particular difficulties of vibration measurements addressed by the exercises described here are

• to learn some experimental methodology to ensure good experimental results, such as checking repeatability, double
checking everything that could potentially affect the measurement, etc.,

• to yield respect for the particular difficulties of applying accelerometers correctly, and
• to correctly suspend a structure under free–free conditions for experimental modal analysis

An additional point which is very important for these exercises is, of course, to tie the theory taught in the course to
experimental results.

A. Brandt (�)
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Perhaps a good way to summarize the spirit of the exercises described here is to use the famous quote by Albert Einstein;
“A theory is something nobody believes, except the person who made it. An experiment is something everybody believes,
except the person who made it.” The exercises described in this paper, addresses first and foremost the second part of this
quote; the importance of being in constant doubt over ones experimental results. The exercises are, however, also touching on
the essence of also questioning theoretical results, and the importance of verifying ones theories (which in our engineering
terminology are, of course, usually called models).

2.2 Exercises

The exercises we are about to describe here, require some basic vibration measurement equipment and sensors. The
measurement hardware and software can be essentially any vibration measurement system. We are using a National
Instruments 9234 USB box, driven by homemade MATLAB software using the Data Acquisition Toolbox, and the free
ABRAVIBE [1] toolbox for the analysis. This means that the students record time data, for subsequent analysis in MATLAB.
We have found that this ensures that the students understand every step in the processing of the data; something more
“automatic” commercial systems often make more difficult.

On the sensor side, in the exercises we use two accelerometers, a force sensor, an impact hammer, and a shaker
with amplifier and random noise generator. Which particular sensors used are not particularly important, although the
accelerometers should weigh less than 10 g, the force sensor should be of suitable sensitivity, and the same is true for
the impact hammer. We currently use Dytran 3097A2T accelerometers with a sensitivity of 100 mV/g and mass of 4.3 g.
The force sensor is a Kistler 9712B50 with a sensitivity of approximately 20 mV/N, and the impulse hammer is a Dytran
5800B3T with a sensitivity of approximately 10 mV/N.

In addition to this, some relatively inexpensive measurement objects are needed, which will be described in conjunction
with each exercise. The first three exercises described in Sects. 2.2.1–2.2.3 are made at one instance in the laboratory,
in approximately 2 h, followed by 4–6 h of analysis and report writing. The last exercise, described in Sect. 2.2.4, is
accomplished in a second laboratory session, in approximately 4 h, followed by 6–8 h of analysis and report writing.

2.2.1 Mass Calibration

The first exercise we present, is based on calibration of an accelerometer (or a force sensor in an impact hammer) using
a simple mass, as depicted in Fig. 2.1. This well-known technique, see for example [2], should be familiar to everyone
making vibration measurements. It is a good technique not only for calibration, but also for checking that accelerometers are
functional through the full frequency range, and for checking which frequency range a particular accelerometer can be used
for (see Sect. 2.2.2), etc.

The calibration procedure is simple; the accelerometer is attached to a mass, typically a piece of round rod of steel. The
weight of the mass is accurately measured, and should be different depending on the impact hammer used, so that a soft hit
with the hammer produces a suitable acceleration level. For this exercise we use a weight of approximately 1 kg, made of
a piece of rod with approximately 40 mm diameter. The mass is hanging in two strings from a supporting rig, so that it can

Mass, M

Accelerometer

Impact Hammer

Fig. 2.1 Setup for mass
calibration for the exercise
described in Sect. 2.2.1
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move as a pendulum in the direction of the accelerometer as illustrated in Fig. 2.1, or alternatively placed on a soft foam pad.
The mass is then excited by the impact hammer, while the force and accelerometer signals are recorded. The hardest tip for
the hammer is chosen, to yield a frequency range as high as possible, typically up to 10 kHz. To give better accuracy, several
impacts can be averaged, although this is generally not necessary if the sensitivities of the force sensor in the impact hammer
and the accelerometer are appropriate, so that the measurement noise is minimal.

After the time signals with the impact force and resulting acceleration are recorded, the students calculate the frequency
response (FRF) of acceleration with force. Since Newton’s well-known formula for a mass is F D Ma, this FRF should be
a constant H D A/F D 1/M, i.e. the FRF forms a straight line, independent of frequency. The exercise is made so that the
students are given the sensitivity of the force sensor in the impact hammer, but not the sensitivity of the accelerometer:
They are then asked to calculate the sensitivity of the accelerometer, given the measured frequency response at, for example,
159.2 Hz, which is equal to 1,000 rad/s, a common frequency for this purpose.

2.2.2 Accelerometer Mounting

The next exercise is using the mass calibration method described in Sect. 2.2.2 to investigate the effects of different mounting
techniques for mounting accelerometers. This exercise has several important objectives; first of all it obviously discusses
different means of attaching an accelerometer to the test structure and, as we will see, what performance these mounting
techniques result in. Second of all, it demonstrates the difficulty of getting repeatable measurements, as in most cases the
students do not get the same result even if they use the same mounting technique twice. This also makes a good point of
discussing the concept of repeatability, and the importance of this concept in engineering (or science in general). Third, I am
using this exercise to teach the students not to trust their measurements, until they have investigated that the accelerometer
they use with a particular mounting technique, actually has a frequency range high enough for the measurements they want
to make; this is very easily investigated by using the mass calibration method. Fourth, this exercise also illustrates that
accelerometers, like all measurement sensors, are not perfect, but vary rather much with frequency.

In this exercise, the students use some different techniques to mount an accelerometer on the calibration mass, and perform
measurements as described in Sect. 2.2.2. For each measurement the FRF is calculated and stored. In our case we mount the
accelerometer with the following techniques:

• a thin layer of wax,
• a thick layer of wax,
• a thin layer of hot glue (hot melt adhesive, using a “hot glue gun”), and
• super glue (cyanoacrylate adhesive)

Other techniques such as screw mount and magnetic base could also be used. They are, however, somewhat difficult to
make identical to the techniques above, as they change the mass of the accelerometer unit.

Since the students already have made a measurement with a thin layer of wax in the first exercise, this means that they
obtain a total of five different FRFs, of which the two first should be identical (or very similar). These two FRFs based on
a thin layer of wax are first compared. Regardless of whether they are identical or not (often they are not; usually because
of too much wax) a fruitful discussion on repeatability issues is held, and the students who gets almost identical results are
told that they have applied a sufficiently thin layer of wax. Many students are surprised how thin this layer has to be to yield
identical FRFs.

As the next step in this exercise, the students are asked to plot all five FRFs in one plot, and determine which of the
mounting techniques works best. This produces a plot similar to Fig. 2.2, where the FRFs have first been normalized to have
the same value at 159.2 Hz, and limits of ˙5 % around this value are plotted, to indicate the accuracy limits specified by
the sensor manufacturer. Note that only one of the two thin wax measurements is included in the figure, which is for clarity
only. The students are finally asked to find the frequency where the error reaches 5 % for all mounting techniques, and find
the technique giving the highest frequency limit. This often results in a dead-end between superglue and wax.

It should be stressed, and we do this during the lab exercise, that the frequency range obtained by the method described
here, is not necessarily the frequency range obtained when the accelerometer is mounted in a point with less stiffness, such
as on a lightly damped structure. It is therefore necessary to consider the obtained frequency range found on the calibration
mass as a maximum frequency range, and to use some margin when using the accelerometer on a real structure.
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Shaker

M4 “spring”

Force transducer

Cubic mass

Accelerometer

Base plate

Stinger

Shaker supportFig. 2.3 Schematic illustration
of the approximate SDOF system
used for the exercise described in
Sect. 2.2.3

2.2.3 SDOF Measurement and Analysis

The single degree of freedom (SDOF) system is a key component in vibrations and structural dynamics. In this exercise,
a simple system behaving as an approximate SDOF system is investigated, and used to illustrate the connection between
theory and real world to the students. The system used is shown schematically in Fig. 2.3, and consists of a base plate of
steel, approximately 100 � 300 � 10 mm; a steel cube with 30 mm side length; and a M4 bolt, approximately 50 mm long.
There are two locking nuts locking the M4 bolt against the base plate and the mass. The mass is excited by a random force
applied by a shaker through a stinger and a force sensor, and an accelerometer is mounted on the opposite to the force sensor.
The FRF between the force and the acceleration is measured and compared to analytical results.

This exercise has several objectives; first it illustrates that the SDOF system used in theory can, at least in a limited
frequency range, be found in “real life”. Second, it allows for discussion between model and reality, since the results obtained
are rarely identical to the analytical results calculated by the students.

The stiffness of the M4 bolt is readily calculated using known formulas for moment of inertia and stiffness of a beam, and
is omitted here so that professors can include this step as an exercise for the students with having direct access to the answer.
The students are asked to measure the various components, and estimate the mass of the cube, including the accelerometer,
and the stiffness, and from this estimate the “SDOF” natural frequency.

From the measured FRF, the students are asked to approximately estimate the natural frequency and damping (through
the �3 dB bandwidth and natural frequency). Once these parameters are obtained, the students should calculate the mass,
stiffness, and damping coefficients of the system. The mass and stiffness coefficients thus obtained are compared with the
mass calculated from the measurements of the cube, and the stiffness calculated for the beam. Since the results rarely compare
particularly closely due to the lack of “precision” in the setup, it forms a good discussion point for differences between model
and reality.
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2.2.4 Full-Scale Modal Analysis Test

After the initial exercises described in Sects. 2.2.1–2.2.3, the students are well suited for the second exercise; a full
experimental modal analysis test of a slalom ski using impact excitation with roving hammer. The students are asked to
read the text [3] prior to the lab exercise, so that they are acquainted with the theory, and particularly with the practical
aspects of an experimental modal analysis test.

The choice of the slalom ski is, of course, rather arbitrary, and almost any linear structure could be used. The idea with
using the slalom ski instead of a more simple beam or plate, is that the students, in our experience, find it more interesting to
measure a “real” object. Therefore an automotive component or any other simple structure would work equally well.

The exercise is rather straight forward. First, the structure is suspended, and a discussion is held on how to best suspend
this long, slender, structure. The “correct” answer is, that it should be suspended hanging vertically, as this ensures the
rotational rigid body mode is low, which is very difficult to obtain if it is supported horizontally. This is the case for all long,
slender structures with small moments of inertia around the long axis. In our case, the ski has a small drilled hole in the
back end, in the center of the ski in the “short” direction. Through this hole, a fishing line is threaded, forming a loop, to
which a rubber cord is attached. The reason for this is that the rubber cord could add damping to the ski if it was in direct
contact with the ski. Second, the ski is instrumented with accelerometers in two corners, for a minimum multi-reference test.
We thus discuss the potential use of even more sensors, and the advantages with that. Third, the impact hammer tip, suitable
frequency range, etc. are investigated by some rough measurements. Proper FRF estimation settings such as trigger level,
pretrigger condition, block size, and force and exponential windows, are then obtained by the procedures laid out in [2, 4],
which are supported by the command impsetup in the ABRAVIBE toolbox [1].

After these optimal settings are obtained, the experimental setup is investigated for two things: (1) is the suspension
affecting the structure?, and (2) are the measurements free from mass loading effects from the accelerometers? The first
point, the suspension effects, are investigated by changing the suspension, which in this case is a rubber cord, by extending
the length so as to almost double it (or some sufficient change). FRFs measured before and after this change are compared,
and if they differ in the frequency range of interest, the reasons for this are discussed; obviously the suspension is then
wrong (Is it too short? Or is there friction between the ski and the fishing line? Or are the cables for the accelerometers
“pulling” the structure, adding damping? Etc.) The second point, mass loading, is investigated by mounting an additional
accelerometer right next to one of the existing accelerometers, and making a new measurement. If the new FRF is different
from the previous without the extra mass next to the accelerometer, there is apparently mass loading with the double mass
of two accelerometers. The risk of having mass loading even when using a single accelerometer is then imminent. Actually,
avoiding mass loading on the slalom ski requires very low weight accelerometers, due to the low damping, so with the 4.3-g
accelerometers used in this exercise there is some mass loading, affecting the frequency range of the higher modes. This
becomes a point of discussion, and I still have not had a single student who has thought that mass loading would occur with
this small light sensor on this ski.

Finally, when everything is checked and the students are satisfied that everything is in order, the ski is excited in all points,
one by one, in a 3 � 7 grid, and time data are stored at each point for later processing by the ABRAVIBE command impproc
[1, 4]. Before leaving the lab, the students are encouraged to post process all their time data and make a first curve fitting
using a MATLAB script given to the students prior to the lab exercise, to ensure that they get some reasonable good looking
stabilization diagrams. This step only takes 10–15 min, and ensures that the students leave with good data that allows for the
rest of the analysis to be performed outside the lab.

2.3 Conclusions

We have described four exercises whereof three fundamental exercises which teach students some good experimental
practices as applied to vibration measurements, and illustrate the concept of model versus reality. The three exercises
comprises an exercise to learn to apply mass calibration using and impact hammer and an accelerometer, and an exercise
to compare different mounting techniques such as wax, hot glue, and super glue. The third exercise is demonstrating
measurements on an approximate single degree of freedom (SDOF) system, and to identify the mechanical properties of this
system using an experimentally obtained frequency response function (FRF). A fourth exercise, a complete experimental
modal analysis of a slalom ski, is then performed using impact testing, giving the students experience of this important
measurement technique, and some of the issues one has to watch for applying it. The exercises are suitable for students
which have had some introduction to signal processing, but not necessarily vibration analysis procedures.
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Although it is difficult, if not impossible, to teach students to be good vibration experimentalists in a few hours of lab
exercises, some key points can surely be taught. The main points thus taught in the exercises presented in this paper are

• Summarizing the message, it is: do not “trust” anything that can be tested easily. This applies for example to

– if the useful frequency range of your accelerometer is sufficient, using the same mounting technique you are going to
use in your experiment; do not trust the data sheet frequency range!

– if there are mass loading effects from your accelerometers; do not trust your intuition!
– if the suspension affects your measured FRFs, do not believe it does not—investigate it!
– if there are effects, on damping for example, from accelerometer cables; again—investigate it!

• A model is always limited and should be verified by experiments
• Measuring FRFs with impact testing, the measurement settings need to be optimized to ensure best possible FRFs
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Chapter 3
Variational Foundations of Modern Structural Dynamics

Robert N. Coppolino

Abstract The foundations of modern structural dynamic analysis are presented from a historical perspective. Underlying
variational principles due to d’Alembert, Hamilton and Lagrange are reviewed, followed by subsequent key contributions
to approximate analysis. Closely related procedures introduced by Ritz, Galerkin and Trefftz are described in terms of their
original application to continuum boundary value problems. The role these procedures played in the development of the Finite
Element Method and Matrix Structural Analysis is described. Finally, the continuing influence of variational principles in
structural dynamics and mathematical physics in general is outlined.

Nomenclature

[Ap] Acoustic surface area matrix
[C] Damping matrix
[Cp] Acoustic compliance matrix
E Elastic stiffness property
F Force
[G] Transformation matrix
[K] Stiffness matrix
L Lagrangian
[M] Mass matrix
N.B.C Natural boundary condition
[P] Modal participation factor matrix
P.D.E Partial differential equation
fQg Modal generalized forces
S Surface area
Sp Acoustic susceptance matrix
T Kinetic energy
U Potential or strain energy
V Volume
W Work
m Mass
fpg Acoustic pressure array
q Generalized coordinate (displacement)
t Time
u Displacement
x, y, z Position
[ˆ] Modal matrix
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[�] Force allocation matrix
[I] Identity matrix
‰ Shape function
’, “ Proportional damping constants
• Variation
– Strain
œ Eigenvalue
¡ Mass density
¨n Natural frequency
—n Critical damping ration

3.1 Introduction

The development of mathematical physics, of which structural dynamics is a branch, owes its present state to two general
viewpoints. The first viewpoint due to Newton [1] sees nature following postulates describing the dynamic equilibrium of
interacting bodies. The second viewpoint, due to d’Alembert [2], Hamilton [3] and Lagrange [4], sees nature following
postulates describing efficient organization of energies (variational principles). The variational viewpoint, specifically
Hamilton’s principle, has guided the development of partial differential equations and natural boundary conditions for
technical structural theories [5, 6].

Difficulties encountered in the quest for exact solutions of partial differential equations, subjected to natural boundary
conditions, led to the introduction of approximate techniques based on Hamilton’s principle. Ritz [7] employed assumed
shape functions and generalized coordinates to deduce mass and stiffness matrices, which are foundational to the Finite
Element Method [8] and Matrix Structural Analysis [9]. Galerkin [10] similarly applied assumed functions to a variational
integral associated with a system’s partial differential equations; his formulation, while influential in development of
the Finite Element Method, has also been applied to solve nonlinear dynamic problems [11]. Trefftz [12] introduced a
novel variational technique focusing on approximate satisfaction of natural boundary conditions, which are a byproduct of
Hamilton’s principle; his employment of shape functions that automatically satisfy the system’s partial differential equations
forms a basis of the boundary element method [13].

Hamilton’s principle and the Ritz method, in particular, have been instrumental in the development of both the Finite
Element Method and Matrix Structural Analysis. The basic building blocks of the Finite Element Method are most often
developed on the basis of assumed boundary displacement referenced and optional interior displacement shape polynomials,
which are used to define element mass and stiffness matrices based on the Ritz method. Assembly and analysis of structural
system models falls in the category of Matrix Structural Analysis, which for a time before general acceptance of the Finite
Element Method employed a force (degree of freedom) method. The force method was based on a complementary variational
principle introduced by Castigliano [14].

Free vibration analysis of a matrix structural system is typically performed on an undamped system, for which the modes
or real eigenvectors satisfy a mass weighted orthogonality relationship. Free vibration analysis of a damped structural system
is rarely performed due to difficulties associated with theoretical damping matrices that do not relate to empirical modal
damping. An alternative to the explicit damping matrix, namely a complex structural damping constant, is often employed
in aeroelastic analysis [15]. The more widely used description of damping is based on critical damping ratio factors assigned
to a truncated set of undamped system modes.

Several strategies for (a) computation of system modes and natural frequencies, and (b) accurate computation of system
responses are consequences of Mach’s interpretation of d’Alembert’s principle [16]. In particular the iterative modal analysis
procedures due to Vianello [17], Stodola [18] and Bathe [19] successively update inertial forces initially described by
assumed mode shapes. Accuracy of computed system dynamic response associated with a truncated set of modes was greatly
enhanced by a mode acceleration method introduced by Williams [20], which automatically accounts for the quasi-static
response of higher frequency modes without explicitly solving for them.

During the 1960s the complexity of finite element models outpaced the development of digital computers and several
authors developed procedures to treat system models piecemeal. Hurty [21] and Craig and Bampton [22] developed
equivalent techniques known as component mode synthesis that described major structural components in terms of (a)
generalized modal coordinates, and (b) physical boundary (interface) degrees of freedom. The Ritz-based building blocks
(sometimes called substructures or superelements) associated with component mode synthesis exhibit the same features as
finite elements.
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Mathematical formulations and procedures based on variational principles continue to influence developments both in
structural dynamics and other branches of applied physics. The complementary viewpoint introduced by Castigliano in 1873
was generalized for dynamics by Toupin [23]. Toupin’s variational principle was found to be quite useful in fluid–structure
interaction studies [24]. In addition, variational formulations that are direct consequences of Galerkin’s method have been
introduced by Biot [25] for heat transfer and MacNeal et al. [26] for electromagnetics.

3.2 Economy in Nature and Basic Variational Formulations

Philosophers of antiquity, well before the advent of modern science initiated by Newton [1], believed that nature operated in
accordance with a rule of economy as noted by Aristotle (d. 312 BC), “Nature follows the easiest path that requires the least
amount of effort”. In the medieval era, William of Ockham (1347) suggested an economic principle for human reasoning
with his famous saying, “It is futile to employ many principles when it is possible to employ fewer” (popularly known as
Ockham’s razor). It is fascinating that Newton’s second law may be used as a postulate to deduce variational formulations
of mechanics [2–4] (as theorems). Moreover, when the variational principle due to Hamilton [3], is postulated, Newton’s
second law follows as a theorem.

The postulate-theorem interrelationship is demonstrated below for a mechanical system composed of a single particle
restricted to motion along one direction. Newton’s second law [1] states the postulate,

F D d

dt

�
m

du

dt

�
(3.1)

D’Alembert [2] claimed that the system follows an “economy” in variational terms that

�
F � d

dt

�
m

du

dt

��
� •u D 0 (3.2)

where “•u” is defined as a variation off the true path of “u”. Hamilton [3] added to D’Alembert’s principle by claiming that
the following time integral is true:

t2Z

t1

�
F � d

dt

�
m

du

dt

��
� •u � dt D 0 (3.3)

After rearranging terms and integrating by parts, the above integral is expressed as
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D 0 (3.4)

This variational integral is more compactly expressed as

t2Z

t1

.•T C •W/ � dt D 0 subjected to the end conditions

�
m

du

dt

�
� •u

ˇ̌
ˇ̌
t2

t1

D 0 (3.5)

T D 1
2
m
�

du
dt

�2
is the system’s kinetic energy and •W D F•u is the system’s virtual work. In addition, in order to curtail

mathematical imposition of “Calvinist” predestination doctrine, we avoid imposition of the initial and final time constraints
by extending t2 to infinity and enforce two initial (state) conditions, namely that u(0) and Pu.0/ are specified. The variational
integral defined in Eq. (3.5) is known as Hamilton’s principle. A more familiar form of Hamilton’s principle results from
dividing the total applied force into two components, namely (a) a conservative potential energy (U) based force, and (b) a
non-conservative component, which are expressed as
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F D �dU

du
C Fe (3.6)

Thus the variational integral becomes

t2Z

t1

.•T � •U C •W/ � dt D
t2Z

t1

.•L C •W/ � dt D 0 (3.7)

where L D T – U is known as the Lagrangian function.
The postulate-theorem relationship may be reversed by starting with Hamilton’s principle as a postulate. Two conse-

quences follow from this starting point in mechanics of distributed as well as single degree of freedom systems, namely,
(a) Lagrange’s equations [4], and (b) Newton’s second law; both may be viewed as theorems resulting from the starting
postulate.

3.3 Mathematical Physics and Hamilton’s Principle

Much like the above discussion on dynamics of a particle, the partial differential equations of mathematical physics (in
particular mechanics) may be derived on the basis of dynamic equilibrium (Newton’s laws and free body diagrams) or
on the basis of Hamilton’s principle (energy and virtual work). Results of both approaches produce the same description.
Application of Hamilton’s principle to a dynamic system described as a continuum yields a volume integral of the type

t2Z

t1

Z

V

.•TV � •UV C •WV/ �dV � dt D 0; (3.8)

where TV, UV, and •WV are the kinetic energy, potential (or strain) energy, and virtual work functions per unit volume,
respectively. Analysis of any particular dynamic system, described in terms of displacement variables, u(x, y, z, t), which
may be vectors, results in the following type of functionals

t2Z

t1

Z

V

.P:D:E/ � •u�dV � dt C
t2Z

t1

Z

S

.N:B:C/ � •u�dS � dt D 0 (3.9)

“P.D.E” represents the particular partial differential equation(s) within the system’s volume. “N.B.C” represents the
natural boundary conditions, which are mathematically and physically admissible on the system’s boundary surface(s). The
general process for derivation of a system’s partial differential equations and natural boundary conditions has provided a
consistent basis for the development of technical structural theories for prismatic bars, beams, rings, plates and shells [5, 6].

3.4 The Contributions of Ritz, Galerkin, and Trefftz

Three outstanding contributions that led to the development of approximate analysis techniques date back to the early part
of the twentieth century. The methods bearing the names of Ritz, Galerkin and Trefftz are all consequences of Hamilton’s
principle and the assumption of approximate solution functions.

3.4.1 The Ritz Method

A monumental contribution to approximate analysis was introduced by Ritz [7], who described the displacement field in
variable separable terms
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u .x; y; z; t/ D
NX

nD1
‰n .x; y; z/ � qn .t/ ; (3.10)

where ‰n(x, y, z) are assumed shape functions and qn(t) are temporal generalized coordinates (displacements). In addition,
the strain field,

© .x; y; z; t/ D
NX

nD1
‰©;n .x; y; z/ � qn .t/ ; (3.11)

is linearly related to the assumed displacement field employing the appropriate partial derivatives. It should be noted that
exact closed form solutions of partial differential equations are often expressed in variable separable form, whenever such
solutions are possible. By assuming a series of functions that satisfy particular boundary conditions (or generally permit
solution of natural boundary conditions), substitution of Eq. (3.10) into Hamilton’s principle (Eq. 3.8), the following
symmetric matrix equations are deduced

ŒM� fRqg C ŒK� fqg D Œ�� fQg (3.12)

where the positive semi-definite, symmetric mass and stiffness matrix terms are

Mmn D
Z

V

”¡”�‰m‰ndV;Kmn D
Z

V

”E”�‰©;m‰©;ndV (3.13)

[Note: “¡” and “E” are representative of mass density and elastic stiffness material properties]. In addition, the generalized
forcing terms are governed by volume and surface integrals associated with applied body forces and surface loads,
respectively.

The Ritz method, outlined above, was initially employed to approximately solve difficult problems described by partial
differential equations and associated natural boundary conditions. Ultimately, it was extensively applied in development of
the Finite Element Method [8] and Matrix Structural Analysis [9].

3.4.2 Galerkin’s Method

Galerkin [10] defined an approximate method using the variable separable displacement field and associated generalized
coordinates (Eqs. 3.10 and 3.11) by substitution of the assumed functions into Eq. (3.9) where the boundary conditions are
automatically satisfied by choice of an appropriate set of spatial functions. The general statement of Galerkin’s method is

Z

V

.P:D:E/ � •u � dV D 0 (3.14)

An appealing aspect of Galerkin’s method is that it can be applied to any set of partial differential equations (even if a
suitable variational formulation is unknown). The method has been successfully applied in the study of nonlinear dynamic
systems [11].

3.4.3 Trefftz’s Method

Trefftz [12] proposed an approximate method that employs a set of assumed functions that automatically satisfy the partial
differential equations. Therefore the form of Eq. (3.9) that must be satisfied is

Z

S

.N:B:C/ � •u � dS D 0 (3.15)
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This method was generally ignored for about three decades until its advantage in the approximate solution of infinite
domain problems was recognized. Trefftz’s method has been instrumental in the development of the boundary element
method [13].

3.5 Automated Formulations in Structural Dynamics

Among the methodologies that owe their foundations to Hamilton’s principle and the contributions of Ritz, Galerkin and
Trefftz, two leading techniques are of prominence, namely (a) the Finite Element Method [8], and (b) systematic Matrix
Structural Analysis [9]. Discussion of these two topics will be limited to linear systems.

3.5.1 The Finite Element Method

The Finite Element Method encompasses three mathematical disciplines, namely (1) definition of building blocks (finite
elements), (2) assembly of structural system models, and (3) solution of structural system equations. The third discipline is
addressed by systematic Matrix Structural Analysis.

3.5.1.1 Finite Elements: The Building Blocks

The basic building block, a finite element, is generally derived as a specialized application of the Ritz Method. The
displacement field associated with a single element is most generally described in terms of the following family of shape
functions:

u .x; y; z; t/ D
NhX

nD1
‰h;n .x; y; z/ � un .t/C

NpX
nD1

‰p;n .x; y; z/ � qn .t/ or in matrix form;

fug D Œ‰h� fuhg C �
‰p
� ˚

qp
� (3.16)

The “h” shape functions are referenced to physical displacements at specific grid points on the element’s (boundary)
surface and the “p” shapes are polynomial functions that have null value along the element’s boundary surface. Substitution
of the above shape family functions (and their appropriate strain partial derivatives) into Hamilton’s principle (Eq. 3.8) results
in positive semi-definite mass and stiffness matrices of the forms

ŒM�element D
	

Mpp Mph

Mhp Mhh




element

; ŒK�element D
	

Kpp Kph

Khp Khh




element

(3.17)

It should be emphasized here that definition of well-posed and accurate finite elements depends upon expert selection of
shape functions and numerical integration schemes. To be sure, development of advanced finite elements is a very important
engineering/mathematics specialty.

The most commonly employed finite elements in commercial finite element codes is the “h” element which does not
include “p” generalized coordinates. The more general elements are often called “h-p” elements.

3.5.1.2 Assembly of Structural System Models

Assembly of a system structural dynamic model involves the allocation and superposition (overlapping) of individual finite
elements onto a system degree-of-freedom map. This process defines sparse system mass and stiffness matrices that are
positive semi-definite and symmetric. A system composed of an assembly of “h” elements is defined by “grid” set mass
and stiffness matrices denoted by [Mgg] and [Kgg], respectively. Two other matrix quantities complete the ingredients for a
structural dynamic model, namely (1) allocation of excitation forces to system grid points, and (2) formation of an assumed
damping matrix (which unfortunately does not resemble physical reality in most commercial finite element codes). The grid
set equations for the structural dynamic model are of the form
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�
Mgg

� ˚Rug
�C �

Cgg
� ˚Pug

�C �
Kgg

� ˚
ug
� D �

�g
� fFg (3.18)

Constraints describing boundary conditions, described by transformations of the form

˚
ug
� D �

Gga
� fuag ; (3.19)

are applied in a symmetric manner as a consequence of the quadratic forms and integrals defined by the Ritz method, resulting
in the “analysis” set equations and matrices

ŒMaa� fRuag C ŒCaa� fPuag C ŒKaa� fuaag D Œ�a� fFg
ŒMaa� D �

Gga
�T �

Mgg
� �

Gga
�
; ŒCaa� D �

Gga
�T �

Cgg
� �

Gga
�
; ŒKaa� D �

Gga
�T �

Kgg
� �

Gga
�
; Œ�a� D �

Gga
�T �

�g
� (3.20)

3.5.2 Matrix Structural Analysis

Matrix Structural Analysis predates the Finite Element Method by several decades. Historically, matrix formulations for
structural systems developed along two paths, namely (a) the force method, and (b) the displacement method. The force
method owes its foundations to Castigliano [14], who introduced a complementary variational formulation for statics. The
displacement method, based primarily on Hamilton’s principle and the Ritz method, ultimately eclipsed the force method
due to the advent of the Finite Element Method.

3.5.2.1 Free Vibration and Modal Analysis

Free vibration of a structural system generally relates to the undamped eigenvalue problem (dropping the “a” subscript in
Eq. 3.20)

ŒM� fRug C ŒK� fug D f0g ; (3.21)

which has solutions described by the (real) mode transformation,

fug D Œˆ� fqg (3.22)

Solutions of the resulting two matrix eigenvalue problem

ŒK� fˆng � ŒM� fˆngœn D f0g �
œn D ¨n

2
�

(3.23)

are expressed by symmetric transformations, dictated by Hamilton’s principle and the Ritz method, which have the following
mathematical properties (for unit mass normalized modes):

Œˆ�T ŒM� Œˆ� D ŒI� ; Œˆ�T ŒK� Œˆ� D Œœ� .where Œœ� is a diagonal matrix/ (3.24)

These orthogonality properties are guaranteed by symmetries in the mass and stiffness matrices, which are consequences
of the Ritz method.

It should be noted that inclusion of the damping matrix in the free vibration equations will generally result in complex
modes and eigenvalues. Analysis of complex modes of structural systems, fortunately, is not often pursued. This is
“fortunate” for two primary reasons, namely (a) experimental modal analysis generally indicates that “real” modes accurately
fit measured data, and (b) popular damping matrix formulations generally do not relate to measured damping characteristics.

3.5.2.2 Proportional Damping Foolishness

Many texts in the field of mechanical vibration and structural dynamics (e.g., [6]) introduce the convenient notion of
proportional damping, which assumes a physical damping matrix of the form



28 R.N. Coppolino

ŒC� D ’ ŒM�C “ ŒK� (3.25)

This assumption is mathematically convenient in that the undamped system modes define a decoupling transformation for
the damping matrix, which is

Œˆ�T ŒC� Œˆ� D ’ ŒI�C “ Œœ� : (3.26)

However, the on-diagonal terms must correspond to the following relationship for the critical damping ratio, —n

fˆngT ŒC� fˆng D 2—n¨n D ’C “¨2n or —n D ’C “¨2n
2¨n

; (3.27)

which is restrictive and does not relate to experimental reality for many structural systems displaying relatively uniform
critical damping ratios.

There are two practical alternatives to proportional damping “foolishness”. The first alternative, namely complex
proportional damping, is widely used in aeroelasticity [15]. The second, more widely used alternative circumvents the explicit
damping matrix altogether and inserts assumed (or experimentally determined) modal critical damping ratios in truncated
modal response analysis of structures.

3.5.2.3 Normal Modes and Mach’s Interpretation of d’Alembert’s Principle

Several iterative strategies developed for the computation of normal modes have, perhaps unconsciously, benefited from
Ernst Mach’s interpretation of d’Alembert’s principle [16], which simply views inertia (the time derivative of momentum)
as an equivalent “static” force. Therefore, the undamped modal problem (Eq. 3.21) is posed as

ŒK� fˆg D fFIg � ŒM� f‰g .individual mode/ ; or ŒK� Œˆ� D ŒFI� � ŒM� Œ‰� .mode subspace/ (3.28)

where f‰g and [‰] are individual and grouped subspace modal guesses, respectively, and fˆg and [ˆ] are corresponding
iterated updates of the respective guesses. The single (fundamental) mode iteration method is attributed to Vianello [17]
and Stodola [18], while the grouped mode “subspace iteration” method was more recently introduced by Bathe [19]. More
recently introduced methods for treatment of very large order structural systems are now widely utilized.

3.5.2.4 Response to Dynamic Loads: Modal Truncation and d’Alembert’s Remedy

Employment of a truncated modal transformation (modes with natural frequency below a threshold) results in a series of
ordinary differential equations of the form

Rqn C 2—n¨n Pqn C ¨2nqn D �
ˆT

n�
� fF .t/g (3.29)

Recovery of physical displacements and loads using the truncated modal transformation

fug D Œˆ� fqg ; (3.30)

in many applications is inaccurate because the quasi-static response of all higher frequency modes is ignored. A clever
approach, that implicitly employs Mach’s interpretation of d’Alembert’s principle, known as the mode acceleration method
was defined by Williams [20]. The method casts the matrix equations governing system dynamics (Eq. 3.20) as follows

ŒK� fug D Œ�� fF .t/g � fFI .t/g � Œ�� fF .t/g � ŒM� fRqg (3.31)

where the damping forces are generally ignored. Solution of the above equation set (quasi-statically) at each time point
automatically accounts for the quasi-static response of all higher frequency modes (without the need to explicitly know
them!). This fact is mathematically provable.
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3.5.2.5 Large Order Systems: Component Mode Synthesis

During the 1960s the complexity of finite element models outpaced the development of digital computers and several authors
developed procedures to treat system models piecemeal. Hurty [21] and Craig and Bampton [22] developed equivalent
techniques known as component mode synthesis that described major structural components in terms of (a) generalized
modal coordinates, and (b) physical boundary (interface) degrees of freedom. The general approach is defined by partitioning
of a structural component (in a state of free vibration) into “internal” or “i” degrees of freedom and “boundary” or “b” degrees
of freedom, as follows:
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Ritz vectors are then computed as an assembly of (a) internal modes associated with a fixed boundary, and (b) static
shapes (or constraint modes) relating internal displacements to boundary displacements, as follows:
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(3.33)

By applying the above transformation in a symmetric manner (following the Ritz method), reduced order mass and
stiffness matrices for the component are realized. The form of the matrices is

ŒM� D
	

Iqq Pqb

Pbq Mbb



; ŒK� D

	
œqq 0qb

0bq Kbb



(3.34)

It is of significance to note that the description of the reduced order structural component is the same as that of a finite
element of the h-p type described in Sect. 3.5.1.1, where (a) the internal modes serve as “p” functions, and (b) the constraint
modes serve as “h” functions. Assembly of the large-order structural dynamic system then follows the overlapping procedure
used for assembling an ordinary finite element model. Component mode synthesis procedures, which now include additional
particular strategies beyond the Hurty–Craig–Bampton method, are widely used in the aerospace industry.

3.6 Additional Variational Principles and Applications

The complementary viewpoint introduced by Castigliano in 1873 was generalized for dynamics by Toupin [23]. The
complementary form of Hamilton’s principle, known as Toupin’s principle, may be derived in a manner similar to the
approach described in Chap. 3 of this paper.

The postulate-theorem interrelationship is demonstrated below for a mechanical system composed of a single particle
restricted to motion along one direction. The time integral of Newton’s second law states the postulate,

bF D
Z t

�1
Fdt D m

du

dt
or
bF
m

D du

dt
(3.35)

A d’Alembert type variational statement is that the system follows an “economy” in variational terms such that

 bF
m

� du

dt

!
� •bF D 0 (3.36)

where “•bF” is defined as a variation off the true path of “bF”. The complementary form of Hamilton’s principle is therefore

t2Z

t1

 bF
m

� du

dt

!
� •bF � dt D 0 (3.37)
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This variational integral is more compactly expressed as

t2Z

t1

.•TC C •WC/ � dt D 0; (3.38)

where TC D bF2
m is the system complementary kinetic energy and •WC D � du

dt � •bF is the system complementary virtual work.
By introducing a complementary strain energy function (not described here), the variational principle takes the form

t2Z

t1

.•TC � •UC C •WC/ � dt D 0 (3.39)

This complementary variational principle was employed in the study and resolution of difficulties encountered with fluid–
structure interaction models, which employed pressure as the physical variable for the fluid, by Coppolino [24]. One of the
more interesting peculiarities of Toupin’s principle is the role reversal of kinetic and strain energies in that the time derivative
is associated with strain energy. As illustrated in the acoustic matrix equation

�
Cp
� nRbp

o
C �

Sp
� fbpg D ��Ap

�T fPug or
�
Cp
� fRpg C �

Sp
� fpg D ��Ap

�T fRug ; (3.40)

[Cp] is the acoustic compliance (flexibility) matrix, [Sp] is the susceptance (inverse mass) matrix, and [Ap] is the surface
area matrix. Toupin’s principle, while mathematically curious, has not found many convenient applications to this date.

Additional variational formulations have been derived and employed for the study of other applications in applied physics.
It appears that use of Galerkin’s method as a starting point facilitates definition of novel versions of Hamilton’s principle.
Biot’s variational principle [25] for heat conduction and Hamilton’s principle for finite element solution of Maxwell’s
equations by MacNeal et al. [26], are just two examples of alternative expressions of Hamilton’s principle.

3.7 Conclusions

This paper offers a historical thread tracing the development of modern structural dynamics, which owes much of its present
state to variational principles. The foundational variational principles are presented as a logical progression stemming from
(a) ancient and medieval notions of economy in nature and human reasoning, (b) Newton’s laws, (c) d’Alembert’s principle,
and (d) Hamilton’s principle. A fifth principle or consequence, (e) Lagrange’s equations, is derivable from Hamilton’s
principle (in spite of the fact that it was introduced before Hamilton’s principle). All of the variational principles were fully
developed by the first half of the nineteenth century.

Three approaches to approximate analysis based on Hamilton’s principle were introduced during the early part of the
twentieth century by Ritz, Galerkin, and Trefftz. Each of the three approaches has led to significant progress in structural
dynamics, which can be summarized as follows:

1. The Ritz method, which substitutes an assumed shape function series into Hamilton’s principle, is responsible for
definition of symmetric, positive semi-definite mass and stiffness matrices. Moreover, the Ritz method provides a
foundation for generalized coordinates (displacements) and generalized forces. It forms the foundation for much of the
Finite Element Method and Matrix Structural Analysis.

2. Galerkin’s method substitutes an assumed shape series into a continuum mechanics statement of Hamilton’s principle
consisting of (a) a stationary integral with a partial differential equation kernel, and (b) a stationary integral with a natural
boundary condition kernel. By selecting shape functions that automatically satisfy natural boundary conditions, Galerkin’s
method focuses on (a) and it is employed to treat a very wide range of problems in applied physics for which variational
principles are not known or well understood. It has been employed in the study of nonlinear phenomena.

3. Trefftz’s method takes on a complementary approach with respect to the Galerkin method in that the assumed functions
automatically satisfy (a) the partial differential kernel, and it seeks a least squares solution to (b) the natural boundary
condition kernel integral. This strategy is well-suited for problems related to unbounded media, and it forms much of the
basis of the Boundary Element Method.
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Two tasks in Matrix Structural Analysis have benefited from consequences of Mach’s viewpoint of d’Alembert’s principle,
published near the end of the nineteenth century. They are as follows:

1. Computation of the lowest eigenvalues and eigenvectors for an undamped structural system is performed by (a) employing
a single mode iteration procedure introduced by Vianello and Stodola by the first decade of the twentieth century, or (b)
employing a modal block (subspace) iteration procedure introduced by Bathe in the early 1970s.

2. Accurate computation of structural dynamic response by treating a truncated set of modal accelerations as equivalent
“static loads”. The technique introduced by Williams in 1945 automatically accounts for the quasi-static response of all
high frequency modes without explicitly solving for them.

The influence of variational principles reaches a much broader set of applications than structural dynamics based on (a) a
complementary variational principle introduced by Toupin in 1952, and generalizations of Galerkin’s method which resulted
in (b) Biot’s variational principle for heat transfer in 1957, and (c) a variational formulation for electromagnetics introduced
by MacNeal et al. in 1987.

It is clear that progress in the development of variational principles, approximate methods, and practical applications has
occurred in successive stages depending on prior contributions. There is a wisdom statement, generally attributed to Newton,
“If I have seen further : : : ”, which actually has more ancient roots. The Italian-Jewish sage, Isaiah di Trani (d. 1250) stated:
“Who sees further a dwarf or a giant? Surely a giant for his eyes are situated at a higher level than those of a dwarf. But if
the dwarf is placed on the shoulders of the giant, who sees further? So too we are dwarfs astride the shoulders of giants. We
master their wisdom and move beyond it”.
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Chapter 4
Some Cornerstones of Signal Analysis History

Anders Brandt

Abstract This brief paper contains a survey of some fundamental cornerstones to contemporary analysis of random signals.
Being among the most important contributions to this field, the paper presents the background of the sampling theorem,
as this is the foundation on which all modern data analysis rests. In addition, the background and history of the Fourier
transform, the discrete Fourier transform (DFT), and, particularly, the fast Fourier transform (FFT) is given.

Keywords Signal processing • History • Sampling theorem • Spectrum analysis • FFT

4.1 Introduction

This brief paper will present some of the author’s views on some important cornerstones of signal processing history,
particularly as it is impacting the modal analysis community and our applications. As I am no historian, and the work
mentioned in this paper is solely other people’s work, I choose to only summarize very brief points, and point to sources
of good reading. Hopefully I can tempt at least some interested readers to follow these references to find out much more.
You will be on a very interesting journey! Of course, this text is extremely limited; it does not imply that there were not a
vast number of other people contributing to develop the knowledge we have today. They will have to forgive me for omitting
them.

4.2 Early Signal Processing History

As will be apparent in the next section, the fundamentals of what we use in signal analysis (and particularly the dynamics
theory) today were discovered already in the eighteenth century. There are two particular giants of science that we rest upon
for much of these discoveries; Laplace and Fourier.

To start with, we will have to note Pierre-Simon Laplace (1749–1827) [1], by many called the French Newton [2] and seen
as one of the foremost scientists through all times. Laplace, who was an astronomer and mathematician, among many things
made important contributions in calculus, probability theory [3], and physical mathematics. We are particularly interested in
Laplace because he has given name to the Laplace transform, despite the fact that, technically speaking, he actually used the
Z transform on finite difference equations himself [4]. Nevertheless, the Laplace transform is essential in the systems theory
that we use widely today in order to explain input–output relationships of linear systems. This dynamic systems theory is
considerably younger, however. Laplace would hardly have recognized much of today’s ways of describing linear systems
theory, being methods developed post WWII in the control engineering community.

Jean Baptiste Joseph Fourier (1768–1830) is, of course, also worth mentioning in this context. Fourier was a French
mathematician and physicist, living in the same period as Laplace [5]. They were both members of the Academy of Sciences
in Paris [6], and, interestingly, Fourier too was compared to Newton, even in his own lifetime; when applying to the military
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academy, Fourier was refuted with the words “Fourier,” replied the minister, “Fourier, not being noble, could not enter
the artillery, although he were a second Newton” [6]. He is most interesting to us because he invented the Fourier Series to
describe periodic signals, which he applied to heat transfer and vibration problems. He has also given name to the continuous
Fourier transform, and its discrete cousin, the DFT, see below. The theories named after Fourier are probably the most
important contributions to signal analysis, because without them the spectrum analysis we use in modern signal analysis
would not be available [7].

One of the very central theorems in linear systems theory is the convolution theorem; the output of a linear system is the
input convolved by the impulse response of the system [8]. As we know so well today, the Laplace transform of the impulse
response is the transfer function, and the Fourier transform of it is the often used frequency response function. Although
the background to the convolution theorem goes all the way back to the time of Laplace and Fourier, the term convolution
dates back only to the 1950s [9]; the convolution integral was probably first presented by Jean-Baptiste le Rond d’Alembert
(1717–1783). It should also be mentioned that the convolution is often called the Duhamel integral in mechanics (perhaps
unjustified [9] because Duhamel seems not to have been the first to publish this principle). From my point of view, the
dynamic systems theory is much more general and should therefore be preferred; it is unfortunate that this theory is not
considered necessary in the curricula of many mechanical and civil engineering programs.

4.3 Late Developments

As we saw in Sect. 4.2, some of the most important foundation of modern signal analysis was laid in the late eighteenth
century, by what was to be the dynamic systems theory that we rely on today (using convolution in the time domain or
multiplication in the frequency or Laplace domains to relate the input to the output of a linear system). This black box theory
is standard textbook knowledge, so we will assume it is known here; otherwise see for example [7].

4.3.1 The Sampling Theorem

The modern methods for signal analysis are to a large extent based on digital signal processing. The theory of this part
of engineering is relatively new, mostly developed in the twentieth century. Central to all digital signal processing is the
sampling theorem, which states that, provided that the frequency content of a continuous signal, x(t), is limited to a frequency
range (bandwidth) B <

fs
2

, where fs is the sampling frequency, then a sampled version of the signal, x(n), can be related to
the original, continuous function by the reconstruction formula

x.t/ D
1X

nD�1
x.n/

sin .�fs .t � n�t//

�fs .t � n�t/ : (4.1)

The sampled signal thus exactly represents the continuous signal in the case this signal is bandlimited. The importance
of this theorem is great and its history is interesting [10]. The origin of the sampling theorem goes a long way back. The
reconstruction formula in Eq. (4.1) is often attributed to Whittaker 1915 [11] under the name Whittaker’s cardinal theorem
[12]. It is, however, Shannon [13] that is (at least usually) now giving name to this theorem, despite the fact that he wrote,
right under the line where he states the theorem, that “this is a fact which is common knowledge in the communication
art.” It was Shannon that named half the sampling frequency the Nyquist frequency after Nyquist [14], acknowledging the
latter for important contributions in the development of the sampling theorem. Indeed, sometimes the theorem is denoted the
Nyquist–Shannon sampling theorem. Sometimes, also Kotel’nikov [15] is attributed for discovering the sampling theorem
independently in the Soviet Union.

As pointed out in [10], there is today in the telecommunication and signal processing fields a different view of the sampling
theorem, not stressing the exact representation, but instead focusing on the sampling theorem of non-bandlimited signals, as
essentially all signals we sample are indeed not bandlimited, so we have to deal with some approximation. I still dare to say
that in mechanical engineering and the modal analysis community this has had little impact. We deal with the approximations
in the sense of limited dynamic range in our measurements [7]. The importance of the sampling theorem is that it ensures
that we can sample any analog signal and treat it with digital signal processing, without losing any information. In modal
analysis applications, this is valid, since we are by nature, so to speak, interested in a limited frequency band where the
structure response is modal (i.e. where the mode density is low).
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4.3.2 Random Data Theory

The next important cornerstone is that of random data theory, or more precisely, how we deal with spectra of random
processes. This theory is vital for spectrum analysis, and needs to be addressed before we can address spectrum analysis
of general random vibrations. The first important contribution to this field was made by the math giant Wiener [16], and
similar results were discovered by Khinchin (sometimes Khintchine) [17]. They both explained, that despite the fact that
for wide-sense stationary signals, the Fourier transform does generally not exist, the power spectral density of the signals
can still (often) be found by the Fourier transform of the autocorrelation function. The importance of this discovery cannot
be overstated, as it added a very important piece to the theory of spectrum analysis of random signals. Recently [18] it
has been found that actually Albert Einstein realized the connection between autocorrelation functions and spectral density
already 1914 (although the terms autocorrelation and spectral density are much younger). The significance of this is quite
extraordinary, since the whole theory of random variables (stochastic processes) is essentially a post WWII field [19],
although the work by mathematicians like Wiener and Khinchin had paved the way.

On the more practical side of our current use of random data theory, Julius Bendat and his coauthor, Allan Piersol, made
considerable contributions in the practical use of random data analysis [20–22]. Julius Bendat’s first book was published
already 1958, in a time where the foundation of the theory of random processes that we take for granted today was still
not formed, although much of the knowledge was established in journal papers. Bendat and Piersol did substantial work in
developing practical procedures for, and particularly explaining errors involved in, estimates based on random processes.
When it comes to estimating frequency response functions from measured records of input and output signals, their work
was vital. A humorous description of some of the achievements comes from Julius Bendat’s own pen (computer?) [23].

4.3.3 Spectrum Analysis

The (re)-invention of the Fast Fourier Transform, FFT, in 1965 by Cooley and Tukey [24] is probably the most important
cornerstone in twentieth century signal processing. This algorithm reduces the number of computations of the discrete
Fourier transform, DFT, of length N, from proportional to N2 arithmetic operations by direct computation, to proportional
to N � log2(N) operations with the FFT algorithm. The FFT algorithm has revolutionized vibration analysis, and made very
much of what we do routinely today possible. Today when it is not uncommon to make, for example, an FFT computation
of signals of 1,0242 samples (1 Mega samples—this is not considered a large record today), the saving is in the order of
50,000 times. On my current laptop, the FFT of 1,0242 samples takes approximately 34 ms to compute, which means that
the straight DFT computation would instead take half an hour, had I the patience to try! The importance of the FFT paper is
shown, if nothing else, by the paper being the most cited paper of the Mathematics of Computation journal [25].

The previous paragraph starts by “the (re)-invention : : :” This is because it was soon discovered that algorithms
very similar to the one published by Cooley and Tukey were already around [26], the earliest first thought to be an
algorithm by Runge already 1903. It should be mentioned, however, that the Cooley–Tukey algorithm is more general
than these algorithms, which are now called Prime Factor Algorithms (PFA), although the PFA algorithms are certainly
sometimes to prefer. Relatively soon (1977) it was further discovered [27], that Carl Friedrich Gauss (1777–1855), the
giant mathematician, had developed the FFT algorithm already in 1804 [28]. It is no exaggeration to say that this is quite
remarkable, because Fourier published his work on the Fourier series only 1822, although his work was probably made
around 1804 [29]. There were, however, around the time of these gentlemen many people who worked on formulations of
periodic signals—quite natural considering the applications of astronomy, for example, of those days. This is probably a
good illustration that science history, described as a series of developments, is deceiving; actual developments usually occur
in parallel, of course, and attributing a discovery to a single person, as we are so keen to, many times means unnecessarily
ignoring many other scientists with similar level discoveries.

The FFT paved the way to, or triggered, many developments in spectrum analysis, as it suddenly became practical to
compute correlation functions and spectra in a fast way. The most popular such method for computing spectral densities is
the one by Welch [30], which was published 1967, quickly becoming “industry standard” because of its easy implementation
in processors with low memory capacity. Some methods were actually developed before the FFT was available, for example
the method I personally prefer to call the smoothed periodogram method [7], which is also sometimes referred to as the
Daniell method [31], although it should be attributed to Albert Einstein who seems to have discovered it first, already 1914
[18]. Sometimes this method is, somewhat deceivingly, referred to as the Blackman–Tukey method [32, 33], although the
Blackman–Tukey method is not based on a smoothed periodogram but rather on the Fourier transform of a correlation
function, albeit, mathematically, it is equivalent. By these last developments, the success of the modal analysis community
was on its way; or, at least, the necessary tools were there. The rest, as they say, is history.
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Chapter 5
Structural Dynamic Test-Analysis Correlation

Robert N. Coppolino

Abstract A historical perspective of structural dynamic test-analysis correlation is presented. Mathematical relationships
for normal mode orthogonality and cross-orthogonality, which require use of a theoretical mass matrix, are described. The
most demanding requirements for model fidelity, in launch vehicle and spacecraft applications, are specified in terms of
correlation criteria defined by U.S. government agencies. Procedures developed to identify the primary physical locations
of test-analysis differences are discussed. Alternative correlation metrics, which do not employ a theoretical model mass
matrix, are reviewed.

Nomenclature

[A] Flexibility matrix
C Correlation scale factor
[C] Damping matrix
[COR] Cross-orthogonality matrix
[COH] Modal coherence matrix
[E] Error matrix
fFg Force array
[K] Stiffness matrix
[LTM] Load transformation matrix
[M] Mass matrix
MAC Modal assurance criterion
[Meff] Modal effective mass matrix
[OR] Modal orthogonality matrix
[P] Modal participation factor matrix
fQg Modal generalized force array
[R] Residual error matrix
[T] Modal kinetic energy matrix
[U] Modal strain energy matrix
fn Natural frequency (Hz)
fqg Modal displacement array
t Time
fug Physical displacement array
[ˆ] Modal matrix
[�] Force allocation matrix
[I] Identity matrix
[‰] Displacement allocation matrix
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f"g Strain array
[œ] Eigenvalue matrix
¨n Natural frequency (rad.sec)
—n Modal critical damping ratio

5.1 Introduction

Developments in structural dynamic modeling and modal testing [1, 2] were strongly motivated by aircraft structural failures
as early as the first decade of the twentieth century [3]. The space race, dating back to the 1950s, and its early failures
resulted in the development of strict government modal test-analysis correlation standards [4–6] based on mass-weighted
orthogonality and cross-orthogonality metrics. Widespread advances in structural dynamics and experimental modal analysis
[7–12] experienced accelerated growth due to advances in computer science, applied mathematics and microelectronics : : : all
motivated by cold war anxieties before 1990. Thanks to continued enthusiasm in the academic world, further advances are
realized and shared on a regular basis at IMAC and other conferences during the past 30 years.

Introduction of a systematic procedure for model order reduction by Guyan in 1967 [12] led to meaningful and sometimes
flawed reduced order mathematical models, which are employed in modal test planning and correlation efforts. Over
enthusiasm and mindless computer automation results in model reductions (and accompanying sensor allocations) that
obscure important dynamic responses (like those of passenger seats in a luxury automobile [13]). This deficiency has been
addressed by many contributors [14, 15] who developed strategies for definition of adequate sensor mapping and reduced
order mass matrices. The art and science of model order reduction for modal test planning and correlation recently hit a
“road block” due to the popularization of 3-D solid elements in automated finite element codes. The fundamental operations
implied in Guyan reduction [12] imply the imposition of concentrated unit loads, which is not a problem for technical
theories (e.g., truss, beam, shell elements). However, concentrated loads lead to mathematically infinite displacements in
3-D elasticity. The system equivalent reduction-expansion process, SEREP [16], appears to provide an alternative path for
definition of reduced order model correlations with modal test data [17]; developments along these lines require clearer
guidelines and standards. In the meantime, it is prudent for those involved in the development of models for test-analysis
correlation to restrict finite element model contents to elements based on technical theory.

Beyond satisfying well-defined correlation standards [4–6], localization of the sources of test-analysis discrepancy is a
task undertaken by many investigators. While detailed review of test and model based mode pairs often provides clues to
the discrepancy sources, a universal strategy based on mode-to-mode comparisons has not been identified. More fruitful
strategies for discrepancy localization have been developed based the incomplete flexibility matrix, introduced by Rodden in
1967 [18]. Further developments, for example the incomplete flexibility method due to Lin [19], appear to clearly identify
local discrepancy sources (provided the test deduced flexibility is of very good quality).

As noted in the first paragraph of this introduction, many recent advances in test-analysis correlation are the product
of enthusiasm in academia. Methodologies and metrics [20, 21], not based on weighting (the mass matrix) are a source of
controversy and disagreement. In its defense, however, employment of non-weighted metrics provides a path for test-analysis
correlation in situations that do not enjoy the luxury of “complete” modal sensor arrays.

5.2 Relevant Finite Element Models

Definition of a structural dynamic model (specifically a finite element model) must follow a series of guidelines (see Ref. 1,
Chap. 23), which assure its relevance. It must reflect the following considerations:

a. System Operations: The model must address its end purpose. Intense steady loading (e.g., shell subassembly pressur-
ization) may strongly influence stiffness characteristics and immersion in a fluid and/or containment of a fluid may
increase structural dynamic mass. Interaction of the structure with other phenomena and subsystems may lead to the
need for additional model features (e.g., aeroelasticity (flutter) [3], structure-control interaction, launch vehicle structure-
propulsion system instability a.k.a. POGO).

b. Dynamic Environments: The dynamic bandwidth (frequency range, 0< f< f*) and intensity of an operational environment
are estimated by shock response spectrum or power spectrum analysis [1]. Employing the estimated cut-off frequency, f*,
the shortest wavelengths of system structural members are estimated, from which grid spacing requirements are derived.
High magnitude environments may suggest potentially complicating nonlinear effects.

http://dx.doi.org/10.1007/978-3-319-04729-4_23#CR1
http://dx.doi.org/10.1007/978-3-319-04729-4_23
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c. Element Selection: Based on the above considerations, informed decisions are made regarding the type of finite element
(truss, bar, beam, shell, 3-D solid, etc.) to be employed. Moreover, features, such as differential stiffness, added fluid mass,
and joint flexibility (uncertainties) may be required.

Typical linear structural dynamic models have matrix forms associated with applied external loads and base motions,
respectively:

ŒM� fRug C ŒC� fPug C ŒK� fug D Œ�� fF .t/g .Applied external loads/ (5.1)

ŒM�
n

Ru0

o
C ŒC�

n
Pu0

o
C ŒK�

n
u

0

o
D � Œ‰� fRu0 .t/g .Base motion excitations/ (5.2a)

fRug D
n

Ru0

o
C Œ‰� fRu0 .t/g .Absolute acceleration recovery/ (5.2b)

Common to both of the above situations are structural dynamic mass and stiffness distributions that result from the finite
element modeling process, applied excitation distributions ([�], [‰]) and associated time functions from the engineering
development process. The damping matrix, [C], is almost never explicitly defined unless specific damping components are
incorporated in the structure’s design; it is generally described in “modal” terms as part of modal analysis.

5.3 Initial Model Verification

A vital preliminary step in model correlation is initial model verification. Over the past half century, rigid body checks have
been a standard part of the verification process. The most demanding standards for model verification have been documented
by the U.S. Air Force Space Command [4, 5] and less strictly by NASA [6]. Using a geometrically defined rigid body
displacement matrix, [‰RB], the rigid body mass properties of a structure (both the complete assembly and subassemblies in
unconstrained form) defined by

ŒMRB� D Œ‰RB�
T ŒM� Œ‰RB� ; (5.3)

are correlated with reference engineering properties (total mass, center of gravity, mass moments of inertia) of the designed
system. It should be noted that aircraft and space system development organizations generally include weight engineering
departments which manage system mass budgets throughout the development process. The Society of Allied Weights
Engineers (SAWE) was established in the United States in 1939 to support the weights engineering community.

The companion initial model verification calculation

ŒKRB� D Œ‰RB�
T ŒK� Œ‰RB� ; (5.4)

is employed on the structure (both the complete assembly and subassemblies in unconstrained form) to verify integrity of
the modeling process. [KRB] must be a null matrix for an unconstrained structure. It should be noted that in special situations
involving structures with “mechanisms” additional unconstrained verification calculations are required on the assembled
system model (i.e., more than six stiffness free “modes”).

5.4 Structural Dynamic Response Analysis and Model Correlation Requirements

Linear structural dynamic models subjected to dynamic environments are defined by equation sets 1 and 2 for applied forces
and base motions, respectively. Undamped modes are calculated over the relevant bandwidth (0< f< f*) by solution of the
algebraic eigenvalue problem,

ŒK� Œˆ� D ŒM� Œˆ� Œœ� ; (5.5)

for an appropriately constrained system. Note that the diagonal terms in the eigenvalue matrix are directly related to the
system’s natural frequencies,

œn D ¨2n D .2  � fn/
2 (5.6)
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The system eigenvectors (or modes) have the mathematical properties

Œˆ�T ŒM� Œˆ� D ŒI� ; Œˆ�T ŒK� Œˆ� D Œœ� ; (5.7)

for unit-mass normalized eigenvectors.
The system modes define the truncated (0< f< f*) modal displacement transformations,

fug D Œˆ� fqg .Applied external loads/ (5.8a)

fug D Œˆ� fqg C Œ‰R� fu0 .t/g .Applied base excitations/ (5.8b)

yield the uncoupled modal response equations,

Rqn C 2—n¨n Pqn C ¨2nqn D Qn .t/ D �
ˆT

n�e
� fFe .t/g .Applied external loads/ (5.9a)

Rqn C 2—n¨n Pqn C ¨2nqn D Qn .t/ D � �ˆT
n M‰R

� fRu0 .t/g .Base excitations/ (5.9b)

Recovery of physical displacements by substitution of modal displacement solutions (Eq. 9) into the truncated modal
transformations (Eq. 8) produces results that tend to be inaccurate (with respect to direct integration solutions of system
Eqs. 5.1 or 5.2).

Accurate recovery of physical displacements is realized by employment of the mode acceleration method, which was
introduced by Williams in 1945 [7]. The mode acceleration method employs substitution of modal accelerations into Eq.
(5.1) (applied external force case) resulting in

fug D �
K�1�e

� fFe .t/g � �
K�1Mˆ

� fRqg (5.10)

where contributions associated with modal velocities are generally ignored. For the case of applied base motion accelerations
(equation set 2), mode acceleration displacement recovery results in

˚
u0� D � �K�1M‰R

� fRu0 .t/g � �
K�1Mˆ

� fRqg (5.11)

In many situations, base excitation distribution is approximated by a statically determinate allocation matrix, [‰R], and the
relative displacements, fu0g, are sufficient for use in recovery of structural strains and stresses. It is mathematically provable
that the mode acceleration method automatically accounts for the quasi-static response of all system modes (while mode
displacement recovery is limited to the truncated mode subset). A persistent irony in modern engineering practice is that
most commercial finite element codes employ the mode displacement method for dynamic data recovery.

The following additional matrix relationships are employed to recover structural system strains and stresses (or member
loads):

f©g D ŒK©� fug ; f¢g D ŒK¢©� f©g D ŒK¢©� ŒK©� fug D ŒK¢ � fug (5.12)

It should be noted that the strain-displacement matrix, [K"], is governed by kinematics while the stress-displacement
matrix, [K"¢ ], is governed by material elastic properties.

Substitution of the mode acceleration displacement recovery relationships into the strain recovery equation yields the
well-known load transformation matrix relationships shown below for applied external forces,

f©g D �
K©K

�1�e
� fFe .t/g � �

K©K
�1Mˆ

� fRqg D ŒLTMF� fFe .t/g C ŒLTMa� fRqg (5.13)

and for applied base motions (statically determinate case),

f©g D � �K©K�1M‰R
� fRu0 .t/g � �

K©K�1Mˆ
� fRqg D ŒLTMR� fbu0 .t/g C ŒLTMa� fRqg (5.14)
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Similar load transformation relationships for stress recovery result from employment of [K¢ ] instead of [K"]. It should
be noted that load transformation matrices take on more elaborate particular forms in situations involving evaluation of
designated substructures or subassemblies.

It is important to note that accurate structural dynamic loads require correlation of the following information with respect
to test data and system design data:

a. Modal frequencies, fn, in the relevant frequency band (0< f< f*)
b. Mode shapes, [ˆn] in the relevant frequency band (0< f< f*)
c. Structural system flexibility, [K�1]
d. Structural system mass, [M].

5.5 Target Modes

An important practical aspect of model correlation and modal test planning is designation of a target mode set within the
relevant frequency band (0< f< f*).

In the case of applied force excitations, the most prominent modes producing physical stresses (or member loads) are
those associated with “high” modal gain, fˆngT[�e], (see Eq. 5.9a) and “high” [LTMa] terms. The process of target mode
selection for the case of applied force excitations is often “risky” as the prominence of measured test modes may differ
from corresponding model modes (especially for closely-spaced modes). However, in the case of structures composed of
thin shells having many breathing modes with low modal gain, elimination of such modes from the target mode set reduces
challenges for both the modal test and test-analysis correlation process.

In the case of applied base motions, the most prominent modes producing physical stresses (or member loads) are those
associated with “high” modal participation factors (see Eq. 5.9b) or “high” modal effective mass which are defined as follows:

ŒPn� D Œˆn�
T ŒM� Œ‰R� .Modal participation factors for mode”n”/ (5.15)

ŒMeffn� D ŒPn� 	 ŒPn� .Modal effective mass/ (5.16)

In addition, the total reference mass (rigid body bass for statically determinate [‰R]) is

ŒMRR� D Œ‰R�
T ŒM� Œ‰R� (5.17)

The accepted metric for judgment of completeness of a selected subset of system modes is the ratio of a partial sum of
modal effective masses to the total system mass (diagonal terms in [MRR]), which is

MRatio;i D 100
X

n

ŒMeffi;n�=MRR;i;i .Percent units/ (5.18)

The standard employed for U.S. Navy’s Dynamic Design Analysis Process (DDAM) [8] for roughly the past 50 years
requires that the terms of MRatio,j be at least 80 % for a modal subset to be judged adequate. Similar standards of target mode
completeness have been informally adopted for space and civil engineering applications. It should be noted that for many
applications, the lowest frequency modes in each geometric direction are the highest contributors to MRatio,j.

5.6 Modal Kinetic and Strain Energy Distributions

Term-by-term deconstruction of mode orthogonality relationships (Eq. 5.7) provides insight into the distribution of structural
system modal kinetic and strain energies. In particular,

2 ŒTn� D ŒMˆn� 	 Œˆn� .Modal kinetic energy distribution/ (5.19)

2 ŒUn� D ŒKˆn� 	 Œˆn� .Modal strain energy distribution/ (5.20)
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The sums of the energy distributions are 1.0 and œn, respectively, when the modes are normalized to unit modal mass.
It should also be noted that for an assembled structural system, modal kinetic and strain energy distributions are equivalent
(other than the eigenvalue as a scale factor for strain energy). It is of great interest, however, that disassembly of the structural
system into disconnected substructures produces dissimilar “substructure” kinetic and strain energy distributions (Again, it
must be emphasized that substructure designations must not be defined on the basis of degree-of-freedom subsets of the
assembled system model!).

The practice of calculation of (or accounting for) substructure modal kinetic and strain energy distributions has been
commonplace in the aerospace industry for organizations employing the most prevalent component mode synthesis (CMS)
methodologies [9–11]. An illustrative example of this process is as follows:

a. Assembled launch vehicle & spacecraft system:

2ŒTn�total D
X
dofs

ŒMˆn� 	 Œˆn� D Œˆn�
T ŒM� Œˆn� D 1 .Normalized kinetic energy/ (5.21)

2ŒUn�total D

X

dofs

ŒKˆn� 	 Œˆn�
�
=œn D Œˆn�

T ŒK� Œˆn� =œn D 1 .Normalized strain energy/

b. Subsystem allocations (into partially overlapping component partitions)

Œˆn�stage1 D �
�stage1

�T
Œˆn� ; Œˆn�stage2 D �

�stage2
�T
Œˆn� ; Œˆn�spacecraft D �

�spacecraft
�T
Œˆn� (5.22)

c. Subsystem kinetic and strain energies:

2ŒTn�stage1 D Œˆn�
T
stage1

�
Mstage1

�
Œˆn�stage1 < 1 .Stage 1 kinetic energy/ (5.23)

2ŒUn�stage1 D Œˆn�
T
stage1

�
Kstage1

�
Œˆn�stage1=œn < 1 .Stage 1 strain energy/

(Similar relationships for other two components)
d. Subsystem energy properties:

2ŒTn�stage1 C 2ŒTn�stage2 C 2ŒTn�spacecraft D 1; 2ŒUn�stage1 C 2ŒUn�stage2 C 2ŒUn�spacecraft D 1 (5.24)

2[Tn]stage1 ¤ 2[Un]stage1, etc. for all components
Comparisons of component kinetic and strain energy distributions between analysis and test modal data may provide

insight into the localized difference between test and analysis.

5.7 Modal Test Planning

As a general rule, the number of system model degrees-of-freedom is substantially greater than a practical number of
acceleration sensor channels. Before 1965, allocation of a modal test accelerometer array was a task guided primarily by
general understanding of the character of anticipated system modes. Moreover, the assembly of a system mass allocation
matrix (corresponding to the test accelerometer array) was conducted on the basis of engineering experience and “expertise”.
The mass allocation matrix was deemed necessary for validation of test mode orthogonality, especially in aeronautical
applications.

Introduction of a novel model order reduction technique, namely Guyan reduction [12], in 1965 offered a systematic
strategy for definition of an appropriate test accelerometer array and system mass allocation matrix. The approximation
suggested by Guyan divided the degrees of freedom of a structural system into two subsets, namely (1) the “analysis” set,
fuag, and the “other” or “omit” set, fuog. An undamped system in a state of free vibration is therefore partitioned as,
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and it is assumed (based on engineering intuition) that the “omit” degrees of freedom (approximately) follow a static
relationship with respect to the “analysis” set degrees of freedom,

�
ua

uo

�
D
	

Iaa

� K�1
oo Koa



fuag (5.26)

Application of the above transformation to Eq. (5.25), results in the approximate reduced order equation set

ŒMaa� fRuag C ŒKaa� fuag D f0ag ; (5.27)

where the reduced order, approximate mass and stiffness matrices are

ŒMaa� D
	

Iaa

� K�1
oo Koa


T 	
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(5.28)
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Appropriateness of a selected “analysis” set may be verified by comparison of approximate modes and natural frequencies
associated with the reduced eigenvalue problem (Eqs. 5.26–5.28) with the results for the exact eigenvalue problem (Eq. 5.25).
The exact and approximate modal vectors (which use Eq. (5.26) as an expansion transformation) are

Œˆ�exact D
	
ˆa

ˆo




exact

; Œˆ�Guyan D
	

Iaa

� K�1
oo Koa



Œˆa�Guyan (5.29)

The choice of a specific set of “analysis” degrees of freedom is acceptable if all “Guyan” approximate modes and natural
frequencies are is “satisfactory” agreement with the “exact” system modes and natural frequencies. A very clear example of
an inadequate selection of “analysis” set degrees of freedom is discussed in [13], which describes difficulties encountered in
modal testing of a trim body automobile test article. In that experience, the front seats were not modeled or designated by
“analysis” degrees of freedom and local seat flexing modes which coupled with overall body vertical bending motions were
obscured. In response to this and other experiences, a variety of automated “analysis” degree of freedom selection algorithms
were developed. Coppolino [14] describes one such strategy.

Utilization of Guyan reduction to designate (1) the “analysis” set degrees of freedom as the modal test accelerometer array
and (2) the reduced mass matrix, [Maa], as the test-analysis model (TAM) mass (allocation) matrix is the most prevalent,
contemporary test planning strategy in the U.S. aerospace industry. Allocation of force excitation resources on the basis
of modal gains, fˆngT[�e], complements the allocated accelerometer array. Additional strain gage sensor arrays have been
successfully employed by NASA/JPL [15] since the 1980s as part of modal survey planning and execution. Such information
provides a basis for correlation and validation of load transformation matrices (see Eqs. 5.13 and 5.14).

Finally, it should be pointed out that allocation of an accelerometer array may require special considerations to avoid
the mapping of unwanted modes, specifically breathing modes of plate and shell subassemblies (that are not included in
the target mode set). In such situations, accelerometers directed normal to a “breathing” surface should not be allocated.
Moreover, if possible, tangentially oriented accelerometers should be allocated only at stiffening rings and spars to further
suppress measurement of breathing modes.

In summary, the following data sets form the basis of modal test planning in the U.S. aerospace industry:

a. TAM mass matrix, [Maa], derived from appropriate application of the Guyan reduction process.
b. TAM predicted modes and natural frequencies based on solution of the exact (unreduced) eigenvalue problem. The

accelerometer array modal partition represents the predicted test modes. It should be noted that some organizations use
the Guyan reduction solution as the predicted mode set.

c. Applied force allocation, based on predicted mode gains to excite all target modes.
d. Additional designated strain gages at critical locations based on pre-test flight loads analyses (the “NASA/JPL”

strategy [15]).
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5.8 Test Planning Challenges Associated with Large-Order Models

At the present time, automated computer analysis technology has advanced to the point that very large order (>105 degree
of freedom) models are commonplace. Moreover, models composed of 3-D solid elements are sometimes developed for
structural dynamic analysis and modal test planning. In such situations, the Guyan reduction process is inherently inaccurate
and inappropriate (in the limit, deflection due to point loading is infinite for a three-dimensional elastic solid). One way to
avoid this difficulty is to build the system model with technical theory based elements (e.g., truss, bar, beam, shell). When
this is not practical or possible, the SEREP [16] method provides a viable alternative for modal test planning.

An effort to define an approach for employment of a “sensitivity” vector enhanced SEREP transformation for modal test
planning is described in [17]. Much additional work is required, however, to define clear and widely accepted standards for
SEREP based test planning.

5.9 Correlation of Test and Analysis Modal Data (Cross-Orthogonality)

The relationship between target test modes, [ˆt], and their analytical counterparts, [ˆa], is described by the transformation,

Œˆt� D Œˆa� ŒCOR�C ŒR� (5.30)

where [COR] is the cross-orthogonality matrix and [R] is the residual error matrix. Employing the TAM mass matrix, [Maa],
as a weighting matrix, the least squares solution for cross-orthogonality is

ŒCOR� D ŒORa�
�1 �ˆT

a Maaˆt
�
; (5.31)

where the analysis mode orthogonality matrix is

ŒORa� D �
ˆT

a Maaˆa
� � ŒI� (5.32)

It should be noted that [ORa] is exactly an identity matrix only if the “analysis” modes are the unit mass normalized
modes of the Guyan reduced structural dynamic model.

An additional useful modal coherence matrix, [COH], is defined as follows

ŒCOH� D


ŒI�� ŒORt�

�1=2 �RTMR
�
ŒORt�

�1=2� D ŒI� � ŒORt�
�1=2 �CORtORaCOR

�
ŒORt�

�1=2 (5.33)

The following standards are imposed on space systems contractors by U.S. government agencies:
Air Force Space Command [4, 5]
For all spacecraft modes up to 70 Hz, test mode orthogonality (unit mass normalized)
jORt,ijj 
 0.10 (10 %) for i ¤ j
Test-Analysis mode cross-orthogonality (both sets unit mass normalized)
jCORijj � 0.95 (95 %) for i D j
jCORijj 
 0.10 (10 %) for i ¤ j
Difference between corresponding test and analysis modal frequencies must be less than 3 %.
NASA [6]
For all significant modes, test mode orthogonality (unit mass normalized)
jORt,ijj 
 0.10 (10 %) for i ¤ j
Test-Analysis mode cross-orthogonality (both sets unit mass normalized)
jCORijj � 0.90 (90 %) for i D j
jCORijj 
 0.10 (10 %) for i ¤ j
Difference between corresponding test and analysis modal frequencies must be less than 5 %.
It should be noted that the stricter standards imposed by the U.S. Air Force Space Command, particularly for spacecraft,

are suited for situations in which test data is employed directly to construct a hybrid test-analysis dynamic model [15], which
circumvents an often lengthy model correlation and reconciliation process.
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5.10 Correlation of Test and Analysis Modal Data (Localization of Differences)

A variety of strategies have been used by engineering organizations to localize discrepancies between test and analysis modes.
The intentions of such efforts are to (a) identify measurement errors and/or (b) identify modeling errors (or sensitivities).
The following metrics are typically employed:

Comparison of Modal Vectors

– Tabular and bar graph displays of correlating mode pair displacement vectors
– Tabular and bar graph displays of correlating mode pair kinetic energies
– Tabular and bar graph displays of correlating mode pair substructure kinetic energies
– Animated displays of corresponding mode pair displacement vectors

The tabular and bar graph displays often, but not always, provide indications of measurement and/or modeling errors.
Animated displays (which become quite detailed if the Guyan reduction transformation is used for modal expansion) may
be of utility for relatively simple structural systems.

An alternative set of strategies for localization of measurement and/or modeling errors is based on experimentally
and analytically derived incomplete flexibility matrices (also called influence coefficient matrices). An early work (1967)
describing definition and issues associated with experimentally derived incomplete flexibility matrices is due to Rodden
[18]. The incomplete flexibilities associated with unit mass normalized test and analysis modes respectively are,

ŒAt� D Œˆt� Œœt�
�1Œˆt�

T; ŒAa� D Œˆa� Œœa�
�1Œˆa�

T (5.34)

Both of the above flexibility matrices are singular and have rank equal to the number of modes.
One promising approach for localization of test-analysis differences, regardless of cause, was introduced by Lin in

1990 [19]. The error matrix, [Eta], is formed by the product,

ŒEta� D .ŒAt�� ŒAa�/ � ŒK� (5.35)

The sum of the rows of [Eta] provides a simple focus on degrees of freedom affected by test and/or modeling errors in
structural system stiffness.

5.11 Correlation of Test and Analysis Modal Data (Non-Weighted Metrics)

The introduction of minicomputers, PCs, and advanced digital processing software in the laboratory over the past 40 years
has led to development and wide acceptance of “non-weighted” modal analysis procedures. A general result of these
developments is experimental modal analysis and test-analysis correlation procedures, which do not rely on physics-based
metrics (e.g. energy, orthogonality and cross-orthogonality). A thorough summary of both physics and non-physics based
correlation metrics is provided in [20]. In addition, a historical perspective and critique of the modal assurance criterion (and
its offspring) is provided in [21].

Definition of the modal assurance criterion (MAC) closely follows the process outlined in Sect. 9 of this paper. The
relationship between a pair of corresponding test and analysis modes, fˆtg and fˆag, respectively, is described by,

fˆtg D fˆag C C fRg (5.36)

where C is the correlation scale factor and fRg is the residual error vector. Employing un-weighted least squares,

C D �
ˆT

aˆt
�
=
�
ˆT

aˆa
�
; (5.37)

The modal assurance criterion, MAC, is in actuality the following un-weighted coherence function:

MAC D ˆT
t ˆt � RtR

ˆT
t ˆt

D
�
ˆT

aˆt
�2

�
ˆT

aˆa
� � �ˆT

t ˆt
� (5.38)
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Review of the definition of modal coherence (Eq. 5.33) indicates that MAC is equivalent to modal coherence if the mass
matrix is an identity matrix. For structural dynamic systems with non-uniform mass distribution, in general, MAC and it
offspring are purely mathematical functions that (a) do not relate to physical energy distributions and (b) cannot be employed
to indicate linear independence of dissimilar modes. This fact begs the question: Of what use is MAC and its offspring? The
answer lies in the many situations for which relatively complete mapping of system is not practical or possible, including
field (especially flight and civil structure) data analyses intended for condition monitoring and damage detection.

5.12 Illustrative Example

The one-dimensional structural dynamic system, described below in Fig. 5.1, is used to illustrate the correlation concepts
described in the previous sections of this paper. Two complicating characteristics, namely (1) a branch substructure and (2)
a redundantly attached substructure, are included in the example system (Note this example is not intended to resemble any
real system).

Two classes of dynamic excitation are considered:

a. Base excitation motion at grid point “0”
b. Three independent applied force patterns (shown in Fig. 5.2)

Modal frequencies, modal effective masses, and modal gains for both the “model” and “test” data sets, and model-test
cross-orthogonality are provided below in Table 5.1.

The modal frequencies indicate that the Air Force Space Command’s 3 % frequency criterion is not satisfied by mode 3.
Moreover, the 95 % on-diagonal and 10 % off-diagonal cross-orthogonality criterion is not satisfied by modal subsets 3–4 and
6–8. If the excitation environment is defined by base motion, the U.S. Navy’s DDAM criterion for significant modes (80 %
modal effective mass) indicates that only mode 1 is of significance; and test-model correlation could be judged adequate. On
the contrary, if the excitation environment is defined by the three force patterns (shown in Fig. 5.2), most of the eight system
modes are of significance; and test-model correlation must be judged inadequate.

While there is no accepted standard for modal coherence (Eq. 5.33), partial coherence within mode subsets 3–4 and 6–8,
shown below in (Table 5.2) indicate that the “model” and “test” counterparts are linear combinations of one another.

A revealing exercise that demonstrates the significance of the U.S. Air Force Space Command’s standard is carried out
through study of the consequences of varying degrees of model-test correlation on system dynamic loads. To this end,

Fig. 5.1 One-dimensional structural dynamic system
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Fig. 5.2 Applied force patterns

Table 5.1 “Model” and “Test” modal data sets

consider a transient force (shown below in Fig. 5.3) applied to both the “model” and “test” (representing actual flight
hardware) representations of the example system (load pattern 3). Note from the transient force’s normalized SRS [1] that it
dynamic bandwidth spans modes 1–8.

Results of the dynamic response sensitivity study, summarized below in Table 5.3, illustrate typical peak member load
errors and correlation metrics as functions of the level of model stiffness correction.

Based on the above sensitivities, the consequences of enforcement of U.S. government imposed correlation criteria and
adaptation of the standards for modal assurance criteria are provided below in Table 5.4.

For the illustrative example system, adherence to U.S. government imposed (cross-orthogonality) correlation criteria
produce the most accurate member loads. Employment of “MAC” based correlation standards (tailored to conform to U.S.
government correlation criteria) produce less accurate member loads, which are driven by modal frequency criteria.

Comparison of individually paired modes (and modal quantities such as kinetic and strain energy distributions), while
utilized by many organizations, does not consistently and clearly highlight local test-model differences. The fact that cross-
orthogonality and partial modal coherences (illustrated in Table 5.2) correlate “clusters” of modal subgroups points to the
futility of difference localization based on individual test-model mode pairs (or coherent modal clusters). Note the modal
kinetic energy provided in Table 5.5:
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Table 5.2 Partial coherence of “Model” and “Test” modal data subsets
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Fig. 5.3 Applied force time history and normalized SRS

Greater success in localization of test-model differences is achieved by analysis of incomplete flexibility matrices. In
particular, the row sum of the metric described in Eq. (5.35) provides a very clear indication of local test-model differences
as illustrated in Fig. 5.4. While attempts to localize test-analysis difference using unweighted metrics (based on MAC) are
not shown in this paper, their futility is intuitively obvious.

5.13 Conclusions

This paper provides a historical perspective on structural dynamic test-analysis correlation from the viewpoint of its author
and aerospace industry colleagues. As the perspective of several individuals, it should not be considered totally inclusive and
unbiased. Nevertheless, the following conclusions are the result of our experiences.

(1) Structural dynamic models used in test-analysis correlation must be defined on the basis of rigorous criteria [e.g., focus
on system operation (purpose), dynamic environments (especially the relevant frequency band), and sound modeling
practices (element selection)].

(2) The model correlation process begins with initial model verification, which employs rigid body mass and stiffness checks
that “correlate” the mathematical model to basic design data.

(3) The structural dynamic model plays a crucial role in modal test planning, especially in selection of sensor and excitation
resources. Close attention must be paid to results of model simulations with regard to the issue of target modes and
local dynamic responses (e.g., flexibility of car seats) that will produce much confusion and difficulty if not adequately
addressed.
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Table 5.3 Peak member load errors for various stiffness correction levels

Stiffness
correction (%)

Peak member load error (%) Air force space command standard “MAC” standard

Tension Compression Max of both �(Freq3) (%) Min(CORii) Max(CORij) �(Freq3) (%) Min(MACii)

0 40:4 27:3 40:4 5.44 74:7 61:0 5:44 50:7

5 39:2 28:2 39:2 5.50 78:5 57:0 5:50 56:4

10 37:8 29:1 37:8 5.53 81:4 54:0 5:53 61:8

15 36:2 29:9 36:2 5.52 84:0 51:0 5:52 66:9

20 34:6 30:8 34:6 5.48 86:3 49:0 5:48 70:4

25 32:9 31:7 32:9 5.41 88:3 46:0 5:41 73:4

30 31:0 29:5 31:0 5.31 90:1 43:0 5:31 76:3

35 29:0 24:2 29:0 5.18 91:5 40:0 5:18 79:2

40 26:9 19:8 26:9 5.01 92:8 36:0 5:01 82:0

45 24:7 19:9 24:7 4.81 94:0 33:0 4:81 84:7

50 22:2 20:1 22:2 4.57 95:1 30:0 4:57 87:3

55 22:5 17:0 22:5 4.30 96:1 27:0 4:30 89:7

60 23:1 14:5 23:1 3.99 96:9 24:0 3:99 91:9

65 23:7 13:5 23:7 3.65 97:7 20:0 3:65 93:8

70 23:6 13:5 23:6 3.26 98:3 17:0 3:26 95:5

75 20:3 12:4 20:3 2.83 98:8 14:0 2:83 96:9

80 16:6 12:3 16:6 2.36 99:2 11:0 2:36 98:1

85 13:5 12:1 13:5 1.84 99:6 8:0 1:84 98:9

90 9:0 10:1 10:1 1.28 99:8 5:0 1:28 99:5

95 4:5 5:9 5:9 0.66 100:0 3:0 0:66 99:9

100 0:0 0:0 0:0 0.00 100:0 0:0 0:00 100:0

Table 5.4 Member load
accuracies for various U.S. Govt.
Standards

Standard Criterion Member load error (%)

Air force space command �f D 3 % 21.6
Diagonal COR D 95 % 22.4
Off-Diagonal COR D 10 % 15.6

NASA �f D 5 % 26.8
Diagonal COR D 90 % 31.1
Off-Diagonal COR D 10 % 15.6

“MAC” �f D 5 % 26.8
(MAC)1/2 D 90 % 27.7
�f D 3 % 21.6
(MAC)1/2 D 95 % 22.6

(4) Adherence to strict test-analysis correlation standards (based on orthogonality and cross-orthogonality metrics), such as
those defined by U.S. government agencies, provides a well-developed framework for test-analysis correlation. When
acceptable criteria are met, dynamic loads are accurately predicted. Alternative (non-weighted) metrics are in need of
well-defined standards to gain broader acceptance.

(5) Localization of test-analysis discrepancies appears to benefit from utilization of test-based flexibility metrics, rather than
mode-to-mode based review procedures.

Unweighted test-analysis metrics [based on the modal assurance criterion (MAC) and its offspring], and modal expansion
strategies (based on the system equivalent reduction-expansion process) represent alternatives that may address difficulties
associated with very large-order finite element models and measurement situations for which instrumentation arrays cannot
completely map system modes. As alternative test-analysis correlation procedures gain maturity, well thought out standards
analogous to U.S. government standards (developed for weighted orthogonality metrics) should be developed.

Acknowledgments The author gratefully acknowledges the contributions, comments and recommendations provided by Peter Avitabile of the
University of Massachusetts Lowell and Jeffrey Lollock and Alvar Kabe of the Aerospace Corporation. Professor Avitabile’s background in model
order reduction and model correlation provided a clear bridge between U.S. government accepted standards and alternative strategies. Jeffrey
Lollock and Alvar Kabe provided invaluable insights into ongoing experiences at the U.S. Air Force Space Command and development of its
model correlation standards.
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Fig. 5.4 Localization of
test-model differences using a
modal flexibility metric
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Chapter 6
A Brief History of 30 Years of Model Updating in Structural Dynamics*

François M. Hemez and Charles R. Farrar

Abstract Since the development of the Finite Element (FE) method at the University of California Berkeley and the
Boeing Company in the 1960s, the question of appropriateness of a model has always preoccupied developers and
practicing engineers. Because of the early focus on predicting the linear vibrations of coupled systems for aerospace and
civil engineering applications, test-analysis reconciliation initially consisted in updating the FE matrices such that their
eigen-properties reproduce the identified resonant frequencies and mode shape vectors. As the FE method increased in
sophistication in the following decades, and computational resources became widespread, test-analysis reconciliation evolved
beyond optimal matrix updating to include sensitivity and residual-based methods that attempted to calibrate individual
element matrices or design parameters. Fueled by an ever-increasing diversity of applications, FE model updating expanded
beyond the correlation of modal response to handle frequency response functions, static deflections, and time-domain
waveforms. Component mode synthesis concepts were progressively integrated to handle the spatial mismatch between
measurement points of a structure and the FE discretization where the spatial information is predicted. This publication
briefly overviews the first 30 years of FE model updating development, from the mid-1960s to the mid-1990s, because most of
the technology currently available originates in this period. FE model updating methods are categorized into broad categories
that each offer their own benefits and limitations. Potential growth areas, such as application to nonlinear dynamics, are
discussed.

Keywords Finite element model updating • Calibration • Test-analysis correlation • Verification and validation
• Uncertainty quantification

6.1 Introduction

Since it was first developed in the 1960s, Finite Element (FE) modeling has become an essential analysis method in
computational physics and engineering. Areas of application range from disciplines of conventional mechanical engineering
(solid mechanics, structural dynamics, fluid dynamics, etc.) to material science, the medical field, transport applications
and problems featuring coupled physics. The desire to “validate” models and quantify the agreement between physical
measurements and code predictions has paralleled the development of the FE method since its early beginnings. This chapter
develops a brief discussion of techniques developed for test-analysis correlation in the context of FE modeling, also referred
to as model updating.

Because the history of model updating is closely linked to the development of the FE method, Sect. 6.2 starts by
overviewing how the idea of finite elements came about. This discussion is not meant to be an exhaustive history of the
FE technology. A few ideas are presented that are useful to understand the potentials and limitations of FE model updating.

*This chapter is dedicated to Dr. David Zimmerman, great researcher and educator who made significant contributions to the discipline of finite
element model updating.

F.M. Hemez (�) • C.R. Farrar
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G. Foss and C. Niezrecki (eds.), Special Topics in Structural Dynamics, Volume 6: Proceedings of the 32nd IMAC, A Conference
and Exposition on Structural Dynamics, 2014, Conference Proceedings of the Society for Experimental Mechanics Series,
DOI 10.1007/978-3-319-04729-4__6, © The Society for Experimental Mechanics, Inc. 2014
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Fig. 6.1 Illustration of a FE mesh for the simulation of pressure vessel dynamics. (a) Finite element discretization. (b) Stress prediction in a bolt
(credit: J. Pepin, LANL, and B. Thacker, Southwest Research Institute)

Section 6.3 organizes the vast landscape of model updating into broad categories, motivates each category and briefly presents
their advantages and drawbacks. Again, the discussion is not meant to be exhaustive and the chapter is not attempting to fully
review the discipline of model updating. Our intent, instead, is to promote a better understanding of why FE model updating
has evolved as it has.

Figure 6.1 illustrates the FE method with a dynamic calculation of stress for a pressure vessel. The element discretization
is shown in Fig. 6.1a, while the cut-away view of Fig. 6.1b illustrates the stress distribution of a bolt as well as the relative
displacement between the vessel wall and top door.

A characteristic of the FE method, not always observed in other computational approaches, is that the physical
interpretation is closely coupled to the mathematical theory. Indeed, the two have been developed in synergy. Literature
on the subject parallels this observation. Oden [1], for example, discusses the finite element theory, while [2, 3] develop
somewhat more practical-oriented explanations. Hughes [4] introduces the main techniques for analysis of linear problems,
which currently still comprise the majority usage of the FE method.

The need to calibrate, or update, FE models stems from the desire to generate predictions that reproduce, to the extent
possible, the available measurements. In linear mechanics, these are static deflections and vibration properties of structures
(frequency response functions, resonant frequencies, mode shapes). Due to the prominence of experimental modal analysis
in structural dynamics, these measurements represent the overwhelming majority of data used to update FE models today.
However, we will discuss that the early focus of FE model updating was not so much to “validate” a model. It was to match
the available measurements. Said differently, a model was found to be “validated” if its predictions were able to reproduce
the measurements, which begs the first question: are the right answers obtained for the right reasons?

The second question is: what gets calibrated? Due to limited computing resources, the early developments of FE model
updating emphasized optimal matrix updates to estimate mass and stiffness matrix corrections, �M and �K, for the free-
vibration equation. With the arrival of more powerful computing resources, then, came the development of methods based on
Taylor series expansion of the equation-of-motion, as well as iterative solvers and optimization algorithms. Combined with
sensitivity analysis, these techniques made it possible to apply corrections to individual material properties or geometrical
attributes of finite elements.

The third question, that we wish to briefly address in this chapter, is: to what extent is model updating able to handle the
practical difficulties of engineering applications? Irrespective of how sophisticated, or elegant, a correction method might
be, it remains an academic exercise if it cannot handle “real” situations. Engineering applications offer many complications,
including the fact that nodes of a FE discretization have no reason to be collocated with measurement points, the fact that
experimental variability needs to be accounted for in the updating process, and the potential for nonlinear dynamics. We will
briefly discuss the extent to which the early FE model updating technology was able to meet these challenges.
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The chapter is organized as follows. Section 6.2 discusses a few concepts of the FE method that are useful to understand
the history of model updating. In Sect. 6.3, updating methods are organized in three broad categories. The logic behind
each category is presented in order to explain their respective strengths and weaknesses. Section 6.4 discusses factors that
complicate the development of model updating techniques, and their application to “real-life” problems.

6.2 Genesis and Concepts of the Finite Element Method

In this section, a few concepts of the FE method are briefly discussed. The discussion is not meant to provide a particularly
complete overview of the technology; the aspects emphasized, instead, are useful to understand the history of model updating.

6.2.1 Early Genesis of the Finite Element Method

What marks the unofficial “birth” of the FE method in 1955, approximately, is the research performed at Boeing (Seattle,
Washington) on “structural elements” to analyze the vibrations of large-aspect-ratio Delta wings. Two basic formulations are
then studied, the first one based on the concept of stiffness, while the second one uses a flexibility approach. (For more about
this, see Sect. 6.2.3). Prior to the 1960s, these analyses of vibration dynamics were performed “by hand” using back-of-the-
envelope, 1D beam-like models. Despite being based on highly simplified models and somewhat crude approximations, this
approach nevertheless provided accurate-enough predictions for design and analysis. So why seek a new approach?

New design concepts, such as Delta wings, make it necessary to develop a general-purpose capability for predictions
because structural stress distributions can no longer be estimated with confidence from beam-like approximations. This
lack-of-confidence prompts the paradigm shift from closed-form derivations to numerical methods. It coincides with the fast
development of computer science that opens the door to novel and faster methods to assess prototype designs.

The work of Professor Edward Wilson, University of California Berkeley (Civil Engineering), makes him what many
consider the “founding father” of the FE method [5–7]. Professor B. Fraeijs de Veubeke, University of Liège (Belgium),
although not as well-known in the U.S., is the other key figure [8, 9]. In the early 1960s, applied mathematicians and
engineers make the link between Boeing’s “structural elements” and variational principles [10]. The original FE method is
re-discovered as a Ritz-Galerkin weak formulation of the equations-of-motion using piece-wise linear shape functions. In
1966, Carlos Felippa, now Professor at the University of Colorado at Boulder, publishes a doctoral thesis on the calculation
of stresses in dam structures using finite elements [11]. It is the 2nd thesis ever published demonstrating what the method
could achieve.

Throughout the 1970s, the main trends are, first, the development of computational software that implements the FE
method and, second, the justification by applied mathematicians of its scientific rigor. Theoretical work leads to advances in
the stability and convergence properties of finite elements. The equivalence is established between strong and weak solutions,
and all the pieces are in place to promote the development of the method as the main analysis tool in solid mechanics and
structural dynamics. Fast forwarding through five decades of development, one can evoke many theoretical breakthroughs
and practical applications in disciplines such as a posteriori error indicators, mesh adaptation, fluid–structure interaction,
particle and geo-physics transport methods, stability analysis, vibration, acoustics, and nonlinear dynamics.

6.2.2 The Equations-of-Motion Considered

The general-purpose Equation-Of-Motion (EOM) considered in this work is the equation of linear dynamics written as:
�

M
@2�
@t2

C D
@�
@t

C K

�
U .t/ D FExt .t/ (6.1)

where M, D, K are the master (assembled) mass, viscous damping, and stiffness matrices of the FE representation,
respectively; FExt(t) is a time-varying vector of applied forces and moments; and U(t) is the resulting, time-varying vector of
displacement and rotation Degrees-Of-Freedom (DOF). With the assumption of time-space decoupling, modal superposition
can be applied to Eq. (6.1), leading to the well-known linear equation of non-damped, free vibration:

K ‰ D M ‰ 
2 (6.2)
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Table 6.1 Comparison of
attributes of the stiffness and
flexibility FE methods

Criterion Stiffness method Flexibility method

Are element matrices easy to compute? Easy Difficult
Are master matrices easy to assemble? Easy Difficult
How easy is it to handle rigid body modes? Difficult Easy
Is the numerical solver expensive? Expensive Cheap
What is the master (linear) equation-of-motion? Z(s) U(s) D FExt(s) U(s) D H(s) FExt(s)
How is the master matrix stored? Sparse Full
What is the algorithm to solve the equations? Matrix inversion Matrix product

where‰ is the matrix of mode shape deflections (one vector per column), and the diagonal matrix
 stores the corresponding
resonant frequencies. Unless otherwise noted, the present discussion is based on the equation of vibration Eq. (6.2), written
compactly for a single mode as:

Z .!k/ ‰k D 0 (6.3)

where Z(s) D K–s2M is the dynamic stiffness matrix at frequency “s.” [Note that Eq. (6.3) is written with s D¨k for the kth

resonant mode.] Even though it is not used here, the discussion can also be applied to the linear EOM in statics, where a
vector U of generalized displacements results from applied forces and moments FExt according to:

K U D FExt (6.4)

FE model updating in the context of nonlinear dynamics, where the EOM is described by the momentum equation where
inertia forces and internal FInt forces balance the externally-applied forces FExt, such as:

M
@2U .t/

@t2
C FInt .t/ D FExt .t/ (6.5)

is not discussed for two main reasons. First and foremost, the early development of FE updating had an almost exclusive focus
on the equation of linear dynamics [Eq. (6.2)]. Second, it is the authors opinion that generalizing FE updating concepts, such
as those overviewed herein, to nonlinear dynamics has not yielded significant achievements, except in the case of limited-
scope, “niche-like” applications. For a discussion of nonlinear model updating, see [12].

6.2.3 Basic Concepts of the Finite Element Method

The basic concept of the FE method, or most other computational methods as a matter of fact, is that the EOM can be solved
analytically for elemental geometries with simple-enough boundary conditions. Here, “analytical” refers to a solution of the
continuous EOM that can be derived in closed-form or with high accuracy using, for example, Gauss-point quadrature rules.
The geometry of the original problem, therefore, is discretized into these elemental geometries. The continuous problem is
then decomposed into a multitude of similar, yet, discrete problems formulated on elemental geometries that are the finite
elements.

There are two formulations of the FE method that are dual of one another, and can be referred to in broad terms as the
stiffness and flexibility methods. Table 6.1 summarizes the main attributes of these two approaches. In the stiffness method,
the applied forces are known and the momentum equation, that is, FExt D M d2U/dt2, is converted to a displacement-based
equation by assuming representations of, first, the kinetic condition and, second, the material behavior within each element.
In statics (for simplicity), it gives Eq. (6.4). In comparison, the flexibility method calculates the displacements using a
matrix–vector multiplication such as:

U D H FExt (6.6)

Historically, both approaches were developed in parallel. Dr. Richard McNeal, who investigated the stiffness approach,
moved on to fame and glory by creating the NASTRAN™ software. Who remembers the name of the other engineer
tasked with developing the flexibility method? It is nevertheless interesting to note that, in dynamics, the flexibility method
yields a representation, U(¨k) D H(¨k) F(¨k) for the kth resonant mode, analogous to vibration measurements. Adopting a



6 A Brief History of 30 Years of Model Updating in Structural Dynamics 57

a
b

Element 3

Node 1 Node 1

Node 2Node 3

Node 2Node 3

Element 1 Element 2

Element 1

Element 3

Element 4

Element 2

Fig. 6.2 Illustrations of the two
fundamental rules of the stiffness
FE method. (a) Assembly of
three truss elements.
(b) Assembly of four shell
elements

flexibility representation, as opposed to the conventional stiffness approach, would make it much easier to compare vibration
measurements to FE predictions. Discussion presented in the remainder focuses on the stiffness method.

The stiffness method is articulated around two fundamental rules:

Rule 1: The summation of all forces contributed by finite elements that share a common node, or DOF, is equal to the
externally applied force.

Rule 2: Displacements contributed by different finite elements at the same node, or DOF, are equal.

These rules are illustrated on the left side of Fig. 6.2 in the case of truss (or bar) elements. The right side of Fig. 6.2
suggests that similar rules apply to continuous elements such as shell (or membrane) finite elements.

The aforementioned rules are briefly illustrated for the three-truss example of Fig. 6.2a, which is useful to highlight
properties of FE matrices that are discussed later in the context of model updating. The first rule provides the principle to
equilibrate the forces at the kth node, or DOF, of the FE discretization. For the three-truss example, it can be written as:

Rule 1 ! F.1/ C F.2/ C F.3/ D FExt;k (6.7)

Representations of the kinetic condition and material behavior, discussed further in Eqs. (6.11)–(6.13) below, lead to a
force-displacement equation expressed within each element as:

F.e/ D k.e/ U.e/ (6.8)

The second rule converts the generalized displacement unknowns contributed by each element, denoted by U(e), into a
single unknown per DOF:

Rule 2 ! U.1/ D Uk; U.2/ D Uk; U.3/ D Uk (6.9)

Inserting Eq. (6.8) in the summation [Eq. (6.7)] for each element, then, replacing element-specific displacements U(e) with
the global DOF unknown Uk from Eq. (6.9), leads to the definition of the master stiffness matrix as:

�
k.1/ U.1/

�C �
k.2/ U.2/

�C �
k.3/ U.3/

� D FExt;k (6.10a)

�
k.1/ C k.2/ C k.3/

�
Uk D FExt;k (6.10b)

X
eD1���NE

k.e/

„ ƒ‚ …
K

U D FExt (6.10c)

It is noted that, for simplicity, Eqs. (6.7)–(6.10) are derived symbolically in the local orientation frame of each element
and the transformation to the global frame-of-reference is not included. For completeness, this omission is corrected in
Eq. (6.14).

What remains to complete this description of the stiffness method, is a brief discussion of three so-far-overlooked aspects.
The first two are assumptions made to describe, first, the kinetic relation that connects the element-level displacements to
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strain deformations and, second, the constitutive law implemented to describe material behavior. Irrespective of how these
conditions are defined, they lead to equations that can be written as:

"
.e/
Local D B.e/ U.e/ (6.11a)

�
.e/
Local D C.e/ ".e/Local (6.11b)

Equation (6.11a) converts the element-level displacements and rotations in a strain vector, while Eq. (6.11b) expresses the
constitutive behavior that transforms the element-level strains into stresses. Equation (6.11b) is written for linear, isotropic
elasticity and additional terms would be added to express a nonlinear strength model with, for example, plastic deformation.

The internal energy is, by definition, equal to the contracted tensor product ":¢ integrated over the volume of the finite
element. Substituting Eq. (6.11), and using the vector notation "T¢ for simplicity, one can verify that the element-level
stiffness matrix is obtained as:



U.e/

�T
k.e/ U.e/ D

Z


.e/



"
.e/
Local

�T
�
.e/
Local dV (6.12)

where:

k.e/ D
Z


.e/



B.e/

�T
C.e/ B.e/ dV (6.13)

Finally, the master (assembled) stiffness matrix can be written by summing the element-level stiffness contributions for
all finite elements of the geometry discretization, as previously shown in the case of the three-truss example of Fig. 6.2a:

K D
X

eD1���NE



T.e/

�T

0
B@
Z


.e/



B.e/

�T
C.e/ B.e/ dV

1
CA T.e/ (6.14)

It is emphasized that the definition of master stiffness matrices in Eqs. (6.10c) and (6.14) are analogous. The main
difference is that Eq. (6.14) introduces the transform matrix, T(e), used to convert the local coordinate system (x; y; z),
defined in the frame-of-reference of the element, to the global (or laboratory frame) orientation (X; Y; Z).

One important aspect of Eqs. (6.11) and (6.13) is that only the constitutive law C(e) depends on material properties such as
a modulus of elasticity, E, or Poisson’s ratio, �. The matrix B(e) that discretizes the kinetic relation might depend of geometric
attributes, such as a length or shell thickness, but it does not depend on material properties. The local-to-global orientation
matrix T(e) is a transform that, again, does not depend on the material behavior. These observations are important to consider
when the calibration of material properties is sought.

6.2.4 Discussion of Implications for FE Model Updating

The previous discussion of FE modeling has implications for model updating. It is important to account for these
considerations when implementing a semi-automatic correction method. This was not always the case, however, in the early
developments of model updating. We briefly address four important implications.

1. The sparsity of a FE stiffness matrix represents the structural load path. It implies that a calibration procedure should
not be allowed to make corrections to this load path, otherwise, the definition of the problem is fundamentally changed.
One exception might be structural damage detection, where the presence of damage can severely alter the ability of
a component to carry loads from one point to another. But under no circumstance should a non-existing load path be
created by calibration; this would be a non-physical calibration of FE matrices.

2. Rigid-body modes are essential properties of the FE representation. Whether they are calibrated or not, FE matrices
should preserve the rigid body dynamics and other fundamental characteristics, such as the center of mass and moments
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of inertia of the “real” structure. These constraints, unfortunately, are usually not accounted for when formulating FE
model updating.

3. Constitutive properties are defined for elements of the discretization. In the FE method, the principle of decomposing
the geometry into simple elements is foundational. The element is the point-of-focus that implements descriptions of the
kinetic condition, such as Eq. (6.11a), and material behavior, such as Eq. (6.11b). It implies that modeling an energy
dissipation mechanism that would dissipate across element boundaries is nearly impossible within linear dynamics.
A consequence is that model updating is fundamentally limited to adjust for modeling errors that would take their origin
in these dissipation mechanisms.

4. A FE model “flows” information from local elements to global responses. Equation (6.14) indicates that the FE
representation assembles element-level information into the master matrix. Hence, information “flows” from local
elements to global responses, such as static deflections or mode shape eigenvectors. Model updating, on the other hand, is
an inference that starts from global-level measurements and attempts to correct the element-level discretization. It raises
the question of sensitivity versus error localization. Corrections brought to the model can be caused by the influence that
specific elements exercise on predictions, instead of the modeling error.

6.3 A Classification of Finite Element Model Updating Methods

To discuss the history of FE model updating, a classification of methods is proposed. The classification is not exhaustive;
it helps, however, to map the vast body of literature and discuss the rationale for its evolution in the last five decades.
Early developments of FE model updating are discussed in Sect. 6.3.1. Section 6.3.2 introduces three categories: optimum
matrix updating methods, small perturbation methods, and iterative sensitivity-based methods. Each category is then briefly
discussed in the subsequent Sects. 6.3.3–6.3.5.

6.3.1 Early Developments of Finite Element Model Updating

The main driver for the development of semi-automated correction approaches, applicable to the FE method in the early
1960s, is the U.S. aerospace industry. Novel analysis techniques are sought to address challenging designs, such as the Delta
wing concept, and to support the space launch industry. Model updating simply follows in the wake of these new techniques,
with the desire to demonstrate that model predictions are capable to reproduce the measurements.

This early history is illustrated in Fig. 6.3 that depicts the Saturn-V launch vehicle (Fig. 6.3a) and adjustments brought
to a 1D beam model of vibration dynamics (Fig. 6.3b). This example is extracted from [13]; it focuses on lateral vibrations
of the Saturn-V. The FE model, back in 1974, consisted of 28 beam elements whose shear and bending stiffness coefficients
were calibrated using experimental modal data acquired with 19 accelerometers. The updating was formulated as a Bayesian
calibration method. The procedure reduced the prediction error of resonant frequencies from �5 % error, before calibration,
to less than 0.05 %, after calibration. Collins et al. [13] was a milestone for its ability to apply updating to a “real-life” problem
and, more importantly, for being the first technique, to the best of the author’s knowledge, to account for experimental
variability in the calibration of an aerospace FE model.

The other important driver of the 1960s early model updating technology, is the development of closed-loop controllers for
guidance and navigation. For the most part, these applications also originate from the aerospace industry (missile guidance,
satellite navigation, etc.). In a typical controller, the structure is described by low-frequency resonances and mode shape
deflections; they constitute the target modes that the control algorithm attempts to stabilize. The need for a simple model, that
reproduces these (measured) target modes with as-high-as-possible fidelity, had the consequence to orient model updating
towards techniques that bring global adjustments to the mass and stiffness matrices.

A formulation can be, for example, to seek corrections�M and �K of the master matrices such that the equation of free
vibration is verified when the measured dynamics (‰Test; 
Test) are substituted to the FE-based eigen-solutions:

.K C�K/ ‰Test � .M C�M/ ‰Test 

2
Test D 0 (6.15)

Formulations such as Eq. (6.15) lead to numerous model updating schemes, with little-to-no consideration for constraints
such as preserving the load path representation of the original FE model, or even preserving the symmetry of FE matrices. The
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Fig. 6.3 FE model updating of a beam vibration model of the Saturn-V rocket, 1974. (a) Rocket (left), conceptual model (right). (b) Bending and
shear stiffness updating [credit: NASA archive (a) and [13] (b)]

goal of these techniques, identified below as “optimal matrix updating,” was simply to develop a model whose predictions
match the measurements.

6.3.2 Three Broad Categories of Model Updating Techniques

At a high level, updating is nothing but the calibration of a model. If so, why not simply select a parameterization and
formulate it as a “standard” calibration problem? Doing so would entail defining a cost function J(p) to minimize and,
possibly, constraints C(p) to satisfy:

min
fpg

J .p/ subject to constraints C .p/ � 0 (6.16)

In Eq. (6.16), the cost function and constraints depend on parameters p D fp1; p2; : : : pNg of the model. The cost function
can be, for example, the error between measured and predicted frequencies or out-of-balance residuals defined from Eqs.
(6.2) and (6.4). The constraints can be defined from the lower and upper bounds of model parameters. It would not be
desirable, for example, to allow a negative-valued material density or shell thickness.

Early FE model updating techniques developed in the 1960s and 1970s did not formulate the problem in this way, first,
because of a lack of adequate computing resource required to solve an optimization problem and, second, due to the fact
that standard calibration tends to treat the model as a “black box.” Instead, early developments strived to take advantage
of fundamental FE properties, such as the local-to-global assembly procedure. Today’s availability of efficient numerical
optimization solvers, that rely on parallel processing, renders the aforementioned “plain vanilla” calibration of Eq. (6.16)
much more attractive.

To organize the overview of early model updating, a classification into three broad categories is proposed. The first
category is the optimum matrix updating (Sect. 6.3.3), where closed-form solutions are derived for global matrix corrections
such as those shown in Eq. (6.15) of free vibrations. The second category is the small perturbation updating (Sect. 6.3.4) that
consists in writing Taylor series-like expansions to linearize the optimization problem. The third category generalizes this
last approach to iterative, sensitivity-based updating (Sect. 6.3.5). It is noted, once again, that this classification is not meant
to be a review of existing literature. Imregun and Visser [14], Mottershead and Friswell [15] and Friswell and Mottershead
[16] are examples of survey articles, recommended to complement our discussion.
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6.3.3 The First Category: Optimum Matrix Updating (OMU)

The first category of updating methods is the Optimum Matrix Updating (OMU) that derives closed-form solutions of global
matrix corrections, �M and �K. As alluded to previously, the emergence of this approach was due to the combination
of limited computing power and desire to develop mass-stiffness representations that reproduce the measured data for
applications such as launcher-payload coupled loads analysis, guidance and vibration control.

Amongst the early “founding fathers” of OMU, Dr. Alex Berman, Kaman Aerospace Corporation, and Professor
Menahem Baruch, Technion (Israel), can be cited [17, 18]. In [18], the updating problem is defined as the estimation of
global corrections�M and �K such that the adjusted FE model minimizes a user-defined error criterion, J(�M; �K):

min
f�MI�Kg

J .�MI�K/ subject to constraints C .�MI�K/ � 0 (6.17)

An updating method is an OMU if it achieves a direct solution, that is, no iteration is required, by analytically writing
and solving the Kuhn–Tucker conditions of the optimization problem [Eq. (6.17)]. The set of equations to solve is shown
next, assuming for simplicity that only a stiffness correction is sought (that is, �M D 0), and using Lagrange multipliers, œ,
to account for constraints, C(�K):

@

@�K
.J .�K/C 
C .�K// D 0;

@

@

.J .�K/C 
C .�K// D 0 (6.18)

In the OMU formulation [Eq. (6.17)], constraints are used to enforce fundamental properties, such as the symmetry,
positive-definiteness, and sparsity pattern that represents the load path, of FE matrices. Examples of OMU schemes, that
implement different combinations of constraints, are given in [19–22]. When simple-enough cost functions and constraints
are defined, and further approximations are made (discussed below), the system of Eq. (6.18) can be solved in closed-form,
hence, providing global correction matrices �M and �K whose evaluation requires no computationally expensive, iterative
solver or optimization solver.

What about the cost function? Because the early OMU focus was on “matching measurements,” cost functions were
generally defined as error norms between the physical measurements and model predictions. For example, reproducing the
resonant frequencies can be written as:

J .�MI�K/ D ��
2
Test �
2

�� (6.19)

where, even though the notation is simplified, the FE-derived resonant frequencies stored in
2 depend on matrix corrections
(�M;�K). Another commonly encountered approach is to define the cost function using the norm of residuals obtained from
the EOM. Equation (6.2) of free vibrations is used for illustration. Because of the presence of modeling error, the equation is
not verified when resonant frequencies and mode shape deflections predicted by the FE model are replaced by their measured
counterparts:

K ‰Test ¤ M ‰Test 

2
Test (6.20)

This inequality can be taken advantage of to define out-of-balance residual forces, R:

R D K ‰Test � M ‰Test 

2
Test (6.21)

The global matrix corrections (�M;�K) are sought such that the vibration equation is verified, as proposed in Eq. (6.15).
Collecting the unknown terms in the left-hand side, leads to:

�K ‰Test �� M ‰Test 

2
Test D �R (6.22)

Equation (6.22) is the basis for many model updating schemes of the OMU and other categories.
Most OMU methods pay particular attention to preserving convexity of the optimization problem. This is because, with

a convex problem, positivity of the Hessian does not need to be verified, and the Kuhn–Tucker conditions [Eq. (6.18)] are
sufficient to calculate the minimum solution. Clearly, adopting the L2 norm, that is, kyk2

2 D yTy or kAk2
2 D trace(ATA), is

advantageous in this regard.
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Fig. 6.4 Optimum matrix updating of a 27-DOF tapered wing beam model. (a) Global stiffness adjustment, �K. (b) Sparsity patterns of K and
(KC�K)

Another characteristic of OMU methods is the manner in which the Kuhn–Tucker conditions [Eq. (6.18)] are solved. The
emphasis, again, is to derive a closed-form solution that avoids computationally expensive solvers. A technique commonly
encountered is to rely on the spectral decomposition properties of linear dynamics. For example, the updated stiffness can be
decomposed as:

.K C�K/ D .M ‰/ 
2
�
‰T M ‰

��1
.M ‰/T (6.23a)


2 D �
‰T M ‰

��1
‰T .K C�K/ ‰ (6.23b)

With the spectral decomposition [Eq. (6.23b)], and assuming for simplicity that no mass correction is sought (�M D 0),
it can be verified that the measured frequencies can be reproduced using:


2 D 
2
Test (6.24a)

�
‰T M ‰

��1
‰T .K C�K/ ‰ D 
2

Test (6.24b)

K C�K D .M ‰/ 
2
Test

�
‰T M ‰

��1
.M ‰/T (6.24c)

Equation (6.24c) defines the global stiffness correction �K without requiring an iterative solver. It corresponds to
minimizing the cost function J(�K) D k
Test

2–
2k2, defined with the L2 norm.
An illustration is given in Fig. 6.4 in the case of a 27-DOF beam model of cantilever wing with tapered cross-section.

The first five measured eigenvalues 
Test
2 are specified in the right-hand side [Eq. (6.24c)], and the corresponding stiffness

correction �K is shown in Fig. 6.4a. It is verified that the updated matrix representation (K C�K; M) reproduces the
target frequencies exactly. Figure 6.4b compares the sparsity of the original and adjusted matrices. Non-zero entries of K
are identified as blue circles, while those of (K C�K) are shown with red crosses. The tendency of the OMU solution to
introduce fill-in is evident; it means that the updated matrix (K C�K) does not preserve the structural load path of the
original FE representation.

Before closing this section on OMU, an important caveat must be evoked. Derivations assume that the FE representation
is defined over the same set of DOF as the measurement locations. None of Eqs. (6.20)–(6.24) make sense if FE matrices
(K; M), their corresponding mode shape vectors‰, and measured eigenvectors‰Test, are defined at differing locations. This
is referred to as spatial “incompatibility” in the remainder. Because this constraint is generally not satisfied, a pre-processing
step must be implemented to define a common set of finite element DOF and measurement locations. FE matrices, for
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example, can be converted to measurement locations using techniques inspired from Component Mode Synthesis (CMS).
Such matrix reductions are used in [23–25]; Balmès [26] develops a coherent organization of CMS methods.

Kammer [27] proposes a unified framework for stiffness matrix correction, where the matrix adjustment is decomposed
into normal and residual contributions, K C�K D KN C KR. Different OMU schemes result from differing choices of KN

and KR, which are contributions to the stiffness matrix from measured normal modes and un-modeled residual dynamics,
respectively. Another survey of OMU approaches can be found in [28].

6.3.4 The Second Category: Small Perturbation Updating (SPU)

The second category of updating methods is the Small Perturbation Updating (SPU). These methods are based on small
perturbations of a quantity-of-interest or governing EOM. Hence, SPU borrows from the concept of re-design in engineering
mechanics. Hoff et al. [29] and Chen and Lin [30] are two examples of application to linear dynamics.

The basic idea is to search for small perturbations of the mass and stiffness matrices, denoted by (•k; •m), that achieve
small changes in predictions. These changes are sought such that the FE model predictions get closer to measurements. For
example, adjusting a stiffness matrix, or some of its parameters, such that a resonant frequency is changed, can be written as:

!2Test � !2 .k/C ı!2 .k C ık/ (6.25)

A condition such as Eq. (6.25) can then be expressed as an inverse problem that estimates the perturbation •k such that
the adjusted prediction ¨2 C •¨2 matches the measurement ¨Test

2. SPU methods are mostly based on small perturbations
of the vibration equation. Garba and Wada [31] is an example of first-order Taylor series expansion that arrives at a linear
system of equations to adjust parameters of the FE model. This strategy is discussed further in the following.

In many regards, SPU can be viewed as “stop-gap” technology that contributed to evolve model updating away from
closed-form corrections of global matrices, and closer to sensitivity-based methods. The latter were out-of-reach in the
late 1960s and early 1970s for lack of computing power and efficient software. As soon as these restrictions were lifted,
methods were developed to achieve large adjustments by relying on either nonlinear optimization or iterative, sensitivity-
based perturbations. Figure 6.5 expresses this view by mapping the three broad categories of FE model updating in a two-
dimensional space, as a function of time and degree-of-sophistication.

To relate them to the OMU category discussed in Sect. 6.3.3, SPU methods can be thought of as a Taylor series expansion
of the cost function that expresses the “distance” between physical measurements and FE model predictions:

J .k C ık/
1-by-1

D J .k/
1-by-1

C ıkT

1-by-NP

rJ .k/
NP-by-1

C ıkT

1-by-NP

r2J .k/
NP-by-NP

ık
NP-by-1

C O
�
ık2
�

(6.26)
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Equation (6.26) indicates dimensions (number of rows by number of columns) to emphasize that the equation is written for
NP calibration parameters, k D (k1; k2; : : : kNP). Limiting the expansion to first-order terms, and searching for an adjustment
•k that minimizes the cost function, that is, J(k C •k) D 0, leads to a linearized system of equations:

rJ.k/T
1-by-NP

ık
NP-by-1

D �J .k/
1-by-1

(6.27)

where the gradient vector of the dot-product collects partial derivatives of the cost function with respect to each parameter
defined for calibration:

rJ .k/
NP-by-1

D
h
@J.k/
@k1

@J.k/
@k2

� � � @J.k/
@kNP

iT
(6.28)

Equation (6.27) can be solved in a single step, in which case the adjustment brought to FE model parameters is
k(Updated) D k(Original) C •k. An alternative is to implement an iterative solver where the solution, at the (n C 1)th iteration
of the algorithm, is k(nC1) D k(n) C •k(nC1), with a least-squares solution obtained as:

ık.nC1/
NP-by-1

D .1 � 
/ ık.n/
NP-by-1

� 

 

J
�
k.n/

�

rJ
�
k.n/

�TrJ
�
k.n/

�
!

rJ



k.n/
�

NP-by-1
(6.29)

Equation (6.29) illustrates a predictor-corrector algorithm, where the scalar œ, 0<œ
 1, is a user-defined relaxation
parameter that specifies the magnitude of the nth correction step. The full step is given by œD 1 (no iteration); a value œ
 1
defines a linear combination between the previous-iteration solution •k(n) and the current correction. Implementing iterations,
such as suggested in Eq. (6.29), is a way to limit the FE adjustment to small perturbations. This matters greatly to ensure
that the first-order approximation [Eq. (6.27)] remains valid; it is important in situations where the cost function J(k) is a
nonlinear function of the correction parameters (k1; k2; : : : kNP).

The system of Eq. (6.27) is written for a single cost function; it can also be generalized to multiple cost functions.
(Section 6.3.5 discusses this generalization.) Irrespective of this choice, the solution procedure involves linear matrix algebra.
SPU methods, therefore, are somewhat more sophisticated than OMU that provides closed-form solutions for the calibration.

Many methods, based on the concept of small perturbation outlined in Eqs. (6.26)–(6.29), can be found in the literature.
Chen and Garba [32] and Ojalvo [33] are two examples that use errors between measured and predicted resonant frequencies
and mode shapes of a structure to define cost functions.

The analogy between SPU and design/shape optimization is noteworthy. Optimization methods attempt to optimize design
parameters of a model to meet user-defined performance criteria that are often paired with design constraints. For example,
the shape, mass and stiffness properties of an aircraft wing can be optimized to minimize weight, while avoiding a potential
coupling of the bending and torsional modes to prevent aerodynamic flutter. Arora and Li [34] is an example of design
optimization; Kikuchi et al. [35] is an application where the authors propose to optimize the topology of a FE mesh to
achieve a performance requirement. It is interesting to note that the difference between SPU and design/shape optimization
is that, in the latter, measurements are replaced by target requirements. The point made is that much about SPU can be
learned by studying methods developed for design/shape optimization.

In the late 1980s and early 1990s, one witnesses an increasing integration of techniques developed for model updating
(calibration), design and shape optimization, and the estimation of resonant frequency and mode shape derivatives. Similarly,
CMS methods used to condense FE models and generate super-elements have demonstrated their maturity beyond the Guyan
and Craig-Bampton reductions [25]. Such a “convergence” of the technology leads to the third category of sensitivity-based
updating overviewed next.

6.3.5 The Third Category: Iterative Sensitivity-Based Updating (ISBU)

The third category of updating methods is the Iterative, Sensitivity-based Updating (ISBU). It represents the most versatile
and powerful updating methods, which explains its popularity for a wide range of applications. ISBU methods seek
to minimize a cost function that represents, as before, the error between measurements and model predictions. Spatial
incompatibility between measurement locations and nodes of the FE discretization is treated with CMS-based reduction
or expansion techniques [26], and numerical solvers are used to optimize the model parameters based on the error criterion
defined.
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Cost functions of ISBU do not need to be discussed in details, since they come from the same criteria of test-analysis
correlation as those previously overviewed. The frequency differences of Eq. (6.19), as well as mode shape differences,
are frequently encountered choices. Another common criterion is to minimize the norm of out-of-balance residual forces of
Eq. (6.21):

J .p/ D ��K ‰Test � M ‰Test 

2
Test

�� (6.30)

Once the test-analysis correlation criterion is defined, and additional constraints are potentially added, an iterative method
is implemented to solve the corresponding optimization problem, as illustrated in Eqs. (6.26)–(6.29). The main difficulties
become implementation issues, such as the accuracy of cost function gradients, reaching a global optimum solution, and
time-to-solution.

The first significant difference with SPU methods is that the definition of parameters optimized steps away from global
corrections, such as “p D�K,” or matrix entries, such as “p D KI,J.” Instead, the parameters are defined at the element level.
They can be corrections brought to the element-level mass and stiffness matrices, descriptors of the geometry (mass, length,
thickness, etc.), or coefficients of a constitutive material model (modulus of elasticity, Poisson’s ratio, etc.).

The second significant difference is that, generally, the system of equations defined to calculate the parameter correction,
•p, is solved iteratively with successive re-evaluations of the gradient matrix. Iterative solvers are better suited to the
estimation of parameter corrections that exercise a nonlinear effect on FE model predictions.

For illustration, we give an example of ISBU method where the expansion [Eq. (6.26)] is limited to first-order terms. The
cost function is defined as the prediction error of resonant frequencies. Instead of writing a global error norm, such as shown
in cost function [Eq. (6.19)], the linearization [Eq. (6.27)] can be written for each resonant frequency (¨1; ¨2; : : : ¨m).
Collecting these “m” equations yields:
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The system [Eq. (6.31)] can be solved in a least-squares sense if enough equations are available, that is, m � NP. One
difficulty is to evaluate entries @¨p/@pq of the gradient matrix. It can be verified that the partial derivative of the pth frequency,
with respect to the qth parameter, is obtained as:
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Equation (6.32) suggests that the difficulty is shifted away from estimating the gradients @¨p/@pq, towards the partial
derivatives of master matrices. This degree of difficulty depends on how the parameters are defined. A judicious choice is to
select parameters that represent geometrical or material properties of individual elements, or groups of elements, such that
the derivatives can be evaluated in closed-form. Optimizing, for example, the elastic modulus of a linear constitutive law,
¢ D E � ", gives an element-level sensitivity matrix that is simply @k(e)/@E D 1/E k(e). The global sensitivity matrix, @K/@E,
can then be assembled from the element-level sensitivities.

Derivations are more subtle for static deflection derivatives, @U/@pq, or mode shape derivatives, @‰p/@pq. The evaluation
of these sensitivities involves the computationally expensive procedure of inverting a master matrix. Nelson [36] and Hou and
Kenny [37] propose schemes that can be implemented to obtain derivatives, such as @‰p/@pq, while bypassing the potential
matrix singularities involved.

ISBU formulations based on out-of-balance residuals [Eq. (6.30)] are discussed in [38–40]. Ladevèze and Reynier [41]
defines a dual approach where residuals are defined as virtual displacements as opposed to out-of-balance forces. An
extension of this technique to damping errors is proposed in [42]. Piranda et al. [43] applies the sensitivity approach [Eqs.
(6.26)–(6.29)] to resonant frequency and mode shape vector errors. The efficiency of many of these techniques has been
assessed in benchmarks, such as the study reported in [44]. Link [45] offers a discussion of ISBU methods, and the advantages
and limitations that this calibration technology offers.
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Fig. 6.6 Vibration testing of the ISS main truss. (a) NASA 8-bay truss testbed. (b) International Space Station main truss (courtesy: NASA [48])

Table 6.2 Correlation of the ISS
main truss after calibration [48]

Comparison of resonant frequenciesMode
number Measured (Hz) Predicted (Hz) Error (%)

Mode shape
correlation (MAC) (%)

1 6.98 6.98 0.00 98.3
2 10.95 10.60 �3.19 97.5
3 12.42 12.40 �0.16 65.3
4 13.06 12.70 �2.76 89.8
5 13.87 13.67 �1.44 86.0

The versatility of ISBU has promoted application to many disciplines. One of them is Structural Health Monitoring
(SHM), where model predictions augment physical measurements to locate, and assess the severity of, structural damage.
Surveying the application of FE model calibration to SHM is beyond the scope of this discussion; a review can be found in
[46]. One accomplishment, that we wish to highlight, is the work of Professor David Zimmerman, and his research team at
the University of Houston, Texas. Their eigen-structure assignment technique [47, 48] was successful to calibrate models
of the NASA International Space Station (ISS) main truss, illustrated in Fig. 6.6. Linear NASTRAN™ models with up
to 66,000 DOFs were updated to achieve less than 3 % modal frequency error and at least 95 % mode shape correlation.
These correlation requirements originate from recommended “best practices” [49]. Table 6.2 indicates a typical test-analysis
agreement reached after FE model calibration for the ISS main truss.

6.4 A Brief Discussion of Challenges to Updating Methods

The overview of FE model calibration is concluded by briefly discussing several issues that present challenges. The first three
are practical issues that, unfortunately, need to be dealt with: ill-conditioning, spatial incompatibility and error localization.
Our view is that these issues do not offer fundamental challenges to FE model updating. The next four topics are more
foundational: information-theoretic limitations of test-analysis correlation, experimental variability, truncation error and the
application of FE model updating to nonlinear dynamics.

6.4.1 Numerical Ill-Conditioning of Inverse Problems

Inverse problems are, by definition, ill-posed. At best, it means that a parameter correction •p obtained by solving, for
example, Eq. (6.27) or (6.31), is poor-quality due to contamination from numerical ill-conditioning. At worst, a calibration
is ambiguous because an infinite number of solutions are available. Unless there are multiple solutions to choose from,
ill-conditioning is not an issue that challenges FE model updating; it is an inconvenience to be dealt with.

Several approaches are available to mitigate the effects of ill-conditioning, such as discussed in [16]. Regularization can
be applied. The well-known Tikhonov regularization adds a “minimum perturbation” term to the cost function, the effect of
which is to orient the search towards solutions that do not deviate too much from the nominal values of model parameters.
Calibration methods formulated with the Bayesian statistical framework introduce a “prior” term whose effect is analogous
to regularization. Lastly, good practices of numerical analysis can be implemented, such as filtering out the null space of the
gradient matrix inverted.
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6.4.2 Mismatch Between Measurement Locations and FE Discretization

Spatial incompatibility between measurement locations and FE discretization nodes was evoked previously. (See, for
example, the second-to-last paragraph of Sect. 6.3.3.) The fact is that a discretization is arbitrary; FE nodes have no reason
to be co-located with measurement points. Spatial incompatibility, therefore, is another practical difficulty that must be dealt
with.

There are two basic possibilities to handle spatial incompatibility. The first one is to expand the measurement locations to
the FE spatial discretization. The second approach is to reduce the FE-based global matrices to measurement points. These
two strategies are dual of each other. Methods, such as those presented in [26], can be applied to either expand the spatial
measurements, reduce the FE matrices, or implement a hybrid approach that borrows from both strategies. The challenge
is that both vector projection and matrix reduction rely on information derived from the FE model. Any modeling error
“contaminates” the vector projection or matrix reduction step, hence, introducing an inextricable coupling between spatial
incompatibility and the modeling error that one is attempting to correct through parameter calibration.

6.4.3 Localization of the Modeling Error

Calibration parameters are usually selected a priori. Sensitivity analysis can also be used to select them, keeping only those
parameters that provide large derivatives of the cost function, j@J/@pkj. A first issue is that the source and location of modeling
error might be unknown, and the parameter selection might not allow to describe it accurately. Another issue is that modeling
error does not necessarily coincide with high sensitivities, j@J/@pkj. It implies that an adjustment is often brought to a FE
parameter because this parameter exercises a large influence on the cost function, not necessarily because it is where the
modeling error is located.

To address these uncertainties, it is often tempting to calibrate as many parameters as possible. Including large numbers
of parameters, however, tends to increase ill-conditioning; it also tends to “spread” the corrections throughout the FE model
instead of focusing them where they are really needed, that is, where modeling error is located. This dilemma goes back to a
previously mentioned issue of FE modeling: there are limitations to inferring local model parameters from globally obtained,
resonant frequency and mode shape information.

There are situations where error localization may not be such a serious issue. This is the case when the analyst knows
the source of the modeling error, for example, at joints or connections between structural components. SHM is another
application where damage scenarios might be known a priori. Deploying a posteriori error indicators, such as the residuals
[Eq. (6.21)], can also offer a mapping of the modeling error on the computational mesh.

6.4.4 Information-Theoretic Limitations of Model Updating

Model updating can be viewed as a special case of the statistical inference of parameters given physical observations or
measurements. In statistical sciences, the Cramér–Rao inequality provides a lower bound of the variance with which model
parameters can be estimated [50]. The lower bound depends on the inverse of the Fisher information that represents the
“curvature,” or second derivative Hessian matrix, of the likelihood function defined for test-analysis correlation.

The information-theoretic limitation implies a lower bound on the accuracy of model parameters that can be estimated.
This accuracy would depend on the formulation of the updating method, and amount and quality of physical measurements
available for calibration. Even though it is not similar to the Cramér–Rao bound, one example of limit is derived in [51]:

min
1�k�m

ˇ̌
!2Test;k � !2k

ˇ̌ 
 kRk2
k‰Testk2


 max
1�k�m

ˇ̌
!2Test;k � !2k

ˇ̌
(6.33)

where it is shown that the L2 norm of out-of-balance residuals [Eq. (6.21)] cannot be made smaller than the minimum error
in resonant frequency. The authors are not aware of investigations that would study lower bounds of parameter accuracy in
the context of FE model updating. Nevertheless, it suggests that it makes no sense to calibrate model parameters beyond
these theoretical limits. Doing so would be a manifestation of “over-fitting,” which, unfortunately, is often encountered.
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Fig. 6.7 Damage detection of the I-40 bridge in New Mexico. (a) I-40 bridge over the Rio Grande. (b) Variation of frequencies over time
(credit: [53])

6.4.5 Accounting for Experimental Variability and Uncertainty

Another foundational challenge to FE model updating is experimental variability. As alluded to in Sect. 6.4.4, there is a
theoretical limit to the accuracy of an inference. Likewise, the level of experimental variability, with which measurements
are collected, should be taken into account as it sets a “threshold” beyond which calibrating the FE parameters becomes
inefficient.

Farrar et al. [52, 53] were amongst the first ones to indicate the effect of experimental variability on the calibration of FE
model parameters. Figure 6.7 illustrates this study that attempts to locate structural damage using a combination of vibration
tests and FE predictions. Figure 6.7b plots the variation amplitude of the first resonant frequency over a 24-h period. It is
observed that the variation is greater than the change induced by simulating structural damage with the model, leading to the
conclusion that damage cannot be identified reliably in this application.

Many approaches inspired from Bayesian statistics have been developed in the mid-1990s to account for experimental
variability in calibration. In Sect. 6.3.1, we have also evoked an early variant of Bayesian-like FE model updating [13],
published in 1974. Rebba et al. [54, 55] offer a rigorous framework to account for experimental variability. With this and
similar works, the focus of calibration shifts away from optimizing parameters, such that model predictions reproduce
the measurements. Instead, one seeks to describe the parameter uncertainty with a probability law which, when sampled,
yields a population of predictions that is consistent with the population of measurements. No single prediction matches any
single measurement; test-analysis correlation is sought, instead, in the sense of ensemble statistics between predictions and
measurements.

6.4.6 Accounting for Numerical Uncertainty Caused by Truncation

Similarly to experimental variability that can be thought of as defining bounds within which the “true-but-unknown”
measurement is located relative to the data collected, truncation error defines bounds within which the “true-but-unknown”
prediction is located relative to the values provided by simulations. Truncation error originates from discretizing the
continuous EOM with a particular numerical method, and using a given level of mesh discretization. Using, for example,
quadratic FE shape functions and low bulk viscosity does not produce the same error as a linear basis with high bulk viscosity.
Truncation error is not known, except for a few code verification test problems, which means that it becomes an additional
source of uncertainty in the problem.

Numerical uncertainty, that originates from truncation effects, should be accounted for during FE model updating, as it
defines another contribution to the lower bound of prediction accuracy that can be achieved during calibration. Unfortunately,
it is common in computational engineering to “run with a single mesh” and ignore truncation effects. Roache [56] and
Hemez and Kamm [57] present techniques to quantify this truncation-based uncertainty, such that it can be accounted for.
Applications can be found in the literature, for example, to the validation of wind turbine blade models [58, 59].
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“Pride” Assume that the code is correct.

“Sloth” Only do a qualitative comparison

( e.g., the “viewgraph norm”).

“Envy” Use problem-specific settings.

“Wrath” Use only code-to-code comparisons.

“Avarice” Use only a single mesh.

“Gluttony” Only show results that make the code
look good.

“Lust” Don’t differentiate between accuracy
and robustness-to-uncertainty.

a b

Fig. 6.8 A metaphor of commonly encountered flaws in test-analysis correlation. (a) H. Bosch’s “Seven Deadly Sins,” 1485. (b) “Sins” of test-
analysis correlation [credit: Prado Museum, Madrid, Spain (a) and [64] (b)]

6.4.7 Calibration of FE Representations for Nonlinear Dynamics

Model updating is typically applied to linear representations, using Fourier-based responses (resonant frequencies, mode
shapes, etc.). When the response is significantly nonlinear and/or only very short time histories are available, assumptions
underpinning the Fourier analysis can be violated. Sources of nonlinearity which can disrupt these assumptions are: nonlinear
material response, contact, friction, other energy loss mechanisms and short-duration responses.

Nonlinearity, irrespective of its source, offers a foundational challenge to updating because the response can no longer
be decoupled via modal analysis. Approaches have been proposed to expand the conventional space-time decoupling of the
EOM to nonlinear systems [60, 61]. While these approaches have shown promise, applicability remains limited to “mild”
nonlinearities that, for example, are isolated on the structure or do not perturb the (linear) response too severely. A non-
exhaustive review of nonlinear model updating is proposed in [12].

Defining a general-purpose FE calibration technique, applicable to arbitrary nonlinear dynamics, seems an unattainable
goal due to the vast diversity of sources and types of nonlinearities. One noticeable attempt is a formulation for nonlinear
system identification, grounded in concepts of optimal control [62, 63]. These works highlight the significant computational
burden of tracking a nonlinear time-domain response at multiple locations. To the best of the author’s knowledge, this
approach has not been applied to “real-life” problems. Fundamentally, a nonlinear response is described by three independent
kinetic fields (displacement, velocity, acceleration) at every point of the structure. Experimentally, these three fields would
have to be measured separately; computationally, they would have to be evolved independently. Neither experimental
techniques nor computational methods are currently mature enough to meet these stringent requirements.

6.4.8 Closure

In closure, we re-iterate that technology for FE model updating has made great progress and achieved undeniable successes
in three decades from the mid-1960s to the mid-1990s. This is especially the case for linear statics or linear dynamics. The
technology, originally limited to closed-form corrections of master matrices, has evolved towards general-purpose sensitivity
methods able to calibrate individual design parameters using diverse data (resonant frequency, mode shape, frequency
response function, etc.). Current advances in modeling and analysis, pre- and post-processing software, and experimental
methods for vibration testing, are likely to push forward the FE model updating technology even more.

Difficulties, some of which are discussed above, have also seriously hindered the transfer of FE model updating to industry.
We prognosticate that some of these challenges will progressively disappear as simulation capabilities and experimental
techniques keep improving. It should be the case for the quality of solutions (Sect. 6.4.1) and mismatch between measurement
locations and FE discretization nodes (Sect. 6.4.2). Other difficulties, such as lower bounds on the value of information
learned during calibration (Sect. 6.4.3) and nonlinear dynamics (Sect. 6.4.7), are foundational challenges to model updating.
Another significant challenge is educational: “poor practices” of test-analysis comparison, illustrated in Fig. 6.8, are often
encountered [64].
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In the last 15 years, the computational physics and engineering communities have explored a change of paradigm towards
Verification and Validation (V&V) [65]. We conclude by noting that V&V makes sense if the emphasis is on developing,
and establishing the credibility of, a predictive capability. Verifying the quality of the analysis code, learning important
sensitivities, and quantifying prediction uncertainty before starting to compare predictions to measurements, promotes “best
practices” that mitigate short-comings, such as those illustrated in Fig. 6.8. The V&V technology offers another avenue of
growth for FE model updating.
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Chapter 7
Techniques for Synthesizing FRFs from Analytical Models

Hasan G. Pasha, Randall J. Allemang, and Allyn W. Phillips

Abstract Modal correlation of test and analytical data is an important step in system identification and model updating.
The Frequency Response Assurance Criterion (FRAC) is one of the metrics that can be used to quantify the strength of
correlation between the test and analytical degrees of freedom (DOF). To calculate FRAC for test and analytical data,
frequency response functions (FRF) are required. Techniques to synthesize FRFs from finite element models are discussed
in this paper. Methods to represent damping in analytical models are also presented. These techniques were applied to
synthesize FRFs from a finite element model of a rectangular steel plate structure. Comparing the synthesized FRFs with
the measured FRFs for the rectangular plate structure aided in calibrating the rectangular plate FE model. The techniques
presented in this paper can be used to visually check if the test and analytical data are well correlated and for calculating
FRAC metric to quantify the strength of correlation.

Keywords FRF synthesis • Damping in analytical models • Modal Correlation • FRAC • Model Calibration

Notation

Symbol Description
Œ��� Complex conjugate Œ��
˛ Mass matrix multiplier for damping
ˇ Stiffness matrix multiplier for damping
� Loss factor

 System pole (rad=s)
! Frequency (rad=s)
 Mode shape coefficient
� Damping ratio
m Maximum mode number
p Output DOF
q Input DOF

fxg Displacement vector
f Pxg Velocity vector
f Rxg Acceleration vector
Apq Residue
ŒC � Damping matrix of reduced model
ŒCR� Stiffness matrix of reduced model
ff g Applied force

ŒH.!/� FRF Matrix (Œ X
F

])
ŒK� Stiffness matrix of full model
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ŒKj � Stiffness matrix for material j
ŒKR� Stiffness matrix of reduced model
ŒM � Mass matrix of full model
ŒMi � Mass matrix for material i
ŒMR� Mass matrix of reduced model
ŒNf � Number of frequency lines
ŒNi � Number of input degrees of freedom
ŒNo� Number of output degrees of freedom

FRAC Frequency response assurance criterion
FRF Frequency response function

7.1 Introduction

The finite element (FE) technique is used to represent complex structural systems. However, there is uncertainty related to
how well the FE model represents the true structure. Generally, modal testing is performed to correlate, validate and calibrate
the FE model. Such a FE model could then be used for any future studies instead of performing resource intensive testing.

The order of the number of measurement DOFs is quite small compared that of a FE model. Model order reduction of the
FE model to measurement DOFs or expansion of the measurement DOFs to DOFs of the FE model should be done before
performing modal correlation. Modal correlation technique involves using various metrics to correlate the analytical results
with the experimental results. Generally, modes are paired and the relative error of modal frequencies gives an estimate of the
variation in modal frequencies. The Modal Assurance Criteria (MAC) and Pseudo Orthogonality Check (POC) are metrics
that could be used to check the linear independence of the modal vectors.

These comparisons are based on the parameters derived from the FE model and parameters obtained by fitting a model
to the measured FRF data. A mechanism that could compare the raw measured FRF data with the input-output relationships
derived from a FE model would give a better idea of the level of correlation, provide additional insight to validate, and
calibrate the FE model. The Frequency Response Assurance Criterion (FRAC) is a metric that compares any two frequency
response functions representing the same input-output relationship. This metric can be used to check how well the analytical
FRFs compare with the measured FRFs.

Techniques to synthesize a system FRF matrix from a FE model are discussed in the following section. Structural examples
of a rectangular steel plate are also presented to demonstrate the techniques discussed. Often damping is ignored while
developing a FE model. Many FE software packages now have a provision to prescribe damping using standard parameters
that correspond to established damping models. Implementation details on defining damping, retrieving system matrices, and
performing the system FRF computations are also discussed in this paper.

7.2 Synthesizing FRFs from Analytical Models

For a multi-degree of freedom dynamic system, the equations of motion are in the form shown in Eq. (7.1).

ŒM � f Rxg C ŒC � f Pxg C ŒK� fxg D ff g (7.1)

When the excitation is harmonic, the response of the system is expressed using the frequency response function (FRF)
matrix ŒH.!/�. Typically, the FRF matrix is a NoxNixNf matrix. It is computed using Eq. (7.2).

ŒH.!/� D �
ŒK�� !2ŒM �C j!ŒC �

��1
(7.2)

The FRFs can be synthesized from an analytical model in one the following ways described below.
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7.2.1 Full Space Method

Once a model of the structure is developed in a FE software package, the mass, stiffness and damping matrices of the
full model can be retrieved. The FRF matrix for the system can be computed using the expression shown in Eq. (7.2).
The disadvantages of this approach are that since the order of the FE model is huge, the system matrices are huge. Hence,
computations take enormous amount of resources, both time and memory.

7.2.2 Synthesizing FRFs from Reduced Order Models

In order to address the issue of the model order, the full model could be reduced using condensation techniques. Both static
and dynamic condensation techniques exist. Static condensation techniques, such as the Guyan reduction, are simple, but a
lot details are lost. As a result, the reduced order model is not truly representative of the full model. Only the stiffness matrix
of the system is considered in static reduction, while mass and damping information are neglected. Dynamic condensation
techniques consider the mass and stiffness matrices in calculations, and therefore provide a better approximation of the full
model.

Once the requirements of the analysis are determined, an appropriate condensation technique to perform model order
reduction of the full model can be selected and transformation of the full model’s mass, stiffness and damping matrices to
reduced space is performed. It is important to realize that the DOFs in the FE model that correspond to the location of the
measurement DOFs should be retained while performing the model order reduction. The FRF matrix for the reduced model
can be computed using the expression shown in Eq. (7.3).

ŒH.!/� D �
ŒKR� � !2ŒMR�C j!ŒCR�

��1
(7.3)

7.2.3 Modal Superposition Method

Modal superposition method is a special form of model order reduction and a quite popular technique in structural dynamics.
The modal parameters, namely the modal frequencies and modal coefficients, are used as generalized coordinates to perform
the order reduction. The partial fraction model for FRF, shown in Eq. (7.4), can be used for computing the FRF at response
location p when the system is excited at reference location q.

H.!/pq D
mX
rD1

Apqr

j! � 
r
C A�

pqr

j! � 
�
r

(7.4)

The residue Apqr and its complex conjugate A�
pqr

can be computed using Eq. (7.5)

Apqr D Qr pr qr (7.5)

where Qr is the scaling constant for mode r , and  pr and  qr are the modal coefficients. These parameters can be easily
retrieved from a FE modal analysis project.

7.2.4 Implementation Details

Frequency response function at multiple response locations due to unit force applied at a particular reference location can
be computed using FE software, such as ANSYS Workbench—Harmonic Analysis module. However, in order to compute
the FRF matrix for the whole system, this process can be inefficient and slow. When the system FRF matrix is required, the
system matrices could be retrieved from the FE model and the FRF computation can be performed separately. The sections
below provide information pertaining to retrieving system matrices from ANSYS Workbench and computing the system FRF
matrix using Matlab.
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7.2.4.1 Retrieving System Matrices with ANSYS Workbench

The ANSYS Workbench has submodules to perform specific analyses. The Modal Analysis module, as the name suggests,
can be used to perform modal analysis of a structure. In order to retrieve the system matrices of a structure, a Modal
Analysis project needs to be setup. This requires defining the material model, building or importing the geometry, setting
up and executing the analysis. If the geometry is simple, it can be built using ANSYS Workbench Design Modeler module.
However, if the geometry is complex it can be built using any design software and imported into ANSYS Workbench.
In order to retrieve the system matrices from the output database, the option to save the output database after the analysis
is complete should be set. System matrices are generally sparse. They can be retrieved as dense or sparse matrices from
ANSYS. A command object should be added to retrieve the system matrices at a specific memory location. Code snippets to
retrieve the system matrices as sparse and dense matrices are shown below.

! Stiffness *DMAT,MatKD,D,IMPORT,FULL,file.full,STIFF *PRINT,MatKD,Kdense.matrix
! Mass *DMAT,MatMD,D,IMPORT,FULL,file.full,MASS *PRINT,MatMD,Mdense.matrix
! below commands create sparse matrix
*SMAT,MatKS,D,IMPORT,FULL,file.full,STIFF *PRINT,MatKS,Ksparse.matrix
For Mass *SMAT,MatMS,D,IMPORT,FULL,file.full,MASS *PRINT,MatMS,Msparse.matrix

7.2.4.2 Computing the FRF

Once the system matrices or modal parameters are retrieved, Matlab could be used to compute the FRF matrix using the
relations shown in previous sections. Open source codes to read sparse matrices generated by ANSYS and converting them
to Matlab format exist. The frequency resolution can be controlled using the Matlab program to provide reasonable results
in stipulated execution time.

7.3 Damping

In an ideal vibratory system, the energy changes its form back and forth between potential energy and kinetic energy.
However, since there are losses associated with the energy conversion in a practical system, the vibration eventually dies
out in the absence of any external excitation to the system. The energy loss is quantified by damping. There are several
mechanisms by which energy dissipation can take place, such as, friction, hysteresis, etc. It is difficult to model damping
based on microscopic phenomena. Simple mathematical models exist that can be used to quantify damping, e.g. viscous
damping model, structural damping model.

7.3.1 Modeling Damping with ANSYS Workbench

The system damping matrix in ANSYS Workbench R14.5 is computed using Eq. (7.6) [1]. ANSYS has provision to prescribe
damping by specifying various parameters.

ŒC � D ˛ŒM �C
NmaX
iD1

˛mi ŒMi �

„ ƒ‚ …
Mass Damping

C
�
ˇ C 2

!
�

�
ŒK�C

NmbX
jD1

�
ˇmj C 2

!
�j

�
ŒKj �

„ ƒ‚ …
Structural Damping

C
NeX
kD1

ŒCk�

„ ƒ‚ …
Element Damping

C
NgX
lD1
ŒGl �

„ ƒ‚ …
Gyroscopic Damping

C
NvX
mD1

1

!
ŒCm�

„ ƒ‚ …
Viscoelastic Damping

(7.6)

The values for ˛, ˇ and � can be set at the global or the material level. In a structure with multiple material layers, for
example when a coating material is used, the damping properties of the coating material can be different from the base
material. The terms highlighted in blue in Eq. (7.6) indicate that material specific damping can be specified. In addition, a
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viscous damper can be modeled using the spring element connector and specifying the damping values, which is referred as
element damping in Eq. (7.6).

7.4 Frequency Response Assurance Criteria (FRAC)

Any two frequency response functions representing the same input-output relationship can be compared using a metric
known as the Frequency Response Assurance Criterion (FRAC). Once the FRFs are synthesized from FE model, they can be
compared with the measured FRFs and the FRAC can be computed to understand the strength of correlation. For example,
the FRAC for two FRFs, measured FRF Hpq.!/ and analytical FRF OHpq.!/, representing the relation between output DOF
p and input DOF q, can be computed using the expression shown in Eq. (7.7). The frequency resolution of the analytical
FRF data and measured FRF data should match.

FRACpq D
ˇ̌
ˇP!2

!D!1 Hpq.!/ OH�
pq.!/

ˇ̌
ˇ
2

P!2
!D!1 Hpq.!/H�

pq.!/
P!2

!D!1 OHpq.!/ OH�
pq.!/

(7.7)

7.5 Experimental Example

A FE model of a rectangular steel plate structure of dimensions 0:86� 0:57� 0:0063m (3400 � 22:500 � :2500) was developed
using ANSYS Workbench R14.5. A cold rolled steel rectangular plate structure was fabricated (E D 2:05�1011 Pa .2:9734�
107 psi/, � D 0:29 and � D 7850 kg=m3 .0:2836 lb=in3/), with 160 points marked on a 0:05 � 0:05m (200 � 200) grid. Each
of these 160 points were impacted and FRFs were measured at 21 reference locations using uniaxial accelerometers.

The system mass, damping and stiffness matrices were obtained from the FE model. A named selection of points
corresponding to the impact locations (which also included the sensor locations) was created. The displacement for the
named selection represents the modal coefficients. The analytical FRFs were generated using the full space method from the
analytical model.

7.5.1 FRF Comparison

The FE model was calibrated to the match measured modal frequencies and modal vectors. The FE model was validated
by comparing analytical FRFs from the model with the measured FRFs. In addition, the results obtained for two perturbed
mass configurations with unconstrained boundaries were compared with the predictions from the updated model to check its
robustness. Figure 7.1 shows a comparison of the driving-point and cross-point FRFs for the rectangular plate.

7.5.2 Effect of Structural Damping

The structural damping does not affect the modal frequency. Its effect is only to limit the response at resonance. The effect of
structural damping on the plate was studied. The FRF for various values of loss coefficient values are plotted in Fig. 7.2. It is
evident that the modal frequencies do not change with increasing � values, but the amplitude of the response at resonance is
reduced.

7.6 Conclusions

• Modal correlation, updating, validation and calibration are important tasks in order to reduce uncertainty in predictions
from a FE model. Various metrics to perform modal correlation are available. The Frequency Response Assurance
Criterion (FRAC) aims to quantify the strength of correlation between measured and synthesize FRFs. It is particularly
advantageous to correlate FRFs as it works directly on raw input-output relations.
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Fig. 7.1 Comparison of FRFs.
(a) Driving-point FRFs.
(b) Cross-point FRFs

• Techniques to synthesize frequency response functions from analytical models were discussed. FRFs can be synthesized
by full order model, reduced order model or by modal superposition. Full order method can be resource intensive. The
reduced order method or the modal superposition method provide reasonable results while being less resource intensive.

• FE packages, such as ANSYS, have provisions to output system or element mass, stiffness and damping matrices.
ANSYS also has the capability to prescribe damping for a model by specifying parameters for standard damping models.
Implementation details to retrieve the system matrices and to compute the system FRF matrix were discussed.
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Fig. 7.2 Rectangular plate—effect of structural damping

• A rectangular plate structure was used to demonstrate how the analytical FRFs could be compared with measured FRFs.
The effect of structural damping on the FRF of the steel plate structure was also presented.
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Chapter 8
An Analytical Method and Its Extension for Linear Modal Analysis
of Beam-Type Systems Carrying Various Substructures

Zhenguo Zhang, Xiuchang Huang, Zhiyi Zhang, and Hongxing Hua

Abstract This study is concerned with an analytical solution and its extension on determining natural frequencies and mode
shapes of beam-type systems carrying various substructures such as intermediate discontinuities and flexible foundations, etc.
First, the method of separation of variables is utilized to devise the governing equation of the Timoshenko beams. Second,
compatibility conditions attributed to various discontinuities as well as the complicated boundary conditions are expressed by
coefficient matrices with the transfer matrix approach. Furthermore, flexible attachments and flexible foundations considered
are described by frequency response functions (FRFs). Finally, the natural frequencies are determined by non-trivial solutions
of the resulting matrix equation and the associated mode shapes are derived with Heaviside function. An important objective
of this study is to demonstrate the applicability of the proposed methodology. This is achieved by selected numerical
examples including a simple double-beam structure with elastic coupling. A new range of results is presented for beam-
type structures which can be used as a benchmark to approximate solutions.

Keywords Modal analysis • Beam-type system • Substructure • Analytical solution • Discontinuity

8.1 Introduction

The problem of flexural beams coupled with complexities such as flexible foundations, multiple discontinuities (including
intermediate support, elastic spring-mass system, concentrated mass, internal connectors, etc.) has been considered by many
authors [1–13]. A variety of different styles of analysis have been dedicated to theoretical investigations for the vibrations
of beams with those additional complexities, e.g. Green’s functions [1], the Jacquot’s method [2], the Dunkerley-based
approximate formula [3], the Lagrange multiplier formalism [4], the numerical assembly method [5, 6], the transfer matrix
solution [7], the Laplace Transform et al. [8]. Although these approaches are available for several particular forms of
complexities in some actual systems, there is no general solution to account for arbitrary complexities.

Combined systems modeled with the Euler–Bernoulli beam and the Timoshenko beam theories have been considered. The
literature regarding the free vibration analysis of Bernoulli–Euler beams carrying multiple additional complexities are plenty,
but fewer researchers have studied the free vibrations of beams with different discontinuities according to the Timoshenko
beam theory. Abramovich and Hamburger [9] investigated cantilever Timoshenko beams with a tip mass and intermediate
rotational and translational springs. Rossi et al. [10] solved analytically the problem of free vibration of Timoshenko beams
carrying elastically mounted concentrated masses. Lee and Lin [11] derived an exact solution for the free vibrations of a
symmetric non-uniform Timoshenko beam with a tip mass at one end and elastically restrained at the other. Posiadala [4]
handled the problem of free vibrations of Timoshenko beams with several attachments by means of the Lagrange multiplier
formalism. Lin and Chang [7] studied the free vibration of a multi-span Timoshenko beam with an arbitrary number of
intermediate flexible constraints by combining the separation of variables with the transfer matrix solution. The similar
method was also extended by Zhang et al. [12] to present analytical solutions of beams with arbitrary discontinuities and
flexible attachments. Wu and Chen [5] obtained the exact solution of a uniform Timoshenko beam carrying any number of
spring-mass systems by using the numerical assembly method.
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It should also be pointed out that some special subsystems in the beam-type systems, such as the flexible foundation
(float valve systems and rotor-bearing-foundation systems etc.) and the flexible attachments (bladed-disk assemblies in
turbomachinery or propeller-shaft assemblies in propulsion systems etc.) are generally unfit to be simply approximated
to rigid or elastic concentrated masses. The structure flexibility should be carefully considered and estimated in order to
obtain all frequency components of systems [13, 14]. However, according to our best knowledge, no analytical solution has
been carried out to overcome this difficulty [12]. In this study, the technique combining the separation of variables with
the transfer matrix solution, which leads to a non-trivial solution with only a four-order determinant, is used to obtain the
exact natural frequencies and exact normal modes for the vibrating Timoshenko beams [7, 12]. However, in the present
work, the approach considered has been greatly extended to investigate the free vibrations of more complicated beam-type
systems. Moreover, owing to the substructure synthesis method [15], flexible attachments and the elastic foundation can be
described as appropriate frequency response functions and integrated into the final overall coefficient matrix, which results
in the general formulation of eigenvalue problem.

8.2 The Mathematical Model and Formulation

Figure 8.1 shows the sketch of a typical beam-type system of length L with various substructures, including the flexible
foundation, flexible attachments (A and B) and multiple discontinuities (1, 2 : : : k C1). Various intermediate attachments,
such as rotational and translational springs, concentrated mass with rotary inertia and undamped spring-mass oscillator, used
in most practical cases are accounted for. The whole beam is subdivided into k C1 segments with length Li (i D 1, 2 : : : k C1)
by the discontinuity points located at xi (i D 1, 2 : : : k). Based on the Timoshenko beam theory [16] and the method of
separation of variables, the equation of motion for the i-th beam segment can be readily stated as

Y 0000
i .x/C .�i C �i / Y

00
i .x/ � .˛i � �i �i / Yi .x/ D 0 (8.1)

ˆ0000
i .x/C .�i C �i / ˆ

00
i .x/ � .˛i � �i �i /ˆi .x/ D 0 (8.2)

where the prime denotes the differentiation of x, and � i D �i!
2/Ei, � i D �i!

2/(� iGi), ˛i D �i Ai!
2/(Ei Ii). Yi (x) and ˚ i (x) are

the mode shape functions with respect to the transverse displacement and the bending slope of the i-th segment at position x
(xi�1< x< xi). Ei, Gi, Ii, � i, �i and Ai are, respectively, the Young’s modulus, shear modulus, the moment inertia of the cross
section about the neutral axis, the shape factor, the density and cross-sectional area of the i-th beam segment.

The general solution of Eqs. (8.1) and (8.2) can then be derived in the following form [16]

Yi .x/ D C1i cosh
i .x � xi�1/C C2i sinh
i .x � xi�1/C C3i cos
i .x � xi�1/C C4i sin
i .x � xi�1/ (8.3)

ˆi.x/ D C1iqi sinh
i .x � xi�1/C C2iqi cosh
i .x � xi�1/C C3iqi sin
i .x � xi�1/� C4iqi cos
i .x � xi�1/ (8.4)

Fig. 8.1 A beam-type system
with various substructures
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where Cpi (p D 1, 2, 3, 4 and i D 1, 2 : : : k C1) is the integration constant associated with the i-th segment, and


i D
sr
�i � �i

2

�2 C ˛i � �i C �i

2
; (8.5a)


i D
sr
�i � �i

2

�2 C ˛i C �i C �i

2
(8.5b)

qi D !2�i

�iGi
i
C 
i ; (8.6a)

qi D !2�i

�iGi
i
� 
i : (8.6b)

8.2.1 Evaluation of the Intermediate Discontinuities

The intermediate discontinuities induced by different attachments can be characterized with different compatibility
conditions across the discontinuity point. However, for all cases as shown in Fig. 8.1, the bending moment and the shear
force are the discontinuous at the location of discontinuities; while other parameters, such as deflection and the slope are
continuous. In fact, effects of attachments considered in this study can all be reasonably replaced by translational or rotational
springs with the equivalent translational or rotational stiffness [12]. Consequently, the compatibility conditions associated
with the i-th intermediate attachment can be expressed in matrix form as [7, 12]

T.iC1/C.iC1/ D T.i/C.i/ (8.7)

where T(iC1) and T(i) are 4 � 4 coefficient matrices with regard to the (i C 1)-th and the i-th segments. C(iC1) D [C1(iC1)

C2(iC1) C3(iC1) C4(iC1)]T and C(i) D [C1i C2i C3i C4i]T . With the matrix transformation, their transitive relationship can be
easily constructed as

C.iC1/ D



T.iC1/
��1

T.i/C.i/ D T.i/tf C.i/ (8.8)

By repeated application of Eq. (8.8), therefore, the multiplication of the transfer matrices of all segments from the left to
the right end successively yields

C.kC1/ D T.k/tf T.k�1/
tf � � � T.1/tf C.L/ D U4�4C.1/ (8.9)

which has reduced the number of independent constants to four and U4�4 is the overall transfer matrix.

8.2.2 General Formulations of Boundary Conditions

The boundaries can be regarded as special discontinuity points at the ends of the beam. Of course, the boundary conditions
can also be represented in a systematic manner with coefficient matrices [12]

R.R/C.kC1/ D 0; (8.10a)

R.L/C.1/ D 0 (8.10b)

where R(R) and R(L) are 2 � 4 coefficient matrices with regard to the right and the left boundaries.
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Fig. 8.2 A coupled beam with
two flexible substructures
at the ends

8.2.3 Consideration of Flexible Attachments

Considering a coupled system as shown in Fig. 8.2, the subsystems A and B represent the flexible attachments and the
main system represents the beam. By resorting to the essential idea in substructure synthesis method [15], the relationship
between the displacement and the force at coupling interfaces of subsystem A and the main system can be built up via
frequency response functions (FRF) as

	
�j .xend ; t/

yj .xend ; t/



D
	
HMR .!/ �HFR .!/

HMT .!/ �HFT .!/


 	
Mb

Fs



(8.11)

where HFR(!), HMR(!), HFT(!) and HMT (!) are driving-point receptances of the subsystem A and denote the FRFs between
force/moment and the displacement/angle, respectively. Expressing Mb and Fs in Y1 and ˚1, for the left end of Part III, Eq.
(8.11) can be rewritten as [12]

E1I1
@ˆ1.0/

@x
HMR .!/ � �1G1A1

	
ˆ1.0/� @Y1.0/

@x



HFR .!/ D ˆ1.0/ (8.12a)

��1G1A1
	
ˆ1.0/� @Y1.0/

@x



HFT .!/C E1I1

@ˆ1.0/

@x
HMT .!/ D Y1.0/ (8.12b)

Similar expressions can also be obtained for the right end of subsystem B [12]. Substituting Eqs. (8.3) and (8.4) into Eq.
(8.12), one can easily obtain the boundary conditions in matrix form analogous to Eq. (8.10), where R(R) and R(L) have been
replaced to involve the receptance relation between substructures.

8.2.4 Condensation of the Eigenvalue Problem

Combing Eq. (8.10a) with Eq. (8.9) results in two equations of the integration constants relating to the first segment of the
beam

R.R/C.kC1/ D R.R/U4�4C.1/ D B2�4C.1/ D 0 (8.13)

Then, only four unknowns remain (C11, C21, C31 and C41) in the four equations given by Eqs. (8.13) and (8.10b), and the
existence of non-trivial solutions requires the following determinant is equal to zero

ˇ̌
ˇ̌B2�4

R.L/

ˇ̌
ˇ̌ D 0 (8.14)

which provides a characteristic equation for the solution of the angular frequency !. Once the frequency parameters have
been determined, the values of the constants (C1i, C2i, C3i and C4i) can then be easily obtained by the use of the transfer
matrix method. And the corresponding mode shape function of the whole beam can be readily expressed as

Y.x/ D
XkC1

iD1 Yi .x/H .x � xi�1/�
XkC1

iD1 Yi .x/H .x � xi / (8.15)

where H (x-xi) is Heaviside function which jumps from zero to unit at location xi.
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Fig. 8.3 A complex beam-type
system with two flexible
substructures at the ends and
flexible foundation

Table 8.1 Comparison of the lowest five nature frequencies (rad/s) for the Timoshenko beam with various discontinuities

Frequency (rad/s)

Case Methods !1 !2 !3 !4 !5

Case 1 Present study 343.51439 791.23957 2,476.90184 4,777.24695 6,465.08113
[6] 343.51430 791.23950 2,476.90180 4,777.24700 6,465.08130
FEM [6] 343.51440 791.23970 2,476.90590 4,777.26330 6,465.12200

Case 2 Present study 686.76884 1,563.82513 4,647.74203 8,663.06436 11,614.25418
[6] 686.76880 1,563.82510 4,647.74200 8,663.06450 11,614.25540
FEM [6] 686.76880 1,563.82670 4,647.77910 8,663.21950 11,614.54460

8.3 Extension to More Complex Systems

Beam-type systems are often encountered in technological applications. The foundations are generally assumed as the rigid
substructures. However, in some special cases as shown in Fig. 8.3, such as propeller-shaft system in large ships, rotor-
bearing-foundation systems and complicated shafts in aerospace engineering, the foundation flexibility should be considered
with discretion in order to provide accurate estimates of the natural frequencies of the combined structure as well as the
associated modes of vibration. Combining with the FRF-based substructures coupling method [15], it is expected that the
proposed method can be reasonably extended to deal with some of these problems. First, the beam is treated as the main
system and expressed in the analytical way as stated in Sect. 8.2. Second, all their relevant mechanical characteristics of
substructures (consisting of foundations and the flexible attachments) can be described via appropriate frequency response
functions (FRF). Next, coupling interfaces between the beam and substructures are considered as discontinuities of the beam;
and then corresponding compatibility conditions or boundary conditions can be derived. Finally, the natural frequencies are
determined by non-trivial solutions of the determinant of the final coefficient matrix. For the complicated substructures such
as propellers in propulsion systems, the present method has the advantage of using the measured or the numerical FRFs
directly. This point will be presented with a simple example of a double-beam structure in the following sections.

8.4 Numerical Examples

8.4.1 Example 1: Validation of the Present Method

A uniform Timoshenko beam with several discontinuities as illustrated in [6] was taken as a validation example. The pinned–
pinned beam carrying three point masses, two rotary inertias, two linear springs, one rotational spring and one mass-spring
system was considered. Results are available for two cases with different cross-section of the beams. For the purpose of
simplification, physical parameters are not given here, but one can reference [6] for details. The corresponding numerical
results are tabulated in Table 8.1. It can be seen an excellent agreement between the present and the reference results [6] is
observed.

8.4.2 Example 2: Flexural Vibration of a Double-Beam Structure

A double-beam structure is shown in Fig. 8.4. The upper fixed-free beam with the length L1 D 5 m is regarded as the main
system while the lower pinned–pinned one with the length L2 D 10 m is considered as the flexible foundation. The whole
system is subdivided into four segments (1, 2, 3, 4) by a translational spring with stiffness K D 1 � 107 or K D 5 � 107 N/m.
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Fig. 8.4 Scheme of a
double-beam system

And the four ends are numbered with A, B, C, D, respectively. System properties of the beam are set as follows: L3 D 4 m,
L4 D 1 m, the Young’s modulus E D 2.1 � 1011 Pa, the shear modulus G D 7.9577 � 1010 Pa, the Poisson ratio �D 0.3, the
mass density � D7,850 kg/m3 and the shear factors �D 0.511. The cross-section of the beam is the hollow circle with the
inner radius R1 D 0.0875 m and the outer radius R2 D 0.12 m. On the basis of Sects. 8.2 and 8.3, two different approaches
can be extended to obtain the modal characteristics of the coupled system.

8.4.2.1 Approach 1: The Analytical Solution

If two Timoshenko beams are separately considered and modeled, according to the methodology in Sect. 8.2.2, four
integration constant vectors (C(1), C(2), C(3) and C(4)) should be remained in order to obtain the analytical solution.
Considering the elastic coupling interface between the beams, the transitive relationship between the four constant vectors
can be easily built up as

(
C.2/ D �

T.2/
��1

T.1/C.1/ C �
T.2/

��1T23C.3/

C.4/ D �
T.4/

��1
T.3/C.3/ C �

T.4/
��1T32C.1/

(8.16)

where T23 and T32 are the coefficient matrices related to the translational spring. Satisfying the boundary conditions, the
characteristic equations can then be derived in matrix form as:
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��1
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7775
	

C.1/

C.3/



D U8�8

	
C.1/

C.3/



D 08�1 (8.17)

where U8�8 is the final coefficient matrix and can be used to obtain the exact natural frequencies of the system. For each
frequency !i, the corresponding mode shape functions can be analytically determined.

8.4.2.2 Approach 2: The Hybrid Analytical/FRF Solution

Once the mechanical characteristics of the lower beam are described via numerical FRF, the other approach as stated in
Sect. 8.3 can also be extended. Replacing the equivalent translational stiffness in Eq. (8.7) by KT D K/(�KH(!) C 1), where
H(!) denotes the driving-point receptance of the lower beam and represents the FRF between force and the displacement as
shown in Fig. 8.5, and then the standard process in Sect. 8.2 can be used to obtain the modal characteristics of the system.
However, only the shape functions of the main system (the upper beam in this study) can be obtained with the hybrid solution.

The corresponding numerical results of natural frequencies are given in Table 8.2. Excellent agreement between the
present and the FEM results can be observed, which shows that both the analytical and the hybrid approaches can provide
accurate estimates of the natural frequencies of the double-beam system. Thus, efficiency and application of the proposed
methodology are well demonstrated. The lowest three mode shapes for the case 1 are shown in Fig. 8.6. It should also be
noticed that one of the major benefits of the proposed method is that one can obtain the exact functions of mode shapes
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Fig. 8.5 FRF at the coupling
interface of lower beam

Table 8.2 Comparison of the
lowest five nature frequencies
(Hz) for the double-beam system

Frequency (Hz)

Case Methods !1 !2 !3 !4 !5

Case 1 Analytical 6.8591 21.8763 32.6142 52.7710 54.8886
K D 1 � 107 N � m Hybrid 6.8573 21.8662 32.6140 52.7707 54.8723

FEM 6.8592 21.8766 32.6149 52.7887 54.9047

Case 2 Analytical 6.8770 22.6641 47.8784 52.7889 67.2485
K D 5 � 107 N � m Hybrid 6.8753 22.6522 47.8654 52.7878 67.2463

FEM 6.8777 22.6649 47.8735 52.8075 67.2498

Fig. 8.6 The lowest three mode
shapes for the case 1 with
K D 1 � 107 N/m

which may be required for the further calculations, such as transient responses. For instance, according to Eq. (8.15), the
mode shape function of the fundamental frequency for the case 1, where 
1 D 0.3347 and 
1 D 0:3353, can be given in the
style of segmented functions as

8
ˆ̂<
ˆ̂:

Y1 D 0:88 cosh
1x � 0:698 sinh
1x � 0:88 cos
1x C 0:698 sin
1x
Y2 D 0:554 cosh
1 .x � 4/C 0:37 sinh
1 .x � 4/C 0:483 cos
1 .x � 4/C 0:785 sin
1 .x � 4/
Y3 D 0:0595 sinh
1x C sin
1x
Y4 D 0:106 cosh
1 .x � 4/� 0:11 sinh
1 .x � 4/C 0:974 cos
1 .x � 4/C 0:46 sin
1 .x � 4/

(8.18)

8.5 Conclusions

The analytical study on the linear modal analysis of beam-type systems with various substructures such as intermediate
discontinuities and flexible foundations is carried out. Various discontinuities can be induced into the modal displacement
of the beam at the locations of additional elements. Combining with the FRF-based substructures coupling method, the
analytical approach can be extended to account for flexible attachments and foundations by describing them with FRFs.
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Natural frequencies and the mode shape functions can be derived analytically. To validate the present analysis, several
practical examples are carried out and the obtained results are compared with those calculating with other solution
procedures. Good agreement is observed and it shows the present method can provide an efficient tool to modal analysis
of the beam-type systems in technological applications.
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Chapter 9
Computationally Efficient Nonlinear Dynamic Analysis
for Stress/Strain Applications

Julie Harvie and Peter Avitabile

Abstract Dynamic response of analytical models is commonly studied to determine strain induced on systems for normal
design loadings. Due to the complexity of the analytical models combined with the possibility of nonlinear effects
encountered, traditional methods for computing the time response can be extremely computationally intensive.

In this work, several recently developed techniques are combined to get a more computationally efficient calculation of
full field stress and strain on a finite element model (FEM). The full space FEM is reduced to an intermediate space using
a combination of reduction techniques. The time response is calculated using an efficient nonlinear response approach –
Modal Modification Response Technique (MMRT) or Equivalent Reduced Model Technique (ERMT). The displacement
results for the nonlinear system are expanded back to the full space FEM to determine time-dependent full field stress and
strain. Results are presented for the nonlinear response of a system involving multiple contact elements to show the accuracy
and computational efficiency of the process.

Keywords Nonlinear • Model reduction/expansion • Dynamic strain

Nomenclature

Symbols

fXng Full set displacement vector
fXag Reduced set displacement vector
fXdg Deleted set displacement vector
[Ma] Reduced mass matrix
[Mn] Expanded mass matrix
[Ka] Reduced stiffness matrix
[Kn] Expanded stiffness matrix
[Ua] Reduced set shape matrix
[Ua

G] Guyan reduced set shape matrix
[Un] Full set shape matrix
[Ua

g]Generalized inverse
[T] Transformation matrix
fpg Modal displacement vector
[M] Physical mass matrix
[C] Physical damping matrix
[K] Physical stiffness matrix
fFg Physical force vector
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fRxg Physical acceleration vector
fPxg Physical velocity vector
fxg Physical displacement vector
’ Parameter for newmark integration
“ Parameter for newmark integration
�t Time step
[U12] Mode contribution matrix

9.1 Introduction

Detailed finite element models are often generated for the simulation of dynamic response on structural systems. With the
current technology available, models are becoming increasingly larger and prominently more detailed to accurately capture
the precise dynamics experienced throughout the structure. Such sizeable models require significant computational resources
to solve the time response using conventional methods; the computations become further lengthened when nonlinearities are
introduced to the system and a nonlinear solution scheme must be employed.

A nonlinear solution scheme is required to accurately capture the dynamics of a system where discrete nonlinear
connection elements (bilinear springs, gaps, slip–stick, or contact elements) are added to a linear model, although the
response of the original linear model will dominate the response of the system. When the response of these types of nonlinear
systems is studied, the nonlinear response can be broken into a piecewise linear solution where different configurations occur
within the time block. This work focuses on a system with gap-spring contact elements, as shown in Fig. 9.1, to demonstrate
the principles at hand on a system with a severe kind of nonlinear connection; the principles also apply to systems with
other types of nonlinear connection elements. The system consists of two components with two possible spring contacts as
an example of this type of a nonlinear system. An analysis of the dynamic response of the system in Fig. 9.1 will generally
be dominated by the linear response of the individual components, and the response will only become nonlinear when the
springs come into contact between the beams. The traditional response calculation requires a nonlinear solution scheme
that can be extremely computationally expensive but must be employed to capture the nonlinear response even though the
nonlinearities occur at discrete time points and at discrete locations.

The proposed approach for efficiently calculating full field strain is shown in Fig. 9.2 and further detailed by
Harvie [1]. The approach involves reducing the full space model to a more manageable size and then calculating the
response using an efficient response calculation, Modal Modification Response Technique (MMRT) or Equivalent Reduced
Modeling Technique (ERMT). The highly reduced order models are used to accurately approximate the full field dynamic
characteristics while significantly reducing the computation time; the traditional approach, outlined on the left of Fig. 9.2,
requires an extremely lengthy computation time due to the nonlinear solution scheme.

As seen in Fig. 9.2, there are several possible paths that can be used to accurately calculate the full field strain at a fraction
of the computational cost. This work focuses on the results obtained using a SEREP reduction in conjunction with ERMT;
however the other techniques will produce similar results and are explored further by Harvie [1] but are not presented in this
paper due to space restrictions.

Several pieces of the proposed approach have already been investigated in depth. Recent work has been performed by
Marinone et al. [2–4] on MMRT and Thibault et al. [5–7] on ERMT to confirm the accuracy and efficiency of the nonlinear
time response calculations for displacement results. Pingle [8–14] and Carr [15–18] have explored the application for full
field strain on linear systems using expansion of limited sets of data. Nonis [19, 20] and others [21, 22] have proven that a
reduced order system assembly can be expanded to full space using information from the uncoupled component modes. The
focus of this work is to combine the theory behind these separate sets of work to determine full field strain from the expansion
of the highly reduced order models used to determine the response of systems with nonlinear component interactions.

Beam A

Beam B

gap

Fig. 9.1 System containing two
components and springs contacts
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Significantly 
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Fig. 9.2 Traditional vs. efficient
approaches to calculate stress and
strain

9.2 Theory

9.2.1 Basic Equations of Motion

For a multiple degree of freedom system subjected to an external force fFg, the equation of motion can be written as

ŒM� fRxg C ŒC� fPxg C ŒK� fxg D fFg (9.1)

The [M], [C], and [K] matrices are the square symmetric mass, damping, and stiffness matrices, respectively. These
matrices are generally coupled and can contain hundreds of thousands to millions of degrees of freedom, depending on the
size of the finite element model. To uncouple the matrices, an eigensolution can be performed on the mass and stiffness
matrices using

ŒŒK� � œ ŒM�� fxg D f0g (9.2)



92 J. Harvie and P. Avitabile

The eigensolution of Eq. (9.2) provides the eigenvalues (natural frequencies) of the system, along with an eigenvector
(mode shape) for each frequency. The eigenvalues and eigenvectors are generally arranged as

2
664

: : :
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: : :

3
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2
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¨1

2

¨2
2

: : :

3
75 and ŒU� D Œfu1g fu2g : : : � (9.3)

If a limited set of eigenvectors are used to describe the system, as is typical, then the resulting [U] matrix will be
rectangular with ‘n’ DOF and ‘m’ modes. The relationship between the coupled, physical set of equations and uncoupled,
modal set of equations is defined as

fxg D ŒU� fpg D Œfu1g fu2g : : : �

8
<̂
:̂

p1
p2
:::

9
>=
>;

(9.4)

This transformation to modal space allows for the equation of motion to be written in normal form as

ŒU�T ŒM� ŒU� fRpg C ŒU�T ŒC� ŒU� fPpg C ŒU�T ŒK� ŒU� fpg D ŒU�T fFg (9.5)

This equation transforms the highly coupled system into a set of simple, uncoupled systems due to the orthogonality
condition. The mode shapes are linearly independent and orthogonal with respect to the mass and stiffness matrices, yet the
damping matrix may or may not be proportional. The damping matrix is typically not linearly independent and orthogonal
with respect to the mode shapes, but a proportional damping matrix is often approximated to satisfy the orthogonality
condition. The proportional damping matrix can be generated using several techniques, and the Wilson–Penzien damping
formulation is utilized in this work. Thus the diagonal mass, damping, and stiffness matrices can be written in modal space as
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: : :
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: : :

3
775 D ŒU�T ŒK� ŒU�

(9.6)

With a modal matrix [U] of size n � m (“n” DOF and “m” modes), the modal properties calculated in (9.6) will be square
and symmetric of size m � m. If “m” is less than “n”, then the physical mass, damping, and stiffness matrices of size n � n
will be reduced to the modal mass, damping, and stiffness matrices of size m � m.

9.2.2 Model Reduction and Expansion

Solving dynamic response using the equation of motion in (9.1) can become computationally intensive when a full space
finite element model contains millions of DOF. The computation can be simplified by reducing the FEM with model
reduction/expansion techniques. Using model reduction, the size of a model can be reduced to a limited ‘a’ DOF and ‘m’
modes while retaining the full space dynamic characteristics. Using model expansion, a full field solution can be obtained
from a subset of points; expansion is commonly used to expand test data to locations that were not included in the reduced set
of DOF. Several techniques are available for reduction and expansion, each with their own benefits and drawbacks. Guyan



9 Computationally Efficient Nonlinear Dynamic Analysis for Stress/Strain Applications 93

Condensation is one of the more commonly used techniques and is available in most commercially available software, but
the Guyan transformation matrix is stiffness based and therefore does not preserve inertial characteristics exactly. Additional
processing of the Guyan reduced matrices using the KM_AMI model reduction process [23–28] allows for exact reduced
dynamic characteristics if target vectors from the full space model are used. SEREP [29] also preserves the exactness
of eigenvalues and eigenvectors in the reduction/expansion process because the full space eigensolution is used in the
transformation matrix calculation. While a multitude of reduction/expansion techniques could be used to transform the
matrices, the results shown in the case studies were obtained using the accurate SEREP reduction and therefore only SEREP
is detailed here. For further details on the various reduction techniques, see [1].

The main concept behind model reduction and expansion involves the mapping between a large model containing ‘n’ DOF
and a reduced model containing a limited ‘a’ set of DOF. The general transformation between the full model and reduced
DOF is given as

fxng D
�

xa

xd

�
D ŒT� fxag (9.7)

where the full ‘n’ space model is made up of ‘a’ master DOF and ‘d’ deleted DOF. The transformation matrix, [T], contains
the appropriate mapping information to relate the full and reduced models. By employing energy conservation principles,
the mass and stiffness of the reduced ‘a’ DOF can be calculated using the transformation matrix with

ŒMa� D ŒT�T ŒMn� ŒT� (9.8)

ŒKa� D ŒT�T ŒKn� ŒT� (9.9)

Once the mass and stiffness matrices are determined at the reduced DOF, the equations of motion are written in the same
form as (9.1) and an eigensolution is performed using (9.2). The eigenvalues and eigenvectors of the reduced matrices are
ideally preserved as accurately as possible when compared to the full space solution, but the accuracy is dependent on the
specific technique employed. The reduction/expansion technique utilized in this work is discussed next.

The SEREP transformation matrix can be used to exactly replicate eigenvalues and eigenvectors between a full and
reduced model [29]. SEREP involves partitioning the modal equations representing a physical system using

fxng D
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xd

�
D
	

Ua

Ud



fpg D ŒUn� fpg (9.10)

where the active ‘a’ set can be described using

fxag D ŒUa� fpg (9.11)

In Eq. (9.11), the [Ua] matrix contains mode shapes for ‘a’ DOF and ‘m’ modes. For a case where the number of modes
retained in the reduced model is less than or equaled to the number of reduced DOF (m 
 a), a least squares solution provides

fpg D �
ŒUa�

T ŒUa�
��1
ŒUa�

T fxag D ŒUa�
g fxag (9.12)

Substituting (9.12) into (9.10) gives

fxng D ŒUn� ŒUa�
g fxag (9.13)

Hence the SEREP transformation matrix is written as

ŒTU� D ŒUn� ŒUa�
g (9.14)

The development of this transformation matrix leads to vast computational advantages. Using unit modal mass scaling,
Eqs. (9.8) and (9.14) can be combined to efficiently compute the mass matrix as

ŒMa� D ŒTU�
T ŒMn� ŒTU� D ŒUa

g�
T
ŒUa

g� (9.15)
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Fig. 9.3 Sample components
arranged into common matrix
space

Similarly, Eqs. (9.9) and (9.14) can be used to efficiently compute the stiffness matrix as

ŒKa� D ŒTU�
T ŒKn� ŒTU� D ŒUa

g�
T �

2
�
ŒUa

g� (9.16)

Again assuming unit modal mass scaling is used. Therefore the mass and stiffness matrices can be computed using only
the mode shapes and frequencies of a system due to the properties of SEREP.

The reduced mass and stiffness matrices calculated in (9.15) and (9.16) are of size ‘a’, but rank ‘m’. Therefore when the
number of retained modes is less than the number of retained DOF (m< a), the reduced matrices will be rank deficient. Care
must be taken when dealing with the rank deficient matrices. For the cases studied here, the rank deficiency is avoided by
retaining the same number of modes and DOF (a D m) in the reduced model and is sometimes referred to as SEREPa. Such
cases contain matrices that are fully ranked and well-conditioned.

9.2.3 System Modeling and Mode Contribution

Various techniques are available for the coupling of several component models into a single system model. These system
modeling techniques are used to define the various states that the system will undergo when the different contact connections
are considered in the nonlinear response of the system. The system modeling can be performed in physical space, modal
space, or a combination of both physical and modal space. Consider two beams that are completely independent of one
another, as illustrated in Fig. 9.3.

The two beams shown in Fig. 9.3 are completely uncoupled and will respond independent of one another when excited. A
system model of the uncoupled components is generated by simply writing the variables in common matrix space, as shown
in the diagram. To generate a coupled system model, specific coupling terms must be introduced at the desired locations. To
include the spring(s) in the system modeling, either a modal or physical approach can be employed. The modal approach
involves using Structural Dynamic Modification (SDM) and Component Mode Synthesis (CMS). The physical approach
involves using a physical tie matrix to couple the beams. Both approaches involve the use of a mode contribution matrix to
determine the appropriate number of component modes that contribute to the system modes. For the results presented here,
physical system modeling techniques were used to generate databases for the various configurations.

The equation of motion of a system with a physical change in mass or stiffness can be written at full space as

		 �
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Once the physical system matrices are generated at full space, the system is reduced to a set of ‘a’ DOF and ‘m’ modes
in this work. Truncation can be avoided in the reduction by including enough modes to span the space of the problem. To
determine the appropriate modes of the original components that contribute to the final system modes, a mode contribution
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Fig. 9.4 Use of [U12] matrix to determine final system mode shapes

matrix is used. The mode contribution matrix calculated using this technique is equivalent to the [U12] matrix calculated in
SDM/CMS [30–32]. As presented by Thibault [6], the mode contribution matrix in physical system modeling is calculated
using vectors from the original system state, 1, and final system state, 2, using

ŒU12� D ŒU1�
T ŒM2� ŒU2� (9.18)

The mode contribution matrix is important because it identifies which modes of the unmodified system are necessary
to construct the modified system modes. This transformation matrix contains scaling coefficients that specify which of
the original state [U1] vectors are necessary to construct the final state [U2] vectors. A physical representation of the
multiplication in (9.18) is shown in Fig. 9.4.

The mode contribution matrix is used to determine which original mode shapes are necessary for the accurate
reconstruction of each of the desired final mode shapes. If a dynamic response involves multiple system states, then the
[U12] matrix must be computed for each configuration to determine the number of original system modes to appropriately
span the space of the solution and avoid truncation. If a component mode has a high value in the contribution matrix for a
certain desired system mode and that component is not included in the reduction or modes retained, then the system mode
will be in error and is said to be truncated. Conversely, components modes with low contribution values for desired system
modes do not participate significantly in the system modes and therefore are not necessary to include in the solution. The
mode contribution matrix is important because it can identify the minimal set of component modes that are necessary to
include in a system model; retaining fewer modes in a reduced model can result in higher computational savings.

9.2.4 Uncoupled Expansion of Coupled Systems

A breakthrough in the expansion of coupled reduced order components using uncoupled component information has recently
been established. The main idea behind the work is that if a coupled reduced order system is comprised of uncoupled
components, the full space coupled system modes can be generated using the uncoupled component transformation
information. SDM principles show how the mode shapes of a coupled system can often be constructed using appropriate
combinations of the uncoupled system mode shapes. The [U12] matrix is used to determine the necessary number of modes
of an uncoupled system that must be included in system modeling activities to accurately represent the coupled system mode
shapes. Recent analyses by Nonis [19, 20] and others [21, 22] have shown how these SDM principles can be extended to
model reduction and expansion, and the transformation matrix of an uncoupled system can be used to expand a coupled
system if enough modes of the uncoupled system are included.

Figure 9.5 shows a simple example where model expansion is used on a cantilever beam. In Case A, no modifications have
been made to the beam and a straightforward expansion is performed using the SEREP transformation matrix calculated using
Eq. (9.14). For Case B, the reduced model contains a spring modification near the tip. Traditionally, a new transformation
matrix would need to be computed to relate the reduced and expanded mode shapes with the spring modification in place.
However, SDM principles show that the mode shapes for the modified beam in Case B are made up of combinations of the
mode shapes for the original beam in Case A. Therefore given that enough modes are included in the expansion, the same
transformation matrix that is used to expand the mode shapes in Case A on the original, unmodified beam can be used to
expand the modified system in Case B.
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[Un ]unmodified = [TU ]unmodified * [Ua ]unmodified

[Un ]modified = [TU ]modified * [Ua ]modified

[Un ]modified= [TU ]unmodified * [Ua ]modified

Expansion
Case A

Case B

Expansion

Fig. 9.5 Simple beam with and
without spring modification

The results obtained using the technique outlined in Fig. 9.5 will yield exactly the same results as a full space SDM model
containing the same number of modes as the reduced model [20]. Therefore in a case where not enough modes are included
in the solution, the SDM and uncoupled expansion techniques will contain the same level of truncation. The only possible
source of error inherent to the expansion could be truncation if not enough modes are included to span the space of the
problem. However if enough modes are included in the reduced model to accurately represent the coupled system modes,
the uncoupled transformation matrix will be able to accurately expand the coupled system mode shapes.

The expansion methodology is not limited to a single component such as the one in Fig. 9.5. For a coupled system
comprised of multiple components, only the uncoupled transformation matrices of the individual components are needed to
expand mode shapes of a system where the components are joined. The coupled system can be expanded to full space using
the uncoupled transformation matrices as long as the modes required to accurately produce the coupled system modes are
included from the uncoupled system. Furthermore the components are expanded independent from one another, and therefore
both components do not need to be expanded to full space if full space information is not desired on all components. The
necessary modes to include in the reduced model and transformation matrix can be determined using the mode contribution
matrix [U12].

Chipman [33–36] and others [8–18] have shown that a transformation matrix can be used to expand not only mode shapes,
but dynamic time response data. Therefore the same principles presented above can be extended to the expansion of coupled
response using uncoupled component information. The response of the coupled system at reduced space can be expanded
to full space using the transformation matrices of the individual, unconnected beams because the dynamic characteristics of
the system are directly related to the dynamic characteristics of the uncoupled components. If the [U12] matrix is evaluated
to include enough modal information in the reduced model to accurately represent the system with the coupling elements
present, then the time response of the coupled system is accurately expanded to full space using information from the
uncoupled components.

For this work, nonlinear systems are analyzed where several possible configurations can exist during response. If all
possible configurations are made up of linear combinations of the component mode shapes, then the expansion of nonlinear
response of a reduced model can be expanded using the original transformation matrix regardless of the configurations
encountered. As long as enough modal information is included in the reduced order models to accurately represent all
possible configurations, the expansion of nonlinear coupled response can be performed using information from the uncoupled
components. Figure 9.6 shows the process for determining full space dynamic response of a nonlinear system using the
original transformation matrices. Although several configurations exist within the time block shown, all modified states can
be generated based on the mode shapes of the original system. Therefore only the transformation matrices of the original,
uncoupled components are necessary to expand the nonlinear dynamic response of the system regardless of the configurations
encountered.

Although the system in Fig. 9.6 experiences multiple changes of state, all configurations are made up of the mode shapes
from the original, uncoupled system. Therefore the nonlinear response of the system at reduced space is accurately expanded
to full space using only the mode shapes from the original system, as long as enough mode shapes of the unmodified system
are included in the solution.
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Fig. 9.6 Expansion of nonlinear response using component mode shapes

9.2.5 Efficient Time Response Calculation

Several techniques are available to calculate the time response of a linear or nonlinear system more efficiently than solving
the full space solution. Two techniques, the Modal Modification Response Technique (MMRT) and the Equivalent Reduced
Model Technique (ERMT), were presented by Avitabile and O’Callahan [37] and analyzed in detail by Marinone [2–4] and
Thibault [5–7], respectively. MMRT involves integrating the equations of motion in modal space using a subset of modes to
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reduce computation time. ERMT involves integrating the equations of motion in physical space using reduced order models
to increase efficiency. Both techniques are able to further reduce computational costs in nonlinear response by avoiding a
lengthy nonlinear solution scheme; both techniques treat the nonlinear response as piecewise linear response. ERMT provides
a slightly more efficient calculation because MMRT requires a projection to physical space at each time step to determine if
contacts are engaged, while the ERMT calculation is performed without projection to a different domain. However, in terms
of each technique, the ERMT works well with physical models are reduced from a full finite element model where as the
MMRT works well with modal data which can come from either a finite element model or from an experimental test. The
ERMT process is described next and was used in the following case studies due to the slightly more efficient calculation.

The Equivalent Reduced Model Technique can be used to compute forced response for both linear and nonlinear systems.
An outline of the ERMT process is shown in Fig. 9.2. First, databases are generated at reduced space for all possible
configurations of the system using system modeling techniques as necessary. The forcing function and initial conditions are
identified and input to the system. The equations of motion are numerically integrated for the next time step. At this point,
the displacements at locations where interaction is possible are monitored to determine whether contact has occurred. At
each time step the appropriate system matrices are utilized for the given configuration. The integration is performed for each
time step through the desired time period. Therefore the total forced response of a system, regardless of linearity, can be
computed with traditional integration using this technique. Once the time response is computed at the reduced DOF, the
results are expanded to the full model. As presented in [21, 22], only the transformation matrix for the original system is
needed to expand the time response back to n-space, regardless of the types of configurations that are encountered.

9.2.6 Correlation Tools

Several correlation tools are available for the comparison of a system’s time response. The main tools used in this work are
the Modal Assurance Criterion (MAC) and Time Response Assurance Criterion (TRAC).

MAC is used to compare two shapes at a single instance in time and is calculated using

MAC D
h
fxn1gT fxn2g

i2
h
fxn1gT fxn1g

i h
fxn2gT fxn2g

i (9.19)

where MAC values approaching 1 indicate high level of correlation.
TRAC is used to compare two time response plots at a single degree of freedom and is calculated similarly using

TRAC D
h
fxn2gT fxn1g

i2
h
fxn2gT fxn2g

i h
fxn1gT fxn1g

i (9.20)

where once again values approaching 1 indicate good correlation.
In this work, the MAC is calculated between the shapes of the full space reference solution and estimated solution obtained

from the reduced order model at each time step. Similarly the TRAC is used to compare the time response from the reduced
order model to the time response from the full space finite element solution at each degree of freedom. A diagram detailing
the two comparison techniques is shown in Fig. 9.7.

9.3 Cases Studied

For this study, a simple two-beam system was used to demonstrate the proposed approach for calculating full field strain at
a fraction of the full space computational cost. Two cases were studied to show the influence of higher order modes when
hard nonlinear contact springs are present in a system. Additional cases and further details on all analyses performed can be
found in [1]. The cases presented here are summarized as:

Case 1: Nonlinear Solution with Smaller Reduced Model
Case 2: Nonlinear Solution with Reduced Model Including Additional Modes
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Fig. 9.7 Physical interpretation of MAC and TRAC

9.3.1 Structure Description and General Modeling/Testing Performed

A finite element model was generated using Abaqus/CAE [38]. The two-beam system, as illustrated in Fig. 9.8, was generated
to imitate a large, complicated model to accurately demonstrate the principles at hand while maintaining a feasible model
size on which reference calculations are performed; note that the diagram shown in Fig. 9.8 is not to scale. The main beam,
Beam B, is 140 inches in length and joined to the smaller Beam A, 50 inches in length, using 10,000,000 lb/in. translation
springs; the main beam is grounded using 10,000 lb/in. translation springs.

The full space model contains nodes with 0.2 in. spacing on each beam; therefore there are 251 nodes on Beam A and 701
nodes on Beam B. Each node contains a shear DOF and a rotational DOF to capture planar beam bending only. Details on
the properties of the structure can be found in Table 9.1; note that the modeling properties are only applicable for the large
N-space model.

To introduce discrete nonlinearities to the system, a gap-spring interface was used to simulate a contact; the stiffness of
the spring contact is either set to a predefined stiffness value when the specified gap distance is closed, or set to zero when
the specified gap distance is open. The nonlinear cases have two contact locations between the beams, as shown in Fig. 9.9;
these contact locations were chosen so that both contact springs could engage during the response. The initial gap distance
was set to 0.003 in. for the nonlinear cases; once again this value was chosen merely so that both contact springs would
engage during the response. The three possible configurations that the beams can encounter with the springs engaged are
also shown in Fig. 9.9. An eigensolution was performed on the model to determine natural frequencies and mode shapes for
the original system and with the possible spring attachments. The frequencies up to 1,000 Hz for all configurations are listed
in Table 9.2.

For all cases, a frequency band-limited analytical force pulse was utilized to excite a frequency range of roughly 400 Hz;
the frequency range excited by the force pulse includes roughly 13 modes in all configurations, as listed in Table 9.2. The
use of such a force pulse allows for minimal excitation of higher modes and controls the number of modes that substantially
participate in the system response due to the impulse. The force was applied at the left-most node of Beam B, and the force
was applied perpendicular to the beam to excite modes along the weak axis; this approximation was made to demonstrate
the principles at hand and could be extended to different forcing functions and locations.
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140 in

80 in

10e3 lb/in 10e3 lb/in

10e6 lb/in 10e6 lb/in

50 in

Beam A

Beam B

F

Fig. 9.8 Physical representation of two-beam system

Table 9.1 Geometric, modeling,
and material properties of
two-beam system

Property Beam A Beam B

Geometric Beam width (in.) 2 2
Beam height (in.) 1 1
Length (in.) 50 140

Modeling # of elements 250 700
# of nodes 251 701
# of DOF 502 1,402
Node spacing (in.) 0.2 0.2

Material Material Aluminum Aluminum
Density (lb/in3) 2.538e�4 2.538e�4
Young’s Modulus (psi) 10e6 10e6

12 in 20 in 18 in

Configuration 2

Configuration 3

Configuration 1

Original State

Fig. 9.9 Contact locations and configurations for nonlinear cases
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Table 9.2 Natural frequencies
through 1,000 Hz of full-space
system with and without hard
contacts

Frequency (Hz)

Mode Original Config 1 Config 2 Config 3

1 3:88 4:14 4:07 4:14

2 14:61 15:01 15:05 15:08

3 26:91 27:18 26:97 27:34

4 38:37 43:42 43:11 43:49

5 44:03 67:08 66:73 67:10

6 67:10 76:99 92:65 98:80

7 96:85 99:19 113:84 144:79

8 141:42 145:76 144:79 187:79

9 153:93 190:90 189:58 208:79

10 190:93 227:85 229:99 234:73

11 255:93 262:04 264:22 269:05

12 322:30 325:28 328:99 329:20

13 335:25 383:76 338:36 391:88

14 404:54 404:55 406:64 407:48

15 496:67 499:47 497:10 499:56

16 584:91 585:47 590:07 591:58

17 590:09 591:95 615:35 615:52

18 707:96 707:97 708:67 708:68

19 814:95 815:99 816:16 816:98

20 901:54 907:93 909:59 915:61

21 949:60 950:01 950:13 950:71

22 1; 078:50 1; 078:53 1; 078:71 1; 078:73

N-space
•   952 nodes (shear & rotary
    with 0.2” spacing)

n-space
•   97 nodes (shear & rotary
    with 2” spacing)

•   194 DOF
•   194 modes

•   1904 DOF
•   1904 modes

Fig. 9.10 Description of model
sizes from initial reduction

a-space

•   24 nodes (shear, variable
    spacing, max 10”)

•   24 DOF

•   24 modes

aa-space

•   13 nodes (shear, variable
    spacing, max 20”)

•   13 DOF

•   13 modes

Fig. 9.11 Description of model
sizes for smaller, reduced order
models

The large N-space model was reduced from 1,904 modes and DOF to an n-space model with 194 modes and DOF by
retaining every tenth node from the full space model. A comparison of model sizes for this reduction is shown in Fig. 9.10.
All nodes in both models contain both shear and rotary DOF. This reduction was performed to produce a more reasonable
sized model.

The n-space model was reduced further for use with ERMT. Two model sizes, a-space and aa-space, were generated for
the various analyses. The a-space model contains 24 modes and DOF while the aa-space model contains only 13 modes and
DOF, as outlined in Fig. 9.11. Details on the levels of modeling are shown in Table 9.3, including the specific DOF and modes
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Table 9.3 Specific modes and
DOF active in each size model

Model # of DOF Modes Active DOF

N-space 952 1–1,904 1–1,904
n-space 194 1–194 1–2, 21–22, 41–42, : : : .1,903–1,904
a-space 24 1–24 1, 101, 201, 301, 401, 501, 601, 701, 801, 861, 921,

1,021, 1,121, 1,301, 1,341, 1,401, 1,403, 1,463,
1,523, 1,623, 1,723, 1,803, 1,903

aa-space 13 1–13 1, 201, 401, 601, 801, 921, 1,121, 1,301, 1,401, 1,403,
1,523, 1,723, 1,903

that remain active in each model. The a-space model includes modes of the original system up to approximately 1,300 Hz
while the aa-space model includes modes up to only 400 Hz. Without any additional information, the aa-space model with
13 modes and DOF would seem appropriate to represent the system in all configurations due to the applied force pulse.

The mode contribution matrices were calculated at full space for the modified system in all configurations, and the
matrices are shown in Fig. 9.12. As identified previously, the force pulse excites roughly 13 modes of the system in all
configurations, and those modes are highlighted in the matrices. The modes of the original system retained in the smallest
aa-space model are outlined in red, while the additional modes of the original system retained in the a-space model are
outlined in blue. The aa-space model, which includes 13 modes and DOF, includes many of the original system modes that
make up the first 13 system modes in the various configurations. However, there are also some minor contributions from
higher order modes for the system modes with the contacts engaged. The a-space model with 24 modes contains enough
modal information to span the space of the problem for all configurations encountered.

Direct integration of the equations of motion was performed using Newmark time integration [39] to compute the time
response for all cases; details regarding the integration technique are shown in [1]. Newmark integration was utilized for
similarity to the solver used in Abaqus [38], where the Hilber–Hughes–Taylor (HHT) variation of the Newmark method is
used. The damping of the system was approximated using a Wilson–Penzien formulation, as detailed in [1], with 1 % of
critical damping for all modes. Proportional damping was assumed to keep a straightforward solution procedure, but a state
space solution could be used to solve systems with nonproportional damping.

9.3.2 Case 1: Nonlinear Solution with Smaller Reduced Model

This case utilizes a reduction to the smallest aa-space model with 13 modes and DOF. A reference full space displacement
calculation was computed and compared to the solution obtained using the proposed efficient techniques; the comparison is
shown in Table 9.4. The MAC and TRAC values show that acceptable results are achieved using the technique, but there
are some differences between the full and approximate solutions. The reduced solution took less than a second to compute,
while the full space solution took over 12 min to compute. This shows a reduction in computation time of over 3,000 times,
while the reduced model was only two orders of magnitude smaller than the full space model. As the model size is increased
to the much larger FEM used in industrial applications, the reduction in computation time is expected to be further improved.

The dynamic displacement at an arbitrary location on Beam A is plotted in Fig. 9.13; both the time response and
corresponding Fast Fourier Transform (FFT) are shown. The initial transient compares very accurately between the full
and approximate solutions because no springs have come into contact during that period of time. Following the linear region,
some differences in amplitude are observed throughout the remainder of the time trace. Similarly, the FFTs of the response
compare rather well at low frequencies, but notable differences are observed at higher frequencies. This trend is unsurprising
when the [U12] matrices in Fig. 9.12 are taken into account because not enough modes of the system were retained in the
reduced order model to accurately capture the excited system modes of the various configurations.

The same dynamic displacement is shown alongside the dynamic strain in Fig. 9.14. The solution produced using the
efficient technique follows the same trends as the full solution, but higher frequency content is missing from the efficient
solution. The differences associated with mode truncation are apparent in the displacement solution, but are more noticeable
in the amplitudes of the dynamic strain. The predicted solution provides a reasonable approximation, but rapid changes in
displacement and strain are not captured using the efficient calculation with the aa-space model.

The approximation in this case may be appropriate for certain applications. If only the general contour of the response
curves is desired, then this solution will be appropriate. However many peak values were not calculated very accurately due
to the lack of necessary modes included in the reduced solution. One important point to make is that while the applied force
appears to only require the 13 modes used in this solution, the differences occur mainly because the nonlinear contact occurs
with a hard gap stiffness which tends to excite higher modes. Had the contact spring been a lower contact stiffness, then
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Fig. 9.12 Mode contribution matrix for beams in all configurations (color figure online)

the results would have matched much better (as shown by Harvie [1]). Due to the hardness of the contact, more modes are
needed to properly span the space of the actual response of the system. To overcome these issues presented here, the next
case contains a reduced order model with more modes.
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Table 9.4 Comparison of
reduced and full solution for case
with hard contacts

Model # of DOF Solution time (s) Average MAC Average TRAC

Full space 1; 904 740:18 0.9892 0.9918
Reduced 13 0:23
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Fig. 9.13 Time response corresponding FFT on Beam A for hard contact case

9.3.3 Case 2: Nonlinear Solution with Reduced Model Including Additional Modes

Upon examination of the [U12] matrices in Fig. 9.12, there are several modes of the original system higher than mode 13 that
have a substantial contribution to the modified system modes within the excited frequency range. Therefore this case was
generated where the reduced a-space model contains 24 modes and DOF. As seen in the matrices, all three configurations
require at least 20 modes to accurately represent the first 13 final system modes, and certain configurations have notable
contribution from up to 24 modes.

The full space displacements were determined using both a full space solution and the proposed efficient technique.
Comparisons of the computation time and accuracy for this case are shown in Table 9.5. Yet again the solution time was
reduced significantly by utilizing such a smaller model to solve for the response. The accuracy of this model is higher than
that of the previous case because including more modes in the reduced order model allows for the observation of higher
frequency content excited by the hard contact springs. For this case, very high accuracy was obtained using an extremely
reduced model.

The displacement results for the full and predicted displacement are shown in the time and frequency domains in
Fig. 9.15. For this case, the comparison of displacement overlays nearly perfectly in both domains between the two response
calculations. The frequency range of the original system modes included in the reduction extends over 1,300 Hz, so the
energy distribution of the response is accurately captured in the frequency domain.

The displacement is also shown in Fig. 9.16 with the corresponding dynamic strain at the location of interest. Both the
displacement and strain are predicted more accurately using the reduced order model implemented in this case. The model
used in the efficient technique is able to better predict the higher order curvature in the dynamic displacement and strain
response because more modes were included in the reduction. While the efficient calculation of the dynamic displacement
matches nearly perfectly to the reference solution, some high frequency content is present in the reference strain solution
that is not captured using the efficient calculation. The slight differences in the strain calculations can be further reduced by
including even more modes in the reduced order model. The strain and displacement results calculated efficiently compare
very accurately to the full space model for this case, yet the solution time for the reduced order model is substantially lower
than the time required for a full space calculation.

The results obtained from this case compared more accurately to the full space solution because more modes were retained
in the reduced solution to accurately represent the system dynamics for all possible configurations. The full solution took over
12 min to compute, but accurate strain and displacement data could be obtained in less than a second without compromising
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Fig. 9.14 Displacement and corresponding strain on Beam A for hard contact case

Table 9.5 Comparison of
reduced and full solution for hard
contact case with more modes

Model # of DOF Solution time (s) Average MAC Average TRAC

Full space 1; 904 740:18 0.9998 0.9999
Reduced 24 0:28

accuracy. Although the addition of hard contact springs in the system causes the necessity for additional modes to be retained
in a reduced order model, the full space model can still be substantially reduced to retain only the dynamic characteristics
that are necessary to the response.

9.4 Conclusions

This paper demonstrates the usefulness of a proposed approach for calculating full field strain on nonlinear systems at a
fraction of the computational cost. The proposed approach involves using highly reduced order models to solve the piecewise
linear response of systems with discrete nonlinear elements rather than utilizing a nonlinear solution scheme on a large finite
element model. The accurate prediction of dynamic displacement requires including enough modes of the original system in
the reduced model to accurately capture the dynamics of the system in all possible configurations. If not enough modes are
included in the reduced model, as dictated by the mode contribution matrix, then truncation will be present in the predicted
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Fig. 9.15 Time response and corresponding FFT on Beam A for hard contact case with more modes
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nonlinear response. To accurately predict dynamic strain in a system, more modes are generally required in the reduced
model than for just the prediction of dynamic displacement. Overall, the full space dynamic strain and displacement were
computed accurately and efficiently on a system involving nonlinear contact elements using highly reduced order models.
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Chapter 10
An Improved Expansion Process for Guyan Reduced Models: Technique
for Improved Guyan Expansion Reconstruction (TIGER)

Julie Harvie and Peter Avitabile

Abstract While many model reduction techniques exist, often times Guyan reduction is still performed mainly due to the
fact that this is generally the only model reduction scheme available in all of the commercial finite element codes. As long
as a sufficient number of active DOF are utilized, the Guyan reduction can produce reasonable results. However, there are
errors due to the reduction and subsequent expansion of the reduced model back to the full space of the finite element model.

In order to compensate for these, an alternate expansion methodology is proposed that makes two adjustments to the set
of vectors obtained from the Guyan reduced model. First, the modal vectors are adjusted in reduced space and second, the
Guyan transformation matrix is adjusted to properly account for the true modes of the system from the full space model.
These adjustments essentially morph the Guyan reduced model and Guyan reduced transformation to a more appropriate
transformation to achieve a better representation of the modal vectors associated with the full space finite element model.

Several models are presented to illustrate the usefulness of the proposed methodology and technique. Advantages are
discussed and limitations are presented for the cases studied.

Keywords Model reduction/expansion

Nomenclature

fXng Full set displacement vector
fXag Reduced set displacement vector
fXd g Deleted set displacement vector
[T] Transformation matrix
[Ma] Reduced mass matrix
[Mn] Expanded mass matrix
[Ka] Reduced stiffness matrix
[Kn] Expanded stiffness matrix
[Ua] Reduced set shape matrix
[UG

a ] Guyan reduced set shape matrix
[Un] Full set shape matrix
[UG

n ] Guyan expanded full set shape matrix
[Ug

a] Generalized inverse of reduced shape matrix
fpg Modal displacement vector
fFg Physical force vector
[U1] Original state shape matrix
[U12] Mode contribution matrix
[U2] Modified state shape matrix
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[TG] Guyan transformation matrix
[TU ] SEREP transformation matrix
[Umorph] Shape matrix to “Morph” Guyan toward SEREP

10.1 Introduction

Model reduction techniques are well known in the area of structural dynamic modeling and correlation of analysis with
measured test data. Many different techniques [1–5] have been developed for this purpose. However, still today many finite
element modeling software packages only implement Guyan reduction as the preferred (and sometimes only) method for
model reduction. Much has been written in regards to the difficulty for the Guyan reduction process to adequately retain the
mass of the reduced system when the transformation only provides reduction in regards to the stiffness of the system.

Thus the expansion process of the reduced model results will have errors due to the reduction process only retaining the
stiffness of the system accurately. The expanded results will always contain errors and the results will always be affected due
to that.

An extension of the expansion process is considered in this work to make adjustments to the expansion matrix to attempt
to improve the overall expanded results. Essentially, the Guyan transformation matrix is morphed into a more suitable
transformation to attempt to better represent the final expanded vectors using the full space finite element mode shapes
in the adjustment process. The paper presents the transformation/morphing process and presents test cases to show the
improvement in the expansion process.

10.2 Theory

The general theory of model reduction and expansion are presented first, followed by extensions to improve the Guyan
expansion process.

10.2.1 General Reduction Techniques

Model reduction is typically performed to reduce the size of a large analytical model to develop a more efficient model
for further analytical studies. Most reduction or condensation techniques affect the dynamic characteristics of the resulting
reduced model. Model reduction is performed for a number of reasons, but the technique is used primarily as a mapping
technique for expansion. In general, a relationship between the full set of finite element DOFs and the reduced set of DOFs
needs to be formed as

fXng D
�

Xa

Xd

�
D ŒT� fXag (10.1)

The ‘n’ subscript denotes the full set of finite element DOFs, the ‘a’ subscript denotes the active set of DOFs (sometimes
referred to as master DOFs), and the subscript ‘d’ denotes the deleted DOFs (sometimes referred to as omitted DOFs); the
[T] transformation matrix relates the mapping between these two sets of DOFs.

The reduced mass and stiffness matrices are related to the full-space mass and stiffness matrices using

ŒMa� D ŒT�T ŒMn� ŒT� and ŒKa� D ŒT�T ŒKn� ŒT� (10.2)

What is most important in model reduction is that the eigenvalues and eigenvectors of the original system are preserved
as accurately as possible in the reduction process. If this is not maintained then the matrices are of questionable value. The
eigensolution is then given by

ŒŒKa� � œ ŒMa�� fXag D f0g (10.3)
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The Guyan Condensation [2] and Improved Reduced System Technique [3] are based primarily on the stiffness of
the system, the eigenvalues and eigenvectors will not be exactly reproduced in the reduced model. However, the System
Equivalent Reduction Expansion Process (SEREP) [1] exactly preserves the eigenvalues and eigenvectors in the reduced
model.

10.2.2 Guyan Reduction Process

The Guyan reduction process relies on the static condensation of the stiffness matrix and this same matrix is used to condense
the mass matrix. For a static system, the equation of motion can be written in partitioned form as

	
ŒKaa� ŒKad�

ŒKda� ŒKdd�


 �
Xa

Xd

�
D
�

Fa

Fd

�
(10.4)

The ‘a’ subscript denotes the master or active set of DOF and the ‘d’ subscript denotes the embedded or deleted DOF.
Assuming that the forces on the deleted DOF are zero, the second equation of the partitioned set of equation (10.4) can be
expanded as

ŒKda� fXag C ŒKdd� fXdg D f0g (10.5)

which can be solved for the displacement at the deleted DOF as

fXdg D �ŒKdd�
�1 ŒKda� fXag (10.6)

The first equation of the partitioned set of equation (10.4) can be expanded as

ŒKaa� fXag C ŒKad� fXdg D fFag (10.7)

Upon substitution of the displacement at the deleted DOF in (10.6), equation (10.7) becomes

ŒKaa� fXag C ŒKad� ŒKdd�
�1 ŒKda� fXag D fFag (10.8)

Therefore, a relationship is available relating the active DOF to the full set of DOF as

fXng D
"

ŒI�
�ŒKdd�

�1 ŒKda�

#
fXag D ŒTG� fXag (10.9)

10.2.3 System Equivalent Reduction Expansion Process (SEREP)

The SEREP modal transformation relies on the partitioning of the modal equations representing the system DOFs relative to
the modal DOFs using

fXng D
�

Xa

Xd

�
D
	

Ua

Ud



fpg (10.10)

Using a generalized inverse, this can be manipulated to give

fpg D �
ŒUa�

T ŒUa�
��1
ŒUa�

T fXag D ŒUa�
g fXag (10.11)

which is then used to relate the ‘n’ DOFs to the ‘a’ DOFs as

fXng D ŒUn� ŒUa�
g fXag D ŒTU� fXag (10.12)
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with

ŒTU� D ŒUn� ŒUa�
g (10.13)

Equation (10.13) represents the SEREP transformation matrix that is used in the reduction of the finite element mass and
stiffness matrices as described in Eq. (10.2).

10.2.4 Development of Matrices to Improve Guyan Results

The expansion of mode shapes using the Guyan expansion process can be written as

�
UG

n

� D ŒTG�
�
UG

a

�
(10.14)

But the Guyan transformation matrix is known to not provide perfect results due to the fact that the reduction is only
based on stiffness and does not include mass (which implies that the dynamics may not be perfectly preserved). The SEREP
process on the other hand does preserve the dynamics of the system. So the [TG] needs to be adjusted to get [TU].

The easiest way to show how to achieve this is to use the concept from structural dynamic modification process [6–8]
where the final modes [U2] are developed from the starting modes [U1] and a matrix of mixing ingredients [U12] which is
written as

ŒU2� D ŒU1� ŒU12� (10.15)

This can be written in terms of the Guyan reduced shapes as

ŒUn� D �
UG

n

�
ŒU12� (10.16)

In order to accomplish this, the Guyan TG must be “morphed” into the SEREP TU

ŒTU� D ŒTG�
�
Umorph

�
(10.17)

Rearranging gives

ŒTG� D ŒTU�
�
Umorph��1 (10.18)

or

�
Umorph

� D ŒTG�
�1 ŒTU� (10.19)

Now substituting (10.18) into (10.14) gives

ŒUn� D ŒTU�
�
Umorph

a

��1 �
UG

a

�
(10.20)

And including (10.19) gives

ŒUn� D ŒTU�
h
ŒTG�

�1 ŒTU�
i�1 �

UG
a

� D ŒTU� ŒTU�
�1 ŒTG�

�
UG

a

�
(10.21)

Therefore the improved transformation matrix is written as

ŒTI� D ŒTU� ŒTU�
�1 ŒTG� (10.22)
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Equation (10.22) is the computation to make adjustments to the Guyan expansion matrix. Note that less adjustment is
necessary when [TG] is closer to [TU]. In fact when [TG] actually becomes [TU] then (10.22) represents one of the Moore
Penrose conditions for the generalized inverse.

10.3 Model Description and Cases Studied

A simple aluminum beam was used as the test subject in this work to study the possibility for an improved expansion
technique. The first two cases were generated to study the TIGER expansion technique on the beam after being reduced
using Guyan Condensation; the first case utilizes a pinned–pinned boundary condition while the second case has the beam
in a cantilever configuration. The third case utilizes the TIGER principles to perform both a reduction and expansion on the
cantilever beam. The cases can be summarized as:

Case 1: Pinned–pinned beam with TIGER for expansion
Case 2: Cantilever beam with TIGER for expansion
Case 3: Cantilever beam with TIGER for reduction and expansion

10.3.1 Structure Description and General Modeling Performed

A planar element beam model was generated using MAT_SAP [9], which is a finite element modeling (FEM) program
developed for MATLAB [10], and was used for all of the cases studied. The physical properties outlined in Table 10.1 were
used to generate a simple aluminum beam with a solid cross-section. Note that two degrees of freedom, shear and rotary, are
present at each node for a total of 38 degrees of freedom (DOF).

A pinned–pinned boundary condition was simulated using 103 lb/in. translational springs on the first and last nodes. A
cantilever boundary condition was simulated using a 107 lb/in. translational spring and 107 rotational spring at the first node.
The approximation of both boundary conditions is illustrated in Fig. 10.1. An eigensolution was performed on each model
to determine the natural frequencies and mode shapes. In Fig. 10.2, the first ten natural frequencies are displayed alongside
the first four modes in each configuration.

For both models, the reduced space model contains shear DOF from every other node of the full space model. The DOF
contained in each model size are outlined in Fig. 10.3.

Table 10.1 Physical properties
used to model aluminum beam

Property Value

Young’s Modulus (psi) 107

Mass Density (lb/in.3) 2.54 � 10�4

Beam Length (in.) 40
Beam Width (in.) 0.5
Beam Height (in.) 0.25
Nodes 19

18 elements, 19 nodes, 38 dof

10,000,000 lb/in
10,000,000
lb-in/rad

Cantilever model:

Pinned-pinned model:

10,000 lb/in 10,000 lb/in

18 elements, 19 nodes, 38 dof

Fig. 10.1 Details on beam model
for each case studied
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Pinned-pinned Mode Shapes Cantilever Mode Shapes

Mode 1

Mode 2

Mode 3

Mode 4

Mode #
Frequency (Hz)

Pinned-pinned Cantilever

1 14.06 5.01

2 56.21 31.40

3 126.35 87.91

4 224.32 172.28

5 349.93 284.84

6 502.94 425.63

7 683.06 594.79

8 889.97 792.52

9 1123.29 1019.15

10 1382.52 1275.13

Mode 1

Mode 2

Mode 3

Mode 4

Fig. 10.2 Frequencies and mode shapes for cantilever and pinned–pinned beams

a-space: 10 nodes & DOF (shear)

n-space: 19 nodes, 38 DOF (shear & rotary)

Fig. 10.3 Model sizes for full
and reduced space

10.3.2 Case 1: Pinned–Pinned Beam with TIGER for Expansion

The pinned–pinned beam was first reduced to a-space using Guyan reduction. The Guyan reduced model is compared to the
full space model in Fig. 10.4. The plots of the first few mode shapes show good correlation. The correlation is confirmed
by the relatively low frequency difference and high MAC values. The modes with high shape correlation (as evidenced by
high MAC value) as well as low frequency difference (less than 10 %) to the reference model are highlighted in the table of
Fig. 10.4; for this case modes one through seven of the reduced model compare accurately to the reference full space model.
The quality of the reduction degrades for the higher modes, and a very low shape correlation is seen for the tenth mode.

The Guyan reduced model was then expanded to n-space using both Guyan expansion and TIGER. The expanded solutions
are compared to the full space model in Fig. 10.5 using mode shape plots as well as MAC comparisons. The expansion does
not affect the frequencies of the reduced model, so the natural frequencies are not shown for the expanded model but are
equal to the frequencies of the reduced model.

More accurate results were obtained using the TIGER expansion than the Guyan expansion for this case. While the overall
shape of the first few modes compare rather well using both expansion techniques, the zoomed portion of mode 6 shows that
the nodes of the TIGER expanded model are closer to the reference solution than the nodes of the Guyan expanded model.
Furthermore, the MAC values between the TIGER expanded model and the reference solution are higher than the MAC
values for the Guyan expanded model for all modes. The TIGER expanded model produces very accurate shapes up to mode
seven, which is the same number of modes accurately reduced by the Guyan reduced model. Therefore the TIGER expansion
seems to be limited by the quality of the initial reduction for this case. Overall, improved results were seen throughout this
case using the TIGER expansion as compared to the Guyan expansion.
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Mode
Frequency (Hz)

% Difference
in Frequency MAC

Reference Guyan
Reduced

1 14.06 14.06 0.00 1.000

2 56.21 56.22 -0.02 1.000

3 126.35 126.47 -0.10 1.000

4 224.32 225.19 -0.39 1.000

5 349.93 354.08 -1.19 1.000

6 502.93 518.57 -3.11 1.000

7 683.06 730.39 -6.93 1.000

8 889.97 988.57 -11.08 0.997

9 1123.29 2749.10 -144.74 0.940

10 1382.52 2763.07 -99.86 0.146

Mode 1

Mode 2

Mode 3

Mode 4

Mode 5

Mode 6

Reference
Guyan Reduced

Fig. 10.4 Comparison between full space and Guyan reduced mode shapes for pinned–pinned beam

10.3.3 Case 2: Cantilever Beam with TIGER for Expansion

The cantilever beam model was also reduced to a-space using Guyan Condensation. The Guyan reduced model is compared
to the reference full space model in Fig. 10.6. The plots of the first few mode shapes compare accurately, and the high MAC
values and low frequency differences confirm the accuracy of the majority of corresponding modes. All modes except the
tenth mode have MAC values above 0.95 and frequency differences within 10% to the reference model.

The Guyan reduced model of the cantilever beam was then expanded back to n-space using both Guyan Condensation
and TIGER. The full space mode shapes obtained using a Guyan expansion and a TIGER expansion are compared to the
reference mode shapes in Fig. 10.7; mode shape plots for the first few modes are shown along with a MAC comparison to
the full space model for each expansion technique. Once again, the natural frequencies of the expanded models are the same
as the frequencies of the reduced model because the expansions only affect the mode shapes.

While the first few mode shapes appear to compare accurately using both expansion techniques, a zoomed-in portion of
mode 6 shows how the nodes in the TIGER expanded model are slightly closer to the reference model than the nodes in the
Guyan expanded model. The TIGER expanded model produces more accurate results than the Guyan expanded model for all
modes retained in the reduction, as evidenced by the higher MAC values. The final tenth mode has a MAC value that is less
than ideal using both techniques, but the TIGER expanded mode shape is still more accurate than the Guyan expanded mode
shape; the initial Guyan reduction did not produce an accurate tenth mode at reduced space and the proposed expansion is
not able to completely overcome the differences. The results obtained using a TIGER expansion were better than the results
obtained using a Guyan expansion for all modes in this case.
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Mode
MAC to Original Full Space Model

Guyan Reduced,
Guyan Expanded

Guyan Reduced,
TIGER Expanded

1 1.000 1.000
2 1.000 1.000
3 1.000 1.000
4 1.000 1.000
5 0.999 1.000
6 0.994 1.000
7 0.964 1.000
8 0.823 0.826
9 0.055 0.695
10 0.110 0.824

Reference
Guyan Reduced, Guyan Expanded
Guyan Reduced, TIGER Expanded

Mode 1

Mode 2

Mode 3

Mode 4

Mode 5

Mode 6

Fig. 10.5 Comparison of Guyan expansion and TIGER expansion on Guyan reduced pinned–pinned beam

10.3.4 Case 3: Cantilever Beam with TIGER for Reduction and Expansion

For the third case, the initial reduction was performed using the proposed transformation matrix calculated in (10.22). The
TIGER transformation matrix was used to reduce the mass and stiffness matrices, as presented in (10.2). An eigensolution
was performed on the reduced mass and stiffness matrices, and a comparison of the natural frequencies and mode shapes of
the TIGER reduced model are compared to the reference model in Fig. 10.8. The frequencies of this reduced model compare
perfectly with the original model; however many of the reduced mode shapes do not compare as well for this case as the
Guyan reduced modes.

The TIGER reduced mode shapes were also expanded to n-space using the TIGER expansion; the results from the
expansion are compared to the reference model in Fig. 10.9. The results from the model using both a TIGER reduction
and TIGER expansion produce mode shapes identical to that of the full space model. With the reduced model frequencies
being unchanged by the expansion, the full space results obtained using the TIGER technique were completely accurate in
both frequency and shape for all modes.

While the TIGER approach produced exact full space results when used for both reduction and expansion, the reduced
model was not calculated with perfect accuracy. The SEREP transformation matrix, which is part of the improved TIGER
transformation matrix, was used for both reduction and expansion and therefore a SEREP transformation could have been
performed using the resources utilized in this case. However the results are presented for this case to show the interesting
features of the technique that were observed.
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Mode 1

Mode 2

Mode 3

Mode 4

Mode 5

Mode 6

Reference
Guyan Reduced

Mode
Frequency (Hz)

% Difference
in Frequency MAC

Reference
Guyan

Reduced

1 5.01 5.01 0.00 1.000

2 31.40 31.40 0.00 1.000

3 87.91 87.97 -0.07 1.000

4 172.28 172.72 -0.26 1.000

5 284.84 287.02 -0.77 1.000

6 425.63 433.75 -1.91 1.000

7 594.79 618.24 -3.94 1.000

8 792.52 839.67 -5.95 0.998

9 1019.15 1053.40 -3.36 0.968

10 1275.13 65764.48 -5057.47 0.005

Fig. 10.6 Comparison between full space and Guyan reduced mode shapes for cantilever beam

10.4 Conclusion

An adjustment to the expansion transformation to improve the Guyan expansion process was presented. The technique
developed shows that the Guyan transformation process can be adjusted to provide improvements in the expanded mode
shapes to provide a better representation of the expanded shapes. The mode shapes are adjusted in reduced space followed
by an adjustment to account for the true modal vectors from the full space model.

Obviously, the closer the original reduced mode shapes are to the actual shapes of the modal vectors, the less adjustment
that is needed to improve the expanded shapes. However, if the original shapes from the Guyan reduction are significantly
different from the actual reduced shapes then the more difficult it is for the improvement process to actually improve the
vectors; drastically different vectors cannot effectively be improved when large difference exist.

While the initial studies are promising, there is much work to be done to study the expansion improvement process for a
wide variety of cases and models to understand the degree of improvement that can be expected from this new process.
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0009 “Development of Dynamic Response Modeling Techniques for Linear Modal Components”. Any opinions, findings, and conclusions or
recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the particular funding agency. The
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Mode
MAC to Original Full Space Model

Guyan Reduced,
Guyan Expanded

Guyan Reduced,
TIGER Expanded

1 1.000 1.000
2 1.000 1.000
3 1.000 1.000
4 1.000 1.000
5 0.999 1.000
6 0.997 0.999
7 0.985 0.995
8 0.949 0.962
9 0.943 0.992
10 0.017 0.588

Reference
Guyan Reduced, Guyan Expanded
Guyan Reduced, TIGER Expanded

Mode 1

Mode 2

Mode 3

Mode 4

Mode 5

Mode 6

Fig. 10.7 Comparison of Guyan expansion and TIGER expansion on Guyan reduced cantilever beam
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Mode
Frequency (Hz)

% Difference
in Frequency MAC

Reference
TIGER
Reduced

1 5.01 5.01 0.00 1.000

2 31.40 31.40 0.00 1.000

3 87.91 87.91 0.00 1.000

4 172.28 172.28 0.00 1.000

5 284.84 284.84 0.00 0.999

6 425.63 425.63 0.00 0.976

7 594.79 594.79 0.00 0.985

8 792.52 792.52 0.00 0.368

9 1019.15 1019.15 0.00 0.988

10 1275.13 1275.13 0.00 0.000

Mode 1

Mode 2

Mode 3

Mode 4

Mode 5

Mode 6

Reference
TIGER Reduced

Fig. 10.8 Comparison between full space and TIGER reduced mode shapes for cantilever beam
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Mode
MAC to Original Full Space Model

Guyan Reduced,
Guyan Expanded

TIGER Reduced,
TIGER Expanded

1 1.000 1.000
2 1.000 1.000
3 1.000 1.000
4 1.000 1.000
5 0.999 1.000
6 0.997 1.000
7 0.985 1.000
8 0.949 1.000
9 0.943 1.000
10 0.017 1.000

Reference
Guyan Reduced, Guyan Expanded
TIGER Reduced, TIGER Expanded

Mode 1

Mode 2

Mode 3

Mode 4

Mode 5

Mode 6

Fig. 10.9 Comparison of Guyan reduction & expansion and TIGER reduction & expansion on cantilever beam
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Chapter 11
Towards a Technique for Nonlinear Modal Reduction

T.L. Hill, A. Cammarano, S.A. Neild, and D.J. Wagg

Abstract In this paper we discuss an analytical method to enable modal reduction of weakly nonlinear systems with multiple
degrees-of-freedom. This is achieved through the analysis of backbone curves—the response of the Hamiltonian equivalent
of a system—which can help identify internal resonance within systems. An example system, with two interacting modes,
is introduced and the method of second-order normal forms is used to describe its backbone curves with simple, analytical
expressions. These expressions allow us to highlight which particular interactions are significant, as well as specify the
conditions under which they are important. The descriptions of the backbone curves are validated against the results of
continuation analysis, and a comparison is also made with the response of the system under various levels of forcing and
damping. Finally, we discuss how this technique may be expanded to systems with a greater number of modes.

Keywords Backbone curves • Second-order normal forms • Modal analysis • Modal interaction • Modal reduction

11.1 Introduction

Engineering systems often require the modelling of a large number of degrees-of-freedom (DOF). As the demands
on such systems broaden, nonlinear effects becoming increasingly important, and their models become increasingly
complex. The interactions resulting from nonlinearities within large systems often involve multiple linear modes, requiring
computationally expensive models. Furthermore, variations in the forcing and damping conditions can result in a wide
spectrum of dynamic responses leading to uncertainty in the models and limited operating envelopes.

In linear systems, the tools of modal analysis and superposition may be employed to reduce these large models to
smaller, independent ones [1]. As these tools are not applicable to nonlinear systems, an alternative approach must be
taken. One such approach proposed by Shaw et al. [2] and further developed in [3] employs the use of nonlinear normal
modes. A comprehensive review of nonlinear normal modes and their applications has been given in [4, 5]. Although
effective in certain circumstances, this approach requires a computationally expensive formulation of the model and must be
implemented numerically.

In this paper we propose the use of backbone curves to identify resonant interactions within nonlinear systems.
A backbone curve describes the response of the Hamiltonian equivalent of a system—i.e. the response of the system with
damping and forcing removed. These curves represent the underlying behaviours of the system and, by simplifying the
response, can be used to interpret the fundamental dynamics of the system. This not only helps identify resonant interactions,
but does so for a more generalised case, independent of forcing and damping. This allows all potential resonances to be
identified, some of which could be overlooked if specific forcing and damping combinations are considered.

The second-order normal form technique is used to develop expressions describing the backbone curves. The analytical
nature of these expressions allow for simple adaptation of the model and for testing the effects of parameter changes. This
technique may be automated for efficient implementation, and the resulting equations may be handled computationally for
efficient analysis. These properties mean that the technique lends itself for application to larger systems.
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11.2 Second-Order Normal Form Technique

The second-order normal form technique has been adopted due to its ability to analytically describe the response of weakly
nonlinear systems. This has advantages over numerically-based approaches such as numerical continuation [6] and nonlinear
normal modes [4, 5]. Furthermore, its second-order formulation lends itself to such problems more naturally than the, more
traditional, first-order formulation—see, for example, [7]. The limitations of the technique lie in the assumption that the
nonlinear and damping terms are small in comparison to the undamped, linear terms. The further this assumption is broken,
the less accurate the result.

A number of works describe the technique, see for example [8, 9]. However, for completeness, a brief outline follows,
describing how the method can be used to describe backbone curves.

Taking a forced and damped N-DOF system in the form:

MRx C CPx C Kx C �x.x; Px/ D Px cos.
t/; (11.1)

where x is anN �1 vector of displacements, �x is anN �1 vector of nonlinear terms, Px is anN �1 vector of linear forcing
amplitudes and M, C and K are N � N mass, damping and stiffness matrices respectively. As we are concerned only with
the underlying Hamiltonian system, this can simply be reduced to

MRx C Kx C �x.x; Px/ D 0: (11.2)

11.2.1 The Linear Modal Transform: (x ! q)

Taking Eq. (11.2), the undamped linear terms are decoupled using a linear modal transform x D ˆq, where ˆ is an N �N
matrix where the nth column describes the modeshape of the nth linear mode. This leads to the modal dynamic equation

Rq C ƒq C Nq.q; Pq/ D 0; (11.3)

where ƒ is an N �N diagonal matrix where the nth diagonal element is the square of the nth linear natural frequency !2nn.
ƒ and ˆ may be calculated by considering the eigenvalues and eigenvectors of M�1K, respectively.

In the standard formulation of the second-order normal form technique the next step is a forcing transform. However, as
backbone curve analysis considers the unforced system, this step is omitted.

11.2.2 The Nonlinear Near-Identity Transform: (q ! u)

Here, the transform q D u C h.u; Pu/ is applied to Eq. (11.3), where u describes the fundamental response and h contains
all harmonic components of q. This must be near-identity such that h is small and is written h � h1, from the expansion
h D " Oh1 C "2 Oh2 C "3 Oh3 C : : : where " is a parameter denoting smallness. We also require our nonlinear terms to be small,
such that we can write Nq � nq1 and Nu � nu1 using similar expansions. For further details see [8, 9].

The aim of this step is to describe the fundamental response of each linear mode in terms of displacement u, which may
be expressed in the equation

Ru C ƒu C Nu.u; Pu/ D 0; (11.4)

in which all terms are resonant. To calculate the fundamental response, we assume a trial solution for the nth element of u as

un D unp C unm D Un

2
eCj.!rnt��n/ C Un

2
e�j.!rnt��n/; (11.5)

where !rn and �n are the frequency and phase of the fundamental response of the nth linear mode respectively. Using these,
we can define the vector u�, an L � 1 column vector containing each unique combination of the variables unp and unm.
This can be used to describe nu1, nq1 and h1 using the matrix of coefficients Œnu� such that
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nu1.u; Pu/ D Œnu�u�.up;um/; (11.6a)

nq1.u; Pu/ D Œnq �u�.up;um/; (11.6b)

h1.u; Pu/ D Œh�u�.up;um/: (11.6c)

We now determine which terms in u� are resonant which, when combined with Eq. (11.6), gives us a vector of resonant
nonlinear terms nu1. This can be done by firstly describing the `th term of u� as

u�̀ D
NY
nD1

fu
sn`p
np usn`mnm g (11.7)

along with the L �N matrix ˇ̌̌ , which can be used to relate Œnq� to Œnu� and Œh�, with the expression for element .n; `/

nq;n` D nu;n` C ˇn`hn`: (11.8)

As terms are either resonant (and thus have coefficients stored in Œnu�, with the corresponding term in Œh� being zero) or
non-resonant (and thus stored in Œh�, with the corresponding term in Œnu� being zero) then for each element .n; `/ we have
one of two options

nu;n` D nq;n` & hn` D 0; (11.9a)

hn` D nq;n`=ˇn` & nu;n` D 0: (11.9b)

Hence, if ˇn` is small, then Eq. (11.9b) breaks the assumption of hn` being small and so Eq. (11.9a) must be used. Conversely,
a large ˇn` indicates that the term is non-resonant and must be stored in Œh� (i.e. Eq. (11.9b) must be used).

It is found that ˇn` (element n; ` of a matrix ˇ̌̌) can be described by

ˇn` D
"

NX
kD1
.s`kp � s`km/!rk

#2
� !2rn; (11.10)

where s`kp and s`km are taken from Eq. (11.7).
Combining the coefficients in Œnu� with the variables in u� (see Eq. (11.6a)) allows us to form the equations of motion for

the fundamental response of each of the linear modes. It is found that each of these equations can be expressed in the form

�neCj!rnt C Q�ne�j!rnt D 0; (11.11)

where �n and Q�n are complex conjugates. Equating to zero the contents of the equations corresponding to either �n or Q�n
allows us to solve for u. Substituting this solution back into the non-resonant terms stored in h (see Eq. (11.9b)), we obtain the
harmonic components of the response. Combining these with the fundamental response, u, gives the total modal response q.
Finally, the total response in terms of the physical coordinates, x, may be calculated using x D ˆq.

11.3 Example: A 3 Degree-of-Freedom Oscillator

We now demonstrate for a 3DOF system how, by describing its backbone curves, the model used to describe its response
can be simplified. The application of the second-order normal form technique has been automated using a program written
in MATLAB. As such, rather than describing each step of the application of the technique, the key steps and observations
will be summarised whilst omitting the, somewhat laborious, details regarding the individual processes.

The system considered is represented in Fig. 11.1. It is formed of three masses with displacements x1, x2 and x3. It has a
symmetric structure such that the first and third masses are both m1 whilst the second mass is m2. The first and third masses
are connected to ground by linear dampers, with constant c1, and nonlinear springs, with force-deflection relationshipsFk1 D
k1.�x/ C �1.�x/

3. Linear dampers and nonlinear springs, with constants c2 and force-deflection relationships Fk2 D
k2.�x/C�2.�x/3 respectively, also connect the first and third masses to the second mass. A sinusoidal forcing of amplitude
P and frequency
 acts on the first mass.
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c1

m1

c2

m2

c2

m1

c1

(k1, κ1) (k1, κ1)(k2, κ2) (k2, κ2)

x1 x2 x3P cos(Ωt)
Fig. 11.1 A schematic diagram
of a 3-mass oscillator with a
symmetric structure

In this example, the parameter values m1 D m2 D 1, c1 D c2 D 0:03, k1 D 1, k2 D 1:75 and �1 D �2 D 0:1 are used.
Also, the forcing acts only on the first mass and in the frequency range 0:7 ! 1 rad=s at an amplitude of 0.1. This may be
described in the form of Eq. (11.1), however as we are interested in the backbone curves of the system, this can be reduced
to the form of Eq. (11.2).

Before applying the linear modal transform, we must calculate ƒ and ˆ from which we compute the linear natural
frequencies (to four significant figures) to be

!n1 � 0:7886 rad/s, !n2 � 1:6583 rad/s, !n3 � 2:3724 rad/s; (11.12)

and that the corresponding modeshapes (to four significant figures) are

0
@
x1
x2
x3

1
A D

2
4

�0:5361 �0:7071 C0:4610
�0:6520 0 �0:7582
�0:5361 C0:7071 C0:4610

3
5
0
@
q1
q2
q3

1
A : (11.13)

It can be seen from Eq. (11.12) that the forcing is acting in the vicinity of the first linear mode; hence we shall only consider
backbone curve responses in this vicinity. Furthermore, Eq. (11.13) shows that x1 has a component in each of the linear
modes. Therefore, as forcing is applied to the first mass in the complete system, each of the linear modes are subjected to a
forcing.

Applying the linear modal transform we now get an equation in the form of Eq. (11.3) where the nonlinear terms are in
the form

Nq D
0
@
N11 � q33 CN12 � q22q3 CN13 � q1q23 CN14 � q1q22 CN15 � q21q3 CN16 � q31

N21 � q2q23 CN22 � q32 CN23 � q1q2q3 CN24 � q21q2
N31 � q33 CN32 � q22q3 CN33 � q1q23 CN34 � q1q22 CN35 � q21q3 CN36 � q31

1
A : (11.14)

We may now apply the nonlinear near-identity transform by substituting q D u C h. Next, all available combinations of the
variables in u� (see Eq. (11.6)), along with the associated parameters in Œnv� must be determined. From this, and defining
each element in u� using Eq. (11.7), we can calculate ˇ̌̌ using Eq. (11.10). As we know that the forcing frequency is near
the first linear natural frequency, and that !n2=!n1 � 2:1029 and !n3=!n1 � 3:0084 then we shall assume that u2 and u3
respond at 2 and 3 times the frequency of u1 respectively (i.e. !r2 D 2!r1 and !r3 D 3!r1). In this case there exists 56
possible combinations of the variables, however as each term has a complex conjugate we may reduce this by considering
only one set of conjugate terms (see Eq. (11.11))
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Qu� D

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

u33m
u3pu23m
u22mu3m

u2pu2mu3m
u22mu3p
u1mu23m

u1mu3pu3m
u1mu22m

u1mu2pu2m
u21mu3m

u31m
u1pu23m
u1pu22m

u1pu1mu3m
u1pu21m
u21pu3m
u2mu23m

u2mu3pu3m
u32m

u2pu23m
u2pu22m

u1mu2mu3m
u1mu2pu3m

u21mu2m
u1pu2mu3m
u1mu2mu3p
u1pu1mu2m

u21pu2m

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

; Œ Qnv�
T D

2
66666666666666666666666666666666666666666666666666666664

N11 0 N31
3N11 0 3N31
N12 0 N32

2N12 0 2N32
N12 0 N32
N13 0 N33

2N13 0 2N33
N14 0 N34
2N14 0 2N34
N15 0 N35

N16 0 N36
N13 0 N33
N14 0 N34

2N15 0 2N35
3N16 0 3N36
N15 0 N35

0 N21 0

0 2N21 0

0 N22 0

0 N21 0

0 3N22 0

0 N23 0

0 N23 0

0 N24 0

0 N23 0

0 N23 0

0 2N24 0

0 N24 0

3
77777777777777777777777777777777777777777777777777777775

; Q̌̌̌ T D !2r1

2
66666666666666666666666666666666666666666666666666666664

80 � 72

8 � 0

48 � 40

8 � 0

0 � �8
48 � 40

0 � �8
24 � 16

0 � �8
24 � 16

8 � 0

24 � 16

8 � 0

8 � 0

0 � �8
0 � �8
� 60 �
� 0 �
� 32 �
� 12 �
� 0 �
� 32 �
� 0 �
� 12 �
� 12 �
� �4 �
� 0 �
� �4 �

3
77777777777777777777777777777777777777777777777777777775

; (11.15)

where Qu�, Œ Qnv�, and Q̌̌̌ denote one set of complex conjugates of u�, Œnv�, and ˇ̌̌ respectively. Note that in Q̌̌̌ , elements
corresponding to a zero value in Œ Qnv� are of no importance and are marked with a dash. From these, we can determine
which terms in Œ Qnv� are resonant (i.e. those terms in Œ Qnv� corresponding to a 0 value in Q̌̌̌ ) and hence will contribute to Œ Qnu�

(see Eq. (11.9a)). The terms that are non-resonant are stored in Qh (see Eq. (11.9b)). Using Œ Qnv� and Qu� we can then calculate
Qnu1 as

Qnu1 D
2
4
2N13u1mu3pu3m C 2N14u1mu2pu2m C 3N16u1pu21m CN15u21pu3m CN12u22mu3p

2N21u2mu3pu3m C 3N22u2pu22m C 2N24u1pu1mu2m CN23u1mu2pu3m
3N31u3pu23m C 2N32u2pu2mu3m CN36u31m C 2N35u1pu1mu3m CN34u1pu22m

3
5 ; (11.16)

where all terms in element n are resonant with e�j!rnt . Substituting this into Eq. (11.4) for the conjugate terms also resonant
with e�j!rnt we obtain an equation of motion for u

n
4.!2n1 � !2r1/C

h
2N13U

2
3 C 2N14U

2
2 C 3N16U

2
1 CN15U1U3e

�j.3�1��3/
io
U1e

Cj�1 CN12U
2
2 U3e

Cj.2�2��3/ D 0; (11.17a)

n
4.!2n2 � 4!2r1/C

h
2N21U

2
3 C 3N22U

2
2 C 2N24U

2
1 CN23U1U3e

Cj.�1�2�2C�3/
io
U2 D 0; (11.17b)

n
4.!2n3 � 9!2r1/C

h
3N31U

2
3 C 2N32U

2
2 C 2N35U

2
1

io
U3e

Cj�3 CN36U
3
1 eCj3�1 CN34U1U

2
2 eCj.2�2��1/ D 0; (11.17c)

where the definitions for unm and unp, given in Eq. (11.5), have been used.
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As we are using these backbone curves to describe a system forced at a frequency close to !n1, we can assume that u1 is
always active (i.e. U1 ¤ 0). Also, it can be seen that Eq. (11.17b) is satisfied by setting U2 D 0. In this case (where u1 is
active and u2 is inactive), Eq. (11.17c) requires that U3 ¤ 0. Hence, a backbone curve containing only u1 is not possible, but
one containing u1 and u3 is possible. Another combination is the case where U1 ¤ 0, U2 ¤ 0 and U3 D 0. In this case, the
final two terms in Eq. (11.17c) must balance whilst Eqs. (11.17a) and (11.17b) must also be satisfied. This does not lead to a
valid solution (i.e. one in which both U1 and U2 are real and positive), and hence a backbone curve where only u1 and u2 are
active is not possible. Finally, a solution in which u1, u2 and u3 are all active leads to a case where all three equations must
be satisfied, which is possible.

Considering the first case, in which U1 ¤ 0, U2 D 0 and U3 ¤ 0, Eqs. (11.17a) and (11.17c) may be written

4.!2n1 � !2r1/C 2N13U
2
3 C 3N16U

2
1 CN15U1U3e

�j.3�1��3/ D 0; (11.18a)

4.!2n3 � 9!2r1/C 3N31U
2
3 C 2N35U

2
1 CN36U

3
1 U

�1
3 eCj.3�1��3/ D 0: (11.18b)

Taking the imaginary parts of these lead to the expression sin.3�1��3/ D 0 and hence we may define p1 D e jj3�1��3j D ˙1,
where p1 D C1 corresponds to 3�1 � �3 D 0 and p1 D �1 corresponds to 3�1 � �3 D � . This allows us to rewrite
Eq. (11.18) as

4.!2n1 � !2r1/C 2N13U
2
3 C 3N16U

2
1 C p1N15U1U3 D 0; (11.19a)

4.!2n3 � 9!2r1/C 3N31U
2
3 C 2N35U

2
1 C p1N36U

3
1 U

�1
3 D 0; (11.19b)

which may be solved to produce the backbone curves S1C and S1� corresponding to the cases p1 D C1 and p1 D �1
respectively.

Now considering the case in which u1, u2 and u3 are all active, we may rewrite Eq. (11.17) as

4.!2n1 � !2r1/C2N13U 2
3 C2N14U 2

2 C3N16U 2
1 CN15U1U3e�j.3�1��3/CN12U�1

1 U 2
2 U3e

�j.�1�2�2C�3/ D 0; (11.20a)

4.!2n2 � 4!2r1/C2N21U 2
3 C3N22U 2

2 C2N24U 2
1 CN23U1U3eCj.�1�2�2C�3/ D 0; (11.20b)

4.!2n3 � 9!2r1/C3N31U 2
3 C2N32U 2

2 C2N35U 2
1 CN36U 3

1 U
�1
3 eCj.3�1��3/CN34U1U 2

2 U
�1
3 e�j.�1�2�2C�3/ D 0: (11.20c)

In a similar fashion to the treatment of Eq. (11.18), taking the imaginary part of Eq. (11.20b) leads to the definition p2 D
e jj�1�2�2C�3j D ˙1 where p2 D C1 corresponds to �1 � 2�2 C �3 D 0 and p2 D �1 corresponds to �1 � 2�2 C �3 D � .
Using this and taking the imaginary part of Eqs. (11.20a) or (11.20c) leads, again, to p1 D e jj3�1��3j D ˙1 where �1 and �3
can be defined from this as before.

Using these definitions we can rewrite Eq. (11.20) as

4.!2n1 � !2r1/C 2N13U
2
3 C 2N14U

2
2 C 3N16U

2
1 C p1N15U1U3 C p2N12U

�1
1 U 2

2 U3 D 0; (11.21a)

4.!2n2 � 4!2r1/C 2N21U
2
3 C 3N22U

2
2 C 2N24U

2
1 C p2N23U1U3 D 0; (11.21b)

4.!2n3 � 9!2r1/C 3N31U
2
3 C 2N32U

2
2 C 2N35U

2
1 C p1N36U

3
1 U

�1
3 C p2N34U1U

2
2 U

�1
3 D 0: (11.21c)

which now results in four backbone curves S2CC, S2C�, S2�C and S2�� corresponding to Œp1; p2� D ŒC1; C1�, ŒC1; �1�,
Œ�1; C1� and Œ�1; �1� respectively.

For these two cases the displacement in terms of q is found by substituting the calculated values of u into h using equation
q D u C h. Finally, the physical displacement coordinate, x, can be calculated using x D ˆq.

Panels (a) and (b) in Fig. 11.2 show the forcing frequency .
/ against the maximum displacements of x1 and x2
respectively. The response in x3 is not shown as, due to the symmetry of the system, it is similar to that of x1. The solid
black lines show the stable response of the forced, damped system, as calculated by continuation analysis using AUTO-07p
[6], whilst the red dashed lines show the unstable section of this response. The solid blue lines represent the S1˙ backbone
curves (in which the first and third linear modes are active) and the solid green lines represent the S2˙˙ backbone curves
(in which all three linear modes are active). As it is assumed that !r1 D 
, these backbone curves have been plotted with
respect to the forcing frequency.
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Fig. 11.2 The response of the system in terms of forcing frequency .
/ against the maximum displacement of (a) x1 and (b) x2, calculated by
continuation analysis using AUTO-07p. The solid black lines and dashed red lines show, respectively, the stable and unstable response of the
forced and damped system. The solid blue lines represent the S1˙ backbone curves, containing the first and third linear modes. The solid green
lines represent the S2˙˙ backbone curves, containing all three linear modes
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Fig. 11.3 The response of the system in terms of forcing frequency .
/ against the maximum displacement of (a) x1 and (b) x3, calculated by
continuation analysis using AUTO-07p. The solid black lines show the response of the complete forced and damped system (when all three linear
modes are considered). The dashed green lines show the response of the reduced system containing only the responses of the first and third linear
modes

A number of interesting observations may be drawn from these plots; however the main point of interest in this work is
that the forced response is clearly tending to envelop the S1˙ backbone curves. Although it could be argued that the response
in x1 may show the system tending towards the S2˙˙ backbone curves, inspection of the response in x2 shows that this is not
the case. It can also be seen that by following the S1˙ backbone curves, the S2˙˙ curves will not be reached. It can therefore
be stated that the response of this system, for this range of forcing frequencies, may be described using a model reduced to
the response of just the first and third linear modes. Many of these features may by described by the backbone curves whose
solutions are given by Eq. (11.19).

To confirm this, Fig. 11.3 also shows the response of the forced, damped system in terms of the forcing frequency against
a maximum physical displacement. Panel (a) shows the maximum displacement of x1 and panel (b) shows the maximum
displacement of x3 (in this case x2 is irrelevant as it is independent of q2—see Eq. (11.13)). The solid black line shows the
response of the complete system and the dashed green line shows the response when only the first and third linear modes are
considered. It can be seen that the agreement between the two cases is very good, thus demonstrating that modal reduction
can be applied on this system.
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11.4 Discussion

For this particular system, the same result may have been achieved by projecting the forced response in the physical
coordinates onto the linear modal coordinates and inspecting these responses. From this it would be seen that the second
linear mode does not respond. However some resonances are only reached under certain forcing amplitudes or configurations
which may be overlooked by considering only a limited number of cases. As backbone curves are independent of forcing
and damping, the resonances that may not be observed in individual forcing cases can be predicted. Furthermore, techniques
are in development that allow backbone curves to be related to the response of the forced system in terms of the forcing and
damping conditions. This will enable constraints to be set on the forcing and damping in which particular interactions will
be observed. Another feature that may be overlooked by simply observing particular forcing cases is that, in larger systems,
interactions may occur in sets but without interaction between sets. As a response will be observed in all linear modes within
these sets, it will be assumed that they are all interacting; however the backbone curve analysis will reveal that the system
can be further reduced.

11.5 Conclusion

In this paper we have demonstrated how, by using backbone curves to deduce the underlying behaviour of the response of
a forced system, we can simplify the model used to describe it. This approach has been applied to a 3DOF system, for a
given forcing frequency range and amplitude, and used to produce an accurate model describing just two of the three linear
modes. The second-order normal form technique is able to describe these backbone curves analytically allowing conclusions
to be drawn regarding the nature of the interactions. Furthermore, the approach taken here is a generalised one that may be
expanded to larger systems.

This approach may be further developed to include techniques for predicting the forcing and damping necessary to achieve
(or avoid) particular responses observed in the backbone curves. Additionally, a method of analysing the accuracy of the
backbone curves is necessary to give confidence in their predictions.
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Chapter 12
Identification of Independent Inputs and Their Spatial Positions

D. Bernal and A. Ussia

Abstract This paper examines the problem of determining the number and the spatial distribution of the inputs that act on
a linear system from observation of the outputs. It is shown that the number of independent inputs can be obtained from the
effective rank of a matrix that can be formulated from the Fourier transform of the response signals and that the input location
information is encoded in the image of the same matrix. A scheme to identify the time histories once the input positions are
established is outlined.

Keywords Number • Spatial distribution • Image • Deconvolution • Time history

12.1 Introduction

There are situations where the loading environment on a system is complex but a replacement that can provide a reasonable
approximation may suffice for certain objectives. A flexible bridge for which one wants to design a vibration mitigation
system offers an example. In this instance a model for the wind excitation can help and there are two ways to go about it.
One is to formulate the loading model analytically and the other, which is the approach we examine in this paper, is to use
measurements of the response to estimate it. Under the assumption that a direct measurement of the input is not feasible the
questions are: (1) how many independent loads are needed to capture the situation, (2) where should these loads be placed
and what are their lines of action and (3) what are reasonable time histories. In this paper, we consider the idealized situation
where the true loading condition is defined by a limited set of point loads and we want to identify their number, position
and time histories. A study focusing on location and number of inputs using the concept of transmissibility is presented in
[1]. The method adopts a trial and error procedure that essentially checks all possible combinations and is thus impracticable
in large problems. The approach in this paper circumvents these difficulties by determining the number of inputs in a data-
driven fashion and obtaining the locations without the need for a combinatorial search. The literature on input identification
is large and we do not attempt to review it here. Part of the work presented here was first reported in [2].

12.2 On the Number of Inputs

Let’s assume that the situation is such that one is able to collected j sets of output data, all of which satisfy the condition that
the m observed outputs decay (in each set) to negligible amplitude. For these conditions one can write

Yj .!/ D G .!/Uj .!/ (12.1)

D. Bernal (�)
Civil and Environmental Engineering Department, Center for Digital Signal Processing, Northeastern University, Boston, MA 02115, USA
e-mail: bernal@coe.neu.edu

A. Ussia
University of Trento, Trento, Italy

G. Foss and C. Niezrecki (eds.), Special Topics in Structural Dynamics, Volume 6: Proceedings of the 32nd IMAC, A Conference
and Exposition on Structural Dynamics, 2014, Conference Proceedings of the Society for Experimental Mechanics Series,
DOI 10.1007/978-3-319-04729-4__12, © The Society for Experimental Mechanics, Inc. 2014

129

mailto:bernal@coe.neu.edu


130 D. Bernal and A. Ussia

Fig. 12.1 Plot of the singular values for the ideal case of j experiments, (a) not normalized and (b) normalized respect to the maximum SV

where G(!) is the transfer matrix for the input-output coordinates, Yj(!) is the Fourier transform of the output signals for the
jth experiment and Uj(!) is the transform of the input. Let BFFT (!) be a matrix containing the transform of the output from
each experiment at frequency¨; since the columns of BFFT (!) are given by the product in Eq. 12.1, the rank of BFFT cannot
exceed the number of independently inputs and it is thus possible to infer the number of inputs by inspecting the rank of the
above-mentioned matrix.

12.2.1 Illustration

The model selected for the numerical illustration is a 10-dof uniform chain fixed at one end (the end close to dof#1) with
2 % modal damping. There are inputs at dof # 2 and #5 and the measurement are accelerations at dof f1, 3, 7 and 10g. The
fundamental and highest frequencies are 0.75 and 9.95 Hz respectively. The inputs are non-zero for 250 s and the output is
recorded for 500 s. Figure 12.1a shows the plot of the singular values BFFT as a function of frequency and part (b) shows the
same result with the plot normalized respect to the maximum singular value. As can be seen, there are two non-zero singular
values, indicating that there are two independent inputs acting on the structure.

12.2.2 The Practical Case

In most instances the input acts continuously and is not possible to collect N sets of data where the output decays to negligible
values. It is generally possible, however, to collect a long data set which can then be divided into segments and treat (each
segment that is) as resulting from a periodic excitation. The underlying theoretical framework in this case shifts from the
continuous Fourier transform of Eq. 12.1 to that of a periodic analysis in terms of Fourier series. The approximation that is
incurred in this instance derives from the fact that the coefficients of the Fourier series expansion of the output contain error
due to initial conditions that prevail in each window (due to the periodic assumption). Nevertheless, as the window size grows
the relative importance of this error source decreases and for sufficiently long widows (the necessary length depending on the
damping) sufficiently accurate results can be obtained. From an implementation perspective the approach appears essentially
the same as in the situation of Eq. 12.1, except for the fact that in this case the output is transformed to frequency using the
FFT (periodic premise).

12.2.3 Illustration

Figure 12.2 shows results for the same conditions considered previously except that in this case only one long output is
assumed available. One notes, as expected, that the clarity in the fact that the rank of the matrix is two increases as the
dimension of the window increases. Needless to say, the solution presented for the number of inputs requires that the number
of outputs be greater than the number of inputs.
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Fig. 12.2 Rank definition as a function of the window size
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Fig. 12.3 (a) Subspace angle vs. frequency and (b) mean subspace angle vs. position

12.3 On the Location

Having identified the number of independent inputs the next question on their characterization is to determine their
distribution in space. The localization can be ascertained by noting that the span of the matrices BFFT (!) is the same as
that of the columns of the transfer matrix for the columns associated with the position of the inputs. While is evident that one
can locate the position of the inputs by finding the combination of the columns of the transfer matrix of a model that has the
same span of BFFT (!) this approach is combinatorial and is thus not scalable for models with a large number of dof when
there are several inputs. Fortunately, however, it is not necessary to check all the possible combinations as it suffices to test
each position individually. Figure 12.3a illustrates the subspace angle that the columns of the transfer matrix of the model
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make with BFFT (!). As can be seen, the positions #2 and #5 are readily identified. Figure 12.3b shows the mean subspace
angle respect to each position and confirms that the correct positions are #2 and #5.

12.4 Time Histories

The well-known input to state and state to output relations are

xkC1 D Adxk C Bduk
yk D Cdxk CDduk

(12.2)

With xk C 1 2R
2n the state vector, uk C 1 2R

r is the input vector and yk 2R
m is the measurement vector. Ad, Bd, Cd and Dd

are real matrices of appropriate dimensions. If the system and the inputs are finite dimensional, following the recurrence, one
finds that:

yk D CAkdx0 C
kX

jD0
Yj uk�j (12.3)

where

Y0 D Dd (12.4a)

Yj D CdA
j�1
d Bd (12.4b)

Stacking the inputs and outputs in columns gives

yŒ0;`� �Ob` � x0 D HuŒ0;`� (12.5)

where H 2 R.`1m/x.`1r/, Ob` is the observability matrix of order `, where ` is total number of time steps and `1 D `C 1 is
the total number of time stations. The general solution of Eq. 12.5 is

uŒ0;`� D H��yŒ0;`� �H��Ob` � x0 CZ � h (12.6)

where �* stands for pseudo-inversion, Z D N(H) is the null space of H and h is an arbitrary vector of appropriate dimension.
If data are collected from collocated acceleration the null space of H is empty and consequently there is only a set of u[0,`]

for y[0,`]. Otherwise, the null space is a not empty and the inputs are identifiable within the range [0,p]. In this case the
reconstructed input over [0,p] is,

up D QpH
�� �yŒ0;`� �Ob` � x0

�
(12.7)

where p is value determined by the delay between inputs and outputs (details appear in [2]). The input at coordinate #2
reconstructed using Eq. 12.7 is compared with the actual values in Fig. 12.4. The reconstruction in not exact because 0.5 %
NSR was added to the measurements.

12.5 Conclusions

It is shown that the number of inputs can be identified in a data-driven fashion provided this number is less than the
measurements and that the available output is sufficiently long. The position of the inputs can subsequently be established
with the aid of a model. Sensitivity of the position to inevitable model error is not studied here. Once the input spatial
positions are determined the time histories can be de-convolved, with proper consideration given to the delay resulting from
wave propagation in the non-collocated scenario.
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Chapter 13
Shock Response Fixture Developed from Analytical and Experimental
Data and Customized Using Structural Dynamics Modification
Techniques

Kai Aizawa and Peter Avitabile

Abstract In order to characterize the acceleration response of a structure due to shock environments, the Shock Response
Spectrum method is widely used in the qualification process for the spacecraft industry. Generally, this test is performed with
a shock testing machine but alternate test fixture designs, including a shock plate, have recently been considered. In order to
develop an appropriate design methodology to design such a fixture, a simple beam type structure is utilized to deploy the
approach; the beam is chosen so as to introduce the SRS method into an educationally motivated treatment of the material
for use in a graduate level course.

In this paper, the development of a Shock Response Spectrum for a beam-type structure from both analytical and
experimental approaches is presented. From these models, frequencies, damping and mode shapes can be extracted to
identify the response at various locations on the structure that are needed to develop the Shock Response Spectrum. In
order to customize the shock spectrum, various mass perturbations applied to the structure can be considered by using Mass
Sensitivity Analysis. The effects of the changes to the mass of the basic shock test fixture can be easily developed by using
the Structural Dynamic Modification technique.

A comparison of the Shock Response Spectrum computed from the Analytical Model and from the Experimental Model
is provided for various scenarios of different configurations studied.

Keywords Shock response spectrum (SRS) • Experimental and analytical SRS

Nomenclature

[M] Mass matrix in physical space
[K] Stiffness matrix in physical space
[C] Damping matrix in physical space
[M] Mass matrix in modal space
[K] Stiffness matrix in modal space
[C] Damping matrix in modal space
[U] Mode shapes
[œ] Eigenvalues
X Physical displacement in time domain
RX Physical Acceleration in time domain
F Time vector of applied force
P Modal displacement in time domain
Rp Modal acceleration in time domain
X(s)js D j! Physical displacement in frequency domain
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RX .s/
ˇ̌
ˇsDj! Physical acceleration in frequency domain

H(s)js D j! Frequency response Function (FRF)
[�M] Mass modification matrix in physical space
[�K] Stiffness modification matrix in physical space

13.1 Introduction

13.1.1 Background

The Shock Response Spectrum has been widely used in the aerospace industry for many years to address many shock
conditions including pyroshock which is a very high amplitude and short duration pulse. For more than 50 years, NASA has
used the SRS for the majority of qualification of equipment used in a shock environment. While analyses can be performed,
at some point the structure must be subjected to these shock loads in a laboratory environment. A variety of different shock
machines have been developed to support this qualification effort.

NASA has created a standard to estimate the maximum shock value [1]. This standard facilitates the shock test and allows
engineers to develop an input pulse that will cause the desired or specified shock spectrum. By using this standard, engineers
can identify a possible maximum response on the structure with an arbitrary natural frequency and determine whether the
structure can withstand the shock or not. The spectrum obtained by this standard is called the Shock Response Spectrum
(SRS) and is used to determine suitability of equipment for different applications. The SRS was first developed in the U.S.
Department of Defense and now defined in ISO 18431-4 [2] and an example of SRS is shown in Fig. 13.1. A SRS consists of
a series of maximum acceleration response which is caused by an input force applied to a discrete number of single degree
of freedom (SDOF) systems.

Typically the SRS is developed with a vibration shaker or a specifically designed shock machine. These machines are very
specific and typically the cost to conduct these tests is very high. Recently [5], alternate methods have been considered to
conduct this shock test that is less expensive to run. Specifically a SRS plate has been considered [5] and some preliminary
studies have shown that this is a viable and economical approach to conducting SRS tests. That work showed some of the
basic approaches to use the finite element (FE) model to identify the basic shock performance of the shock plate. But in order
to customize the SRS, attachment masses need to be moved around the structure to obtain the desired SRS; extensive work
was not performed in that earlier work nor was any optimal configuration studied or identified. But the customization of the
specific spectrum does require some effort.
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In order to develop a methodology which can be useful for customizing SRS characteristics, in this paper, a simple beam
will be used for the development of both experiment and analytical models. The beam is selected mainly as a “proof of
concept” for the methodology presented and is not intended to be the final shock test configuration; ultimately the plate
configuration studied in [5] is the more practical configuration. The main reason for selecting the beam is to use this shock
test machine design as an educational tool for the study of vibration, shock and related topics necessary to perform these
shock type calculations. In addition to the beam model, a more basic 5-degree of freedoms (DOF) analytical model will be
used to determine proper configurations and to test some methodologies in this work and to illustrate some key points.

The design of the shock test machine involves the identification of the frequencies and mode shapes of the structure. This
basic information is used for the prediction of the response of the set of SDOF systems that describe the structure and their
response due to the shock excitation. The peak response of each of these SDOF systems are used to define the envelope
of the SRS curve; mode contribution effects help to clearly see how individual modes affect the overall SRS curve desired.
However, the SRS for the structure may not achieve the desired SRS and modifications may need to be considered. One very
effective way to accomplish this is to use the Device Under Test (DUT) mounting block as a variable and movable mass
which can be modified and attached at different locations to achieve different overall SRS at different points on the structure
and/or introduce additional masses to attach to the structure.

To perform this mass modification, the Structural Dynamics Modification (SDM) will be conducted along with the
Mass Sensitivity Analysis (MSA). In order to verify the relationship between each mode and each peak of the SRS,
contribution analysis will also be used in this procedure. These will be performed for the FE model as well as an experimental
configuration to show the benefits of using both analytical and experimental approaches to address the development of the
SRS. The FE model is very useful in the design stage of the shock test fixture whereas the experimental approach helps to
accurately predict the actual performance characteristics of the actual hardware configuration.

13.1.2 Motivation

In the previous paper [5], some numerical configurations for a proper FE model development were discussed. In that work,
the effects of different damping values and the effects of the number of modes used for the SRS computation were studied.
This was very useful but the earlier work did not adequately consider the experimental data as part of the development of
the SRS; this was mainly due to the lack of correlation to the measured data and was not further studied or used for the SRS
computation. However, there were some useful experimental mass modifications explored that clearly show the significant
effect on the envelope of the SRS but only a few different configurations were explored in a somewhat random manner
and optimization of the SRS spectrum was not considered in that work. Clearly more work can be performed to better
understand the SRS spectrum and how it is developed from contribution of the different modes of the shock fixture and how
to modify the structure to achieve certain performance goals. Due to this, a basic methodology to simulate a configuration
of the SRS fixture will be discussed in this paper. Furthermore, a useful methodology to customize the SRS using optimized
mass modification will be presented. Understanding these methodologies will be able to help design a proper SRS fixture
and modify the SRS so that an acceptable configuration to satisfy the SRS envelop will be achieved.

13.2 Methodology

There are two main goals for this project: developing an appropriate methodology which is useful to simulate a shock
response fixture and SRS customization to get the desired SRS. To perform this work, tools such as modal analysis, structure
dynamics modification, time response computation and SRS computation are needed; the complete flow of analysis is
summarized in Fig. 13.2. Modal parameters will be obtained from the Finite Element Analysis (FEA) or Experimental Modal
Analysis (EMA). These parameters will be compared to each other and experimental modal damping values will be used in
the FE model to simulate a proper experimental configuration. Using these verified modal parameters, the SDM, including
the MSA to identify optimal location for mass modification, will be performed in case of the customization procedure.
With these original or modified modal parameters, a direct time integration method using modal solution or an Inverse
Fourier Transform (IFT) method will be performed to obtain the physical response. In addition, an acceleration signal is
also measured with an actual experiment to compare the analytical model and measured structure data. These original or
modified response signals from the FEA, EMA and an experiment will be treated as an input acceleration signal to compute
the SRS. Then, a set of SRS envelopes obtained will be compared and the methodology proposed in this paper for the SRS
computation and the SRS modification will be verified along with these results.
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13.3 Theoretical Background

The background theories related to all the analyses are briefly described in this section. Because a time response will be
required to develop a SRS, two methods will be examined to obtain the time response: the time domain and the frequency
domain solution. The various related analyses to accomplish this work are described in separate sections identified as:

1. Equation of Motion and Modal Space Representation
2. Time Response Computation with Modal Superposition Technique in Time Domain
3. Time Response Computation with Frequency Response Function (FRF) in Frequency Domain
4. Shock Response Spectrum (SRS)
5. Contribution Analysis and Mass Sensitivity Analysis (MSA)
6. Structure Dynamics Modification (SDM)

The background theory and description of each of these follow.

13.3.1 Equation of Motion and Modal Space Representation

The equation of motion in physical space is used for the development of the FE model but the solutions are cast in modal
space for easy computation as well as identifying a clear effect of the contribution that each mode makes to the overall
response. The benefit of using the modal space solution is that the computation may be performed faster than the physical
solution because the number of modes used for the computation is much smaller than the total number of DOFs (nDOF) in
the FE model. The equation of motion in physical space for a multiple degree of freedoms (MDOF) system can be written as

ŒM �
˚ RX�C ŒC �

˚ PX�C ŒK� fXg D fF g (13.1)

The eigensolution of this system is written as

ŒŒK�� 
i ŒM �� fXg D f0g (13.2)

From Eq. 13.2, eigenvalues œ and eigenvectors U will be obtained. Using these eigenvectors, the physical MDOF system
set of equations can be uncoupled. The transformation from physical coordinates into modal coordinates is written as

fXg D ŒU � fpg (13.3)

Substituting Eq. 13.3 into Eq. 13.1 and pre-multiplying [U]T in Eq. 13.1 results in

�
M
� f Rpg C �

C
� f Ppg C �

K
� fpg D ŒU �T fF g (13.4)
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This represents the equation of motion in modal space and will be used for direct time integration to compute the physical
acceleration. If the mode shape is scaled to the unit modal mass, due to the orthogonality and linear independence, the
transformation from physical space to modal space will provide the modal mass and stiffness matrices written as follows

�
UT

�
ŒM � ŒU � D

2
664

: : :

M
: : :

3
775 !

2
664

: : :

I
: : :

3
775 (13.5)

�
UT

�
ŒK� ŒU � D

2
664

: : :

K

: : :

3
775 !

2
664

: : :

!2

: : :

3
775 (13.6)

The modal damping matrix can also be identified providing that proportional damping is assumed and written as

�
UT

�
ŒC � ŒU � D

2
664

: : :

C
: : :

3
775 !

2
664

: : :

2�
p
MK

:: :

3
775 (13.7)

Here, � should not be a constant factor but be measured in an experiment to develop a proper SRS [5]. Due to this reason,
a series of � for every one of the modes of interest will be selected from the EMA.

13.3.2 Time Response Computation with Modal Superposition Technique in Time Domain

The Newmark Direct Integration Method [7] is used to obtain a time response signal. This method uses a direct integration
of the equation of motion in modal space shown in Eq. 13.1 with subscript of “t D i” as

�
M
� f RptDi g C �

C
� f PptDig C �

K
� fptDig D ˚

F tD0
�
;where

˚
F
� D ŒU �T fF g (13.8)

In order to achieve an acceleration response, the Newmark method will require the initial acceleration RptD0 for the first
step of computation and its form is written as

f RptD0g D �
M
��1 �˚

F tD0
� � �

C
� f PptD0g � �

K
� fptD0g

�
(13.9)

Using these initial values for the displacement, velocity and acceleration, the displacement for the next time step is written
using the constant factor ’ and “ and time increment�t as

fptDiC1g D
h

1

˛.�t/2
Œm�C ˇ

˛�t
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h
k
ii�1

2
64

n
f tDiC1

o
C Œm�



1

˛.�t/2
fptDig C 1

˛�t
f PptDig C �

1
2˛

� 1
� f RptDi g

�

C �
C
� 


ˇ

˛�t
fptDig C



ˇ

˛
� 1

�
f PptDig C



ˇ

˛
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f RptDig
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3
75 ;

where i D 0; 1; 2 : : : ;maximum time length
(13.10)

Then, the acceleration for the same time step is calculated using the displacement obtained for the next time step and the
initial conditions for the displacement, velocity and acceleration using

RptDiC1 D 1

˛.�t/2
.fptDiC1g � fptDig/� 1

˛�t
f PptDig �

�
1

2˛
� 1

�
f RptDig (13.11)
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The velocity for the same time will also be calculated with the acceleration obtained and the initial condition for velocity as

PptDiC1 D f PptDi g C .1� ˇ/�t f RptDig C ˇ�t f RptDiC1g (13.12)

Solving Eqs. 13.10, 13.11 and 13.12 repeatedly with the values obtained from these equations, the displacement, velocity
and acceleration response will be obtained and the acceleration will be used for the SRS computation. The result of the
Newmark solution depends on the constant factors such as the ’, “ and �t. In this work, the ’ and “ are set to 1/4 and 1/2
because the acceleration response for the system may be assumed to be constant for t D i and t D i C 1 [7]. The �t is set to
at least ten times smaller than the period of the highest frequency of interest to avoid numerical damping [5].

The modal acceleration responses obtained from the Newmark method will be transformed back to physical space using
Eq. 13.3 and the number of modes used can be limited to the first set of M modes of the N possible modes for faster
computation. The size of the mode shapes is also limited to M modes and then, the physical response with the limited
number of modes will be obtained.

13.3.3 Time Response Computation with Frequency Response Function (FRF) in Frequency
Domain

The time response computation in the frequency domain will also be calculated to compare the result with the Newmark
method. Because the computation will be performed in the frequency domain, an input force needs to be transformed into
the frequency domain using the Fast Fourier Transform (FFT) method and then a FRF will be multiplied by that spectrum.
The result will be a response spectrum and a response time signal will be obtained from the IFT of this spectrum. The
computation flow is summarized in Fig. 13.3 and the relationship between the input and output spectra is written as

X .s/
ˇ̌
sDj! D H.s/

ˇ̌
sDj! � F.s/

ˇ̌
ˇsDj! (13.13)

Here, the FRF H(s)js D j! is obtained with the partial fraction form as

H .s/

ˇ̌
ˇ̌
ˇ̌sDj! D

ndofX
rD1



qrujrukr
s�pr C qr

�ujr�ukr�

s�pr�

�
ˇ̌
ˇ̌
ˇ̌ sDj!;

where qr D 1
2j!r

; pr D ��r!r ˙ i!r
p
1 � �2 and u is mode shape value of rth mode at j or k

(13.14)

The input and output location are defined with the subscript j and k and the FRF will be calculated up to the Nyquist
frequency, which is equal to Fs/2 Hz.

In order to obtain an acceleration spectrum from the result of Eq. 13.13, the displacement spectrum is scaled using

RX.s/ ˇ̌sDj! D �!2X.s/ˇ̌ sDj! (13.15)

For the acceleration spectrum obtained, the IFT will be applied and a response acceleration time signal will be achieved.
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Fig. 13.4 SDOF model used in
SRS calculation

The accuracy of this computation and the computation speed may depend on the frequency resolution of the spectrum or
FRF. Each spectrum used in the frequency domain should have the same resolution to perform the multiplication of Eq. 13.13
and the frequency resolution can be written as

�f D Fs

nff t
; where Fs is sampling frequency and nfft is number of FFT points (13.16)

In order to make an easy comparison between the Newmark method and IFT method, the same sampling frequency as the
Newmark method should be used for the IFT method because both of the results should have the same �t, which is the time
increment. If the time increment is set very small in the Newmark method, the sampling frequency of the IFT method will
be large and the computation frequency range may be much wider than the frequency of interest. On the other hand, because
the time response from this IFT method will have length of the number of FFT points (nfft), the nfft should be selected to
the closest 2n (n D 1, 2, 3 : : : ) considering the calculation steps of the Newmark method for faster computation.

13.3.4 Shock Response Spectrum (SRS)

The SRS can be obtained with a set of time responses excited by the shock input. An input shock may be measured data or
a result of the FEA. Then, this shock will be treated as a base excitation and the upper SDOF structure will be anticipated
to have a natural frequency of fi Hz, which is shown in Fig. 13.4. The mi, ki and ci represent mass value, stiffness value
and damping value for the additional SDOF system in physical space. The mi, ki may vary based on the assumed natural
frequency but the system is usually assumed to have a critical damping of 5 % (or some other prescribed constant value such
as 1 or 2 %); this is generally due to the fact that the actual damping is not known before the structure is built. The input
signal to the SDOF system is represented as yi and the corresponding response is described as xi. Basically, if an additional
structure is attached to an arbitrary point of the base structure, the corresponding mass and stiffness of the base structure will
be affected by the structural parameters of the additional structure. However, those are assumed to have negligible effect at
the base structure in the SRS computation.

The SRS is always calculated only for a set of center frequencies of 1/6 or 1/12 octave band because any values in a
particular band are assumed to have almost the same value. In this work, 1/12 octave band starting from approximately 1 Hz
will be used for the SRS computation, which means the SRS will be calculated for a set of natural frequencies written as

Center frequency fc D 1; 000 � 2 1
12 n Hz;where n D �120; : : : ;�1; 0; 1; 2; : : : (13.17)

The upper frequencies and lower frequencies for each octave band will also be described as

Upper frequency fu D fc � 2 1
24 Hz (13.18)

Lower frequency fl D fc=2
1
24 Hz (13.19)

This frequency band is determined based on the reference frequency of 1,000 Hz. The highest frequency of the octave
band will be determined to one-eighth times of the sampling frequency to minimalize the potential computation error [6].

In order to obtain time responses for each SDOF system, the equation of motion for the SDOF model is written as

m Rxi D �c . Pxi � Pyi / � k .xi � yi / (13.20)
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Then, (xi � yi) can be re-written as zi which represents the relative displacement. Using the zi, Eq. 13.20 can be re-written
to represent the relative response and its form is written as

Rz C 2�!nPz C !n
2z D � Ry.t/; where !n D

r
k

m
; � D 5 % (13.21)

The convolution integration approach will be used in Eq. 13.21 and the final form for the acceleration response is written
as [6]

Rxi D 2 exp .��!n�t/ cos .!d�t/ Rxi�1 � exp .�2�!n�t/ Rxi�1

C2�!n�t Ryi C !n�t exp .��!n�t/
n
!n
!d

�
1 � 2�2� sin .!d�t/ � 2� cos .!d�t/

o
Ryi�1;

where !d D !n
p
1 � �2; �t D 1

Fs
D time increment

(13.22)

This equation will be applied to every natural frequency of interest which is defined in Eq. 13.17 and will be treated as
a FIR filter applied to an input signal [6]. Then, a set of time responses will be obtained and in those signals, the maximum
response value will be identified and plotted into the SRS. The procedure is shown schematically in Fig. 13.5. The lower
four plots show examples for time responses caused by a shock input which is shown in the middle of Fig. 13.5. In those
response signals, the maximum value will be picked up but the response acceleration may have its maximum value in positive
or negative direction. In order to distinguish the effect of direction, there are two ways the SRS calculations are performed
referred to as “Maximax SRS” and “Positive/ Negative SRS”. The difference of these two methods is seen in Fig. 13.5. The
Maximax SRS, which will be used in this work, is used to consider the absolute value of the response acceleration because
the Maximax SRS will collect the maximum absolute value. On the other hand, the Positive or Negative SRS will pick up
only for the positive maximum value or negative maximum value. They are used when an additional structure might have
different endurance acceleration value for positive or negative direction.
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13.3.5 Contribution Analysis and Mass Sensitivity Analysis (MSA)

In order to determine the effective location for mass modification, the MSA for the eigenvalues and FRF is widely used in
field of modal analysis [8, 9]. Using these MSA, the most effective location to modify the natural frequency or amplitude of
response vibration can be determined to meet the design. If the relationship between the modes and peaks of the SRS can be
revealed by using the contribution analysis, these MSA will be useful to customize the envelope of the SRS.

Here, two ways computing the contribution analyses will be proposed. The first method is superimposing the FRF on SRS
envelope. The FRF will be computed using Eq. 13.14 but the summation will not be performed in this case because the FRF
for each mode needs to be plotted separately to make the contribution clearer. By comparing the peak of the FRF and the peak
of the SRS, the contribution can be better understood. For example, if the FRF has a peak at a particular frequency and if the
SRS has a peak at the same frequency, a mode existing at that frequency can be considered to have a significant contribution
on the SRS, which means, in order to customize the SRS, the frequency and amplitude of that mode needs be customized.
In the other case, if two or three modes exist in one octave band, all of these modes may need to be customized because
these modes contribute to one peak of the SRS. The second method is the SRS computation with each modal response. If
a set of SRSs are computed with each modal acceleration response scaled by mode shapes, each of these SRSs will show
the contribution of each modal response on the envelope of the SRS. Superimposing these SRSs with modal response on the
SRS with the original physical response, the contribution will be confirmed the same as the first method.

From the contribution analyses discussed above, an evaluation is needed to define which mode needs to be modified to
obtain the desired SRS. And for the mode which is identified, two approaches for mass sensitivity analyses will be used to
modify the contributions of the mode; the MSA for the eigenvalues and for FRF.

The MSA for the eigenvalues represents the sensitivity for eigenvalue modification [8]. The typical form of the equation
of the eigensolution for each nDOF is written as

�
ŒK�� !n

2 ŒM �
� fXg D f0g ; where n is nDOF (13.23)

If a partial differential is applied to Eq. 13.23, the sensitivity for the eigenvalues will be obtained and its form can be
written as

@!n

@�i
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ŒU � ; where n is nDOF and fli is design variable (13.24)

where design variable � i are composed only with mass number because only the mass modification will be conducted.
For example, if the mass sensitivity for the DOF 1 is required, the equation will be written as
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0

0

0
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777775
ŒU � ; where n is nDOF (13.25)

This process will be done for every nDOF and each sensitivity value will be divided by the corresponding natural
frequency in rad/s to regularize the values because sensitivity values of higher modes will always have higher values than
the lower frequencies. Then, a sensitivity matrix with only negative values will be obtained because mass addition will lead
to a decrease in the natural frequencies. The modification effect will be proportional to the modification value and, in order
to increase the natural frequency, the mass value needs to be decreased.

Although the MSA for the eigenvalues can identify the effective mass location for eigenvalue modification, the sensitivity
cannot estimate the behavior of the amplitude of the FRF, which means the FRF after the modification may have higher
amplitude than the original one. To avoid this situation, the sensitivity analysis for the amplitude of FRF should also be
considered in the customization process. The equation of motion shown in Eq. 13.1 is re-written as following in Laplace
domain

�
ŒM � s2 C ŒC � s C ŒK�

� fX.s/g D fF.s/g (13.26)
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Then, this equation can be transformed as

fX.s/g D �
ŒM � s2 C ŒC � s C ŒK�

��1 fF.s/g (13.27)

When a unit input is applied to the DOF of the input location in the F(s), Eq. 13.27 will represent a Transfer Function for
the system. Then, Eq. 13.27 will be transformed into the frequency domain and the sensitivity will be obtained by a partial
differential of Eq. 13.27 as

@H.s/

ˇ̌
ˇsDj!

@�i
D
D
��ŒM � s2 C ŒC � s C ŒK�

��1 h @ŒM�

@�i
s2 C @ŒC �

@�i
s C @ŒK�

@�i

i
fH.s/g

E ˇ̌
ˇsDj!;

where design variable fli includes only mass for every nDOF

(13.28)

Because this sensitivity will be obtained as a series of complex numbers, these numbers need to be transformed into
different levels for easier understanding of the sensitivity [9]. In addition, these sensitivity values in a particular octave
bandwidth will be summed up to describe how each mass contribute to the SRS envelope; this is based on the estimation
that, in order to reduce the amplitude of the SRS, all of the values of the FRF needs to have smaller amplitude in that octave
band. In order to make a comparison of wide frequency easier, each summed value will be regularized with the maximum
value of each mode because the sensitivity value in higher frequency will count values for wider frequency bandwidth than
the lower frequency in the octave band. Due to this, the MSA for the amplitude of the FRF will have the maximum value of
1 or �1.

Comparing these two results of the sensitivity analyses, the effective mass location to obtain the desired SRS will be
identified. If the contribution of the mode on the SRS is checked with the contribution analyses proposed, these sensitivities
should have direct relationship with sensitivity for the SRS and should be useful for the SRS customization.

13.3.6 Structural Dynamics Modification (SDM)

The SDM [10] will be used to compute a response time signal for the modified system. The SDM can efficiently evaluate the
modified response using the modal space representation for the system (either the original set of modes or the modified set
of modes).

Using the SDM, the equation of motion for undamped system after the modification is written as1,2

2
664

2
664

: : :
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: : :

3
775C �

M12

�
3
775 f Rp1g C

2
664
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664
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3
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K12
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3
775 fp1g D 0;

where
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M12

� D ŒU1�
T Œ�M� ŒU1� and

�
K12

� D ŒU1�
T Œ�K� ŒU1�

(13.29)

Here,
�
M12

�
and

�
K12

�
represent the modification effect in modal space. If the eigensolution is applied to Eq. 13.29, a

set of new eigenvalues and eigenvector will be obtained. The eigenvalues from this solution represents a set of new natural
frequencies for the modified system. The eigenvectors from Eq. 13.29 will provide

fp1g D ŒU12� fp2g (13.30)

With Eqs. 13.29 and 13.30, the equation of motion for the modified undamped system in modal space will be written as

1For the SDM, subscript 1 means parameter for the original model and subscript 2 means parameters for the modified model. In general, original
structural and modal matrices will be presented without any subscripts.
2A term written in capital alphabet means matrix. A term with small alphabet means a component of matrix. For example, M means a modal mass
matrix and mi means a modal mass value for “i”th mode.
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The modified modal damping matrix C2 can also be obtained using Eq. 13.7 with the modified modal mass and stiffness
matrices. Using these modal parameters, the Newmark method or the IFT method will be performed to obtain a time response
for the modified system. If the time response computation is conducted in modal space with the Newmark solution, the
response signal will be transformed back into physical space using mode shapes for the modified system which is written as

fX2g D ŒU2� fp2g D ŒU1� ŒU12� fp2g (13.32)

This summarizes the major tools that are necessary for the analysis of the response for the SRS computations. The next
sections cover the two example systems: a simple analytical 5-DOF system and a beam structure (both a finite element model
and experimental configuration).

13.4 Analytical Example for 5-DOF System

13.4.1 Trial of the Methodology for Customizing SRS

In this section, the methodology proposed in this paper will be presented with a simple example of a 5-DOF system. The
model used here and its structural parameters are shown in Fig. 13.6 with system data shown in Table 13.1. For this model,
the modal solution will be applied and the acceleration response will be computed both in the time domain and the frequency
domain using Eq. 13.11 or 13.13. These two responses from the Newmark method and IFT method will be treated as
input signals for the SRS computation for the original system. Then, an arbitrary peak will be chosen to demonstrate the
methodology for SRS customization. In order to modify the peak of the SRS, the mode contribution will be performed and
the MSA will be applied to identify the most effective mass location for the modification. For this location, the SDM will be
conducted and the modified acceleration response will be computed using Eq. 13.31 and Eq. 13.32. Finally, the SRS for the
modified system will be computed and the effect of the modification will be judged comparing the difference in the SRS.

For the 5-DOF model, the physical mass and stiffness matrices are developed and the eigensolution will be performed
using Eq. 13.2 with the results shown in Table 13.1. Using Eqs. 13.5, 13.6 and 13.7, the modal mass, stiffness and damping
matrix will also be obtained assuming that the critical damping is 5 % for every mode.

In order to obtain the acceleration time response, an input force needs to be applied. For this study, a simple half sine
pulse shown in Fig. 13.7 is used. Then, the Newmark solution is performed with the modal parameters obtained to compute
the modal responses and all of the modal responses will be used to calculate the physical response shown in Fig. 13.8. The
Newmark solution performs the time integration in every 2.441e�5 s for 0.2 s time duration. The time duration is determined

Input forceSRS calculation

Fig. 13.6 5-DOF model used



146 K. Aizawa and P. Avitabile

Table 13.1 Parameters for each
mode

Mode number Natural frequency (Hz) Mode shapes Critical damping (%)

1st 45:30 5

2nd 132:23 5

3rd 208:45 5

4th 267:78 5

5th 305:42 5
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Fig. 13.7 Applied input force
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Fig. 13.8 Acceleration response
with Newmark method

based on the damped response because the signal should be damped well in the time block to avoid the leakage error in the
FFT or IFT. The valid upper frequency for this computation is considered as 4,096 Hz because the sampling frequency used
is 40,960 Hz. Although this is much higher than the highest natural frequency of the system, the sampling frequency needs
to be very high to allow small time increment to obtain the peak value in the resulting time signal correctly.

Because the time response will also be computed in the frequency domain, the input force will be transformed into the
frequency domain using the FFT and the result is shown in Fig. 13.9. The nfft used is 131,072 and, with this value and
the sampling frequency of 40,960 Hz, the frequency resolution for the spectrum will be 0.3125 Hz. Applying the modal
parameters which are obtained from the eigensolution into Eq. 13.14, the FRF for the 5-DOF system can be obtained and
is shown in Fig. 13.10 in terms of accelerance. With this FRF and the input spectrum obtained, the response spectrum will
be calculated using Eq. 13.13. For the response spectrum obtained, IFT will be applied to obtain the time signal and the
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solution
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Fig. 13.11 Comparison of time
response

response signal will originally have length of 131,072 but only the first Fs � 0.2 set of data will be used. The result is shown
in Fig. 13.11 and the time response with the Newmark method is overlaid. Both of the signals compare well with less than
0.2 % difference on the peak point.

Using the acceleration signals computed from the Newmark method or IFT method shown in Fig. 13.11, the SRS will
be developed using 1/12 octave band shown in Eq. 13.17. For each additional SDOF system whose natural frequency is the
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Fig. 13.13 FRF versus SRS

center frequency of the octave band, the maximum acceleration response value will be obtained with Eq. 13.22. The percent
of critical damping of the SDOF system is assumed to be 5 %. Figure 13.12 shows the SRS developed with the time domain
response and frequency domain response solution and the SRS is calculated up to one-eighth of the sampling frequency of
the input signal, which is approximately 5,000 Hz. In this work, the SRS is plotted in decibel scaling with the reference value
of 1 G; note that this value is different from the reference value defined in ISO 1683 [11]. Because both of SRSs shown in
Fig. 13.12 provide almost the same result with less than 0.3 % difference in the maximum peak, both solutions in the time
domain and frequency domain are considered to be useful for the SRS computation. However, the IFT method provides only
the physical response and this is not convenient for entire flow of this work because the modal responses will be required
to perform the contribution analysis. Due to this, the IFT method will be performed only for the comparison of the original
SRS computation with the Newmark solution and will not be used for the SRS customization procedure.

The maximum peak on the SRS is found as a peak around 132 Hz. For the SRS customization procedure, this peak will
be used for the demonstration of the methodology. In order to evaluate the relationship between the modes and peaks of the
SRS, the contribution analysis will be performed in two ways: superimposing the FRF on the SRS or the SRS computation
with modal response.

In Fig. 13.13, the FRF is superimposed on the SRS and the left Y-axis shows values of the SRS and the right Y-axis shows
values of the FRF. The SRS is plotted in the form of bar graph because the relationship between a particular peak of the FRF
and the value of a particular octave band will be obvious. From this result, each of the first and second modes is considered to
have high contribution to each of the first and second peak of the SRS because the FRF has peaks close to the peak frequency
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of the SRS. However, the third, fourth and fifth modes are considered to have small contribution because there are no obvious
peaks of the SRS near to the peaks of the FRF.

In Fig. 13.14, each modal response which is computed with the Newmark method is used for the SRS computation. These
modal responses used are scaled by the mode shapes separately and each SRS obtained is influenced only by each mode.
Here, the SRSs with the first and second modal response have approximately the same peak values as the original SRS at
the first and second peak. However, the SRSs with the third, fourth and fifth modal response have smaller values than the
original SRS. Due to this, the first and second modes are considered to have strong contribution to the SRS but the others do
not.

As a result, the maximum peak of this SRS is considered as being influenced largely by the second mode of the system.
Because these contribution analyses showed the second mode of the system contributes to the second peak of the SRS
strongly, in order to identify the most effective location for the modification, the MSA will be applied to the 5-DOF system.

Using Eq. 13.24, the MSA for the eigenvalues will be obtained as shown in Fig. 13.15 and the X-axis represents the DOF
of the system and the Y-axis represents the number of modes. From this result, the DOF 2 or 5 are considered to be useful to
lower the natural frequency of the second mode. On the other hand, the DOF 4 is thought to have small effect for eigenvalue
modification because the DOF 4 is a node of the mode.

In addition, in order to identify the most effective location to decrease the amplitude of the FRF, the MSA for FRF will
also be performed using Eq. 13.28. In this case, the MSA for FRF is summed up with bandwidths of seven octave bands each
of which have the peak octave band at the middle, which means the result will show the sensitivity of amplitude reduction
in those octave band entirely and which describes the effectiveness of the locations to modify each peak of the SRS. The
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Table 13.2 Comparison of
natural frequencies

Natural frequency (Hz)

Mode number Original Modified Diff. (%)

1st 45:30 41:55 �9:02
2nd 132:23 124:23 �6:44
3rd 208:45 200:99 �3:71
4th 267:78 263:49 �1:63
5th 305:42 304:20 �0:40

result is shown in Fig. 13.16 and the DOF 5 is considered to be effective for lowering the amplitude of the second mode
because of the maximum sensitivity. If the MSA for FRF outputs positive values such as that for mode number 4 or 5 for the
modification of DOF 1, the FRF modified will have higher amplitude in those defined frequency bandwidth.

If the goal of the modification is lowering the natural frequency and reducing amplitude of the FRF, then DOF 5 can be
considered to be proper for the modification because this location has high sensitivity values for both sensitivity analyses.

In order to customize the second peak of the SRS, the SDM will be performed by increasing the mass value of the DOF
5 by C 50 % from the original model to check the effect. From Eq. 13.31, the natural frequency for the modified system will
be achieved and, in Table 13.2, these values are shown with comparison of the original values. From this result, the natural
frequency of the second mode is confirmed to be decreased from the original value.

In order to verify the change in the FRF, the original and modified FRF are superimposed in Fig. 13.17. Here, the modified
FRF is computed using Eq. 13.14 with the modified modal parameters obtained from the SDM and a reference solution which
is performing a modal solution directly on the modified system. These two modified FRFs are the same and have smaller
amplitude at the second mode than the original FRF. Using the same set of modal parameters used for the FRF computation,
the modified time response can be calculated with the Newmark method in modal space. The modified physical response from
the SDM and the reference solution is shown in Fig. 13.18 and compared to the original response and two of the modified
responses compare well. These accelerations are used for the SRS computation and the result is shown in Fig. 13.19. The
modified SRS has smaller amplitude for the second peak and the peak frequency is shifted lower. The maximum peak
frequency is shifted by 7 Hz and its amplitude is decreased by 3 dB. The modified SRSs with the SDM and the reference
solution are the same because the signals used for the calculation are also the same. Due to this, the effect of the SRS
modification can be measured with the modified response using the SDM procedure.

Although these figures showed good results and the modified SRS achieved the goal defined, the mass location of the
modification may not be the best because the modification was attempted only for one location. In order to confirm the
methodology, the same SDM procedure will be applied to every DOF and the modification value is consistently set to
C50 %. Figure 13.20 shows the result and the DOF 5 is confirmed to have the smallest amplitude for the second peak of the
FRF with the biggest frequency shift in these five patterns. Due to this, the methodology for customizing the SRS to meet
the design is considered to be appropriate. In addition, the modification effect will be checked using various modification
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Fig. 13.19 Comparison of SRS

values for the best modification location of the DOF 5. Figure 13.21 shows the result for four different modification values:
C10, C30, C50 and C100 %. From this result, the modification effect on the SRS is confirmed to be proportional to the
modification value. If the value is modified significantly, the SRS will also be modified significantly but the modification
value should be determined in a feasible range because C100 % modification may not be realistic for an actual design.
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13.4.2 Proper Configurations for SRS Computation

Here, the following three configurations will be discussed for the proper SRS computation: the time duration of the input
signal used for the SRS computation, the sampling frequency for that time signal, the number of modes used for the time
signal computation.

The SRS developed in the previous section uses the acceleration signal with 0.2 s duration for its development. Because
the specification of some frequency components may not clearly appear in a shorter time window, five different time lengths
will be used for the discussion: 0.01, 0.05, 0.1, 0.2 and 0.5 s. The sampling frequency is set to 40,960 Hz and all of the modes
are used for the time response computation with the Newmark method. Figure 13.22a shows the difference of the time signals
and within approximately 0.2 s, the signal is considered to be damped well. Figure 13.22b shows a comparison of the SRSs
computed with these five signals. From this result, if the signal for the SRS computation is too short like 0.01 s, which is just
twice the input pulse duration, the SRS obtained will have different envelope from others because the each modal response
has not achieved their maximum response. On the other hand, if a signal used for the SRS is long enough such as 0.1, 0.2 or
0.5 s, the response signal is considered to be adequate to collect the maximum response value to compose the envelope of
the SRS because the peak specifications of the SRS are the same for these time signals. Due to this, the signal used for the
computation needs to be long enough to collect the maximum response values but does not necessarily need to be damped
well in the time span to estimate the peak values from the development of the SRS.

The sampling frequency will affect not only the upper frequency limit of the SRS computation but the peak values of
the SRS because the acceleration time signal may have different peak values based on the time increment of the Newmark
method if the sampling frequency is low. Here, some sampling frequencies will be used to discuss the effect; 2,560, 5,120,
10,240, 20,480 and 40,960 Hz. Time length of input signal is set to 0.2 s because 0.2 s signal was considered to be long
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Fig. 13.22 Effect of input time length (a) acceleration signal, (b) SRS comparison
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Fig. 13.23 Effect of sampling frequency (a) acceleration signal, (b) SRS comparison

enough for this study from the previous section and all modes are used for physical response computation. Figure 13.23a
shows the effect of different sampling frequencies and there are some differences seen at some peaks as discussed above.
This is because a signal with high sampling frequency has smaller time increment and high number of data points so the
peak values are identified well. However, for the SRS shown in Fig. 13.23b, all of the signals have almost the same value.
Because the SRS computation is done in every octave band, slight difference in amplitude or frequency of the input signal
may not be so important for the SRS computation. As a result, although the sampling frequency does not affect the peak
values of the SRS that much, the value should be high enough to reproduce a peak value in the time domain well and should
be determined based on the upper limit of the frequency of interest.

This work uses the physical acceleration with the modal superposition techniques for the SRS computation if the
computation is performed in the time domain. Here, the number of modes can be limited for faster computation. Although
the computation will be faster if small number of modes is used, specification of the SRS may degrade. In order to check
this effect, the number of modes used for the computation will be changed; only the first mode, first two modes, first three
modes, first four modes and all modes. The time length and sampling frequency are set to 0.2 s and 40,960 Hz based on
the previous considerations. Figure 13.24a shows a comparison of acceleration signals and these signals are used for the
SRS computation. Figure 13.24b shows a comparison of the SRS. Of course, if a large number of modes is used for the
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computation, a more correct SRS will be obtained but the maximum peak value of the SRS can be estimated with the limited
number of modes if the modal response which may cause the maximum response is included. For example, if the second
peak of the SRS is dominant and if the second mode contributes to the peak well, the SRS calculated with the first two modes
is enough to evaluate the maximum peak value.

13.5 Analytical/Experimental Example for Beam Structure

13.5.1 Experimental SRS Measurement/EMA for Acquiring Modal Parameter

For the studies performed here, a beam shown in Fig. 13.25 will be used to evaluate the methodology. The beam which has
cross section of 2 in. by 1 in. with 6 ft length is suspended on the upper end of the beam to simulate free-free configuration.
Free-free configuration is chosen because of its simplicity in the boundary condition. This beam is made of aluminum and the
surface is covered with duct tape to provide some damping. An input force is applied to the lower end of the beam #19 and the
SRS will be developed at the location of #8 which is 28 in. away from the upper end. For constant input, a pendulum shown
in Fig. 13.25 is utilized and a load cell is introduced to the weight of the pendulum to measure the input signal and a soft tip
is attached on the load cell. In order to measure the acceleration signal, an accelerometer is located to the location of #8.

For a proper experimental SRS measurement, some configurations including the measurement time duration, the sampling
frequency and the number of modes used for signal computation need to be determined. Although the sampling frequency
may affect the peak value of SRS and will limit the upper frequency, the sampling frequency is set to 40,960 Hz because
this value will provide a small enough time increment and the computation time may be long if higher sampling frequency
is used. Here, the acceleration signals with four different time lengths will be measured: 1.6, 4.0, 8.0 and 16 s time duration.
Figure 13.26 shows the difference in the input time signals used for these four measurements and the pendulum is confirmed
to produce essentially the same input consistently with less than 2 % difference in the peak value. These input signals cause
the acceleration response at the output location and Fig. 13.27 shows the measured acceleration responses. Because the input
signals have similar envelope and amplitude, the output signals also have high similarity. Using these acceleration signals,
the experimental SRSs are developed using Eq. 13.22 and Fig. 13.28 shows the result. From this result, the SRS with the 1.6 s
time duration signal is different from others in low frequency but all of them except for 1.6 s have high similarity for every
peak of their SRS in high frequency. Due to this, the acceleration signal with 4.0 s length is considered to be long enough for
the SRS computation for this case. Although the signal with 4.0 s duration is not damped well in its time duration, the SRS
with 4.0 s signal has high similarity as SRSs with longer time duration because the maximum response values caused by the
input signal are obtained in that duration. Furthermore, because the peak values of these four SRSs are almost the same, the
input forces with less than 2 % difference are considered to be sufficient for measuring the effect of the modification. For the
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Fig. 13.25 Measurement setup
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Fig. 13.26 Input signal
comparison

customization procedure, the biggest peak near 40 Hz will be used. The frequency of interest can be set as up to 2 kHz based
on the envelope of the SRS and the physical response will be calculated with modes existing lower than 2 kHz.

Based on the frequency range of interest determined, the EMA will be conducted to develop a proper experimental or
analytical model. Using three kinds of modal impact hammers, a set of FRFs will be measured to estimate the mode shapes,
natural frequencies and dampings. The following three different configurations will be used for the EMA.

Configuration (i): Fs D 512 Hz, nfft: 32,768, 4f D 0.016 Hz, T D 64.0 s
Configuration (ii): Fs D 1,280 Hz, nfft D 32,768, 4f D 0.039 Hz, T D 25.6 s
Configuration (iii): Fs D 5,120 Hz, nfft D 32,768, 4f D 0.156 Hz, T D 6.4 s
(Fs: sampling frequency, 4f: frequency resolution, T: acquisition time)

These configurations are determined based on the estimation that lower modes might have low damping. Because a
proper damping value is required for better SRS computation and applying any windows is not proper for better damping
value estimation, the signal needs to be decayed well within the acquisition time to avoid the leakage error. The examples
of the input forces and modal hammers used are shown in Fig. 13.29. With these hammers, the input forces will be added
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to all of the locations starting from #1 to #19. An accelerometer is consistently placed at the location #8 to measure the
response acceleration and then, 19 sets of FRFs will be obtained with the three different configurations. Figure 13.30 shows
the example of the FRFs measured with these three configurations between the input location #19 and the output location
#8. Due to the leakage error depending on the short acquisition time, modal parameters of the first few modes are hard
to estimate from the FRF shown in Fig. 13.30c which is measured with the configuration (iii). On the other hand, using a
proper configuration, which is configuration (i), these modal parameters for the first few modes can be measured from the
FRF shown in Fig. 13.30a. The first two rigid-body modes and two bending modes will be extracted from the FRF with the
configuration (i) and the next three bending modes will be extracted with the configuration (ii) and for the other modes exist
lower than 2 kHz, the configuration (iii) will be used. Table 13.3 shows the results of the EMA and the frequencies, damping
and some examples of mode shapes are shown. Applying these parameters into Eqs. 13.5, 13.6 and 13.7, the modal mass,
stiffness and damping matrices will be developed and the equation of motion will be developed experimentally. Figure 13.31
shows the FRF computed with these data using Eq. 13.14 compared to the measured FRF with the configuration (iii). This
FRF will be called the synthesized FRF and this FRF will be used for the discussion of the contribution analysis and the SDM.
The measured FRF has torsional modes at some frequencies but the synthesized does not because the modal parameters are
extracted only for bending modes.
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Table 13.3 Results of EMA Mode # Mode name Natural frequency [Hz] Mode shapes Damping [%]

1 1st rigid-body

2nd rigid-body

1.251 0.2309

2 1.713 1.0244

3 1st bending

2nd bending

3rd bending

4th bending

5th bending

6th bending

7th bending

8th bending

9th bending

10th bending

39.437 0.0272

4 108.478 0.0259

5 212.418 0.0283

6 349.881 0.0260

7 521.407 0.0209

8 725.244 0.0193

9 961.455 0.0232

10 1230.080 0.0319

11 1525.900 0.0346

12 1855.130 0.0523

13.5.2 FE Model Development Using Measured Modal Parameters

In order to calculate a SRS from the FEA and compare the SRS with the one from the experiment or the EMA, an FE
model will be developed to simulate the experimental model as shown in Fig. 13.32. The mass and stiffness matrices were
developed using planar beam theory. The beam is made of aluminum, the mass density is 2.588e�4, the Young’s modulus E
is 10e6 psi and the moment of inertia I D ab3

12
is 6.510e�4 in ˆ3 considering the rectangular cross section. The beam model is
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Fig. 13.32 FEA model

Table 13.4 Comparison of
eigenvalues Mode # Mode name

Natural frequency (Hz)
Diff. (%)EMA FEA

1 1st rigid-body 1:251 0:0033 �3.78EC4
2 2nd rigid-body 1:713 0:0522 �3.18EC3
3 1st bending 39:437 38:98 �1.17
4 2nd bending 108:478 107:44 �0.97
5 3rd bending 212:418 210:63 �0.85
6 4th bending 349:881 348:18 �0.49
7 5th bending 521:407 520:13 �0.25
8 6th bending 725:244 726:46 0.17
9 7th bending 961:455 967:18 0.59
10 8th bending 1; 230:080 1; 242:30 0.98
11 9th bending 1; 525:900 1; 551:81 1.64
12 10th bending 1; 855:130 1; 895:72 2.14

evaluated in a free-free condition with very soft end springs. For the mass and stiffness matrices developed, an eigensolution
is performed and these eigenvalues obtained are shown in Table 13.4 with comparison of the EMA data and the flexible mode
natural frequencies are in very good agreement. The mode shapes from the FEA are shown in Fig. 13.33. The mode shapes
from the EMA and FEA are compared using the Modal Assurance Criteria (MAC) given as

MACij D .fUi gT fUj g/2
.fUi gT fUi g/


fUj gT fUj g
� ; where Ui and Uj represent mode shapes at j or k (13.33)

All the vectors are very well correlated as seen in Fig. 13.34 except for the rigid body modes which are not of importance
for the studies here. Using Eqs. 13.5 and 13.6, the modal mass and stiffness matrices will be computed from the FEA and,
for modal damping matrix, the modal damping values measured in the EMA, which is shown in Table 13.3, will be used with
Eq. 13.7. With these matrices, the equation of motion in modal space will be developed and the FRF will also be calculated.
Figure 13.35 shows the comparison of the FRFs obtained from the EMA and FEA. These results are similar because the
natural frequency and mode shapes of both models are very similar and the measured damping values are used for both
computations. These FRFs will be used to compute a time response with the IFT method and used to compare the effect of
the modification.
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13.5.3 SRS Computation with Time Response from Measured Data/EMA/FEA

With the modal parameters obtained from the EMA or FEA, an acceleration time response can be computed. The input force
used for the computation is determined from the measured input force signal. This signal is measured with the sampling
frequency of 40960 Hz and the envelope is shown in Fig. 13.36. This signal is the same as the one shown in Fig. 13.26,
which is for the configuration of 4.0 s measurement. Then, the Newmark method or IFT method can be applied to the
equation of motion in modal space which is obtained from the EMA and FEA.

Using the Newmark method, the modal responses will be computed first and then transformed into physical space using
mode shapes obtained from the EMA and FEA. Here, the acceleration signals for the first 12 modes will be used for the
computation because these modes are considered to be sufficient for estimating the peak values of the SRS and the modal
parameters for the first 12 modes are extracted from the EMA. The sampling frequency for the Newmark method is set as
40,960 Hz; the upper frequency of interest is 2 kHz but the small time increment is needed to assure that accurate time
response is obtained.

On the other hand, for the IFT method, the FRF will be constructed with 40,960 Hz sampling frequency and the nfft of
262,144. The frequency resolution for the spectrum will be 0.15625 Hz and the response signal will have the time length of
the nfft but the signal for the first Fs � 4.0 set of data will be used. The FRF which will be used for this computation was
shown in Fig. 13.35 and the response time signal will be affected by the first 12 modes.
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Figure 13.37 shows the comparison of the measured acceleration signal, results of the Newmark method and results of
the IFT method. For the Newmark method and IFT method, time responses from the EMA and FEA are compared and all of
the computed signals have almost the same response as the measured signal. Because the natural frequency and mode shapes
of both solutions compare well and the measured damping values are used, the true signal is reproduced well as expected.
However, the IFT method has slightly smaller amplitude than the Newmark solution and several reasons may explain why.
First, the sampling frequency may not be small enough to accurately capture the peak time response. Second, the signal may
suffer from slight leakage errors due to the overall sample period.

Finally, these signals will be used for the SRS computation and Fig. 13.38 shows the result. Compared to the SRS with the
measured data, the SRSs with the Newmark method are very similar. Although the SRS with the IFT method is not different,
the SRS with IFT method has slightly smaller value than the measured SRS or the SRS with the Newmark method because
of the difference in amplitude of the time response signal. In addition, the SRS with the EMA data has smaller amplitude
than the SRS with the FEA because of the same reason. Because the SRSs from the FEA are similar to the measured SRS,
the SRS with the FEA data is considered to simulate the actual system well. Due to this, if the data from the EMA and FEA
compare well and if the measured damping is used, the envelope of the SRS can be the same as the actual SRS and the first
goal of this paper is achieved: the development of a correct solution for the SRS simulation.
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13.5.4 Trial of the Methodology for Customizing SRS

Here, the methodology proposed in this paper will be applied to the developed model. Using the SRS and modal parameters
obtained from the EMA or FEA, the contribution of modes, MSA and SDM will be performed.

In order to clarify the relationship between the modes and peaks of the SRS, the contribution analysis will be performed.
Here, a pair of SRSs which are developed from both the EMA and FEA will be used for the discussion. In Fig. 13.39, the
FRFs computed from the EMA and FEA are superimposed on the corresponding SRSs. These SRSs are developed with the
acceleration signals calculated with the modal parameters identified using the Newmark method. Here, the first four modal
parameters of flexible modes are used to synthesize the FRF and the contribution is analyzed. From this result, the first and
second modes of the beam are considered to have high contribution on the peaks of the SRS because the obvious peaks exist
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at the same frequency. For the peak of the SRS to be modified, which is a peak around 40 Hz, the first bending mode of
the beam is considered to have large contribution to the peak of the SRS based on this analysis. The contribution can also
be estimated from the separate SRSs developed with each modal acceleration response. Figure 13.40 shows the result and,
for the modal acceleration computation, the first five modes are used to analyze the contribution. From this result, the same
as the result discussed previously, the first and second modes are considered to have high contribution and the first bending
mode can be judged as the most dominant for the biggest peak of the SRS.

Due to this, the first mode of the beam will be customized to obtain the desired SRS. In addition, because there is only
really small difference between two solutions from the EMA and FEA, this contribution analysis can be performed with just
the FEA because both data sets are similar.

In order to customize the maximum peak of the SRS, for the first bending mode of the beam, the MSA will be applied
to identify the most effective location for the mass modification. The goal of this modification is defined as lowering the
peak frequency and decreasing the amplitude at the peak. Using Eq. 13.24, the MSA for the eigenvalues can be obtained
and the result is shown in Fig. 13.41. Although the modal parameters extracted from the EMA can also be used but for this
computation, only the modal parameters obtained from the FEA are used and the number of nodes is limited to have the
same nodes as the experiment. The computation is done only for the bending mode because the modal parameters of the
FEA are very similar to the EMA data only for the first ten bending modes. From this result, both of the ends of the beam are
considered to have high sensitivity for the eigenvalue modification for the first bending mode. In addition, the MSA for FRF
can be obtained using Eq. 13.28 and the result for the first ten bending modes is shown in Fig. 13.42. The sensitivity values
are summed up with bandwidths of seven octave bands each having the peak octave band in the middle. From this result,
both ends of the beam are considered to have high sensitivity for amplitude reduction of the FRF the same as the MSA for
the eigenvalues.
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As a result, both ends of the beam are considered to be useful to lower the natural frequency of the first bending mode
and to decrease the amplitude of that mode. On the other hand, node #5 or #15 is considered to have small effect on the
customization for the first bending mode because these locations have these sensitivities with a value of almost zero which
is expected to results as these are close to the node of the mode.

In order to estimate the effect of the modification for the biggest peak, the mass value of the DOFs which were identified
to be effective/ineffective for the customization will be modified in the FE model developed. Although the SDM procedure
can be applied to the EMA model, because the data from the EMA and FEA have high correlation in the frequency range of
interest, only the FEA data will be used here. A 0.5 lb mass is added to for the mass location of experimental node #15 or #19
as a lumped mass, because these locations are considered to be the most effective/ineffective location for the customization of
the first mode based on the result of the MSA. The SDM procedure will be used to simulate these two patterns of mass change
and the FRFs obtained are shown in Fig. 13.43. In this work, the damping value for the modified system is set to the same
as the values measured from the EMA of the original system. In Fig. 13.43, a set of FRFs simulating the mass modification
for every experimental node is shown together. From this result, the FRF with the optimal mass change is confirmed to have
the greatest effect on the frequency shift and amplitude reduction for the first mode. However, for every mode on the optimal
FRF, the amplitude is decreased and the frequency is shifted lower the same as the first mode. This is because the edge of
the beam has high sensitivities for every bending mode. On the other hand, the mass modification for the node location,
which is #15, changes neither the frequency nor the amplitude of the first mode but, for the other modes, the effect on the
frequency shift or amplitude reduction is seen because the sensitivities for the other modes are not small. The detailed modal
parameters will be compared between the original and modified model with the experimental results in the next section.
Figure 13.44 shows the comparison of the acceleration signals obtained from the original and modified modal parameters
using the Newmark method. For both solutions, the same input force shown in Fig. 13.36 is used and the modified signal with
the optimal mass modification has lower amplitude than the original signal because the amplitude of the FRF is decreased.
Using these modified acceleration signals, the modified SRS can be developed and the result is shown in Fig. 13.45. In this
figure, the mass modification for all nodes is also performed the same as Fig. 13.43 so the modified SRSs can be compared
to the original SRS and a set of SRSs computed with the acceleration signals with randomized modifications. From this
result, the modified SRS computed with the optimal mass modification based on the MSA has the smallest amplitude and
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its frequency shift is the biggest. The amplitude reduction is about 3 dB and the peak frequency is shifted by 4 Hz. But for
the SRS with mass modification for the location with small sensitivities, the modified SRS has almost the same peak value
as the original SRS at the biggest peak. Due to the result described here, the SRS customization procedure proposed in this
work is considered to be valid and useful because the mass modification with high sensitivity values is proved to be useful
for the SRS customization and the mass modification with small sensitivity is shown to be not effective.
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In order to check the accuracy of the analytical estimation for the SRS customization, an additional mass will be added
to the actual beam system to simulate a SRS customization experimentally. Figure 13.46 shows the experimental setup for
conducting the SDM. Two masses each of which has 0.25 lb and that are made of stainless steel is attached to the node
#19 and #15 which are considered to have the highest and smallest sensitivities for the first mode. For both of modified
systems, a pair of the FRFs will be measured using configuration (i) and the result is shown in Fig. 13.47 compared to the
original FRF. From this result, the modified FRF with the optimal mass modification of #19 has lower frequency and smaller
amplitude but the modified FRF with the poor location has the same peak specification as the original FRF. Although the
added mass is different from the perfect lumped mass condition, this is considered to be reasonable to check the methodology
because the FRF modified has the same tendency as the one from the FEA shown in Fig. 13.43, which uses the lumped mass
configuration.

In addition, the EMA for the modified system will be performed to obtain the modified modal parameters using the same
three configurations used for the measurement for the original model; this is done to obtain the modified modal parameters
and compare them with the original one. In this case, only the optimally modified modal parameter is extracted. Table 13.5
shows the result of the EMA and a set of the modified natural frequencies and damping values are shown in the table.
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Table 13.5 Modified modal parameters with optimal mass modification

Mode # Mode name

Natural frequency Critical damping

Modified value (Hz) Modification effect (%) Modified value (%) Modification effect (%)

EMA FEA EMA FEA EMA EMA

3 1st bending 37:265 36:750 �5.83 �6.07 0.3240 16.06
4 2nd bending 102:996 101:856 �5.32 �5.48 0.0713 64.74
5 3rd bending 202:524 200:592 �4.89 �5.01 0.1801 85.29
6 4th bending 334:837 332:899 �4.49 �4.59 0.5246 95.04
7 5th bending 502:690 498:994 �3.72 �4.24 0.6561 96.82
8 6th bending 701:696 699:014 �3.36 �3.93 0.4648 95.85
9 7th bending 929:209 933:065 �3.47 �3.66 0.7685 96.99
10 8th bending 1; 203:610 1; 201:223 �2.20 �3.42 1.0351 96.91
11 9th bending 1; 495:180 1; 503:546 �2.05 �3.18 0.8065 95.71
12 10th bending 1; 819:810 1; 840:082 �1.94 �3.02 0.6595 92.07
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Furthermore, the modified natural frequency from the FEA is also shown and the modification effect is calculated based on
the change from the original values shown in Tables 13.3 and 13.4. From this result, the change of the experimental natural
frequency is similar to the one of the FEA. However, the modified analytical model was assumed to have the same damping
as the original system in the process of the analytical modification but the measured damping values after this modification
are different from the original values because the mass is added discretely to the structure. Because the actual damping values
are hard to estimate before the actual system is built, the original damping values may be able to be used for the estimation
of the modified response computation or the modified SRS computation. Using these modal parameters extracted from the
EMA, the FRF for the modified system is synthesized using Eq. 13.14 and the result is shown in Fig. 13.48. Because both
of the modified FRF from the analytical and experimental solution compare well and both of the modified FRFs have valid
modification effect, the modification and the extraction of modal parameter for before/ after the modification are considered
to be correct.

In order to develop the SRS for the modified system experimentally, the pendulum shown in Fig. 13.25 will be used to
measure the modified acceleration signal and Fig. 13.49 shows the comparison of the input signals used for the original
and modified acceleration signal measurement. The measurement will be done for the modified system with the optimal
mass modification and the system with the location with small sensitivities. Because these three signals are similar, the
modification effect can be judged sufficiently from the measured response signals. Figure 13.50 shows the comparison of the
measured response signals before/ after the modification. This result is similar to the analytical result shown in Fig. 13.44.

Finally, the modified SRS will be computed with the measured acceleration signal for the modified model. Figure 13.51
shows the result and the original experimental SRS, the original and modified SRS from the FEA are also shown. The
modified SRS with the ineffective location has the same peak value as the original SRS for the biggest peak but, for the
modified SRS with the optimal mass location, the peak value is decreased by 2 dB and its frequency is shifted by 2 Hz. The
change from the original SRS to the optimally modified SRS in the experiment is similar to the change in the FEA.
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Due to this, the methodology proposed is confirmed with the analytical and experimental solution using the beam model.
From both solutions, the modal parameters are compared and the measured modal damping is used for the FE model
development for better model description. This method provides the analytical SRS which is very similar to the measured
SRS and the modification effect is simulated properly using the FE model developed.
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13.6 Conclusion

This paper presents the design methodology for the development of a shock response spectrum test structure that is developed
from both analytical and experimental approaches using modal space as a basis for the description of the structure along
with the traditional shock response base excitation approach. In addition, the design is further analyzed using both time
domain and frequency domain response approaches that are further optimized using structural dynamic modification and
mass sensitivity approaches to obtain the desired SRS envelop.

Cases are first presented for a simple 5-DOF analytical model to illustrate all of the techniques described. This is followed
by the evaluation of a beam structure using both finite element and experimental modal approaches. Many different cases
were evaluated to show all aspects of every approach that is presented in the paper to highlight the effectiveness of each
approach. The approaches presented all support the design of a shock response spectrum structure.
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Chapter 14
Parameter Identification for Nonlinear Dynamic Systems via Multilinear
Least Square Estimation

Sushil Doranga and Christine Q. Wu

Abstract The Nonlinear Resonant Decay Method is an approach for the nonlinear system identification of continuous,
multi-mode and lightly damped systems. In this method the identified nonlinear model is expressed in a linear modal space
with additional terms representing the nonlinear behaviour. These additional nonlinear terms are obtained by performing least
square regression in a modal space. Implementing this methodology in a structure, a large number of these nonlinear terms
may exist but not all of them are significant. The problem of deciding which and how many terms are required for an accurate
identification is still challenging. The challenges are (1) a term which is deemed insignificant at an early stage of regression
may actually prove to be significant in later steps when the model size is smaller. (2) A term which has been removed cannot
be reinstated and the identified model will be sub-optimal. This paper attempts to address these challenges by using a least
square regression algorithm in a statistical sense. A “Coefficient of Determination” criterion is used to select the essential
nonlinear terms. Only those terms which have the largest correlation with the nonlinear restoring force are entered into the
model. The proposed methodology is demonstrated through simulations numerical in a five degree-of freedom system and
in a cantilever beam. Simulation results shows that this methodology is robust for estimating the local nonlinearity of the
system.

Keywords Nonlinear parameter identification • Multilinear least square estimation • Coefficient of determination

14.1 Introduction

Nonlinear resonant decay method is one of the methods for representing a nonlinear system in a modal space. It aims to
simplify the unknown nonlinear model structure, with too many parameters by using a multi-exciter force pattern to excite
one mode at a time. This approach is in essence based upon the idea of force appropriation which permits the determination
of a monophase force vectors from the measured frequency response functions (FRFs) matrix. These force vectors will
induce single mode behaviour when applied to a linear system at the relevant undamped natural frequency. A single mode
may thus be tuned and measured. Scaling these force vectors at a level great enough to excite the nonlinearity present in
the structure yield two possible results: (1) the excited mode dominate the response in the steady-state phase. In this case
the mode is nonlinearly uncoupled. (2) Other modes also exhibit a significant response. This is due to the nonlinear cross
coupling between the modes.

A suitable curve fit may then be used to identify the linear and nonlinear modal parameters based on restoring force-
state mapping. For uncoupled nonlinear modes, the curve fitting involves the modal response associated with that mode. For
coupled linear or nonlinear modes, the curve fitting includes all modes coupled to the mode of interest. It should be noted that
appropriate basis functions need to be choose in curve fittings. The problem associate with the curve fitting is to determine
which of the candidate basis functions are actually required for an accurate representation of the nonlinear system. Some
terms may simply not be present in the system, some may not be significant at the level of the measured responses, some
may be masked by noise or other measurement errors and some may not have been adequately excited by the forces applied
to the structure. It is important that these terms need to be removed to ensure that the final model is parsimonious and truly
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represent the dynamics of the nonlinearity. To address these issues Platten et al. [2–4] proposed three algorithm which are
Forward Selection (FS) algorithm, Backward Elimination (BE) algorithm and Genetic Algorithm optimization. However, the
problem associated with implementing these algorithms are that (1) a term which is deemed insignificant at an early stage
of regression may actually prove to be significant in later steps when the model size is smaller, (2) a term which has been
removed cannot be reinstated and the identified model will be sub-optimal, (3) there are no exact guidelines for selecting
a suitable term and (4) there is no basis to deal with the noisy signal. So, there is a necessity of improving the algorithm
such that the above mentioned problems can be addressed. In this paper a statistical based multilinear least square algorithm
is proposed and is applied to a simulated five degree of freedom system and in a cantilever beam. A statistical based least
square curve fitting has been widely used in the field of electrical engineering for time series modeling [3, 5]. Similarly a
multilinear regression model along with artificial neural network (ANN) has been used successfully for nonlinear modeling
of time series data [1, 6]. It has been shown in [7] that maximum likelihood estimation is efficient in estimating the parameter
of a nonlinear system with polynomial nonlinearities.

The paper is organised as follows. The NLRDM approach is outlined first. A statistical based least square estimation
algorithm is proposed for nonlinear parameter estimation. Following the least square estimation algorithm, two nonlinear
parameter selection techniques are presented which are solely based on the correlation coefficient. The proposed parameter
selection algorithm is demonstrated through a simulated five degree-of freedom lumped parameter nonlinear system and in
a cantilever beam.

14.2 Nonlinear Resonant Decay Method (NLRDM)

The NLRDM technique is used to identify the nonlinear system with Multi-Degree-Of-Freedom. It has been successfully
applied for a number of simulated and experimental structures [2–4]. The NLRDM technique consists of: (1) linear system
identification, (2) Force vector approximation (linear), (3) excitation with approximated scaled force vectors to excite
nonlinearities of the structure (4) data processing (integration and transforming into modal space) and (5) least square
estimation to obtain the nonlinear parameters. During the linear system identification (first stage), the linear parameters
of the structure such as mode shapes, modal mass, modal damping ratios and modal stiffness are identified using the
conventional experimental modal analysis technique (EMA). The second stage of this methodology consists of approximating
the appropriate force vectors required to excite the mode of interest. This can be achieved by using a multivariate mode
indicator function (MMIF) [8–11]. The third stage is the excitation with the appropriate force vector obtained from the
second stage. In this stage a scaled force vector is used to excite the particular mode of interest. The excitation force vector
is scaled such that it is high enough to induce nonlinear behaviours. The fourth stage is the data processing stage in which
the measured response data along with the applied force vector are transformed to the modal space. The final stage of the
NLRDM is the suitable curve fitting on an excited mode to obtain the nonlinear parameters.

14.2.1 Least Square Estimation

In this section, the least square regression technique originally proposed in [2–4] is discussed first. The potential issues and
drawbacks associated with the technique proposed in [2–4] are summarized. To overcome these drawbacks a statistical least
square estimation algorithm is proposed. This estimation technique shows the potential nonlinear variable which has a first
priority to enter into the model and the variable which has a least priority to enter into the model. This section also shows the
new criteria for the measurement of the Goodness-Of-Fit of the identified coefficients. The proposed statistical least square
estimation methodology is based on the assumption that a stochastic relationship exist between the nonlinear restoring force
and the nonlinear variables [6, 7].

After the successful implementation of the fourth stage of NLRDM, the final stage consists of the curve fittings of the
excited nonlinear mode to the measured modal force and response data in a least squares sense. Previous authors [2–4] have
shown the least square curve fitting algorithm in the form of the changes in the mean square error. Here the same concept is
addressed first and the new concept of coefficient of determination in terms of statistical least square estimation is introduced
in the later section. The nonlinear modal equation for the excited mode in a modal space can be written as,

mi Rqin C ci Pqin C kiqin C gi fqn; Pqng D fin (14.1)
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where mi, ci and ki are the modal mass, damping and stiffness for the ith mode. fi is the modal force for the ith mode. gi is
the nonlinear modal restoring force. n D 1, : : : , N, where qn is the value of q (modal response) at the nth time instance qin

denotes the nth value of the ith modal displacement and fin denotes the nth value of the ith modal force. A candidate set of
basis function is selected such that,

gi fq; Pqg D ˛1f t1 fqn; Pqng C ˛2f t2 fqn; Pqng C ˛3f t3 fqn; Pqng C ˛4f t4 fqn; Pqng C : : : � � � D ˛i
T ftg (14.2)

where ftg is the column vector containing the basis functions. ˛i is the column vector containing the coefficients of the basis
functions for the ith mode. The superscript T denotes the transpose. Combining the force and the response data from all time
points and moving the linear terms to the right hand side, we have,
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Equation (14.3) can be reformed as,

ŒD� fai g D fqi g

where [D] is named as the design matrix and fqig is the right hand side vector for the ith mode. The right hand side of the
equation is known from the linear identification stage and nonlinear excitation stage, Eq. (14.3) can be solved in the least
squares sense to estimates the coefficients, faig. There are various algorithms to estimate the coefficients in the least squares
sense. The commonly used one in the literature is the mean square error criteria, and the second algorithm introduced over
here is the statistical least square algorithm which defines the best model in terms of the coefficient of determination. At first
the existing methodology described in [2–4] is used.

The mean square error (MSE) between the reconstituted restoring force and the measured modal restoring force is defined
as a measure of the Goodness-of-Fit of the identified coefficients [8–11]. The error vector can be defined by the following
equation.
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and the MSE error is defined as

MSEi D "i
T "i

N
(14.5)

The optimum combination of basis function is sought by using three techniques, which are Backward elimination, Forward
selection and Genetic algorithm optimization. The ultimate goal of those techniques is to find out which of the candidate
basis functions should be used in the construction of design matrix and to eliminate those terms which are irrelevant or
insignificant. The major drawback of the three techniques described in [2–4] is that there are no any specific rules for
selecting the basis function. One can come up with an infinite number of irrelevant nonlinear terms in the model which
satisfy the minimum mean square criteria. The major unanswered question to the methodology proposed in [2–4] is which
candidate function is the best and get the first priority to enter into the model. To address this problem, there need to be
definite criteria in which the nonlinear variables can entered into the model. This criteria is addressed in Sect. 14.2.2.
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14.2.2 Coefficient of Determination Criteria

This section describes the criteria in which the nonlinear variables are entered into the model. Three model selection criteria
are also mentioned in this section. The coefficient of determination measures the percentage of variation in the nonlinear
restoring force that is explained by the input variables. The input variables are the product of basis functions and its
coefficients. In other words the coefficient of determination provides a measure of how well future outcomes are likely
to be predicted by the model. The value of the coefficient of determination lies between 0 and 1. A value of 1 indicates that
a regression line fits the data well. The coefficient of determination is found through the multiple regression criteria. The
mathematical concept behind the coefficient of determination criteria is discussed below.

Consider the following stochastic relationship between the output variables (nonlinear restoring force) fnl for an ith

individual mode and the individual’s k input variables q1, q2, : : : : : : , qk. In the present study q1, q2, : : : : : : , qk are the
participating modes to form the nonlinear modal restoring force of fnl for an ith individual mode.

fnl D ˇ1 qin C ˇ2 qin qjn C ˇ3 qin
2 C � � � C ˇkn qkn qjn C ©n; n D 1; 2; : : : :N (14.6)

where ˇ1,ˇ2,ˇ3, : : : ..ˇk are the unknown regression coefficients (the coefficients of the nonlinear function in the present
study) of the model and it is assumed that the stochastic errors "n are independent and identically distributed with zero
mean and constant variance. In this setting it is optimal to estimate these parameters by the method of least squares which
minimizes the following sum of the square error function.

S D
XN

nD1
�
fnl � ˇ1 qin � ˇ2 qin qjn � ˇ3 qin

2 � � � � � ˇkn qkn qjn
�2

(14.7)

It is undoubtly true that one can use the constant coefficient ˇ0 in Eq. (14.6). In this case the regression line makes
an intercept of ˇ0 instead of passing through the origin. Differentiating Eq. (14.7) with respect to ˇ1,ˇ2,ˇ3, : : : ..ˇk, the
solution of Eq. (14.7) is in the form of the following normal equations.

XN

nD12
�
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: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
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fnl � ˇ1 qin � ˇ2 qin qjn � ˇ3 qin2 � � � � � ˇkn qkn qjn

�
.�qkn qin/ D 0 (14.10)

The “normal” equations represent a system of K non-homogeneous, linear equations with K unknowns ˇ1,
ˇ2,ˇ3, : : : : : : ,ˇk. These equations can easily be solved by matrix algebra assuming that none of the input variables
can be written as a linear combination of the other input variables. Let us denotes these solutions, called the ordinary least
square estimates b̌1; b̌2; b̌3; : : : b̌k . The fit of Eq. (14.6) is represented by the sum of squared errors (SSE)

SSE D
XN

nD1b©n
2 D

XN

nD1


fnl � bf nl

�2 D


fnl � b̌1 qin � b̌2 qin qjn � b̌3 qin2 � � � � � b̌k qkn qjn

�2
(14.11)

whereb©n denotes the residual of the regression fit of the observation on the output variable for the i-th individual and the
fitted value of the observation of the output of the ith individual is represented by,

bf nl D b̌
1 qin C b̌

2 qin qjn C b̌
3 qin

2 C � � � C b̌
k qkn qjn (14.12)

In this setting, the ordinary least squares estimates are optimal with respect to being the best of all unbiased, linear
estimators of the parameters ˇ1,ˇ2, : : : : : : ,ˇk.
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A measure of the Goodness-Of-Fit of Eq. (14.6) is represented by the so called R-square (R2) or coefficient of
determination:

R2 D 1 � SSE

SST
(14.13)

where SST is known as the total sum of square errors. In other words it is the total sum of squares of the observations from
their mean and is represented by,

SST D
XN

iD1


fnl � bf nl

�
2 (14.14)

R2 is defined in such a way as to satisfy the inequality 0 
 R2 
 1. In other words R2 is the percentage of the variation in fnl

(dependent variable) that is explained by the input variables qi, qi qj, : : : .., qk.
As a measure of goodness-of-fit, some authors [4, 5] mentioned that R2 is inappropriate for making a choice between

competing regression models with different numbers of input variables because R2 can be arbitrarily grown to be as close to
1 (a perfect fit) as one would like by simply adding more and more input variables to the regression Eq. (14.6). An alternative
measure of Goodness-of-fit that contains a “penalty” for growing regression models unnecessarily large is introduced which
is called as adjusted R2 criterion by statisticians [6]:

R2 D 1 � N � 1
.N �K � 1/

�
1 �R2� (14.15)

The optimum combination of input variables is sought mainly by two techniques. The forward selection technique and the
backward elimination technique. In a forward selection technique variable are sequentially entered into the model. The first
variable considered for entry into the model is the one with the largest correlation with the dependent variables [Eq. (14.16)].
In the second case, the independent variable which is not in the model and has the largest correlation is entered. The procedure
stops when there are no variables that meet the entry criterion. Backward elimination is just opposite of forward selection.
All variables are entered into the model and then sequentially removed. The variable with the smallest partial correlation
with the dependent variable is considered first for removal. After the first variable is removed, the variable remained in the
model with the smallest partial correlation is considered next. The procedure stops when there are no variables in the model
that satisfy the removal criteria. The measure of correlation coefficients between the nonlinear restoring force and potential
nonlinear variables is given by,
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where r is the correlation coefficient and z is the potential nonlinear terms which is in the form of qin qjn, qin
2, qkn qjn : : :

: : : . The exact terms and their structure are initially unknown.

14.3 Problem Formulation

In order to demonstrate the proposed methodology of statistical least square regression, two case studies are chosen for
demonstration. (a) A five-degree-of freedom lumped parameter system with cubic stiffness nonlinearity and (b) a cantilever
beam with a grounded cubic stiffness nonlinearity. For the case study of (a) the system is designed to be symmetric in its
linear components so as to yield very simple mode shapes (Fig. 14.1). Hardening cubic stiffness nonlinearity is inserted
between masses 2 and 4. If the displacements of masses are denoted by w1, w2, w3, w4 and w5, the free vibration equations
of motion for the system shown in Fig. 14.1 can be written as,
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Fig. 14.1 Five degree-of
freedom system

Table 14.1 Natural frequencies
and mode shapes of five
degree-of freedom system

Modal frequencies (Hz)
Mode shapes

1 2 3 4 5

3.51 1 �1 1 1 1

8.01 1.88 �1:37 0:87 �0:37 �0:41
10.72 2.3 0 �1:23 0 0:16

15.48 1.88 1:37 0:87 0:37 �0:41
15.63 1 1 1 �1 1

2
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(14.17)

where fwg D
h
w1 w2 w3 w4 w5

i
T . c, k, and ˛ are the damping, linear stiffness and nonlinear stiffness respectively. The

parameter used for the simulation are m D 1 kg, c D 4.8 N s/m, k D 4 � 103 N/m and ˛D 5 � 109 N/m3. The resulting natural
frequencies and mode shapes of the undamped system are shown in Table 14.1.

Let [¿] denotes the mode shape matrix, and then the mode shapes matrix can be written as,
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Equation (14.17) can be represented in the form,

ŒM � f Rwg C ŒC � f Pwg C ŒK� fwg C fgg D 0 (14.18)

Introducing the term w D [¿]fqg and multiplying both sides by [¿]T , Eq. (14.18) becomes,

Œ¿�T ŒM � Œ¿� f Rqg C Œ¿�T ŒC � Œ¿� f Pqg C Œ¿�T ŒK� Œ¿� fqg C Œ¿�T fgg D 0 (14.19)
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Fig. 14.2 Modal forces and responses due to perfect excitation at Mode 1 [(a) Mode 1, (b) Mode 2, (c) Mode 3, (d) Mode 4, (e) Mode 5]

Equation (14.19) represents the linear equation of system in the modal space with the nonlinearities in the physical
coordinates. Utilizing Eq. (14.19) one can write the system of equations as,

32 Rq1 C 18:77 Pq1 C 1:56 � 104q1 D 0 (14.20)

9:5 Rq2 C 28:93 Pq2 C 2:41 � 104q2 C 1:37 � 1010.w4 � w2/
3 D 0 (14.21)

9:56 Rq3 C 52:1 Pq3 C 4:34 � 104q3 D 0 (14.22)

2:54 Rq4 C 28:93 Pq1 C 2:4 � 104q4 C 3:7 � 1009.w4 � w2/
3 D 0 (14.23)

2:75 Rq5 C 31:8 Pq4 C 2:65 � 104q5 D 0 (14.24)
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Fig. 14.2 (continued)

Equations (14.20)–(14.24) show that some of the modes are completely uncoupled. Only the second and fourth modes are
coupled to each other. If the nonlinear terms in Eqs. (14.21) and (14.23) are transformed to the modal coordinate system, the
equations of motion for Mode 2 and 4 become,

9:5 Rq2 C 28:93 Pq2 C 2:41 � 104q2 C 2:74 � 1010.1:37q2 C 0:37q4/
3 D 0 (14.25)

2:54 Rq4 C 28:93 Pq4 C 2:4 � 104q4 C 7:4 � 1009.1:37q2 C 0:37q4/
3 D 0 (14.26)

An optimum force pattern for each mode is obtained through the normal mode tuning procedure [8–11]. To excite the
nonlinearity in an equal amount, a scaling factor is applied to the obtained force vector. The representation of the linear
dynamics of a system in a modal space is shown in Fig. 14.2. In the physical coordinate system the force is applied to all
the mass (Fig. 14.1), however due to the optimum force vector, Mode 1 is only excited at the modal space (Fig. 14.2). The
nonlinear response of Mode 4 is shown in Fig. 14.3. In Fig. 14.3, it is seen that, there is some response in Mode 2 without
any excitation force in Mode 2. The response in Mode 2 is due to the cross-coupling nonlinearity between Mode 2 and Mode
4. The cross-coupling nonlinearity is shown in Eqs. (14.25) and (14.26) respectively.

14.3.1 Curve Fitting of Numerical Problem

A numerical problem of lumped mass system mentioned in Fig. 14.1 is demonstrated through the curve fitting procedure.
The response of the system is simulated in MATLAB/SIMULINK using adaptive 4th order Runge–Kutta algorithm. For the
brevity, in non-linear system analysis only Mode 4 is taken. The force required to excite only Mode 4 for a linear system
is obtained through force appropriation technique as described earlier. This force is scaled such that, when it is applied to a
structure will induce nonlinearity, if present in the structure. As shown in Fig. 14.3. The response is due to the excitation of
the fourth mode. As Mode 4 is connected nonlinearly with Mode 2, there is some response in Mode 2 also. As the input to the
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Fig. 14.3 Nonlinear responses due to high level force excitation at Mode 4 [(a) Mode 1, (b) Mode 2, (c) Mode 3, (d) Mode 4, (e) Mode 5]

system and the linear parameters are known, the nonlinear parameters are extracted in this problem through the curve fitting
techniques. To estimate the parameter forward selection technique is applied. An adjusted R2 criteria is used to measure the
Goodness-Of-Fit between the identified and true nonlinear coefficients. if ar1, ar2, ar3 and ar4 are the nonlinear coefficients
corresponding to Mode 4, the true coefficients corresponding to Mode 4 can be obtained from Eq. (14.26). The identified
coefficients are obtained from forward selection technique. The result is presented in Table 14.2.

14.3.2 Cantilever Beam

A cantilever beam made of Aluminium T6061 (Fig. 14.4) is chosen for the second case study. The beam used for the case
study has the following dimensions: length: 1 m; width: 0.0254 m; and, thickness: 0.00125 m. A spring of cubic stiffness
nonlinearity K D 5 � 108 N/m3 is inserted at the node 2 of the beam. The modal damping ratio for each mode is assumed
to be 0.001. The detail of the beam is shown in Fig. 14.4, where three degrees of freedom are taken for measurement as
indicated by red ovals. Three modes are taken for the analysis, the mode shapes and natural frequencies of the beam are
obtained by solving the governing partial differential equation of the beam. The natural frequencies of the beam for first
three modes are obtained as, 2.55, 17.1 and 47.3 Hz respectively. Optimum combinations of three force vector are used to
excite the particular mode of interest. The Runge–Kutta integration method is used to find out the nonlinear response data of
the beam. The detail implementation of Runge–Kutta method is described below.

The basic idea of the Runge–Kutta integration method is to find a solution for the equilibrium equation at a discrete time
point. In the case of a dynamic engineering structure, the equilibrium equation can be described by a set of second-order
differential equations given by,

ŒM � f Rxg C ŒK� fxg C ŒC � f Pxg C fgg D fF g (14.27)
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Fig. 14.3 (continued)

Table 14.2 Identified and true
nonlinear coefficients of mode 4
of five degree-of freedoms
simulated system

Parameter
Non linear cubic stiffness coefficients (N/m3)

ar1 ar2 ar3 ar4 R2

True 3.74 � 1008 4.1637 � 1009 1.54 � 1010 1.9028 � 1010 1
Identified 3.74832 � 1008 4.1636 � 1009 1.541 � 1010 1.9018 � 1010

where [M], [K] and [C] is the mass, stiffness and damping matrix of the structure. fFg is the input force vector and fgg is the
nonlinear restoring force vector.

Multiplying both sides of Eq. (14.27) by mode shapes matrix [ˆ]T and introducing the term [ˆ][ˆ]� 1 D I, Eq. (14.27)
becomes,

Œˆ�T ŒM � Œˆ� Œˆ��1 f Rxg C Œˆ�T ŒK� Œˆ� Œˆ��1 fxg C Œˆ�T ŒC � Œˆ� Œˆ��1 f Pxg D Œˆ�T fF � gg (14.28)



14 Parameter Identification for Nonlinear Dynamic Systems via Multilinear Least Square Estimation 179

Excitation Force

Excitation Force

Excitation Force

Cubic Stiffness nonlinearity

Fig. 14.4 Cantilever beam with
a nonlinear element at node 2

For mass normalized mode shapes and proportional damping assumptions, the orthogonal properties of the linear mode
shape matrix [ˆ], can be written as,

Œˆ�T ŒM � Œˆ� D I (14.29)

Œˆ�T ŒK� Œˆ� D
n�

wr
2
�
diag

o
(14.30)

Œˆ�T ŒC � Œˆ� D Œ2�rwr �d iag (14.31)

Using Eqs. (14.29)–(14.31) in Eq. (14.28) we get,

Œˆ��1 f Rxg C �
wr

2
�
diag

Œˆ��1 fxg C Œ2�rwr �d iagŒˆ�
�1 f Pxg D Œˆ�T fF � gg (14.32)

Integration of Eq. (14.32) by the Runge–Kutta method involves first reducing the second order differential equation into
a first order differential equation by rewriting as two first order equations.

Px D u (14.33)

Œˆ��1 fPug C �
wr

2
�
diag

Œˆ��1 fxg C Œ2�rwr �d iagŒˆ�
�1 fug D Œˆ�T fF � gg (14.34)

Equations (14.33) and (14.34) can be written in matrix form as,

	
Œˆ��1 0

0 I


 � Pu
Px
�

C
"
Œ2�rwr �d iag Œˆ�

�1 �
wr 2

�
diag

Œˆ� �1

� I 0

#�
u
x

�
D Œˆ�T

�
F � g
0

�
(14.35)

The ordinary differential Eq. (14.27) is reduced to a coupled first order differential Eq. (14.35) which has the explicit form
shown by Eq. (14.36),

fPzg D ff .t; z/g (14.36)

where ff (t,z)g is known and given by Eq. (14.37),

ff .t; z/g D
	
Œˆ��1 0

0 I


�1  
Œˆ�T

�
F � g
0

�
�
"
Œ2�rwr �d iag Œˆ�

�1 �
wr 2

�
diag

Œˆ� �1

� I 0

#
fzg
!

(14.37)

The displacement fzg is given by Eq. (14.38),
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Implementation of Eq. (14.37) required the mode shapes matrix. The mode shapes matrix is obtained by solving the
partial differential equation of motion. Once the mode shapes matrix is obtained, the solution for the Eq. (14.37) is obtained
by implementing the MATLAB solver ode45. Figure 14.5 Shows the mode shapes of the beam, where the first three modes
are shown.

14.3.3 Modal Space Equation

The modal space of the beam is approximated by using the standard Eq. (14.28). Using fxg D [ˆ]fqg in Eq. (14.28), all the
response vectors in the physical coordinates are transformed to the modal space. Where fqg is the modal displacement. Using
Eq. (14.28), we can write,

f Rqg C Œ2�rwr �d iag fPqg C �
wr

2
�
diag

fqg D Œˆ�T fF � gg (14.39)

In Eq. (14.39) [ˆ]TfFg is the modal force and [ˆ]Tfgg is the nonlinear restoring force. The mode shapes matrix [ˆ] is
obtained from Fig. 14.5, 2.234 � 106 is the input excitation vector which is obtained from MMIF. 2.5 � 106 is the nonlinear
restoring force vector with cubic stiffness nonlinearity at Node 2. Using the numerical values in Eq. (14.39), we can write
the modal equation for Mode 1 as,

Rq1 C 0:0320 Pq1 C 256:7096q1 C 1:0595 � 108.0:2119q1 C 0:1598q2 C 0:1783q3/
3 D 2:2453 � Sin .16:0226 	 t/

(14.40)

14.3.4 Implementation of Curve Fitting Algorithm

The optimum excitation force vector required to excite the first mode of the beam is obtained by using MMIF. These optimum
excitation force vector are found to be 3.7090, 3.6223 and 0.5780 N at the Node 1, 2 and 3 respectively. The response data of
the beam is obtained by solving Eq. (14.32) in MATLAB using ode45. Figures 14.6, 14.7, and 14.8 shows the response data
of the beam by using the above mentioned excitation vector. The response data of the beam are than transformed to modal
space by using mode shapes matrix. A least square regression in a modal space for Mode 1 is carried out using the forward
selection technique. The results of the estimated and the exact nonlinear parameters are shown in Table 14.3. The exact
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nonlinear parameters are given by Eq. (14.40) whereas the true parameters are estimated through regression. As shown in
Table 14.3, the deviation between the estimated and the true coefficient of q1 q2 q3 and q3

3 are quite high. There are several
reasons for this deviation. The main reasons are: (1) only three nodes are taken during simulation and (2) only three modes
are taken for analysis.
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Table 14.3 Estimated and true
nonlinear coefficients

Modal couplings True coefficient (N/m3) Estimated coefficient (N/m3) R2

q1
3 1.006 � 106 0.8 � 106 0.91

q1
2 q2 2.234 � 106 2.5 � 106

q1 q2
2 1.66 � 106 1.31 � 106

q2
3 4.415 � 106 3.432 � 106

q1
2 q3 � 2.541 � 106 � 0.8 � 106

q1 q2 q3 � 3.83 � 106 � 1 � 107

q2
2 q3 � 1.37 � 106 � 1.5 � 106

q1 q3
2 2.13 � 106 3.16 � 106

q2 q3
2 1.52 � 106 2.57 � 106

q3
3 � 5.7 � 106 � 2 � 107

14.4 Concluding Remarks

This paper presents the improved algorithm for nonlinear parameter estimation of nonlinear dynamic system. A statistical
based multilinear least square estimation technique has been proposed to estimate the nonlinear parameters in a modal space.
The nonlinear resonant decay method is applied to quantify the modes which are behaving linearly and nonlinearly. For
modes which are behaving nonlinearly, the accurate estimation of the nonlinear function is essential. A large number of
nonlinear variables may exist but all of them may not represent the dynamics of the system. A term which is deemed to
be insignificant may actually proven to be significant while performing multilinear regression. To overcome this scenario a
correlation criteria is set to enter the essential nonlinear terms into the model. A coefficient of determination criteria is used
to measure the Goodness-Of-Fit of the identified model. The proposed methodology is demonstrated through simulation in
a five degree-of freedom lumped parameter system and a cantilever beam with cubic stiffness nonlinearity. The nonlinear
parameter estimation is found to be sufficiently accurate with error less than 0.1 % for the lumped parameter system, whereas
for a continuous system there are some discrepancies. These discrepancies are due to (1) fewer number of modes and (2) only
three nodes are taken during simulations.
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Chapter 15
Support Systems for Developing System Models

Hasan G. Pasha, Karan Kohli, Randall J. Allemang, David L. Brown, and Allyn W. Phillips

Abstract From a system modeling perspective, it is important to develop an accurate mathematical model of a structure.
Such a model can be built with measured frequency response functions obtained from a modal test. The test structure can be
subjected to free, constrained or operating boundary conditions. Setting up a structure with either constrained or operating
boundary conditions is impractical/prohibitive. It is easier to approach free boundary condition in the lab using soft supports,
such as foam, shock cords, air suspension, etc. A good support system should have the least intrusion. It should not introduce
nonlinearity or damping. The effectiveness of a good support system is quantified by the extent of separation of the rigid
body modes from the elastic modes and a high degree of uncoupling of the dynamics of support system and the structural
modes. The influence of various boundary conditions and soft support systems chosen for modeling a lightweight structures,
such as Formula SAE racecar space frame, a rectangular steel plate structure and a circular aluminum plate are discussed.

Keywords Support systems • Modal testing

15.1 Introduction

In a lab environment it is tough to simulate unconstrained or completely constrained boundary conditions. However, it is
relatively easier to approach unconstrained boundary conditions by supporting the test structure on a soft support system
such as foam, shock cords or air rides. The primary goal of a support system is to insure that it does not add any stiffness or
damping to the test structure, which could affect the dynamic characteristics of the test structure. For a pseudo unconstrained
structure (nearly free–free), the rigid body modes should be observed close to 0Hz and well separated from the elastic
modes.

From a system modeling perspective, it is important to develop an accurate mathematical model of a structure. Such a
model can be built from measured frequency response functions in a modal test. However, in the process of setting up and
exciting the test structure, acquiring and processing the data, several errors can creep in. As mentioned earlier, it would be
ideal to test a completely unconstrained structure. However, since the structure has to be supported in some manner to be able
to conduct the testing, it is extremely important to analyze the effectiveness and suitability of support systems for conducting
modal testing on a particular structure.

The primary requirement is that the support system should be non-intrusive, in that it should not introduce any additional
mass or stiffness to the test structure. It should also not introduce nonlinearity or damping. In addition, the dynamics of the
support system should be isolated from the dynamics of the test structure. It is also desirable to be able to build an inexpensive
support system without the need for sophisticated gadgets where possible.

The following sections focus on reviewing the basic guidelines for selecting support systems for conducting modal tests in
a lab environment. The various supports available for modal testing are briefly discussed. The results obtained with different
support systems while testing structures such as, a Formula SAE racecar space frame, a rectangular steel plate and a circular
aluminum plate, are presented. During the setup and testing, relatively inexpensive supports were used that yielded good
quality data.
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Structural Dynamics Research Lab (UC-SDRL), University of Cincinnati, Cincinnati, OH, USA
e-mail: pashahg@mail.uc.edu

G. Foss and C. Niezrecki (eds.), Special Topics in Structural Dynamics, Volume 6: Proceedings of the 32nd IMAC, A Conference
and Exposition on Structural Dynamics, 2014, Conference Proceedings of the Society for Experimental Mechanics Series,
DOI 10.1007/978-3-319-04729-4__15, © The Society for Experimental Mechanics, Inc. 2014

183

mailto:pashahg@mail.uc.edu


184 H.G. Pasha et al.

15.2 Guidelines for Selecting Support Systems

There are some general guidelines in selecting support systems.

15.2.1 Separation of Elastic Modes from Rigid Body Modes

The rigid body modes must be well separated from the elastic modes. A frequency separation ratio (ratio of the lowest elastic
mode frequency to that of the highest rigid body mode) of 10 is highly preferable, but it is hard to achieve. While conducting
a modal test, a frequency separation ratio of at least 3–5 is recommended and used by test engineers [1]. The first few modes
that are close to the rigid body modes are affected the most due to a stiff support system.

15.2.2 Location of Supports

The location of the supports in relation to the mode shapes of the structure can impact the results significantly. Ideally, if
the structure is supported on its nodal points, the supports have negligible support–structure interaction. Due to the modal
distribution, this is not possible in general. A compromise on the location of supports should be reached. If the modes of
interest are identified, the supports can be located at their nodal points.

15.2.3 Isolation of Test Structure from the Support System and External Noise Sources

The dynamics of the support system can interact with the test structure. For instance, the support system can act as a vibration
absorber if its frequency is in the vicinity of any of the elastic modes of the structure for that particular mode. In addition,
vibration from external noise sources can be transmitted to the test structure through the support system. During the test
setup, the response of the support system should be examined to ascertain that the support motion is negligible.

15.3 Types of Support Systems

Various supports are available to support structures while performing modal testing. The decision to select the support system
is driven by the weight of the structure, ease of mounting the test structure and to a certain extent the cost and availability of
the components. A direct relationship is evident between the support stiffness and the modal frequencies. Generally, modal
frequencies increase when supported by stiffer components like springs as compared to softer support systems made of foam.
Commonly used support system components are shown in Fig. 15.1.

15.3.1 Shock Cords

The shock cords are flexible and simple, which makes them suitable to suspend a light weight test structure. Shock cords are
available in various sizes and stiffness. The test structure is generally suspended using shock cords of negligible mass and
stiffness as compared to the test structure. Shock cords practically contribute negligible stiffness in the transverse direction.
Thus the test structure is very weakly constrained in the transverse direction, which is ideal for measuring the elastic modes
of interest. The position of shock cords generally has negligible influence on modal frequencies but can affect the damping
estimates.
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Fig. 15.1 Support systems used
in modal testing

15.3.2 Soft Foam

Soft foam is relatively inexpensive and can be used to support test structures in a modal test. It is helpful in isolating
the test structure the influence of external noise sources. In comparison to shock cords, which are generally considered
weightless, foam could add more damping to structure. It is difficult to predict the damping effects. Foam supports can also
have more mass loading effect as compared to shock cords. However, in the case of shaker tests, foam supports are considered
advantageous to isolate the shaker excitation of a common shaker-structure base such as the floor.

15.3.3 Coil Springs

Coil springs can be used to support test structures. Springs are available in various sizes and stiffness. They are relatively
stiffer than other typically used supports. They can also cause clicking noise or rattle, which could be transmitted to the test
structure.

15.3.4 Air Springs

Air springs are typically used in modal testing of heavy structures, such as auto-bodies. They offer flexibility in terms of
adjusting the support stiffness and typically result in very low rigid body frequencies, in the order of 3 Hz. They offer
relatively higher degree of isolation compared to other types of supports. They are compact and light weight. Racquet balls
and tennis balls could be used as air springs for supporting lightweight structures.

15.4 Experimental Examples

Relatively light weight structures, such as Formula SAE racecar space frame, a rectangular steel plate and a circular
aluminum plate were tested with various support systems and configurations. The results obtained are discussed in the
following sections. Soft support systems including foam, bubble wrap, springs, shock cords and air springs were used
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Fig. 15.2 Formula SAE racecar
space frame supports. (a) Car
frame suspended using springs.
(b) Car frame supported on soft
foam blocks

to simulate unconstrained boundary condition. The constrained boundary condition was also simulated for a structure.
The effectiveness of the support systems is evaluated using the mode indicator functions, mode shape animations and
consistency diagrams.

15.4.1 Formula SAE Racecar Space Frame

The car space frame is a welded steel structure containing various cross members, weighing about 55 lb. The objective of the
modal test was to estimate the static torsional stiffness of the frame using driving-point and cross-point FRF measurements
at the four shock absorber connection points. This method to estimate the static torsional stiffness is highly sensitive to the
quality of the FRF measurements. Any localized stiffness could yield incorrect estimates for the static torsional stiffness
value.

The frame was supported in two different configurations to simulate the unconstrained boundary condition. In the first
configuration it was suspended using two garage door extension springs and in the other configuration it was rested on soft
foam blocks as shown in Fig. 15.2a and b respectively.

In the spring suspension configuration, there were two modes observed in the 65–70 Hz frequency range. However, in the
foam support configuration there was only one mode observed in the frequency range, as evident from the CMIF comparison
plot shown in Fig. 15.3. This suggests that there is a dynamic coupling of the spring support system with the frame in
the suspended configuration. The supports act as a vibration absorber at the first mode and the peak splits in the case of
spring supports. In addition, small peaks are noticeable in the spring support system (blue curves in Fig. 15.3). It was also
determined that the roof was excited due to an unbalanced ventilation fan. The external noise was transmitted to the car frame
through the spring supports. However, the foam blocks damped out the noise and isolated the frame. The data acquired with
soft foam supports was chosen to estimate the static torsional stiffness for the frame as it offered better isolation of the frame
from the supports and external noise source.

15.4.2 Rectangular Steel Plate

A rectangular steel plate structure of dimensions 3400 � 22:500 � 0:2500 and weight of about 52.5 lb was tested. The goal of the
modal test was to obtain a modal model of the plate to calibrate the FE model of the rectangular plate. The rectangular plate
was tested in various configurations with different support systems.
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Fig. 15.3 Comparison of CMIF
plots for car frame supports

15.4.2.1 Unconstrained Boundary Condition Testing

To simulate the unconstrained boundary condition, the plate was supported on soft foam, bubble wrap, shock cords and air
springs.

A limited impact test was performed to evaluate the quality of data obtained with different supports. The soft foam and
bubble wrap supports did not yield good quality data. The relative error of the first elastic mode in these cases was too high.
As a result, these configurations were not considered for further testing. The shock cords offered a high frequency separation
ratio of 16:05 between the elastic modes and the rigid body modes, which is highly preferable. The stiffness of the cords was
about 0:59 lbf=in. However, the supports act as a vibration absorber for the third mode (II torsion mode at around 92 Hz) as
evident from the consistency diagram shown in Fig. 15.7.

Air springs have been traditionally used for supporting airplanes and auto bodies while conducting modal tests. Smaller
sized basketballs had been successfully used for supporting sail planes in previous tests conducted by UC-SDRL. The test
structures typically tested in the lab as part of projects are relatively very light weight compared to airplanes or auto bodies.
The goal is to come up with an inexpensive support system that could support light weight structures in a lab environment.
In order to support lighter structures, such as the rectangular plate, stress balls, tennis balls and racquet balls were considered.
Tennis balls are typically filled with compressed air (1 psi) and were relatively stiffer compared to stress balls and racquet
balls. The stress balls tend to deform a lot and created a large contact patch (3–400 diameter) on the plate, which could
introduce localized damping into the plate. Racquet balls seemed to be optimum supports for the plate. With a relatively
smaller contact patch (less than an 100 diameter), there were no concerns of additional damping from the balls that could
affect the quality of data obtained. It was also reasonably easier to control the location of the balls without gluing them down
to the plate (Figs. 15.5 and 15.6; Tables 15.1 and 15.2).

In comparison to the shock cords, the racquet ball supports provided a lower frequency separation ratio. However, the plate
structure was well isolated from the supports. This configuration provided the best quality data. The plate was supported with
the racquet balls supported close to the nodal lines of the first four elastic modes (shown in Fig. 15.4).

15.4.2.2 Constrained Boundary Condition Testing

The plate was also tested in a constrained boundary configuration. The plate was clamped to ground at two locations near
one of the edges using steel spacers, which in turn were grounded to a huge isolated mass as shown in Fig. 15.8.
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Fig. 15.4 Rectangular plate suspended using shock cords—consistency diagram

Fig. 15.5 Rectangular plate
supports. (a) Rectangular plate
suspended by shock cords.
(b) Rectangular plate supported
on racquet balls
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Fig. 15.6 Rigid body modes of the rectangular plate. (a) Roll mode (X-axis rotation); (b) pitch mode (Y-axis rotation); (c) bounce mode (Z-axis
translation)

Table 15.1 Rigid body modes of
the rectangular plate

Excitation Support Description Freq (Hz) Frequency separation ratio

Impact Shock cords Bounce 1.4 16.05
Pitch 1.54
Roll 2.46

Impact Racquet balls Roll 5.5 4.499
Bounce 8.16
Pitch 9.37

Shaker Racquet balls Roll 5.38 4.639
Bounce 8.05
Pitch 9.06

Table 15.2 Comparison of modal frequencies (relative error %) for various support systems used for testing rectangular plate

FE model (Hz) Bubble wrap (Hz) Foam (Hz) Shock cord (Hz) Stress balls (Hz) Tennis balls (Hz) Racquet balls (Hz)

41.33 39.96 (3.33) 40.19 (2.76) 39.53 (4.35) 42.03 (1.69) 43.75 (5.86) 42.16 (2.01)
43.71 43.09 (1.42) 42.96 (1.72) 42.66 (2.41) 44.06 (0.80) 44.49 (1.78) 44.16 (1.03)
95.04 92.75 (2.41) 92.80 (2.36) 92.34 (2.84) 95.63 (0.62) 95.72 (0.72) 95.58 (0.57)

103.10 104.50 (1.36) 103.87 (0.75) 103.75 (0.63) 104.69 (1.54) 104.80 (1.65) 104.60 (1.45)
118.19 115.52 (2.26) 115.85 (1.98) 115.47 (2.30) 119.22 (0.87) 119.00 (0.69) 119.05 (0.73)
137.38 139.19 (1.32) 138.48 (0.80) 138.13 (0.54) 137.97 (0.43) 138.40 (0.74) 137.98 (0.44)
175.52 172.80 (1.55) 172.98 (1.45) 172.66 (1.63) 176.56 (0.59) 176.40 (0.50) 176.38 (0.49)
202.86 200.62 (1.10) 200.57 (1.13) 200.47 (1.18) 204.06 (0.59) 203.80 (0.46) 203.72 (0.42)

In order to evaluate the effectiveness of the constrained boundary conditions employed in the “Measured Constrained”
structure, the CMIF of the measured data was compared with that of the modeled data. The data from an unconstrained
boundary modal test with driving-point FRF measurements at locations corresponding to the clamping locations was
obtained. Impedance modeling technique was applied to ground the clamping locations using very stiff springs to obtain a
“Modeled Constrained” system. Clamping constrains rotation of the plate in addition to constraining the vertical motion. This
is evident from Fig. 15.9, the Measured Constrained system is considerably stiffer than the Modeled Constrained system.

15.4.3 Circular Aluminum Plate

A circular aluminum plate structure, shown in Fig. 15.10a, of diameter 3000, thickness 0:2500 and weight of about 17.5 lb was
tested. The goal of the modal test was to perform a modal correlation of the impact test based modal model with the FE
modal model. Thirty uniaxial accelerometers were mounted on the plate and thirty driving-point locations were impacted.
The circular plate was supported on 3 coil springs placed about 10:500 away from the center and 120ı apart as shown in
Fig. 15.10b. In order to prevent rattle, the springs were glued to the plate.

The glue material is viscoelastic. As a result, there is some localized damping introduced to the structure at the support
points. At the 565 Hz and 770 Hz modes, there is considerable motion at the support points as shown in Fig. 15.11a,b
respectively. Due to local damping at the support points, these modes are slightly complex. This was evident by observing



190 H.G. Pasha et al.

11

10

Consistency Diagram

9

8

M
od

el
 It

er
at

io
n

7

6

86 88 90 92 94 96
Frequency (Hz)

98 100 102 104 106
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Fig. 15.8 Constrained plate.
(a) Constrained plate setup;
(b) clamping supports and
location

the mode shape animations and by examining the Modal Phase Collinearity (MPC) criterion displayed in the Consistency
Diagram (Fig. 15.12). The MPC criterion for real modes is close to 1; however, for the 565 Hz and 770 Hz modes the values
were 0.643 and 0.538 respectively.
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Fig. 15.9 Comparison of CMIF
plots: constraints modeled using
impedance modeling vs measured

Fig. 15.10 Circular plate. (a) Circular plate with accelerometers; (b) support system

Fig. 15.11 Circular plate—complex modes. (a) Mode at 565Hz; (b) mode at 770Hz
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Fig. 15.12 Circular plate—consistency diagram

15.5 Conclusions

• It is easier to simulate unconstrained boundary condition in the lab when compared to clamped or operating boundary
conditions.

• Certain guidelines should be followed while selecting support systems for modal testing:

1. The frequency separation ratio of 10 is highly preferred for a support system. However, it should be at least in the range
of 3–5.

2. Based on the purpose of the modal test, the supports should be positioned at or near the node line of the modes of
interest if possible.

3. While support system that offers higher frequency separation ratio is more desirable, special care should be taken to
insure that the structure is isolated from the support system and external noise sources.

• The first few elastic modes are affected the most due to a stiff support system.
• Typically soft foam, shock cords and springs are used to support lightweight structures in the lab. Air springs are typically

used to support heavier structures, such as auto-bodies and airplanes. Racquet balls could be used as air springs for
supporting light weight structures.

• The mode indicator functions, mode shape animations and consistency diagrams aid in determining the effectiveness of a
support system.

• In the case of rectangular plate structure it was evident that though shock cords provided the desirable frequency separation
ratio greater than 10, they were dynamically coupled with the test structure.
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• Racquet balls could be used as inexpensive and effective support systems for supporting lightweight structures. For the
rectangular steel plate structure, they offered a frequency separation ratio of about 4.5 and a high degree of dynamic
isolation.
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Chapter 16
Nonlinear Modeling for Adaptive Suppression of Axial Drilling
Vibration

Benjamin Winter, Garrison Stevens, Rex Lu, Eric Flynn, and Eric Schmierer

Abstract Vibrations developed during drilling present challenges in an array of industries including mechanical, medical,
structural, and oil extraction. Velocity weakening, intracranial vibrations, large amplitude standing pressure waves in material
cavities, and failure of drill strings are prominent issues among these fields. Stick-slip (torsional) and bit-bounce (axial)
vibrations have been found to be particularly problematic in precision drilling jobs such as machining to tight tolerances,
dismantling vibration-sensitive devices, and surgical work. Current technologies to detect and suppress systematic vibrations
have several shortcomings including malfunctioning, complete failure, complexity, and high power consumption. This
paper proposes a method to suppress vibrations of drilling material surfaces using adaptive positive position feedback
(APPF) control for efficient tunable damping. An experiment-based parametric study has been conducted to determine the
relationship of force, rotational velocity, and acceleration on both drill vibrations and drilling material surface vibrations.
Results of a parametric study and Rational Polynomial Fraction method are used to estimate fundamental behaviors of the
drilling system to create a refined numerical model for simulating the drilling process. An APPF controller together with the
model provided a method to evaluate new actuator designs for vibration suppression and has shown a 69.8 % reduction of
displacement vibrations.

Keywords Drilling dynamics • Adaptive positive position feedback • Vibration suppression • Rational polynomial
fraction

16.1 Introduction

Issues that exist with drilling reach across several industries involving low and high precision processes. Vibratory issues that
affect these industries exist in the torsional and axial directions commonly known as stick-slip and bit-bounce, respectively.
Problems associated with drill bit vibration impact mechanical and structural systems along with the medical field and the
oil drilling industry. Zho et al. have shown that vibratory propagation through materials is a prominent issue in the medical
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industry that can lead to perceivable and uncomfortable audio within the ear canal [1]. Intracranial vibrations have been
simulated in rodents to model the behavior of hair cells within the cochlea. These studies have shown that hearing loss
(temporary and permanent) is possible under easily achievable ranges of vibrations either propagating from the source of
drilling or amplified within cranial cavities [1]. Noise associated with large drilling operations, such as in coal mines, causes
deafness, one of the most common illnesses within the high noise exposure related occupations [2].

Another problem observed in drilling applications particular to mechanical and structural systems is often observed. When
assembling/dismantling vibration-sensitive devices or repairing bridges amplified vibrations occur in material cavities. These
large amplitude standing pressure waves can cause undesired behavior of mechanical parts and fracture aggregate or concrete
in columns [3]. Drilling into the ground may cause standing pressure waves, but the issues observed in this industry are
damage to or failure of drill strings [4]. Drill strings fail when oscillating in the axial and lateral (bending) directions. The
aforementioned problems can be effectively eliminated if the drill system could control vibrations in a manner adaptive to
change in vibrations and non-homogeneity.

Current approaches for dissipating vibrations within the drilling system focus on damping the material directly. Creasy
et al. have shown that attempts to suppress the vibrations of drilling material using passive damping have been successful [3].
However, with these attempts came apparent shortcomings that are common in most passive systems. Passive dampers are
non-tunable to unforeseen scenarios; hence fail to provide any damping when vibrations exceed 10 % beyond specification of
each damping system. An increase in vibrations often leads to passive dampers becoming destroyed [3, 5]. Work to overcome
the failure within passive damping strategies brought about active damping devices, such as piezoelectric actuators. Active
dampers will damp vibrations of the drilling material directly and can damp to known peak frequencies and frequency
fluctuations. The downfall associated with fully-active damping devices are increased power consumption. The required
power directly relates to accommodating for previously collected vibration/frequency records. Though active dampers can be
used in similar applications related to the original purpose they lack the ability to behave properly to new drilling conditions.
Additionally, active devices can potentially weaken a structure when not used as intended. Active dampers can apply loading
to the structure that excite resonances rather than mitigating them [6]. To overcome these shortcomings this paper proposes
the use of an adaptive positive position feedback (APPF). The adaptability of the actuator-controller system utilizes lower
amounts of power unlike traditional active dampers and allows for actuators to be used in many applications. Adaptive
feedback for actuators is more robust because both the damping coefficient and applied force are tuned to changing dominant
frequencies obtained through Fourier analysis of the model. This robustness ensures the actuator will not be subject to
manufactured limits of frequency range seen in passive damping.

The purpose of this analysis is to create a model that best captures the modal behavior of the interactions between the
drill and part material as shown in Fig. 16.1. With test data, the model can be refined to demonstrate modal properties
observed during actual drilling. The model also utilizes vibrational frequencies found in the drill bit as a result of the
nonlinear interaction of the bit to part interface. To refine the model the nonlinear behavior of the system is attributed to
the main cantilever mode of the different mechanical apparatuses. With the proposed model, an APPF controller is exploited
to suppress high amplitude frequencies detected in the model. Prior to drilling, parameter estimation is used to get initial
stiffness and damping ratio parameters characterizing the fundamental behavior of the system. During the drilling process a
Fourier analysis of sampled acceleration data provides the dominant frequency as a response to the axial motion of the drill bit
and the controller. The APPF controller uses the governing frequencies that change over time to adaptively eliminate chatter
by diminishing different modes using multiple actuators. The coupled model will be used to determine sensor information
and relationships between parameters that will be critical for the future implication of an APPF system in the field.

16.2 Model Development

The goal of this research is to develop a model coupled with an Adaptive Positive Position Feedback controller that can
be used to simulate many different drilling tools and materials. For this reason, the model needs to be simple and flexible
enough to be adjusted to different situations. Reducing the system to a mass-spring-damper (MSD) system allows the model
to be flexible to variation in tool and material dynamics while maintaining fidelity in simulations. Since the main interest
of this paper is to implement a model for adaptive vibration suppression, the axial vibrations induced in the material being
drilled are our main concern, as this result in the largest vibrations. Thus, the developed model to be used with the adaptive
controller is a nonlinear, single axis, 2nd order ODE system. The MSD model of the system is displayed in Fig. 16.2 with
M1 as the mass of the material, M2 as the tool, F as an applied constant load, K as the spring constant, and C as the damping
constant, and u(¨) as an applied displacement related to the operating drill speed. The mathematical equation from the MSD
model is shown in Eq. (16.1) as state-space form. As previously described in Sect. 16.2, frequency and damping for the
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Fig. 16.1 Proposed drill/part
vibration suppression system
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Fig. 16.2 Two degree of
freedom drill system model

drill system and the material must be determined experimentally. The mass of each component is measured, if possible, or
assumed. The spring and damping constants for the drill system and part (K1, K2, C1 and C2) are determined experimentally
as later described in Sect. 16.3.1. The spring constant for the drill bit (K3) is determined experimentally as described in
Sect. 16.3.2.
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A constant force, F, and a varying displacement, u(¨), are the inputs driving the model. The applied displacement
functions as a simulation of the frequencies being input to the system relative to the rotational speed of the drill i.e.

Sin

�
570 rpm

60 rpm=Hz
�2 �t

�
C Sin

�
1720 rpm

60 rpm=Hz
�2 �t

�
; (16.2)

where the spindle speed is set using belts in this example to be 570 rpm and the motor speed is a constant 1,720 rpm).
Inputting these frequencies as a displacement essentially creates an acting force on both masses in equal and opposite
directions, forcing them apart. To simulate the non-linearity introduced due to the drill bit and material coming in and out of
contact the spring representing the drill bit is a bi-linear spring. When the K3 and M1 are in contact, the spring has a stiffness
equivalent to the stiffness of the drill bit, however, when they are not in contact the stiffness of K3 becomes zero, as shown
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x2-x1-u(w)

K3

No Contact 

Fig. 16.3 Bi-linear spring
stiffness, K3, as a function of
distance between M1 and M2

in Fig. 16.9. Therefore, by the spring stiffness going to zero in the out of contact condition, the force being applied to the
system will not be transferred to the bottom mass, inducing nonlinear behavior. Nonlinearity in the model can be seen in
Fig. 16.3, where the red areas display the harmonic response frequencies. Resonant frequencies are also seen around 150 Hz
and 220 Hz, corresponding to the first mode of the plate alone and the first mode of the plate and drill in contact, respectively.

16.3 Experimental Study of Model Parameters

The experimental approach discussed in this paper is used to obtain necessary parameters for the developed model. First, each
component was studied separately through modal testing to gain an understanding of their dynamic characteristics. Parameter
estimation was used to interpret the data and determine the spring and damping parameters needed for the model. During the
drilling process, bit-bounce causes the drill bit and plate to come out of contact at some points in time, resulting in nonlinear
behavior. To understand the changes introduced by the change in contact condition, the components were also tested while
in contact to determine the dynamics of the entire system. By progressing in this manner, the interacting dynamics between
different components when in contact and out of contact can be observed.

16.3.1 Experimental Study of Independent Model Parameters

For this study, a Jet JDP-15MF drill press was the drilling tool analyzed. Modal analysis of the drill press was completed
to determine the dynamics that the tool will contribute to the vibrations of the material being drilled. Impact testing using
a PCB Piezotronics impact hammer was conducted with 27 PCB Piezotronic accelerometers attached to nine locations of
the drill press for tri-axial data acquisition, using a National Instruments LabVIEW system. The experimental test setup is
shown in Fig. 16.4.

Results of the modal analysis showed the plate of the drill press to support the drilling material had the most motion.
For this reason, the decision was made to use a separate table to support the drilling material to isolate the dynamics of
the drilling components of the system and remove the dynamics of the supporting plate, which is a better representation of
real-world drilling scenarios.

For initial model development, aluminum plates (30.0 � 30.0 � 0.6 cm) were used as the drilling material. Plates were
clamped at the corners to the supporting table. Nine accelerometers were placed on the plate, evenly spaced on a 7.5 � 7.5 cm
grid to measure acceleration in the vertical direction. The plate was impacted with an impact hammer at the node in the center
of the plate. The experimental setup is shown in Fig. 16.5.

16.3.2 Parameter Estimation

Modal parameter estimation is the process of determining frequency, damping ratios, and mode shapes from experimental
data. Input force data measured by the impact hammer and acceleration data measured by accelerometers were used to
create the frequency response function (FRF) for the two components individually. This FRF was then used with parameter
estimation techniques to determine the modal parameters, such as frequency and damping ratio, for each component. This
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process, which is a form of curve fitting, has been implemented in the past 40 years to characterize the linear dynamic
properties of structures [7–9]. The Rational Fraction Polynomial (RFP) method, developed by Richardson and Formenti, is
a technique to estimate parameters directly from the FRF. The RFP method solves a set of linear equations for the unknown
numerator and denominator polynomial coefficients of a given frequency data set. The curve fitting models can be described
as either Eq. (16.3) or Eq. (16.4) also known as Rational Fraction Form or Partial Fraction Form, respectively (where rk and
pk are the kth residue and pole (� ¢k C j¨k) respectively, ¢k is the kth rate of decay, ¨k is the kth oscillation frequency, and
j D p�1) (Richardson and Formenti 1982).
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Fig. 16.6 FRF of drill press (left) and aluminum plate (right) obtained experimentally and curve fit FRF for desired frequency range

Table 16.1 Estimated modal
parameters

Drill press Aluminum plate

Frequency (Hz) 308:0 153:0

Damping (%) 6:50 1:45
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The RFP uses the rational fraction polynomials to solve for the poles and residues. The number of unknown coefficients
of both the numerator and denominator polynomials, (ak, k D 0, k D 1, : : : , m) and (bk, k D 0, k D 1, : : : , n), are proportional
to the number of determined modes. By applying RFP across a small, desired frequency range, the parameters of the
experimental FRF data obtained from the drill press can be estimated. For the purpose of this model, it was necessary to
characterize the modal parameters of the fundamental mode of each component. The curve fit and parameter estimation of
the modal drill test and the modal plate test are shown in Fig. 16.6 and Table 16.1.

16.3.3 Experimental Study of Drill Bit Model Parameters

Separate analyses of the drilling tool and material were necessary to determine modal parameters of the components for
modeling. However, it was also necessary to complete an analysis of the components when in contact in order to characterize
properties of the drill bit, which serves as the connection between the two systems. To study the characteristics of the drill
bit, particularly how the additional contact condition affects the fundamental frequency of the plate, an impact test was
completed with the drill bit and plate in contact. Five accelerometers placed on the plate collected acceleration data from an
impact at the center of the plate. The experimental setup is shown in Fig. 16.7.

The test was completed three times, each with an increased load applied to the plate. The load being applied to the down
feed handle was measured using a force gauge. The FRF for the plate at each different preload was compared to the FRF of
the plate with no load applied to analyze the shift resulting in the fundamental frequency, as shown in Fig. 16.8. Following
this test, a finite element model was developed using ABAQUS to determine the effective spring stiffness of the drill which
would cause the frequency shift observed experimentally. Results of the spring analysis are shown in Fig. 16.9 and Table 16.2.
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Fig. 16.7 Plate being preloaded
with a measured force for testing
of drill and plate in contact
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Fig. 16.8 FRF of plate with increasing preloads

The finite element analysis determined a spring stiffness of approximately 3 MN/m was necessary to achieve a frequency
equivalent to the shifted frequency of 220 Hz observed experimentally.
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Table 16.2 Stiffness and
frequencies

Stiffness (MN/m) f0 (Hz)

0 159.67
0.1 166.97
0.5 187.52
1 201.98
2 215.75
3 222.04
4 225.57
5 227.81

16.4 Test Analysis Correlation to Experiments

The ability of the numerical model to predict frequencies and accelerations similar to the true system was evaluated through
test analysis correlation to experiments. First, the model was tested with a linear case where the drill press and plate are
always in contact. Next, the model was expanded to a nonlinear case to test the ability of simulations to produce harmonics

16.4.1 Linear Modal Analysis

Testing the model in a linear case was performed first to ensure the model in a simple case functions correctly. Linear
simulations were completed by setting the spring constant of the drill bit to be constant rather than bi-linear. An impulse
excitation was applied to the system by applying an initial velocity and no disturbance input. The FRF of the simulations was
used to determine the two frequencies corresponding to the modes of the system. The simulation results were then compared
to an experimentally obtained FRF of the system always in contact with an impulse excitation created by an impact on the
plate. Comparison of the simulation and experimental FRFs is shown in Fig. 16.10. Both the simulation and experiments
were found to have a first dominant mode around 215 Hz and a second dominant mode around 370 Hz.

16.4.2 Nonlinear Acceleration Response to Drilling

After confirming the model’s ability to predict frequencies in the linear case, the spring constant of the drill bit was made
bi-linear and a disturbance, u(¨), was applied. Figure 16.11 shows the frequency magnitude of accelerations of M2 produced
by a range of input frequencies. Harmonic frequencies are produced by the simulations in the non-linear case as well as the
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Fig. 16.11 Magnitude of plate frequency with for varying input frequencies

resonant frequencies of the plate when the drill press is not in contact and the two resonant frequencies when the plate and
drill press are in contact. These responses confirm that the model is acting as a non-linear system.

The non-linear model was then compared to experimental acceleration data collected on the plate while drilling was
completed. The material used in this experiment was an aluminum (30.0 � 30.0 � 0.6 cm) plate with five accelerometers
measuring vertical acceleration. The plate was clamped to a separate structure, rather than the drill table, as to not induce
additional dynamics from the supporting table of the drill press. The drilling was completed at a speed of 540 rpm (9 Hz)
while the motor of the drill press was operating at 30 Hz. For the simulations, a disturbance, u(¨), of sinusoids related to
the drilling speed and motor speeds of the experiments was the input to the system. Figure 16.12 shows a comparison of
the frequencies excited in simulations and experiments. Comparison showed that the harmonics and general shape of the
simulations correspond with the experiments well; however, several flaws in the simulation results remain. Further studies of
the model inputs as well as damping are necessary for improved correlation of simulations and experiments.
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Fig. 16.12 Numerical simulations (top) and experimental data (bottom) of acceleration measurements on the plate during drilling

16.5 Adaptive Positive Position Feedback Controller

An adaptive positive position feedback (APPF) controller was applied to the model to dampen out unwanted vibrations of
the material and tool. For a device to dynamically control the stability of a structure, Goh and Caughey introduced a method
known as positive position feedback (PPF) control [10]. The control method was not sensitive to signal contamination via
excitation of uncontrolled parameters; this signal contamination phenomenon is known as spillover. Resistance to spillover,
along with providing stability related to the structure’s stiffness properties, allows for more robustness of the controller.
The controller is described as a second order compensator, and conditions to ensure the stability depend only on the natural
frequency of the structure. Thus, the advantage of PPF control is that the frequency response of the controller rolls off quickly,
making the closed loop system robust to spillover [5]. The general PPF control was developed for a single-input-single-output
(SISO) system with a single-degree-of-freedom model as described in Eq. (16.5), where Ÿ is the structure coordinate, ˜ is the
controller coordinate, ¨f and ¨ are the frequency of the structure and controller, respectively, and —f and — are the structural
and controller damping ratios, respectively [11].

Structure W RŸC 2—f¨f
PŸC ¨2f Ÿ D G¨2f˜

Controller W R̃ C 2—¨ P̃ C ¨2˜ D ¨2Ÿ
(16.5)

By using an APPF controller as opposed to a non-adaptive PPF, the desired frequencies to be suppressed can be updated in
real-time. This allows the controller to better suppress vibrations due to changing dominant frequencies in nonlinear systems.
Recent research teams, such as [3] and [12], have implemented a self-tuning regulator (STR) in their APPF controller for
vibration suppression. The adaptive portion implemented in the APPF controller of this research was designed to update
the frequency value of the control algorithm in real-time given an initial value of zero. The adaptive algorithm selects the
largest magnitude frequency within a selected frequency range of the structural model. Additionally, the frequency range
was obtained by taking the FFT of the buffered data from a discretization of our simulated signal. Next, the controller’s
frequency is then set to the determined dominant frequency of the model. The feedback control diagram for adaptive drill
vibration suppression is suggested in Fig. 16.13.

The described APPF controller coupled with the proposed nonlinear MSD model of the drill tool/part was simulated in
MATLAB/Simulink to demonstrate the effectiveness of the controller for vibration suppression. The controller can be viewed
as an attached actuator which applies forces in phase with the induced vibrations to subdue the excited displacement of the
part and tool. The previously developed model of the drill/part with the implemented controller is illustrated in Fig. 16.14.
In addition, the controller implemented has been designed to mimic the effects of the bilinear spring. Our model assumes
that the controller cannot apply any force onto the part when not in contact during bit-bounce, but resumes its action when in
contact. To consider that the drilling tool and part are not in contact, the constraint chosen was that the displacement between
the tool/part and disturbance excitation has to be greater than the applied controller displacement.
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In the proposed control loop for this simulation, the disturbance input is generated as a sum of sinusoids which, with the
constraints, is fed into our MSD model. The output of the model is the relative displacement between the tool and part. This
relative displacement output is fed into the adaptive algorithm to update the controller’s frequency component. This updated
frequency value along with the relative displacement output is fed into the PPF controller. With the controller tuned, a force
output is generated back into the MSD model. This cycle repeats to generate a force signal proportional to the disturbance
input in order to suppress the induced vibrations.

16.6 Results

In this research, we have simulated the adaptive and non-adaptive PPF controller on the developed nonlinear model. By
coupling the adaptive controller with the model, a 69.8 % reduction in the overall plate displacement vibration was obtained
by comparing the Root-Mean-Square (RMS) value of the controlled output and non-controlled. This was achieved by using a
force gain G of 750 and controller damping ratio — of 28 % in Eq. (16.5). The buffer of data used was 1,024 points collected
at a sampling rate of 2,048 Hz with an overlap of 512 points to allow the controller to update every 0.25 s incrementally
throughout the total simulation time of 5 s. To assess the controller’s ability to adaptively tune its frequency component to the
dominant frequency exciting the structure, an initial value of 0 Hz was chosen as the controller’s frequency component. The
adaptive algorithm then chooses the frequency with the largest magnitude exciting the structure, which in our case is 30 Hz
(the motor speed of 1,720 RPM), and sets the controller’s frequency component to that value and damps out the structure at
the selected frequency.

As shown in Fig. 16.15, after one buffer period the controller maintained damping of the plate vibrations induced by
the motor of the drill press throughout the entire simulation. As a result of dampening the motor speed (30 Hz) with the
aforementioned parameters, Fig. 16.16 shows the reduction in absolute displacement from a time section of plate vibration
position. Additionally, Fig. 16.17 highlights that by suppressing the dominant or driving frequency, additional frequencies,
including harmonics, are also suppressed. To assess the energy content of the vibrations in the part, the instantaneous kinetic
vibrational power of the plate was analyzed, as described in Eq. (16.6), where P(t) is the power output with respect to time,
m is the mass of the part, and x is the axial coordinate.

P.t/ D �m Rx.t/ Px.t/ (16.6)

Using Eq. (16.6), it was determined that the vibrational power of the plate was reduced by 30.14 % when comparing the
RMS of the adaptively controlled and non-controlled energy output of the plate as shown in Fig. 16.18.
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Fig. 16.15 Vibration suppression of plate displacement using APPF control

16.6.1 Results of Non-adaptive Controller Suppression

The previous presented results demonstrate the feasibility of using APPF control to suppress axial vibrations induced by the
drill tool onto the part. The position displacement, the frequency content, and the vibrational power were reduced using the
adaptive controller. However, one major drawback for the current adaptive algorithm is in the transient phase of the controller.
The current method used by the controller to update its frequency component results in a step transition. This sudden step
transition intensifies the acceleration content of the controller, thus resulting in a large force onto the part and tool. In order to
observe the effects of the controller suppression without the sudden transient phase, a non-adaptive version of the controller
was executed. The initial frequency content of the controller was set to the disturbance motor frequency (30 Hz). Table 16.3
describes the comparison between the controller suppression with the transient and without the transient on the part and tool.
The results indicate that the PPF controller can considerably suppress vibrations once the controller’s frequency component
is in static conditions.

However, the results presented below in Table 16.3 on the Non-adaptive case are significantly notable because the
disturbance excitation frequency was already known beforehand. By setting the controller’s frequency to the disturbance
input signal, the induced vibrations are highly damped out without transient conditions. Although if the vibrational excitation
is not known beforehand, the adaptive portion of the controller will have to be exercised. One method to improve the
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Table 16.3 Comparison of
vibration suppression with and
without transient

With transient (adaptive) (%) Without transient (non-adaptive) (%)

Plate Displacement 69.8 81.6
Drill Displacement 69.5 81.3
Plate Vibration Power 30.1 73.4
Drill Vibration Power 40 81

adaptive PPF controller is to smooth out the transition during updating the frequency content of the controller. A sinusoidal
or quadratic function may be used instead of a step transition.
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Fig. 16.18 Instantaneous kinetic vibrational power of plate

16.6.2 Future Sensor Placement and Actuator Type

From the results, accelerometers were determined to be the sensor that would easily provide the necessary information needed
by the controller and they are also commercially available. Since the PPF controller reads in displacement or position of the
structure as the input, using accelerometers might be not provide the most optimized results for displacement calculations.
Thus, a modified PPF controller which feeds in acceleration instead of displacement might be more reliable. However,
assuming the accelerometer readings are filtered and has relatively low noise, they can be used to obtain the changes in
displacement through finite integration methods if the initial positions are known. These accelerometers should be attached
relatively close to the desired drilling area of the part. Modal analysis of the part is recommended before drilling, if possible,
to obtain the best parameters necessary by the controller.

From the previously simulated vibration suppression using the APPF controller, the desired force signal is shown in
Fig. 16.19. The range of the signal from the model was determined to be ˙25 Newton and the displacement is proportional
to the bi-linear spring stiffness of the model. This type of axial force can be easily achievable by piezo-stack actuators, which
can output linear displacement forces in the kilo-Newton range, and displacement output to be in the micro-meter range. The
piezo-stack actuators are also small enough to be inserted inside the drill bit. An electrical signal produced by the controller
can be applied to the piezo-stack actuators to obtain the desired forces necessary to suppress axial vibrations. The advantages
of using piezo-actuators are the bi-functional effects of piezoelectric materials. They can be simultaneously used as sensors,
for displacement measurement, and actuators, for force generation.

Another type of smart material to be used in vibration dampening are Magneto-rheological elastomers (MREs). The
mechanical properties of the Magneto-rheological material changes when subjected to a magnetic field usually using an
electromagnet. Hoang et al. has used MREs to suppress vibrations of powertrain systems in vehicles [13]. A MRE drill
bit can be develop for use in the drill tool allowing for the control of vibration dampening of the system by changing the
mechanical properties.

16.7 Conclusion

This paper explored the dominant vibrations present within one type of drilling setup involving the use of a drill press and
aluminum plates. Through modal analysis on each of the drilling apparatus and its components, a two-degree-of-freedom
model was developed to best capture the modal characteristics observed. Initially, a linear model was built to capture the
resonances determined from the experimental results. This model was later expanded to a nonlinear model by presenting
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changes in boundary conditions at the point of drilling. This condition simulated the phenomenon of axial bit-bounce or
chatter. In order to refine the model, data was collected during drilling to provide insight on the excitation disturbance which
was found to cause vibrational behaviors on the plate. Vibrations examined in the frequency domain displayed apparent
dominant frequencies consistent with the motor speed of the drill press and spindle speed and their corresponding harmonics,
suggesting the existence of nonlinearity in the true system. With this developed model capturing features of the true system,
a model for an APPF controller was incorporated to test the capabilities for suppression. The controller coupled model
gave the expected force signal and demonstrated a �69 % reduction of axial vibrations by using forces achievable in most
piezo-stack actuators. The forces were applied to damp the dominant frequencies, thus as a result, the harmonics were also
effectively damped due to nonlinearities. The non-adaptive controller resulted in a greater suppression of vibrations due to
the static conditions given. However, the transient condition induces an increased force due to the instantaneous change in
acceleration of the controller output. We have recommended a smoothing algorithm instead of using a step transition in the
adaptive portion of the controller to reduce the additional acceleration excited by the controller.

For future works, the effectiveness achieved by the linear APPF control will be compared to other controllers such as
PID controllers as well as Multi-PPF controllers or multiple applied PPF controllers. Although the linear controller is able
to provide adequate damping of the nonlinear system, we will also be looking into the use of a nonlinear PPF controller,
as recently used in [14]. For performance and validation of the controller/two-degree-of-freedom model, experimental tests
should be performed with actuator(s) integrated within the true drill system. Further investigation is needed to refine the
model to account for all aspects of the forcing vibration in the system, including potential coupling of lateral, torsional, and
axial forces.
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Chapter 17
A Regenerative Approach to Energy Efficient Hydraulic Vibration
Control

Jonathan L. du Bois

Abstract Active vibration control technologies are reaching maturity in many applications, in both periodic and transient
operating regimes. Historically these systems have been designed without regard for the power they consume, which is not
only inefficient and costly, but limits their adoption in applications where it is impractical to provide large power supplies.
Strategies for reducing power consumption include semi-active and regenerative methods. The former limits the device action
to dissipative forces, through adjustable spring and/or damping rates. The latter uses the dissipative portion of the cycle to
store energy in a reservoir, which can then be used in the remainder of the cycle. This paper looks at the benefits of using
hydraulic devices in this context instead of the prevalent electromechanical devices. A case study of regenerative hydraulic
vibration control is presented using digital hydraulics concepts, analogous to the switching power supplies and amplifiers
that have revolutionised the efficiency of modern electronic equipment. The limitations and trade-offs are examined and
projections are made as to the performance that could be achieved as the limitations of contemporary hydraulic components
are improved upon.

Keywords Active vibration control • Regenerative damper • Digital hydraulics • Seismic • Earthquake

17.1 Introduction

Active vibration control is a well established field, and books and papers on the topic abound [1, 2]. Where energy supply
is scarce, typically semiactive control is employed [3]. More recently, regenerative concepts have started to appear, where
instead of dissipating vibration energy, a vibration mitigation device absorbs the energy from the structure and stores it for
use in fully-active portions of the control strategy. Typically such devices are advocated for automotive use and store the
energy in electrical form, using electro-mechanical means to convert stored energy to and from motion [4–6].

Hydraulic devices have advantages over other technologies: principally in the range of their power density. Large forces
can be generated with high velocity, making them suitable for heavy duty applications, for example the focus of this study
which is the motion control of large buildings. The drawback of hydraulic devices in this context is their efficiency. The more-
or-less ubiquitous approach to pressure modulation in hydraulic systems is to use a proportional valve, throttling the flow
and dissipating large amounts of energy in turbulence and ultimately viscous heat losses. If energy is to be conserved in the
device, flow throttling is clearly an untenable approach. The prospect of using regenerative hydraulic systems helps to address
one of the major concerns in implementing active vibration control for the mitigation of seismic response in buildings: that
of continued operation in the event of power failure.

Digital hydraulic methods employ discrete elements in an effort to mitigate effects such as these. In particular, fast valve
switching can be employed to create a device which modulates the output pressure in proportion to the duty cycle of the
valve: in essence a pulse-width modulated (PWM) control [7]. The approach is used in a crude form in the hydraulic ram
pump [8]. An analogy can be drawn between the emerging digital hydraulic methods and the evolution of efficient Class
D amplifiers and switched-mode power supplies in the electrical world. In the case of the latter, fast switching transistors

J.L. du Bois (�)
Department of Mechanical Engineering, University of Bath, Claverton Down, Bath, BA2 7AY, UK
e-mail: j.l.du.bois@bath.ac.uk

G. Foss and C. Niezrecki (eds.), Special Topics in Structural Dynamics, Volume 6: Proceedings of the 32nd IMAC, A Conference
and Exposition on Structural Dynamics, 2014, Conference Proceedings of the Society for Experimental Mechanics Series,
DOI 10.1007/978-3-319-04729-4__17, © The Society for Experimental Mechanics, Inc. 2014

211

mailto:j.l.du.bois@bath.ac.uk


212 J.L. du Bois

offered a revolution which made the technology possible, whereas for hydraulic systems continued efforts to improve on
valve switching speeds are pushing the envelope to the point where the technology presented in this paper is feasible.

The work in this paper sets out the case for the use of digital hydraulic control in regenerative active vibration control.
The principle is to improve the efficiency of energy harvesting in hydraulic devices through the use of fast-switching valves
and analogue filtering elements to approach active vibration control performance without the need for an external hydraulic
power supply.

17.2 Active Control

The work of Lazar et al. [9] shows that while semi-active vibration control approaches can come close to the performance
of fully-active systems, the performance is significantly enhanced if the passivity constraint is relaxed. A semi-active device
cannot input power to the system so the passivity constraint is

p.t/ D uMRvMR 
 0 (17.1)

where uMR is the control force applied by the device and vMR is the relative velocity between the attachment points. Lazar
et al. demonstrate that significant improvements can be achieved by imbuing the device with limited fully-active capabilities:

p.t/ D uMRvMR 
 �pA (17.2)

where pA is the maximum power dissipation of the device and � is a value between 0 and 1 governed by the efficiency
of the energy harvesting, or regeneration processes. (NB the definition here is subtly different from that of Lazar et al. but
follows on naturally from their demonstration.) Their findings indicate that a value of � D 0:75 produces results that would
be indistinguishable from a fully active system for practical purposes. Hence, the objective in this work is to demonstrate in
principle a methodology for regenerative vibration control that can achieve this level of performance in a hydraulic device.

Following the methods of reference [9], a two degree-of-freedom (DOF) model of a small two-storey building is simulated.
The same model parameters are used here, so that the mass of each floor slab is 500 kg and the frame beams create a stiffness
of 3,500 kN/m between each storey. Damping is included to produce a modal damping ratio of 5%. Linear quadratic regulator
theory [10] is applied to determine gains for a full-state-feedback controller, to give

u.t/ D �
h
21:4065 � 18:0327 0:3436 0:1322

i
8
ˆ̂<
ˆ̂:

x1

x2
Px1
Px2

9
>>=
>>;

(17.3)

Figure 17.1 shows the response of the uncontrolled system and the actively controlled system to a chirp signal ranging from 1
to 20 Hz. The frequency increases linearly with time over the 100 s so the peak at �40 s corresponds to the natural frequency
at 8.23 Hz. Figure 17.2 shows the power input to the structure from the active control system. While the overall effect of
the active control is to dissipate power, there is a non-negligible amount of power input to the system for segments of its
operation. This supports the idea of storing energy during the dissipative part of the cycle and returning some of that energy
to the structure at the appropriate points in the cycle. The fact that the active control device dissipates energy on aggregate
means that there is scope for efficiency losses in the energy conversion and storage processes, making the proposition herein
a realistic one.

17.3 Hydraulic Buck Converter

Figure 17.3 shows a schematic for the hydraulic equivalent of what would be called a Buck Converter in an electrical context.
It steps down from a high pressure reservoir to low pressure with minimal loss of total pressure, thus conserving energy. The
system is closed-circuit, so the energy storage takes the form of a symmetric, dual-chamber piston with a spring on the piston
rod acting as the energy storage element. A servovalve is used to provide a pulse width modulated pressure according to the
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required output pressure, and this pressure is filtered by means of an inertance tube and a pair of accumulators to give a
smoothed pressure output. This then drives a piston for the purpose of the vibration control, represented in the diagram as a
dissipative load.

The biggest limiting factor in the performance fast-switching hydraulic circuits is the valve response. Recent advance-
ments have seen high flow rates combined with switching times of �1 ms [11, 12]. Correspondingly, in this study the valve
dynamics are modelled with a second order transfer function, with undamped natural frequency of !0 D 500Hz and a
damping ratio of � D 0:75. The output of the transfer function is set to saturate at 0 and 1 for the lower and upper limits,
respectively. The resulting step response can be seen in Fig. 17.4.

Pressure losses across the valve orifice are modelled by means of a turbulent orifice flow, with the relationship

�p / QjQj (17.4)
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Fig. 17.3 Schematic for a
hydraulic buck converter
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Fig. 17.4 Step response for the
hydraulic valve

where�p is the pressure loss andQ is the volumetric flow rate through the valve (incompressible assumptions are made for
the hydraulic fluid throughout this analysis). When fully open, from [12], a loss coefficient of 20� 108 can be achieved, and
from [13] the loss coefficient is found to be inversely proportional to the square of the orifice area.

The inertance tube’s dynamics are described as a single state system by

A�p D m Rx (17.5)

where A is the tube area, �p is the pressure difference across the tube, m is the mass of fluid in the tube, and Rx is the
acceleration of the fluid in the tube. From this,

QI D A

�L

Z
�pdt (17.6)

where QI is the flow through the tube, � is the density of the fluid, and L is the length of the tube.
The accumulators act as one in this model due to the incompressibility assumption and the closed-circuit configuration

(with no other compressible elements included in the circuit). They can be described in terms of their combined pressure-
charge characteristic,

pA D kA

Z
Qdt (17.7)
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where kA is a linear coefficient for the accumulators and
R
Qdt is the volumetric charge of the accumulators. The pressure

pA is the pressure differential between the two accumulators and the charge represents the volume displaced from the lower
to the upper accumulator.

These two components comprise the filter for smoothing out the PWM pressures from the valve. The relationship between
the input pressure pin and the output pressure pout is described by

pout D pA D kA

Z
.QI �QL/dt (17.8)

or

pout D kA

Z �
A

�L

Z
�pdt �QL

�
dt (17.9)

where QL is the flow through the load attached to the output of the buck converter. The pressure across the inertance tube,
�p is given by

�p D pin � pout (17.10)

and the output load is assumed to have a linear pressure-flow relationship so that

pout D kA

Z �
A

�L

Z
.pin � pout /dt � pout

cL

�
dt (17.11)

where cL is the laminar loss coefficient associated with the dissipative load. This can be rearranged to

�L

AkA
Rpout C �L

AcL
Ppout C pout D pin (17.12)

Or in the frequency domain,

Pout .s/ D 1
�L

AkA
s2 C �L

AcL
s C 1

Pin.s/ (17.13)

This is a second order system where

!0
2 D AkA

�L
and

2�

!0
D �L

AcL
(17.14)

To prevent undesirable oscillation, a critical damping ratio is used so � D 1 and

!0 D 2AcL

�L
D
s
AkA

�L
(17.15)

Now stipulating a cutoff frequency for the filter, !0 D 2�fc ,

kA D 4
A

�L
cL

2 and �fc D AcL

�L
(17.16)

and finally, combining these gives

kA D 4�fccL and
A

�L
D �fc

cL
(17.17)

This determines the constants for the accumulators and for the inertance tube dependent upon the filter cutoff frequency
(i.e. the maximum operating frequency of the vibration control device) and the expected load characteristics of the structure
whose vibrations are being controlled. In practice this will vary dramatically throughout operation, but this analysis gives a
starting point for assigning some values. The peak load characteristic should be used as increasing the load for a given set of
component parameters will cause the system to be underdamped (from Eq. (17.14)).
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The drawback of assuming too high a value for the cutoff frequency is that the unwanted harmonics of the PWM carrier
frequency, known as pressure ripple, will become more pronounced in the output pressure (and resultant piston force), while
the drawback of a low cutoff frequency is that it will impinge on the bandwidth of the device in operation. The obvious
solution is to increase the PWM carrier frequency, but this is limited by the response time of the hydraulic valve. Setting the
carrier frequency too high for the valve results in a controller that fails to track the reference signal and suffers from reduced
efficiency on account of the greater proportion of the cycle spent with the valve between states.

17.4 Hydraulic Component Sizing

From Fig. 17.2 the peak power input to the structure is just under 18 kW. Using the linear pressure-flow relationship

p D cLQ (17.18)

combined with the expression for hydraulic power


 D pQ (17.19)

where 
 is the power leaving the device and entering the structure, the equivalent loss coefficient cL can be found from

cL D 


Q2
D p2



(17.20)

The equivalent loss coefficient is thus determined by the output piston sizing for the device: it is the piston size that relates
the velocity of the structural DOF at peak power to the flow rate in the device. This is seemingly a free choice, but in practice
will need careful optimisation. Larger piston areas will result in smaller pressures and larger flow rates, thus giving a small
cL for a given power and velocity. This is beneficial because a small cL permits shorter inertance tubes and lower stresses on
accumulators. Larger flow rates, however, will produce greater losses across valves and other restrictions. Conversely, small
piston areas will lead to lower flow rates and higher pressures. The turbulent losses across flow restrictors will be reduced,
but the inertance tube will need to be longer and thinner, resulting in greater laminar losses coupled with the spurious elastic
and compressible behaviour associated with high pressures. For the purposes of this paper a piston area of

The velocity of the structural DOF coinciding with the peak power is 0:5ms�1. Moog’s current Hydrostatic Bearing Test
Actuator range uses a piston area of 86:6 cm2 for the 160 kN model, which would be needed for the �125 kN forces seen in
this example. A piston area of 86:6 � 10�4 m2 at 0:5ms�1 gives a flow rate of 43:3 � 10�4 m3 s�1. Using this in Eq. (17.20)
with a power of 18 kW gives

cL D 


Q2
D 18 � 103
.43:3 � 10�4/2

D 9:6 � 108 Nsm�5 (17.21)

A PWM carrier frequency of 100 Hz is chosen, so that the valve spends �80% of its time in a fully-open or fully-closed
position. A filter cutoff frequency of fc D 10Hz is used to mitigate the 100 Hz ripple and harmonics thereof. These values
are borderline values; ideally greater margins would be desirable but the valve switching speed is the key limitation here.
The inertance tube and accumulator sizing is then taken from Eq. (17.17) to give

kA D 1:21 � 1011 Nm�5 and
A

�L
D 3:27 � 10�8 m4 kg�1 (17.22)

This study makes the simplifying assumption of a constant reservoir pressure, justified by the understanding that more energy
needs to be dissipated from the structure than returned to it. Two alternative flow paths are included to permit return flow
into the reservoir, with the servovalve and check valve in Fig. 17.3 exchanged for the case of flow returning to the energy
storage chamber. Finally, when the active force control demand changes direction, a four-port servovalve is used to swap the
connectivity of the output pressure and invert the sign of the pressure difference. A reservoir pressure of 150 bar is used to
provide a margin over the 125 kN forces required of the 86:6 � 10�4 m2 piston.

The PWM control uses a triangular-wave signal compared to the reference pressure signal to determine the on/off state
of the pulse. As well as the feedforward pressure demand, there is a proportional feedback controller using the measured
pressure output. A gain of 10 is used for the proportional gain.
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17.5 Results

The force demand from the results of Sect. 17.2 are used, scaled by the output piston area, as the reference signal for the
hydraulic transformer. The demand and actual output pressures are shown in Fig. 17.5. Below 3 Hz the device tracks the
reference pressure moderately well. There are some artefacts from the abrupt swapping of the output ports at the zero
crossing, and the physicality of the behaviour here should be questioned because of the ideal representation of the servovalve
used to swap these ports in the model, but overall the tracking is reasonable. Beyond 3 Hz, the performance drops off
rapidly. The phase begins to lag, and the switching behaviour at the zero-crossing becomes increasingly problematic. This
configuration turns out to be particularly unsuitable as the tracking performance drops off: the momentum in the inertance
tube imposes the wrong sign on the time-derivative of the pressure immediately after the zero-crossing of the reference,
exacerbating both the spurious transient dynamics and the intrinsic tracking problems. By the time the first resonant frequency
is reached at �8 Hz, or 40 s, the amplitude has dropped off significantly and the pressure no longer resembles that of the
reference signal.

The pressure is low-pass filtered with a cutoff of 500 Hz, then sampled at 1,000 Hz and the resulting spectral
decomposition is shown in Fig. 17.6. Some aliasing artefacts remain. But I’m not processing this again now; you get the
idea. The reference signal is comprised mainly of a single harmonic frequency, whereas the output pressure is clearly seen to
suffer from higher harmonic components with a strong onset at around 3 Hz (15 s) and steady worsening towards the higher
frequency bands.

Two observations stand out from these results. The first is that the topology of the device, with a four-port valve used
to switch the pressure direction at zero-crossings in the reference, produces unnecessary difficulties in tracking. A potential
solution would be to use two such devices in a push–pull arrangement. The second observation is that the switching speeds
for the hydraulic valves impose consequential restrictions on the operational bandwidth of the device. With current valve
technology the vibration control approach proposed here remains infeasible for frequencies above 1 or 2 Hz.
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Fig. 17.6 Spectral decomposition with a STFFT for the reference and output pressures of the hydraulic device. (a) Reference pressure; (b) output
pressure

One final set of results is presented here, exploring the effect of higher valve switching bandwidth. The undamped
natural frequency of the valve is changed to 5,000 Hz, exploring the effect of a tenfold increase in the switching speed.
The PWM carrier frequency is increased to 1 kHz and the analogue filtering cutoff frequency is raised to 50 Hz. The result,
unsurprisingly, is a marked improvement in the pressure tracking. Figure 17.7 shows the time history, while Fig. 17.8 shows
the spectral content. It is postulated that this performance would be of a satisfactory level for vibration control in the context
of low-frequency seismic response suppression. An immediate target for hydraulic valve performance for this application is
thus a switching time of 0.1 ms.

17.6 Conclusions

This paper has set out to explore the feasibility of using digital hydraulic concepts to create regenerative vibration control
device, capable of harvesting energy to sustain fully-active vibration control without the need for an external hydraulic
power supply. Modelling with realistic constraints has been used to evaluate the readiness of the technology in the context of
low-frequency (�0–20 Hz) seismic vibrations in a two-storey building. The following conclusions have been reached.

Firstly, the supporting component technologies are on the verge of maturing to the point where the suggested approach
could be implemented. The simulations suggest that for very low frequencies, up to 1 or 2 Hz, the approach may already
prove feasible. For higher bandwidths, faster valve switching technologies need to evolve to meet the requirements of a
system. This study suggests that a tenfold improvement on the existing technology to produce a valve switching time of
0.1 ms would offer the possibility of using these approaches to control vibrations up to 20 Hz or more.

The second conclusion is that the single-switch configuration used here is inadequate for controlling both positive and
negative pressure differentials across the output piston; at the zero-crossing the switching of the hydraulic ports produces
undesirable transient dynamics. A push–pull configuration is recommended, employing two such devices with one connected
to each chamber of the output piston. This type of configuration is common in the analogous class-D amplifiers.

Finally, future work will seek to implement the above change while improving upon the fidelity of the component models.
A full simulation will be performed, integrating the hydraulic device fully into the structural model. Experimental work will
seek to verify the results of the simulation.
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Fig. 17.8 Spectral decomposition with a STFFT for the reference and output pressures of the hydraulic device with tenfold increase in valve
switching speed. (a) Reference pressure; (b) output pressure
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Chapter 18
Virtual Sensing of Acoustic Potential Energy Through a Kalman Filter
for Active Control of Interior Sound

A. Kumar and S.V. Modak

Abstract An important problem in systems such as aerospace interiors, automobile passenger compartments and other
cavities is the control of low frequency interior noise. The present paper addresses an issue related to the feedback control of
interior sound through active structural acoustic control approach. Feedback control strategy will be useful when the primary
disturbance is broadband or when reference signals cannot be derived in an application. This paper presents development of
a strategy for virtual sensing of acoustic potential energy through a Kalman filter, for LQG based active structural acoustic
control (ASAC) of sound inside a cavity. The Kalman filter is designed to estimate the states of the cavity-structure subjected
to disturbances based on a piezoelectric patch mounted on the structure at a suitable location. The Kalman filter is coupled
to a radiation filter to predict the acoustic potential energy inside the cavity that can serve as a cost function in the optimal
control. Paper also presents the selection of location of a collocated piezoelectric sensor and actuator pair so that the acoustic
potential energy could be sensed effectively. A numerical example of rectangular box cavity backed by flexible plate is
considered. The performance of the Kalman filter is evaluated for the various levels of process and measurement noise.

Keywords Interior noise • Virtual sensing • Active structural acoustic control • Kalman filter • Radiation filter
• Acoustic potential energy

Nomenclature

MT Structure and piezoelectric combined mass matrix
KT Structure and piezoelectric combined stiffness matrix
CT Structural damping matrix
Ka

w� , Ks
w� Electro-mechanical coupling matrix for actuator and sensor

Ka
�� , Ks

�� Electric capacitance matrix for actuator and sensor
w Vector of mechanical displacement in z direction
�a, �s Electric potential difference for actuator and sensor
qa, qs Electric charge at the actuator and sensor electrodes
fd Vector of externally applied loads on structure
S Structural-acoustic coupling matrix
MA Acoustic mass matrix
KA Acoustic stiffness matrix
DA Acoustic damping matrix
p Vector of nodal acoustic pressure
§S Structural mass normalized mode shape matrix
Sca Sensitivity of charge amplifier
œ2 Matrix of eigen values
� Viscous modal damping factor
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! Excitation frequency
˜P Vector of modal displacements of plant
BwP Process noise coefficient matrix of plant
gP Process noise vector of plant
vP Measurement noise vector of plant
�ca Plant sensor output without noise
ysP Plant sensor output with measurement noise
AP, BcP, BdP, CP State space matrices of Plant
AK, BcK, CK State space matrices of Kalman filter
b̃K Estimated vector of modal displacements by Kalman filter
L Steady state Kalman gain matrix
b�sK Estimate of sensor output voltage by Kalman filter
bP Estimated vector of acoustic pressure
Za Structure to acoustic radiation transfer function matrix
E, bE True and estimated virtual acoustic potential energy
CAs Modal structural-acoustic coupling matrix
ARad, BRad, CRad State space matrices of radiation filter
r Vector of radiation filter states
na Number of acoustic modes

18.1 Introduction

An important problem in systems such as automobile passenger compartments, aerospace interiors, helicopters, marine
vehicles, launch vehicles and other cavities is the control of low frequency interior noise generated by the vibration of the
elastic structures. Passive noise and vibration control techniques such as: sound absorption and damping materials, structural
modifications through re-design, vibration isolation, and vibration absorber, added mass, damping through visco-elastic
material and treatment, porous layer, use of stiffened and heavy materials with high damping ratio, use of double-glazing
or thicker glass are not so effective for the control of low frequency noise. This is because the wavelength of sound at low
frequencies is quite large requiring very thick layers of sound absorbing materials. Due to this reason the passive control
strategies have a limitation for attenuation of low frequency noise because it generally leads to addition of a lot of mass
to the light flexible structures. With the advances in digital computers and development of modern control theories active
methods have emerged as practical alternatives to passive methods for suppressing unwanted noise in the low frequency
range. The passive methods are generally used for disturbances above 1,000 Hz, while the active methods are used below
1,000 Hz [1]. The idea of active noise control was conceived by Leug in his patent on noise control in a duct [2]. A major
advantage of active strategy over a passive strategy is its ability to adapt to different operating conditions [3]. Active noise
control technology has been gaining development in recent years and can be divided into three categories: first category
involves the active noise cancellation (ANC), which uses the interior acoustic sources such as loudspeakers to cancel the
noise with the error signal from acoustic sensors (microphones); second category employs vibration sources such as shakers
or surface mounted piezoelectric actuators and acoustic sources for error signal in the radiated acoustic field; and the third
method, which is known as active structural acoustic control (ASAC), employs both structural actuators and structural error
sensors [4].

The ASAC strategy can be used for attenuating the radiated acoustic power or acoustic potential energy in the interior of
a cavity. In active structural acoustic control (ASAC), structural actuators such as shape memory alloys (SMA), piezoelectric
materials (PZT), magnetostrictive materials and Magneto-rheological (MR) fluids and structural sensors such as PZT, PVDF,
and fiber optics can be integrated into the walls in such a way as to modify or reconstruct the vibration of the flexible
panels and reduce the sound radiation or transmission [5]. Active structural acoustic control with active/adaptive structures
is presented in [6]. The PZT patches can be glued on the structure to sense response and provide the necessary inputs for
control of structural response as well as acoustic radiation [7].

The three important elements in the design of any active control system are: Control strategy, type of Disturbance and
Control objective [8]. The interior noise in cavities, encountered in automotive and aerospace vehicles, occurs due to both
deterministic and random disturbances. Feedforward and feedback control are the two main control strategies that have been
used for interior noise control. The feedforward technique has been used mainly to control interior noise due to harmonic
and periodic disturbances arising from operation of IC engine in case of automotive vehicles and from the jet engine in
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case of aerospace vehicles. However, feedforward control requires measurement of the disturbance in some form which may
not always be possible and also requires error sensors to be mounted at the control points. It is also difficult to achieve
global control using this technique. Random and broadband disturbances may also act on cavities like: disturbances due to a
rough road, disturbances due to aerodynamic effects/turbulent boundary layer, acoustic load disturbance on a satellite during
launching, broadband disturbances in a helicopter being some of the examples. These disturbances are difficult to be dealt
effectively using feedforward technique due to problems of causality and acoustic feedback. Feedback control is expected
to be an effective strategy in cases where disturbances are random or broadband as well as in cases where it is difficult
to measure reference signals corresponding to disturbances. Feedback control can also be implemented to achieve global
control of acoustic response with lesser level of control system complexity [5]. In view of this, the present paper addresses
an issue related to the feedback control of interior noise through ASAC approach.

In the control of flexible structures, feedback control strategy is used as: active damping and optimal full state feedback
control [5]. Active damping can generally be achieved with direct velocity feedback.

Optimal feedback control involves applying a control input that minimizes a certain cost function taken as a combination
of quantity to be controlled and the control effort. Such an optimal control strategy is referred as Linear Quadratic Regulator
(LQR) control and that with a Kalman filter used as an optimal observer as Linear Quadratic Gaussian (LQG) control. For
noise control, the cost function provides a method of weighting heavily the modes of the structure that are known to be
efficient acoustic radiators and similarly allows diminished weighting of the inefficiently radiating modes.

Reference [9] considers feedback control of interior noise using structural sensing. An LQG based feedback control
with Kalman-Bucy filter as the state estimator is used. Reference [10] demonstrated the use of an extended Kalman
filter (KF) as a virtual sensor for non-measurable vehicle states and unknown vehicle parameters. Reference [11] used
Kalman filter approach to develop a virtual sensing algorithm that computes optimal estimates of the error signals at the
virtual locations and implemented that algorithm on an acoustic duct arrangement. Reference [12] reviewed a number of
virtual sensing algorithms developed for active noise control and investigated the effectiveness of using virtual sensors in
a pure tone diffuse sound field [13]. Authors also developed stochastically optimal virtual microphones and virtual energy
density sensors for use in diffuse sound fields. In [14] a virtual sensor design to estimate broadband acoustic interior sound
pressure using structural sensors has been proposed, with robustness against certain dynamic uncertainties occurring in an
acoustic–structurally coupled enclosure. Reference [15] proposed an optimization approach for structural sensor placement
to improve the performance of vibro-acoustic virtual sensor for active noise control applications. The vibroacoustic virtual
sensor was designed to estimate the interior sound pressure of an acoustic structural coupled enclosure using structural
sensors.

In the case of Linear Quadratic Regulator (LQR), it is assumed that the system is deterministic and all the states of
the system or plant are known to us and available for feedback, which however is difficult to implement in practice for
flexible structures. Moreover, the actual system/plant may also have model uncertainties and measurement of output can
have noise. Therefore, an optimal observer is required, in the framework of LQG control, which can estimate all the
unmeasured states of the structure in presence of noise. In addition, the observer should be able to predict the acoustic
variable to be finally control. This paper presents development of a strategy for virtual sensing of acoustic potential energy
through a Kalman filter, for LQG based feedback control of sound inside a cavity. The Kalman filter is designed to estimate
the states of the cavity-structure subjected to disturbances. The Kalman filter is coupled to a radiation filter to predict the
acoustic potential energy inside the cavity which can serve as a cost function in the optimal control. Paper also presents the
selection of location of a collocated piezoelectric sensor and actuator pair so that the acoustic potential energy could be sensed
effectively.

18.2 Development of a Numerical Model of the Piezo-Structural-Acoustic System

18.2.1 Finite Element Model

A numerical model of the open loop system is developed using finite element method. The flexible-plate is modeled by
four-nodded Kirchoffs thin plate bending elements that have three degrees of freedom, out of plane displacement and two
rotations, at each of their nodes [16]. The acoustic domain, with air as medium, is modeled with eight-nodded solid acoustic
elements with acoustic pressure as the degree of freedom at each of its nodes [5]. The piezoelectric patches that are supposed
to be glued on the flexible plate are modeled with classical lamination theory using piezo-electric constitution relations [17].
For each patch, two electrical degrees of freedom in terms of the voltages at its two electrodes are considered. One of the
electrodes for each patch is grounded.
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The finite element equation coupling the piezoelectric, structural and the acoustic domain in its final form can be written
as given in Eq. 18.1. The details of FE formulation leading to the FE equation for the individual domains can be seen in the
references mentioned above.
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It is noted that in the FE equation presented above, the piezo and the structural domains are coupled through two-way
coupling. On the other hand, the structural and the acoustic domains are assumed to have only one-way coupling from
structure to acoustic. The coupling from acoustic domain to structure is neglected as it is generally small in most of the
cavities encountered in aerospace and automotive applications.

18.2.2 State Space Model of the Plant

This section describes development of a finite element based state space model of the plant representing structure and
piezoelectric sensor and actuator. Following equations can be written from Eq. 18.1

MT Rw C CT Pw C KTw C Ka
w��a C Ks

w��s D fd (18.2)

Ka
w�

Tw C Ka
���a D �qa (18.3)

Ks
w�

Tw C Ks
���s D �qs (18.4)

Assuming short circuit electric boundary condition for sensor, we get,

MT Rw C CT Pw C KTw C Ka
w��a D fd (18.5)

qs D �Ks
w�

Tw (18.6)

Transformation to modal coordinates can be done using the eigenvectors of the structure-piezo system as,

w D §S˜ (18.7)

Substituting Eq. 18.7 in Eq. 18.5, and pre-multiplying by §T
S

§T
SMT§S R̃ C §T

SCT§S P̃ C §T
SKT§S˜ D §T

S



fd � Ka

w��a

�
(18.8)

After using the orthogonality properties, we obtain

I R̃ C ƒ P̃ C œ2˜ D §T
S



fd � Ka

w��a

�
(18.9)

Choosing the structural modal displacement and velocity as state variables and differentiating we get,

˜1.t/ D ˜.t/ I ˜2.t/ D P̃ .t/ (18.10)

P̃ 1.t/ D P̃ .t/ D ˜2.t/ (18.11)

P̃ 2.t/ D R̃ .t/ (18.12)



18 Virtual Sensing of Acoustic Potential Energy Through a Kalman Filter for Active Control of Interior Sound 225

In view of above Eq. 18.9 can be written as,

R̃ D §T
S



fd � Ka

w��a

�
� ƒ P̃ � œ2˜ (18.13)

P̃ 2 D R̃ D §T
Sfd � §T

SKa
w��a � ƒ˜2 � œ2˜1 (18.14)

Using Eqs. 18.11 and 18.14, state space equation model of the plant can be written as,

� P̃ 1
P̃ 2

�
D
	

0 I
� œ2 �ƒ


 �
˜1
˜2

�
C
"

0 0
§T

S �§T
SKa

w�

#�
fd

�a

�
(18.15)

The charge output of the piezoelectric sensor is feed to a charge amplifier having sensitivity Sca giving voltage output as,

�ca D
h
ScaKs

w�
T§S 0

i �
˜1
˜2

�
(18.16)

œ2 is the matrix of eigen values of the plant and ƒ D 2� i!i.

18.3 Virtual Sensing of Acoustic Potential Energy

In this paper the aim of the virtual sensing is to compute an accurate estimate of the acoustic potential energy inside the
cavity using a structural sensor. The problem of virtual sensing for active control of sound is formulated as a linear estimation
problem using Kalman filter. The basic strategy used here is depicted in Fig. 18.1. The Figure shows that the piezoelectric
sensor output is used to estimate modal states of plant using Kalman filter and then estimated modal states are used to
compute the total acoustic potential energy inside the cavity through a radiation filter.

18.3.1 Development of a Steady State Kalman Filter

The Kalman filter is an optimal state observer for a system contaminated with process and measurement noise.
From Fig. 18.1, one can observe that, the plant input is influenced with unknown input/process noise (g) and plant output

is also corrupted with measurement noise (v). The state and output equation for a system/plant with external noises can be
written from Eqs. 18.15 and 18.16 as:
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Equations 18.17 and 18.18 can be represented compactly as,

P̃ P D AP˜P C BcP�a C BdPfdP C BwPgP (18.19)

ysP D CP˜P C IvP (18.20)

BwP is the process noise coefficient matrix for plant and is assumed to be same as BdP. gP and vP are the process and
measurement noise vectors for plant, respectively.

Measured voltage ysP is fed to the Kalman filter. The difference (called as error) between the estimate of the ysP computed
by the Kalman filter and ysP itself is used to adapt the states of the Kalman filter through a Kalman gain matrix L. In this
way the error is progressively reduced and in the process the states of the Kalman filter converge to the states of the plant.
Representing the copy of the plant model used in the Kalman filter by a subscript K, the state space model of the Kalman
filter in compact form but including the effect of Kalman gain matrix can be written as,

Pb̃K D AKb̃K C BcK�a C L .ysP � CKb̃K/ (18.21)

Simplification gives,

Pb̃K D .AK � LCK/b̃K C BcK�a C LysP (18.22)

The sensor output voltage predicted by the Kalman filter is

b�sK D CKb̃K (18.23)

In the above equations, b̃K is vector of modal displacement of plant estimated by Kalman filter and L is the steady state
Kalman filter gain matrix. The objective in the design of the Kalman filter is to minimize the expected value of the error
between true and estimated states given by

J D E
n
.˜P .t/ � b̃K .t//

T
.˜P .t/� b̃K .t//

o
(18.24)

The minimization of above error function leads to the solution of the algebraic Riccati equation,

AKPe C PeAK
T � PeCK

Tsv
�1CKPe C BwKsgBwK

T D 0 (18.25)

that yields error covariance Pe. The filter gain matrix L is then calculated as

L D �PeCK
Tsv

�T (18.26)

where BwK is the process noise coefficient matrix for Kalman filter model, and sg and sv are process and measurement
noise covariances respectively. The convergent solution to the Riccati equation yields the steady state gain for the Kalman
filter. The final convergent gain is the optimal gain for steady state Kalman filter, but for unsteady Kalman filter the gain
continuously changes with time.
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18.3.2 Development of Radiation Filter

As shown in Fig. 18.1, the Kalman filter is coupled to a radiation filter to predict the acoustic potential energy inside the
cavity. The radiation filter is nothing but a model of the structural-acoustic coupling in the cavity. The acoustic modal pressure
amplitudesbP, within the cavity, arising from the vibration of the structure are given by the product of the estimated structural
modal velocity vector Pb̃K, and the modal structural-acoustic radiation transfer function matrix Za,

bP D Za
Pb̃K (18.27)

The matrix Za is the structural to acoustics modal transfer function matrix at frequency ! whose terms are given by:

Za D j!’ACAs (18.28)

where CAs and ’A is the modal structural acoustic coupling matrix and modal acoustic transfer function matrix respectively.
Substituting Eq. 18.28 into Eq. 18.27, the modal pressure amplitudes,bP within the cavity are given by:

bP D j!’ACAs
Pb̃K (18.29)

The modal expansion for the estimated acoustic potential energy evaluated over number of acoustic modes is given
by [18]:

bE DbPHbP (18.30)

By putting Eq. 18.27 into Eq. 18.30, it is possible to get the modal expansion for the estimated acoustic potential energy as:

bE D Pb̃H

KZa
HZa

Pb̃K (18.31)

Referring to Eq. 18.28, the matrix Za can be factored as

Za D FCAs (18.32)

where F is an na � na diagonal matrix whose elements are given by

Fr;r D s

s2 C 2�r!rs C 
2r
; (18.33)

where �r, !r, 
2r , are the viscous damping loss factor, natural frequency, and eigen value of the rth acoustic mode respectively
and s has been substituted for j!. The frequency dependent part of the radiation transfer function matrix has been moved
entirely to F. Frequency dependent matrix F is now converting into state space form:

Pr D ARadr C B�
Rad

Pb̃K (18.34)

bP D CRadr (18.35)

To represent the complete state space model for the radiation transfer function matrix Za, B*Rad must be post-multiplied
with CAs giving radiation state space model as,

Pr D ARadr C BRad
Pb̃K (18.36)

bP D CRadr (18.37)
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The acoustic nodal pressure inside the cavity can be calculated by pre-multiplyingbP with mass normalized mode shape
matrix §A of acoustic cavity. The instantaneous acoustic potential energy can be computed, i.e., virtually sensed, from
Eq. 18.30 using the knowledge of modal acoustic pressure amplitudes.

18.4 Numerical Example

A numerical study is presented here to demonstrate the effectiveness of virtual sensing of acoustic potential energy using the
approach described in previous section. Table 18.1 gives details of the geometric and material properties and other relevant
details of the piezoelectric, structural and the acoustic domains of the cavity including details of their finite element models.
A proportional viscous damping is simulated in the structural and the acoustic domains of the cavity.

Figures 18.2 and 18.3 show the finite element mesh of the structural and acoustic system used to model the 3D rectangular
box cavity.

18.4.1 Selection of Optimal Locations of Sensor and Actuator

Selecting location and optimal placement of the piezoelectric patches is also an important issue. Ref [19] proposed an
optimization method for selecting optimal location of actuators and sensors. Reference [20] reviewed the various methods
for optimal placement of piezoelectric sensors and actuators on a smart structure. In this paper, the optimal placement is
being done using the observability/controlability gramian matrix that is calculated as,

Wo D
1Z

0

eAP
TtCP

TCPeAPtdt (18.38)

The matrix Wo is calculated for different locations of piezo-sensor. The diagonal elements of the matrix Wo in this case
correspond to different structural mode as the state space matrices used in Eq. 18.38 are in the modal domain. Since, the
finite element mesh is symmetric, the possible locations are considered to be restricted to only one quadrant of the plate.
Table 18.2 shows a comparison of the diagonal values of the Observability gramian matrix Wo for different positions of
sensor in a quadrant.

Table 18.1 Properties of structure, piezo transducers and rigid walled acoustic cavity

Property Structure Piezo Acoustic cavity

Material Steel P-876 A12 Dura Act
piezoelectric patch
transducers

Thick acrylic
sheetsandMedium: air

Lx � Ly � Lz (m3) 0.261 � 0.300 � 0.001 0.0522 � 0.050 � 5 � 10�4 0.261 � 0.300 � 0.686
Young’s Modulus (GPa) 200 23.3 –
Density (kg/m3) 7,800 7,800 1.21
Modal damping factor, Ÿ 0.005 for all modes – 0.05 for all modes
Poisson’s ratio 0.3 0.34 –
Speed of sound (m/s) – – 340
Piezoelectric strain

coefficient e31, e32

(C/m2)

– �8.9678 –

Dielectric constant "33

(F/m)
– 6.6075 � 10�9 –

Boundary conditions Clamped at all edges Sensor: short
circuitActuator: voltage
is applied by it

5 sides: rigidly fixed1 side:
flexible steel plate

Element type 4 nodded rectangular
bending element with
12 dofs

4 nodded rectangular
bending element with
12 dofs and 2 electric
dof (voltage)

8-nodded Hexahedral
element with 8 acoustic
pressure dofs

Mesh size 10 � 12 2 � 2 10 � 12 � 14
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Fig. 18.2 Finite element mesh of
the structural domain of the
cavity

Fig. 18.3 Finite element mesh of
the acoustic domain of the cavity

Table 18.2 Observability gramian eigen values for first few modes of structure

Mode no. (structure and piezos)

Finite element numbers on structure where piezoelectric is located

L1 L2 L3 L4 L5
55 56 65 66
(1� 1e08)

76 77 86 87
(1� 1e08)

96 97 107 106
(1� 1e08)

98 99 108 109
(1� 1e08)

78 79 88 89
(1� 1e08)

1 5:11 2.44 0.03 0.05 0:05

2 0:00 7.49 2.21 0.15 1:49

3 0:00 3.46 0.40 0.40 3:15

4 0:00 5.33 3.99 3.42 6:72

5 16:75 0.65 8.29 2.21 0:30

6 19:19 2.36 0.70 2.68 11:10

7 0:00 1.09 6.41 9.58 0:25

8 0:00 2.68 2.49 9.66 17:38
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Fig. 18.4 Finite element mesh of
the piezo-structural domain of the
cavity

Table 18.3 Natural frequencies
structure, piezo-structural (at
optimal location), and the
acoustic domain

S.No.

Natural frequencies of
structural part of the
cavity (Hz)

Natural frequencies of
the piezo-structural part
of the cavity (Hz)

Natural frequencies of
the Acoustic cavity (Hz)

1 112.62 111.50 0
2 208.65 210.29 250.52
3 248.04 251.56 504.21
4 331.60 335.31 573.30
5 363.18 364.89 625.65
6 457.34 462.01 659.79
7 472.77 490.46 705.76
8 531.74 538.31 763.48

Table 18.2 shows that if the sensor is placed at location L2 (76 77 86 87), then all the desired modes are well observed.
The optimal position of a collocated pair is shown in Fig. 18.4.

18.4.2 Eigen Value Analysis

An Eigen value analysis of the piezo-structural and the acoustic domain is carried out. Table 18.3 shows the natural
frequencies of the first few modes.

18.4.3 Results and Discussion

Following three cases are discussed to show the effectiveness of Kalman filter performance and subsequently virtual sensing
of the acoustic potential energy in an acoustic cavity surrounded by a flexible structure at different loadings.

18.4.3.1 Case 1. Virtual Sensing for Impulsive Disturbances

It is assumed that plant/actual system is perfectly modeled in state space form. The plant dynamics is used to calculate the
Kalman gain matrix. For the purpose of simulation, and considering the low frequency range, first 20 modes of the plant
are used. The disturbance of 10 N of impulse force applied at a certain node on the plate with unknown random input noise
of covariance 1e-7 N2 and measurement noise of covariance 1e-11 V2.



18 Virtual Sensing of Acoustic Potential Energy Through a Kalman Filter for Active Control of Interior Sound 231

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

Time (sec)

S
en

so
r 

V
ol

ta
ge

 (
V

s)

True sensor voltage
Estimated sensor voltage

Fig. 18.5 Overlay of true and
estimated sensor output voltage

Figure 18.5 shows the comparison of sensor output voltage predicted from true and estimated states. The magnitude of
estimated sensor voltage show good comparison with true sensor voltage. Figures 18.6a–c, 18.7a–c, and 18.8a–c show the
comparison of true and estimated modal behavior i.e., modal displacement, velocity, and acceleration of the structure. First
few structural modes are plotted to show the performance of Kalman filter. From plots, it is observed that Kalman filter is
tracking the modal response very well and, it also takes less time to accurately track the true response. From Fig. 18.6b it
is observed that tracking time to observe fifth mode is more as compared to other ones, because, as seen in Table 18.2 at
optimal location L2, the Observability gramian eigen value for fifth mode is small as compared to others.

Figures 18.9, 18.10, and 18.11 show the comparison of true and estimated physical response of the structure. From above
figures it is seen that Kalman filter is tracking well the physical displacement, velocity, and acceleration of the structure from
the available sensor output of the plant.

Figure 18.12 shows the comparison of true and estimated acoustic potential energy inside the acoustic cavity. It is observed
from Fig. 18.12 that initially potential energy is not exactly tracked by the Kalman filter but as the time reaches to 0.01 s the
tracking is improved and acoustic potential energy is recovered by Kalman filter. Figure 18.13 shows the overlay of acoustic
modal pressure inside the cavity. In Figs. 18.14 and 18.15, acoustic nodal pressure is predicted at node number 1094 inside
the cavity. Results show that acoustic nodal pressure and SPL (dB) can be well calculated with Kalman filter and radiation
filter states.

18.4.3.2 Case 2. Virtual Sensing for Random Disturbances

The unknown random input force of covariance 1e-3 N2 is applied to the structure at a certain node. The sensor output of the
plant is corrupted with measurement noise of covariance 1e-11 V2.

Figure 18.16 shows the comparison of sensor output voltage predicted from true and estimated states. The magnitude of
estimated sensor voltage show good comparison with true sensor voltage. Figure 18.17 shows the overlay of modal velocity
of the structure at first mode. Figure shows that even if structure is excited by random disturbance, the velocity is perfectly
tracked by the Kalman filter.

Figure 18.18 shows the comparison of true and estimated acoustic potential energy inside the cavity. It is observed that
acoustic potential energy computed from Kalman filter and radiation filter states is well comparable with true values.

18.4.3.3 Case 3. Influence of Unmodeled Plant Dynamics on Virtual Sensing

In practice the plant represents an actual system and is continuous in nature while the model of the plant used in Kalman filter
has a finite order. This means that the model of the plant essentially is a truncated model of the actual plant. To simulate this
situation, in this section, a study is conducted to evaluate the influence of un-modeled plant dynamics on the performance
of virtual sensing strategy. In view of above discussion, in this case, plant is simulated by considering the first 60 modes of
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Fig. 18.6 (a) Overlay of first mode of the structure (111.50 Hz), (b) Overlay of fifth mode of the structure (364.89 Hz), (c) Overlay of eight mode
of the structure (538.31 Hz)

structure and a replica of the plant model used for design of Kalman filter is simulated by taking first 20 structural modes
only. So, there is a modal mismatch between the actual plant model and replica model which is used to design the Kalman
filter. The disturbance of 10 N of impulse force applied at a certain node on the plate with unknown random input noise of
covariance 1e-7 N2 and measurement noise of covariance 1e-11 V2.

Figure 18.19 shows the comparison of true and estimated modal behavior of the structure for the first mode. As shown in
the figure, during tracking the response is initially high. This is because the Kalman filter is not able to track the contribution
of high frequency modes since it is designed using only first 20 modes.

From Figs. 18.20 and 18.21, it is observed that the maximum magnitude of true acoustic potential energy is not exactly
matching with the estimated output, but near or after 0.01 s estimated behavior show good agreement with the true response.
It is however observed from Fig. 18.21 that acoustic nodal pressure is well estimated by Kalman and radiation filter.
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Fig. 18.7 (a) Overlay of first mode of the structure (111.50 Hz), (b) Overlay of fifth mode of the structure (364.89 Hz), (c) Overlay of eight mode
of the structure (538.31 Hz)

18.5 Conclusions

This paper presented a strategy for virtual sensing of acoustic potential energy for active control of interior sound. It
essentially combines Kalman filter used as an observer of the modal velocities of the structure and then using a radiation
filter to compute acoustic potential energy. A structural sensor in the form of a piezoelectric patch is used to sense the
vibration of the structure. The paper presents optimal placement of the sensor based on observability gramians to sense the
structure modes in the frequency range of interest. A numerical study of a rectangular box cavity with a flexible plate is
presented to test the effectiveness of the proposed strategy. Acoustic potential energy is virtually sensed for impulse and
random disturbances on the structure and is compared with the actual acoustic potential energy. A study is also performed to
evaluate the influence of un-modeled plant dynamics on the performance of virtual sensing strategy. The proposed strategy
can accurately sense the acoustic potential energy virtually if an accurate model of the plant is available.
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Chapter 19
Wavenumber Decomposition Applied to a Negative Impedance Shunts
for Vibration Suppression on a Plate

F. Tateo, K.A. Cunefare, M. Collet, and M. Ouisse

Abstract In the last few decades, researchers have given a lot of attention to new engineered materials with the purpose
of developing new technologies and devices such as mechanical filters, low frequency sound and vibration isolators and
acoustic waveguides. So-called metamaterials are an example of such, where apparent material properties are engineered
into structures by exploiting periodicity as well as active and passive elements to achieve desired ends.

This paper explores the active vibration control performance of such a metamaterial, considered as a metacomposite
comprising an active interface between two regions of an extended aluminum plate; one region has a disturbance input while
the other region is meant to be protected by the active interface.

The active interface is a 75-element array of piezoelectric patches individually connected to synthetic negative capacitance
control circuits. The performance is analyzed through a wavenumber decomposition of the velocity field in the wavenumber
domain. The wavenumber decomposition is applied to each region individually, as well as to the entire plate. The
wavenumber decomposition also provides insight into the potential control of radiated noise from the structure.

Keywords Negative capacitance • Semi-active vibration control • Smart materials • Wavenumber domain filtering •
Metacomposites

19.1 Introduction

The design of innovative structures incorporating multiple physical functionalities represents a big challenge for both
industrial and academic communities. This paper is a contribution to the challenges of designing and implementing a
new class of integrated smart metacomposites capable of improved engineering performances in terms of mechanical and
vibroacoustic behavior as compared to strictly passive structures.

The definition of a metacomposite combines two different aspects of vibration control:

• The first aspect is connected to periodic structure theories, which are usually associated with metamaterial developments.
• The second concept includes the definition of composite conceived in a broader sense, in which shunted piezoelectric

materials, electronic components, controllers and the structure are intimately connected to each other.

The concept of metacomposite is therefore associated to the notion of programmable matter coined by Toffoli [6] to refer to
an ensemble of computing elements arranged in space is now extended to smart materials based on distributed piezoelectric
actuators able to modify the inherent vibroacoustic properties based on an input signal.
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Over the years different solutions including such a new material have been proposed. To cite a few, in the field of light
propagation, research has explored how to design and construct photonic crystals exhibiting photonic band gaps that prevent
light from propagating in certain directions with specified frequencies. Other efforts have explored creation of photonic
crystals able to propagate light in anomalous and useful ways [3]. In the acoustic domain, similar studies were carried out
with the aim of preventing the propagation of elastic waves within a medium. For both light and acoustic waves, the band
gap is obtained by periodically modulating some electromagnetic or mechanical properties [7].

This technique presents two main problems:

• the spatial modulation must be of the same order as the wavelength in the gap,
• the position of the band gap cannot be easily changed since it strongly depends on the materials employed (Bragg’s band

gap).

A possible solution for these problems is found using composites with locally resonant units. The periodicity of the crystal
creates a stop band that can be shifted by modifying the properties of the resonators [4]. The same idea was extended in
the vibroacoustic domain for the control of elastic waves propagating into a waveguide. The resonant units in this case were
obtained using RL circuits shunted to piezoelectric ceramics embedded on the structure’s surface. An elegant formulation
of passive shunting was first proposed by Hagood and Von Flotow [2] and is still commonly used. The study showed how a
piezoelectric material shunted through a series RL circuit, i.e., a resonant shunt, which would exhibit a behavior analogous
to the well-known mechanical tuned mass damper. Periodically induced impedance-mismatch zones generate broader stop
bands. The tunable characteristics of shunted piezo-patches allow the equivalent mechanical impedance of the structure to be
tuned so that stop bands are generated over desired frequency ranges. The resistance allows the energy dissipation mechanism
of shunted piezos to be exploited.

Eventually a broader control effect can be achieved by using negative capacitance shunts. In this configuration, a
piezoelectric patch is shunted through a passive circuit to a synthetic negative impedance converter. In this way, the internal
capacitance of the piezoelectric ceramic is artificially canceled and the impedance of the shunt circuit reduces to that of the
passive circuit. Although the negative capacitance shunting strategy has been experimentally validated, it must be used with
caution since it requires active elements that can destabilize the structure if improperly tuned. This technique requires in fact
to tune the circuit very close to the stability limit.

In this paper, the metacomposite structure of interest consists of an array of piezoelectric patches periodically arranged
over a limited region of the surface of a two-dimensional waveguide. This array of patches is intended to serve as an active
interface between regions of the waveguide, formed from a plate. This active interface allows modification of the scattering
properties of the waveguide in terms of reflected and absorbed energy. This controlling capability is obtained by correctly
tuning the parameters of the external circuit by which almost arbitrary effective structural impedance may be obtained [1].
The novelty of the paper at hand is to use an array of periodic shunted patches to create a controllable impedance boundary
between an upstream and downstream section of the two-dimensional plate waveguide.

The core of this work is to propose an experimental technique able to qualify the smart interface from the dynamic
point of view. To do so a Scanning Laser Doppler Vibrometer (SLDV) is used to measure the velocity of the inspected
surface in points belonging to a predefined grid. Scanning the grid and post-processing the data allows the detection and the
visualization of the full wave-field as it propagates in the structure. The resulting images describe the main features of the
propagating wave and show its interactions with discontinuities that may be encountered along the wave path.

Thanks to this approach the smart metacomposite is analized and the performances of the control system are estimated.

19.2 Metacomposite Design

This section introduces the design of the smart metacomposite including the plate structure, the design criteria leading to
selection of the piezoelectric patches used in the active interface and the design and impedance characteristics of the shunting
circuit.

The basic structure of the metacomposite comprises an aluminum plate and an array of piezoelectric ceramics arranged in
a periodic fashion. Each subcomponent have the following dimensions: 2;100�1;050�3mm for the plate and 50�50�0:5mm
for the piezoelectric patch respectively. Regard to the mechanical properties the plate has a mass density of 2;700 kg=m3, a
Young’s modulus of 70GPa and a Poisson’s ratio of 0:33. Each piezoelectric ceramic has a mass density of 7;650 kg=m3, a
Poisson’s ratio of 0:31, dielectric loss smaller than 0:05% and a coupling factor of 0:31. The plate is suspended from a rigid
frame by metallic wires in order to approximate free–free boundary conditions. The plate is equipped with 75 piezoelectric
patches (Ferroperm Industries P Z26 series) arranged in a regular 15 � 5 array as seen in Fig. 19.1. The patches and the
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Fig. 19.1 Photograph of plate
with 75 element piezoelectric
patch array comprising an active
interface, connected to bank of 75
individual negative impedance
shunt control circuits

depth of the patch array were selected based on consideration of their size relative to the shortest structural wavelength of
interest. The array was intended to be effective up to a frequency of 5;000Hz. The plate’s dispersion relation for the A0
flexural mode at 5;000Hz has a wavelength of about 30 cm. With patches having dimensions of 50�50mm, there will be no
charge cancellation on an individual patch as would occur if the patch dimensions were comparable to a wavelength. Further,
the depth of the patch array is 350mm such that it spans more than a wavelength at 5;000Hz. Since the array elements
are uncoupled electronically, each element within the array would still function at the highest frequency of interest, even
though the entire array depth would be comparable to a wavelength. The thickness of the patch was selected considering
the constraints of the electric circuit and the nature of the control technique. Different authors have shown that the best
controlling effect is obtained when the negative impedance shut circuit is tuned close to the inherent patch capacitance. This
property strongly depends on the material properties and the geometry of the patch. Once the material properties and the
two dimensions of the piezoelectric patch are chosen, the only parameter which remains for selection is the thickness. Thin
patches exhibit larger values of intrinsic capacitance which would yield increased control, however, this parameter cannot
be reduced indefinitely due to the weakening of the piezoelectric patch itself. For these reasons, a thickness of 0:5mm was
selected.

The controlling capability is obtained by properly tuning the external circuit an optimization procedure [1] has been used
with the objective of identifying the real and the imaginary parts of an imposed synthetic impedance. Two possible behaviors
depending on the criterion used in the optimization have been identified: minimizing the velocity of the energy propagation
in the region of the active array it is therefore possible to limit the propagation of the wave beyond the active interface;
choosing a criterion based on exploiting the effect of electrical damping it is possible to modify the dynamic properties of
the plate by increasing the energy absorption properties of the active interface.

However, the required electrical impedances for these two circuit optimization approaches cannot be readily reproduced
experimentally because it is not possible to exactly recreate the optimal resistance and capacitance over the whole frequency
range of interest. For the work presented here, the layout of the actual circuit implemented for control of the patches is
presented in Fig. 19.2. This circuit contains a number of passive components, including the resistances R, R2, R3, R4 and
the capacitance C2 as well as an active component, specifically, an operational amplifier that is essential for the circuit to
reproduce the desired behavior. This specific circuit layout was chosen as opposed to others because of its simplicity and its
effectiveness in the frequency range of interest. The impedance of the circuit in Fig. 19.2 is determined by the formula

Zeq .!/ D R � R3R2

R4 .1C i!R2C2/
(19.1)

Figure 19.2 depicts the frequency-dependent behavior of the actual impedance produced by the circuit; in the top of the figure
is the equivalent resistance and at the bottom the equivalent capacitance. Both terms vary as a function of the frequency; in
particular the resistance at low frequency presents a negative value that can introduce some instability which can degrade
the overall performance of the control system. From the practical point of view, the circuit presented in Fig. 19.2 is further
modified. The resistances R3 and R4 were implemented through a single potentiometerRpot with the aim of simplifying the



246 F. Tateo et al.

0 500 1000 1500 2000
−200

−100

0

100

0 500 1000
f [Hz]

f [Hz]

1500 2000
−61

−60

−59

C
[n

F
 ]

R
[W

]

Fig. 19.2 Comparison between
the desired performance of the
ideal circuit and that of the
physically implemented circuit.
On the left, basic architecture of
circuit; on the right the circuit’s
impedance depicted in terms of
equivalent resistance (top) and
equivalent capacitance (bottom)

circuit layout. The negative impedance control technique requires tuning of the synthetic capacitance around the capacitance
value of the piezoelectric ceramic at free stress condition; this value is intrinsic to the electromechanical coupling and depends
upon the material properties, the geometry of the patches and the plate stiffness. The intrinsic capacitance of the piezoelectric
patch can be estimated by measurement using a capacitance meter when the specimen is free of external forces (in the case
at hand 52 nF). The actual circuit was tuned by varying the position of the potentiometerRpot in small increments from high
negative values of the synthetic capacitance to a value very close to the intrinsic capacitance value.

19.3 Experimental Setup

The structure of interest, described in the previous section, consists of an aluminum plate equipped with 75 piezoelectric
actuators connected to external circuits and arranged so as to form a periodic array of 5� 15 units. Standard epoxy glue was
used to bond the piezoelectric ceramics to the top surface of the plate.

Elastic waves are excited by a shaker as depicted in Fig. 19.3. The input transducer, located in the lower part of the
plate 840 mm away from the active interface (point E), is driven by a sinusoidal burst generated by a signal generator and
amplified by an LDS power amplifier. The resulting elastic waves are recorded at the measurement grid points. The operation
of the scanning laser vibrometer (Polytec PSV-400) requires the generation of a pulse at each grid point in order to record
the corresponding response. Phase information is retained by triggering the excitation signal through a low frequency signal,
which also defines the scanning rate. Upon completion of measurements at all grid points, the recorded responses are then
post-processed to obtain full images of the propagating wave-field within the region of inspection. A schematic of the set-up
considered for wave-field measurement is shown in Fig. 19.3. Measurements were conducted over a grid of 37 � 81 scan
points with a spatial resolution of 20mm in the horizontal and vertical directions. At each grid point, the laser measures the
time history of the out-of-plane velocity

w3D D w3D .x; y; t/ : (19.2)

Figure 19.4 presents the full-field velocity measurement obtained scanning the plate’s surface with the laser beam. For each
time step is possible to visualize the system response, after few ms some reflections due to the boundaries are observed
the wave-field is clearly modified. This phenomenon can potentially create problems in the subsequent analysis since the
interaction between the main wave-front and the reflections can generate undesired effects; the assumption of cylindrical
waves freely propagating within the plate no longer applies.

19.4 Analysis of 2D Waveguide

In many applications guided waves are used in order to interrogate the integrity of a structure. In SHM application analysts
need to isolate specific wave-modes associated to the reflections due to an obstacle (i.e. damage) from the global response.
In these cases the nature of the propagating waves (direction, shape and amplitude) is modified. By simply analysing the
raw data (time history) it is very hard to distinguish the different components associated to the propagating wave. In order
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Fig. 19.3 Schematic of the experimental set-up for wave-field measurement

to overcome this specific difficulty a filtering technique in the wave number domain is used with the purpose of separating
the different wave-modes composing the measured response [5]. The approach described so far is extended to the smart
metacomposite by just assuming that the active interface is able to modify the scattering properties of the simple waveguide
(plate). The raw signal w3D is first modified by just considering the spatial response of the system along the y direction

w2D D w2D .y; t/ D w3D . Nx; y; t/ (19.3)

as depicted in Fig. 19.4 (white line).
The signal w2D is then Fourier transformed

W2D D W2D

�
ky; f

� D F2D .w2D .y; t// (19.4)

obtaining a frequency/wavenumber representation that can be used to effectively isolate the targeted wave-mode from the
overall response which is a combination of the primary wave generated by the exciter and the waves associated to the
reflection (i.e. boundaries).

The 2D Fourier transform effectively separates the different wave components; by using a simple window functions is
possible to filter out almost all the undesired components. The filtering procedure is based on the selection of the wave-modes
having a dispersion relation (contour plot) similar to the theoretical dispersion relation associated to the bare plate (black
line), as depicted in the top of Fig. 19.5.

Upon filtering, the residual signal can be transformed back through an inverse Fourier transform to the space/time domain
for visualization and further processing. From this perspective, 2D Fourier transform based filtering represents an attractive
approach to separate a given wave. Mathematically, the windowing process can be simply expressed as a function product
between the wave’s 2D Fourier transform and a 2D window function:

W �
2D D H .k � k0; ! � !0/W2D .k; !/ (19.5)

where H .k � k0; ! � !0/ denotes the window centered at k0, f0. The process is depicted graphically in Fig. 19.5, which
respectively show a Hanning window overlapped to the signal’s 2D spectrum and the residual signal upon filtering.
The space/time domain approximation of the filtered response w�

2D is expressed as
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w�
2D .x; t/ D F�1

2D

�
W �
2D .k; !/

�
(19.6)

where F�1
2D denotes the inverse 2D Fourier transform.

The filtered signal w�
2D is then Hilbert transformed in order to obtain the envelope of the response for each measurement’s

point belonging to the white line depicted in Fig. 19.4.
Comparing the response of the system presented in Fig. 19.6 for two different conditions: uncontrolled (left) and controlled

(right) a modification in the response is observed. Figure 19.7 represents the spatial attenuation of the waves propagating
within the metacomposite it associates the maxima of the filtered response to the spatial position along the y direction.
The blue line represents the uncontrolled system whereas the green line represents the controlled system. By comparison
it is clear that the external circuits is able to modify the dynamic behavior of the waveguide by adding an extra amount of
damping.
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19.5 Conclusions

This paper presents a signal processing technique aimed at improving the visualization capabilities of full wave-field
measurements. The technique operates in the frequency/wavenumber domain, where the presence of defect can be observed
from the main signal generated for inspection. Upon filtering, the residual signal obtained just considering the A0 mode
highlights the modification of the dynamic properties of the waveguide due to the presence of the active interface.
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The presented results demonstrate the potential of the method and highlight future research needs. In particular, this
method needs to be supported by a suitable technique able to suppress the effect related to the parasitic components associated
to the boundaries reflections. This point is currently under investigation, by using a source images approach better results are
expected.
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Chapter 20
Modal Parameter Estimation of a Two-Disk- Shaft System
by the Unified Matrix Polynomial Approach

Naim Khader

Abstract Modal parameters, i.e., modal frequencies, damping ratios, and mode shapes of a two disk-shaft system are
estimated in Multiple Input/Multiple Output (MIMO) scheme. The response at the output degrees of freedom (dof) of the
considered structure due to the excitation at the input dofs is estimated from theoretical analysis. The generated theoretical
data is used to estimate the Frequency Response Function (FRF) matrix, which relates the output (vibration) at response
points with the input at the excitation points in the frequency domain. The corresponding Impulse Response Function (IRF)
matrix, which relates response and excitation in the time domain, is obtained by Inverse Fast Fourier Transform (IFFT) of
the FRF matrix. The unified Matrix Polynomial Approach (UMPA) is employed in the frequency and time domains with the
estimated FRF and IRF matrices, respectively, to estimate the desired modal parameters. The obtained results are compared
with results from Theoretical Modal Analysis (TMA).

Keywords Mechanical vibrations • Modal analysis • Structural dynamics • Rotor dynamics • Modal parameter
estimation

20.1 Introduction

The multi disk-shaft system is found in numerous mechanical and aerospace applications, such as compressors, turbines, and
hard disk drives. Stringent requirements on such systems resulted in highly flexible structure with strong coupling between
modes of constituent components, i.e., modes of the shaft and individual disks. It is therefore of great importance to accurately
predict their modal parameters to come up with a reliable design, free from resonance vibration during operation. This subject
was examined by several researchers who employed different theoretical, numerical and experimental approaches to address
this problem. Shahab and Thomas [1] developed a thick sector element to investigate the coupling effects between disks
and shaft modes on the dynamic characteristics of the multiple-disk shaft system. Wu and Flowers [2] developed a transfer
matrix procedure to account for disk flexibility and to investigate how it might influence the natural frequencies and critical
speeds of practical rotors. Lee et al. [3] also used the substructure synthesis and the assumed modes method to calculate
the natural frequencies of the coupled vibration of flexible shaft-multiple flexible disk systems, typically found in computer
hard disk drives. They introduced some tuning parameters to accurately model the considered system, which resulted in
close agreement between theoretical and experimental results of the examined hard disk drive spindle system. Chong-Won
Lee and Sang-Bok Chun [4] studied the effect of multiple flexible disks on the vibration modes of a flexible shaft using
the assumed modes method, which was applied to computer hard disk drive spindle system and to a simple flexible rotor
system with two flexible disks. Jia [5] used the substructure synthesis technique to examine the coupled bending vibration
of a multi span shaft, modeled as a Timoshenko beam, carrying several flexible circular disks and supported by multiple
isotropic journal bearings. Jang et al. [6] used the finite element method and substructure synthesis technique to examine the
free vibration of a spinning flexible disk-spindle system supported by ball bearing and flexible shaft and performed modal
testing to verify theoretical results. Shen et al. [7] studied the vibration of a rotating spindle carrying multiple flexible disks
mounted on a flexible housing-stator assembly through ball bearings or hydrodynamic bearings. They measured the natural
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frequencies of a ball bearing spindle with different housing configurations to verify the presented mathematical model. Hili
et al. [8] analyzed the free vibration of a spinning disk-shaft system using finite element method and evaluated the effect of
rotor speed, disk flexibility, and boundary conditions on the natural frequencies of the system.

When the flexible disk carries flexible blades, as it is the case in gas turbine engine’s compressors and turbines, coupling
between disk and shaft modes is influenced by blade vibrations, and blade stagger angle is an important parameter which
affects the coupling between bladed-disk and shaft vibrations. This subject has been addressed by some researchers, for
example, Chun and Lee [9] combined the substructure synthesis approach and the assumed modes method to investigate
bladed-disk-shaft vibration. They employed the developed approach to evaluate the effect of stagger and pretwist angles on
the vibrational modes of the complete assembly. Yang and Huang [10] examined the influence of disk flexibility and blade
stagger angle on the coupling behavior of flexible shaft-flexible disk-flexible blade system. Khader et al. [11] presented
a theoretical model based on the assumed modes method to examine the coupled multiple disk-flexible shaft system, and
compared theoretical results with the experimentally determined natural frequencies, which were identified from the peaks
of the obtained Frequency Response Functions (FRF), relating a single measured response with a single excitation from an
impact hammer. It is known that the considered system has repeated frequencies, and the single input/single output scheme
is not the appropriate choice, and one has to employ a MIMO estimation scheme to predict the modal parameters of such
systems, which was later [12] employed to estimate modal parameters of the coupled vibration of a flexible disk-flexible
shaft system from theoretically generated FRF matrix, obtained from simulated excitation and response data.

The present work simulates multi reference testing of a flexible shaft carrying more than one flexible disk. Impulse forces
are assumed to excite the system at a number of input points Ni, and the resulting response at a number of output points
No is calculated. Random noise is added to the calculated response in order to simulate actual vibration measurements. The
assumed excitations and corresponding response are used to estimate NoxNi FRF matrix. The associated Impulse Response
Function (IRF) matrix is obtained by IFFT. MIMO modal parameter estimation algorithms, based on UMPA low order, (in
both time and frequency domains), as well on an UMPA high order (in the frequency domain) formulation [13–15], are
employed to estimate the desired modal parameters of the considered system.

The considered simulation is based on the theoretical model described in [11], where Lagrange’s equation was combined
with the assumed modes method to derive the governing equations of motion for the multiple flexible disk shaft system. The
obtained results are found to be in excellent agreement with results from TMA.

20.2 Theoretical Analysis

20.2.1 Frequency Response Function Matrix of the Multiple Disk Shaft System

The examined rotor consists of two flexible disks, attached to a fixed-free flexible shaft. The shaft is modeled by a slender
beam with circular cross section and uniformly distributed mass and stiffness. The flexible disk is modeled by an annular
thin plate, with uniformly distributed mass and bending rigidity, and clamped at its inner radius to the outer radius of the
shaft, as shown in Fig. 20.1.

Motion of the considered flexible disk-flexible shaft structure is discretized by application of the assumed mode method,
where the flexible deformation of the disk or shaft is represented by summation of a number of time-dependent generalized
coordinates, multiplied by assumed functions, as given bellow:

Us .z; t/ D
X

Um.z/am.t/ (20.1)

Vs .z; t/ D
X

Vm.z/bm.t/ (20.2)

w .r; �; t/ D
X
m

Œwm.r/ sin � qms.t/C wm.r/ cos � qmc.t/� (20.3)

Mode shapes of individual flexible disk or flexible shaft are taken as the assumed functions. The assumed mode method is

combined with Lagrange’s equation d
dt

�
@L

@
�

qj

�
�


@L
@qj

�
D Qj to derive the governing equations of motion for the complete

system, where L D (T–U) and qj , Qj , T, U are the j-th generalized coordinate, the j-th generalized force, total kinetic energy,
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and total strain energy, respectively. With assumed proportional damping, equations of motion of the considered system are
expressed in the following matrix form:

ŒM �
n��
q
o

C ŒC �
n�
q
o

C ŒK� fqg D fQg (20.4)

Where [M], [C], [K], and fQg are the mass matrix, damping matrix, stiffness matrix, and vector of the generalized forces,
respectively. Details of the derivation are given in [11].

The FRF matrix, which relates the generalized coordinates to the generalized forces, can be expressed by:

ŒH �qq D �
K C i!C � !2M

��1
(20.5)

Knowing that the generalized forces are related to the physical forces by the transformation fQg D [‰in]ff g, or in extended
form:
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Similarly, the physical dof can be expressed in terms of the generalized coordinates as:
fxg D [‰out]fqg, or in the extended form:
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Where Na, Nb, Nqc , and Nqs are number of generalized coordinates a, b, qc, and qs, respectively. (Nsx)i, and (Nsy)i are
number of excitation points on the shaft along X and Y directions, respectively, and (Nd)i is the out-of-plane excitation disk
points.

Using the given above relationships between the generalized coordinates and generalized forces on one side, and the
physical coordinates and physical excitation forces, on the other, one can write the required FRF matrix that relates the
response at No output points fXgNox1 with the excitations at Ni input points fF gNix1 in the form:
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(20.6)

This FRF matrix or the IRF matrix obtained by the Inverse Fast Fourier Transform (IFFT) can be subsequently analyzed
to extract the desired modal parameters of the considered system.

20.2.2 Modal Parameters of the Multiple Disk Shaft System

An FRF matrix that relates No output and Ni input points is estimated as discussed above. The output points consist of a
number of shaft points Nso with two orthogonal deformations considered at each point, and (Ndo)k out-of-plane response
points for the k-th disk. Similarly, the input points consist of Nsi shaft excitation points and (Ndi)k out-of-plane excitation
points for the k-th disk. The Complex Mode Indicator Function (CMIF) [19] of the estimated FRF matrix will be employed
in the Modal Parameter Estimation (MPE) of the considered structure. The CMIF is a plot of the singular values (†k) of the
FRF matrix, obtained from Singular Value Decomposition (SVD) of the FRF matrix for each spectral line

ŒH .!k/�.NoxNi / D ŒUk�
.NoxNi /

Œ†k�
.Ni xNi /

ŒVk�
H

.Ni xNi /
(20.7)
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Where ŒUk�
.NoxNi /

is the matrix of left singular vectors, Œ†k�
.Ni xNi /

diagonal matrix of the singular values, and ŒUk�
.NoxNi /

is

the matrix of right singular vectors, at!k. Peaks in the CMIF curves occur at the damped natural frequencies of the considered
structure, and the left and right singular vectors associated with these peaks give approximation to the corresponding mode
shapes and modal participation factors, respectively.

The CMIF was initially developed to aid in estimating the minimum model order in the modal parameter extraction
algorithm. It was later extended to a spatial modal parameter estimation algorithm [20]. Since the left ŒUk�.NoxNi /

and right

ŒVk�
.NoxNi /

singular vectors are approximation of the modal vectors and participation factors, as mentioned above, they can

be used as a spatial filter, which transforms the FRF matrix from physical to modal coordinates and results in a scalar
function of the frequency, known as the Enhanced Frequency Response Function (eFRF) [20]. Poles and modal scaling can
be estimated from the properly scaled eFRF for each mode using a single dof frequency domain algorithm. Similarly, a multi
dof estimation algorithm, known as Enhanced Mode Indicator Function (EMIF) [21], was developed as an extension of the
described above CMIF/eFRF algorithm. The EMIF is formulated based on a low order frequency domain UMPA model [13,
14] with matrix coefficients to estimate system poles in a selected frequency band. The SVD of the FRF matrix is computed
in the considered frequency band, and the resulting left singular vectors ŒU �

NbxNi
are used as a spatial filter to transform the

FRF matrix to a new FRF
�
e QH .!/

�
NbxNi

matrix of virtual measurements, equal to the number of poles in the frequency
band, given by
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This set of eFRFs is used with a low order frequency domain UMPA model [13, 14] for parameter estimation.
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Where Œ˛k�NbxNb and
h Q̌

k

i
NbxNi

are the UMPA coefficient matrices

Thus, the response space is condensed to produce Nb poles without computational modes, and the effect of out of band
modes can be accounted for by introducing residual terms in the numerator polynomial.

Along the EMIF frequency domain algorithm, a time domain algorithm, the Eigensystem Realization Algorithm (ERA) is
also used to extract the desired modal parameters of the considered structure. For this reason, the Impulse Response Function
(IRF) matrix was estimated as the Inverse Fast Fourier Transform (IFFT) of the available FRF matrix. The ERA algorithm
was originally developed by NASA [22, 23] to constructs a state space model from Multiple Input/Multiple Output (MIMO)
test data. This algorithm can be formulated as a time domain first order UMPA model [13, 14]

Œ˛0� ŒH0� D � Œ˛1� ŒH1� (20.10)

Where [˛0] and [˛1] are the first order polynomial coefficient matrices, and [H0], and [H1] are the Hankel matrices,
constructed from the IRF matrix Œh.t/�NoxNi with starting time, tk [22]
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It is possible to normalize equation 10 above by assuming [˛0] D [I] or [˛1] D [I], which will take forms
[I][H0] D � [˛1][H1] or � [˛0][H0] D [I][H1], respectively. Eigenvalues of the coefficient matrices [˛0] and [˛1] are related
to system eigenvalues 
r D � r C j!r as

�r D Re

�
ln zr
�t

�
; and !r D Im

�
ln zr
�t

�

20.3 Results and Discussion

A fixed free flexible shaft carrying two flexible annular disks, shown in Fig. 20.1 is considered. The geometric and material
properties of shaft-disk system are:

Edisk D Eshaf t D 200GpaI �disk D �shaf t D :3I �disk D �shaf t D 7800kg=m3I

�
Rin

Rout

�

disk

D 0:2I .Rout /d isk D 0:25mIhd1 D 0:002mI

hd2 D 0:0025mIZd1 D 0:5mIZd2 D 0:75mI

Lshaf t D 0:75mI .Rout /shaf t D 0:05mI .Rin/shaf t D 0:048mI

Where hdk and Zdk are thickness and spanwise position of the k-th disk.
An FRF matrix, which relates 126 response and 8 input points, is estimated as discussed above. The response points

consist of 7 shaft points with two orthogonal dof for each point, and 56 out-of-plane response points for each disk. These
points are located at the intersections of 8 radial and 7 circular lines. The input (reference) points consist of four out-of-plane
excitation for each disk. Four driving and three non -driving FRF functions are shown in Figs. 20.2 and 20.3.
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The CMIF of the estimated FRF matrix is shown in Fig. 20.4. Since the considered system consists of circular symmetric
flexible disks and a flexible shaft with identical properties along the two orthogonal directions, it is expected to have repeated
frequencies, which is clear in the CMIF plot, where two curves have peaks at the same frequency. An interactive code was
written to select frequency bands, and apply the EMIF to estimate the poles of the structure in such bands. Figures 20.5 and
20.6 show the frequency bands, used to estimate the repeated first and second modes, and the repeated seventh and eighth
modes, respectively.
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The resulting modal frequencies from the EMIF are listed in Table 20.1, along with results from the time domain ERA
method, where the Hankel matrix was constructed from the IRF matrix. Results from this first order (state space) time domain
method was calculated in two ways, one according to the original theory developed in [22], the other was based on the UMPA
formulation [13, 14]. In the UMPA formulation, the Modal Assurance Criteria (MAC) [16] was used with the two solutions
from assuming [˛0] D [I] and [˛1] D [I] to separate structural modes from the computational ones. The corresponding results
from high order frequency domain with Forsyth Orthogonal Polynomials as well as from Theoretical Modal Analysis (TMA)
are included in Table 20.1 for comparison.
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Table 20.1 Resulting modal
frequencies of the considered
multiple dish shaft system in Hz

Mode # ERA UMPA ERA (Juang) UMPA (LO- Frequency) UMPA (HO- Frequency) TMA

1 21:42 21:42 21:42 21:42 21:42

2 0:00 21:42 21:42 21:42 21:42

3 26:74 26:74 26:74 26:73 26:74

4 26:74 26:74 26:75 26:74 26:74

5 70:78 70:78 70:76 70:78 70:78

6 70:78 70:78 70:78 70:78 70:78

7 152:19 152:19 152:19 152:16 152:19

8 152:19 152:19 152:20 152:19 152:19

9 190:17 190:17 190:17 159:03 190:17

10 190:17 190:17 190:17 190:16 190:17

11 426:74 426:75 426:65 426:74 426:74

12 426:74 426:75 426:83 426:75 426:74

13 530:12 530:11 529:53 524:85 530:12

14 530:12 530:12 532:29 526:45 530:12

15 547:23 564:33 564:39 563:92 564:34

16 564:34 564:33 564:58 564:23 564:34
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Mode shape at frequency   21.42 HzFig. 20.7 Mode shape of the
coupled vibration with frequency
of 21.42 Hz

Examples of the obtained mode shapes are shown in Figs. 20.7, 20.8, 20.9, and 20.10, where the coupling between
individual components is obvious. This confirms the need to consider the complete system rather than individual components
for accurate prediction of the modal parameters.

20.4 Conclusions

The coupled natural frequencies and mode shapes of a two-flexible disk-flexible shaft are estimated from theoretically
generated multiple input/multiple output FRF matrix, which is the appropriate scheme to estimate repeated modes. The
assumed modes method and Lagrange’s equation are employed in the theoretical analysis. Low order frequency domain
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EMIF and a high order frequency domain with Forsyth Orthogonal Polynomials were used to extract the desired parameters
from the FRF matrix. The low order time domain ERA algorithm based on both its original form and on the UMPA
formulation was used to estimate modal parameters from the corresponding IRF matrix. The estimate results from FRF
and IRF matrices are found to be in excellent agreement with similar results obtained from Theoretical Modal Analysis.
The presented work lays the background to estimate these modal parameters from experimentally obtained data, which is
scheduled to take place at JUST soon. Since the considered structure is found mainly in rotating machine, rotational effects
will be presented in further work.
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Chapter 21
System Identification of an Isolated Structure Using Earthquake
Records

Ruben L. Boroschek, Antonio A. Aguilar, and Fernando Elorza

Abstract The growing interest of investors and stakeholders in protecting building contents and operation beyond the
goals of current seismic design codes is generating an increased demand for the use of nonconventional seismic protection
systems such as base isolation and energy dissipation devices. This paper focuses on the application of seismic identification
techniques on earthquake records obtained in the first Chilean Base Isolated Building. Seismic responses recorded in this
structure located in the capital city of Chile, range in Magnitude from 4 to 8.8. This last earthquake corresponds to the
sixth largest event recorded in the world and identification results are preliminary presented here. Due to the strong nonlinear
elastic response of the base isolation system, classical linear identification methods present poor results. Several procedures to
identify the response are presented, including window the response data and nonlinear identification. Basic modal parameters
like natural frequency and modal damping ratios are obtained as a function of response amplitude indicating the great benefit
of the isolation system and the relevance of developing appropriate identification techniques for this type of highly nonlinear
systems. Building isolation system performance is reflected in modal parameters variations observed in the analysis.

Keywords Structural health monitoring • Nonlinear identification • Earthquakes • Base isolation

21.1 Introduction

After the 27th February, 2010 Chilean earthquake, a renewed and increasing interest in additional seismic protection seismic
in buildings was born in investors, stakeholders and structural engineering. Because of this several systems, like energy
dissipating devices and base isolation, have been incorporated in new constructed structures. In high seismic countries, like
Chile, recurrent damage due to low level earthquake in non-structural components is common. In severe earthquakes the
structural and nonstructural is extremely large. As an example the Magnitude 8.8 event caused economic losses exceeding
US$30 billion. A high percentage of these losses resulted from damage to nonstructural systems and components, such as
architectural elements, building contents, and electric and mechanical equipment [1]. The increase use of these systems
that are inherently nonlinear poses a challenge to Structural Health Monitoring. In this article we present an example of an
isolated structure that has been instrumented for more than 20 years. The main characteristics of the isolated structure is
presented together with possible isolator models and procedures to identify their nonlinear characteristics.
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21.2 Building and Instrumentation Description

The Andalucia Condominium is the first seismic base isolation structure in Chile [2] and it is the result of research work
performed at the University of Chile. It is a 4 story concrete and masonry structure designed for low income families. The
building rest on top of eight high damping rubber bearing located at ground level, Fig. 21.1. To understand the behavior of the
structure two identical building, the base isolated and one of fixed base building, were instrumented with an accelerometer
array.

The building has a typical floor of 10 � 6 m of surface. The weight of structure is of 1,630 kN. The first level is constructed
with reinforced concrete and the other three levels are of masonry. The slab thickness is 10 cm, except for the roof, which
is structured with wood trusses. The isolators have a 31.5 cm diameter, 32 cm height and 6.7 mm of rubber sheet thickness.
Four of these isolators are located in each corner of the building and two at the center of each longer side.

The instrumentation consists of triaxial accelerometers with common triggering. The recording system has a 12 bit analog
to digital converter so it is limited to earthquake events only. Figure 21.1 show the position of accelerometers C, L and F.
Signals registered from C and F sensors are presented in this paper, Table 21.1. Sampling frequency is 200 samples per
second.

Fig. 21.1 Andalucía building drawings

Table 21.1 Sensors direction Channel Direction Level

1 EW Ground
2 NS
3 UD
4 EW 4th
5 NS
6 UD



21 System Identification of an Isolated Structure Using Earthquake Records 267

21.3 Seismic Events Records

Several records have been obtained in the Andalucia Buildings. The largest seismic event recorded is the February 27th,
2010 Chile earthquake. Despite the Mw 8.8 magnitude, the earthquake did not cause any damage to the isolated structure or
its contents. Figure 21.2 shows the recorded data. The strong motion phase lasts about 60 s. The peak accelerations at ground
level were 0.30 g and 0.18 g in the horizontal and vertical directions, respectively. The maximum horizontal acceleration
recorded within the isolated building was 0.22 g. In the vertical direction amplification was observed since the maximum
acceleration recorded at the top building level was 0.29 g.

21.4 Models and Identification Methods

As in typical structure there is a need to validate the structural response of isolated systems as well as the device behavior.
The basic characteristic of elastomeric isolators is its strong nonlinear elastic behavior. Also they are strongly influence by
temperature, aging and vertical pressure. The basic recording system shall consider accelerometers below and on top of the
isolation system and throughout the structure and displacement meters at the interface. In order to correlate the parameters
with environmental variable a meteorological station is recommended.

Several models have been considered for the identification of elastomeric isolated structures. Some of these models are
presented below.

21.4.1 Kelvin Voight Model and Maxwell Model

The viscoelastic model can be represented by damping and stiffness connected in parallel or in series. The equation of motion
for the Kelvin Voight model, parallel system, is presented in Eq. 21.1. If the model is represented with these components in
series, it is call the Maxwell model. The equation of motion in this case is given by Eq. 21.2.

C Pu CK u D f (21.1)

K Pu D K

C
� f C Pf (21.2)

With C D damping, K D stiffness, f D Excitation and u D displacement. Both models correspond to the most basic
representations of a viscoelastic isolator. An extension of these models corresponds to a linear model of three parameters. In
this case the viscoelastic model can be represented by a damper and a spring connected in series with an additional spring

Fig. 21.2 February, 2010 earthquake acceleration records
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connected in parallel. The equation of motion in this case is given by Eq. 21.3:

K2

	
u C

�
C
ŒK1 CK2�

K1 K2

�
Pu



D f C C

K1

Pf (21.3)

21.4.2 Non-Linear Elastic Model

A non-linear elastic model can be assumes that both damping and stiffness. In this case the stiffness can be represented by a
linear and cubic relation to displacement, and with two springs in parallel, [3], Eq. 21.4:

Fs D K1 u C
	
K2 �K1

3 u20



� u3 (21.4)

The force associated with the non-linear damping can have a similar form, Eq. 21.5:

Ca D C1 Pu C
	
C2 � C1

3 Pu20



� Pu3 (21.5)

Where u0 D characteristic displacement and Pu0 D characteristic velocity.
Considering Eqs. 21.4 and 21.5, the equation of motion in this case is given by:

C1 Pu C
�
C2 � C1
3 Pu20

�
Pu3 C k1 u C

�
K2 �K1

3 u20

�
u3 D f (21.6)

21.4.3 Bouc-Wen Models

The Bouc-Wen model, [4] is constructed considering a complex function of the stiffness component as a restorative force of
the isolator. The equation of motion for a SDOF system is given by the Eq. 21.7:

C Pu C q D f (21.7)

In which C D Damping Matrix, u D Displacement, q D Restoring force and f D Excitations. The restoring force is
expressed as:

q D ˛ K C .1 � ˛/ K Z (21.8)

Where Z can be obtained from a differential equation that considers the time derivative of Z an its modulus, as given by
Eq. 21.9:

PZ D A Pu � ˇ Pu jZjn C � jPuj jZjn�1Z (21.9)

21.4.4 Biaxial Hysteretic Restoring Force Model

In order to consider the influence between two orthogonal horizontal directions in the isolator response, a modified Bouc
Wen model can be used [5]. The equation of motion of a 2-DOF system subject to two-dimensional excitations is given by
Eq. 21.10:

ŒM �

� Rux
Ruy
�

C ŒC �

� Pux
Puy
�

C
�
qx
qy

�
D
�
fx
fy

�
(21.10)
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In which [M] D Mass Matrix, [C] D Damping Matrix, ux, uy D Orthogonal displacements, qx, qy D Restoring forces and
fx, fy D Orthogonal excitations. The restoring force vector is expressed as shown in Eq. 21.11:

�
qx
qy

�
D ˛ ŒK�

�
ux
uy

�
C .1 � ˛/ ŒK�

�
Zx
Zy

�
(21.11)

Where [K] D initial stiffness matrix, ˛D post yielding stiffness ratio and Zx, Zy D Hysteretic dimensionless components
of the restoring force. In this case, Zx and Zy are described by the following differential equations, Eqs. 21.12 and 21.13.

PZx D A Pux � ˇ jPux Zx j Zx � � Pux Z2
x � ˇ

ˇ̌Puy Zy
ˇ̌
Zx � � Puy Zx Zy (21.12)

PZy D A Puy � ˇ ˇ̌Puy Zy
ˇ̌
Zy � � Puy Z2

y � ˇ jPux Zx j Zy � � Pux Zx Zy (21.13)

Where A, ˇ and � are dimensionless constants.

21.4.5 Multiple Shear Spring Models

A bidirectional model is also constructed from several shear trilinear springs arranged in a circle [6, 7]. Each spring has its
own specific characteristic of initial stiffness, secondary stiffness, and yield displacement.

�xew D xew.t/ � xew .t � 1/
�xns D xns.t/ � xns .t � 1/

(21.14)

Where �xns and �xew are equal to NS and EW displacement at time t. The total restoring force can be evaluated by the
equations system Eqs. 21.15 and 21.16:
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(21.16)

Here, �Rew and �Rns are equals to increments of restoring forces along the EW and NS directions, ki
0(t) D stiffness of

i-th spring at time t, N is the number of shear springs, and ªi is the angle between the EW axis and the i-th spring, Uy0 D yield
displacement and k0 D each shear spring.

21.5 Identification Isolation Bearing with No-Linear Behavior

Common system identification methods that consider Linear Time-Invariant systems have been apply to traditional [8] and
base isolated structures despite its nonlinear response. This section presents different analysis methods that have been used
for isolation systems.

Stewart and other [9] described the seismic response and the system identification procedures used for four buildings in
Los Angeles Area subjected to several earthquake events. The earthquake events produce accelerations lower than 0.21 g. For
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the identification, they used basic frequency response function techniques, like peak peaking, and two parametric techniques
proposed by Safak:

• Cumulative error method (CEM): The transfer function is estimated by minimizing cumulative error for the entire history
[10].

• Recursive prediction error method (RPEM): The transfer function is determined by recursively minimizing error for each
time step, using time windows [11, 12].

The transfer function is given by Eq. 21.17:

H.q/ D B.q/

A.q/
(21.17)

Because the systems dynamic are always contaminated by noise, it includes two lineal filters representing the systems
dynamic and noise dynamic. The signal and the noise are represented by Eq. 21.18, whereys(t) D equation for the signal
and yn(t) D equation for the noise. These are combined as presented in Eq. 21.19. Then, considering a time k delay between
input and output, from Eqs. 21.20 and 21.21, an estimator could be constructed as in Eq. 21.22, this allows to define an error
objective function, Eq. 21.24, that depends on a set of parameters denoted by ª, Eq. 21.23.

ys.t/ D B.q/

A.q/ F.q/
yn.t/ D C.q/

A.q/ D.q/
e.t/ (21.18)

y.t/ D ys.t/C yn.t/ (21.19)

A.q/y.t/ D q�k B.q/
F.q/

x.t/C C.q/

D.q/
e.t/ (21.20)

y.t/ D
	
1� D.q/A.q/
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E Œy.t/� Dby .t; #/ D
	
1 � D.q/A.q/

C.q/



y.t/C q�k D.q/B.q/

C.q/F.q/
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# D �
a1; � � � ; ana ; b1 � � � ; bnb ; c1 � � � ; cnb d1 � � � ; dnb ; f1 � � � ; fnb

�T
(21.23)

" .t; #/ D y.t/ �by .t; #/ (21.24)

The least squares method is used as criteria for measuring errors. The total error in time t includes a weighting factor, as
is observed in Eqs. 21.25 and 21.26.

V .t; #/ D 1

2
�.t/

Xt

sD1ˇ .t; s/ "
2 .s; #/ (21.25)

�.t/
Xt

sD1ˇ .t; s/ D 1 (21.26)
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Where ˇ(t,s) corresponds to the weighting factor and � (t) is the normalization factor. The model that minimizes the total
estimation error is given by Eqs. 21.27–21.30.

d

d#
V .t; #/ D 0 (21.27)

#.t/ D # .t � 1/C �.t/ R�1.t/ .t/".t/ (21.28)

R.t/ D R .t � 1/C �.t/
h
 .t/ .t/T � R .t � 1/

i
(21.29)

 .t/ D d" .t; #/

d#
D dy .t; #/

d#
(21.30)

Yoshimoto et al. [13] used the Multivariable Output Error State Space (MOESP) method in a base isolated building under
small shaking levels. MOESP is a method that obtains state space matrices from input and output data using Hankel and
Toeplitz matrices and time windows analysis. The model is described by Eq. 21.31. This system is solved for each time
window determining the modal properties of the system.

xkC1 D A xk C B uk
yk D Ckxt CD uk

(21.31)

Furukawa et al. [6] use the Prediction Error Method and a nonlinear isolator model derived by Wada. The method
considers a restoring force as a function of parameter vector (ª). The system discrete-time state space is given by Eq. 21.32:

xkC1 D Ad .#; t/ xk C Bd .#; t/ uk C wk
yk D C .#; t/ xk C vk

(21.32)

Where xk is the state vector at k, yk the Output of the system at k, wt the Gaussian process noise at k, vt D Gaussian
measurement noise k, and Ad, Bd D Matrices, and Cd D observation process noise matrix. Introducing an estimator for the
Gaussian noise and measurement depending of a Kalman gain Eq. 21.32 is transformed to Eq. 21.33.

bxkC1 D Ad .#; t/ xk C Bd .#; t/ uk CK Œyk � Cdbxk�
_
yk D Cd

_
xk

(21.33)

In whichbxk D state vector expectations at k,byk D Output of the system expectations at k, and K D Kalman gain. As well
as the last methods, a prediction error vector " and prediction error matrix E are defined, as is shown in Eqs. 21.34 and 21.35.

" .k; #/ D yk �byk; E .#/ D

2
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" .1; #/

" .2; #/
:::
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i�
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Then, the Gauss-Newton method is used to search for the best parameter, as is described in the process represented by
Eqs. 21.36–21.38.

#kC1 D #k C ˛ �#k (21.36)

�#k D �
ˆTWˆ

��1
ˆT .y �by/ (21.37)

ˆ D

2
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@by1
@#1

� � � @by1
@#d

:::
:::

@byN
@#1

� � � @byN
@#d

3
7775 (21.38)

where W D weighting matrix or the inverse of prediction-error covariance matrix.

Fig. 21.3 Stabilization diagram. 70–78 s frame of event
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21.6 Modal Properties Identification Results

The window MOESP technique was used to identify the modal properties of the structure. The identification process was
performed considering the time frame from 30 to 110 s in time windows of 8 s long. The main time intervals evaluated are
from 30 to 38 s, 70 to 78 s, and 110 to 118 s, respectively. This procedure allows the identification of variations of structure’s
modal properties between time windows selected, considering different accelerations amplitudes situations. Figure 21.3
shows the high non-linearity of the dynamic system when the acceleration amplitude increase with the earthquake demand,
time frame of 70–78 s of the response. The figure clearly shows the variations in poles definition, and a high variability even
with a short time frame.

Table 21.2 resumes identified properties for main windows evaluated. The increase of structural flexibility is notorious in
the 70–78 s interval, when the event presents the highest amplitude of acceleration. The same could be observed in the case
of modal damping ratios. There is a notorious increment in their value for higher demand, reaching a 50 % of damping. The
structure suffered no damage during the earthquake. Figure 21.4 gives a comparison between the model of the identification
method.

Table 21.2 Modal properties
identified

Modal frequencies (Hz) Modal damping ratios (%)

30–38 s 70–78 s 110–118 s 30–38 s 70–78 s 110–118 s
1.86 0.62 1.89 2.7 23.7 22.3
2.23 0.78 2.00 12.7 41.8 –
2.99 2.34 3.06 17.9 50.5 19.9
14.11 16.42 18.63 3.9 3.0 2.3

Fig. 21.4 Comparison between
original output data and the
modeled by the identification
method
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21.7 Conclusion

The analysis shows the variations of the modal frequencies and damping ratios identified, for each time window of analysis.
It could be observed that the first modal frequencies strongly depend on the amplitude of vibration. For example, the natural
period at the beginning of the strong motion phase is 0.54 s and gets longer during the second time window, between 70
and 78 s, achieving a value of 1.61 s. It is important to note that after the earthquake the structure recovered the dynamic
properties it had before the earthquake. Modal damping ratios show that, at the same time that the natural frequencies changes
damping ratios change too. In the case of the isolated structure, the high damping ratio is associated with the first modes.
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Chapter 22
Design of an Inertial Measurement Unit for Enhanced Training

M. Bassetti, F. Braghin, F. Castelli Dezza, and F. Ripamonti

Abstract During training, athletes are evaluated by their trainer in a subjective way. It is hard task to appreciate
improvements between two different performances of the same athlete, particularly if carried out at different places and
times or if referred to different tests. Moreover, in team sports, like soccer, football and basket, to follow and evaluate each
athlete could be very demanding for the trainer. This paper presents the work done to design a wearable, light-weight and
rugged inertial measurement unit designed to collect and analyze data. Inertial measurements are correlated with the athlete’s
position too. Some results are presented and discussed.

Keywords Sport • GPS and MEMS-IMU integrated system • Embedded systems • Microprocessor and transceivers
• Inertial sensor systems

22.1 Introduction

Every discipline of sport has its own techniques for performance analysis. The requirements for such methods depend on the
discipline’s motion, ergonomic constraints and cost related to the discipline. For example, for disciplines implying fast body
motion of longer duration, the investigation of the trajectory is of utmost importance. Anyway, athletes and coaches are not
only interested in the positions and velocities, but also in the motion analysis of segments of the human or the orientation
of equipment [1, 2]. Furthermore, sometimes the knowledge of position serves as a base for comparing other performance
criteria (e.g. heart rates, rotations per minute) [3]. For these reasons, it is very important to correctly assess the accuracy of
monitoring systems. High positioning accuracy is crucial only for few applications where small trajectory differences can be
important (e.g. slalom in Alpine skiing). Moreover in many disciplines the trajectory shape (meaning high relative accuracy)
is of greater importance than the absolute positioning accuracy. This is true also for energy transfer computations where
sports professionals are more interested in relative changes rather than absolute values.

Starting from these considerations, the application of low-cost GPS receivers integrated with micro-electro-mechanical
system (MEMS) inertial measurement unit (IMU) allows, in many applications, an accurate and continuous observation of
position, velocity and orientation which opens new possibilities for monitoring of athletes’ performance [4–6].

The aim of this paper is to design of a miniature Inertial Measurement Units (IMU) based on MEMS inertial sensors. In
the past decade indeed the cost, power consumption, weight and size of MEMS IMUs have motivated the use of miniature
versions in a variety of applications such as personal digital assistants, smart phones, gaming and monitoring devices [7, 8].
The idea is to embed the measurements system directly in the sport equipment (e.g. the athletes’ T-shirt) exploiting its
low mass and small dimensions. The designed device consists of a complete six degree-of-freedom (dof) IMU composed
of MEMS accelerometers and angular rate gyros with an integrated microprocessor and SD card for storing data. The
experiments, carried out at the AC Milan training centre (Milanello), reveal that the designed device returns accurate results
if compared to commercial and professional devices. These achievements yield a highly accurate, portable, and inexpensive
sensor system to support athletes’ real-time monitoring or off-line analysis and assessment of their performance.
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22.2 The Designed IMU

In Fig. 22.1 the Inertial Measurement Unit (IMU) board is shown. The board includes a microcontroller, a 3-axis MEMS
accelerometer, two MEMS gyroscopes and an SD-card slot. Moreover there is all the electronics required for charging the
included LiPo battery as well as a GPS receiver and an antenna.

The sensor node “intelligence” is provided by a dsPIC33F microcontroller from Microchip® Technology Inc. The use of
this Digital Signal Controller (DSC) represents the best compromise for low power consumption, hardware reliability and
firmware ruggedness. It is able to run up to 40 MIPS operation (@3.0–3.6 V) within a broad temperature range (�40 ıC
to C125 ıC) and has a modified Harvard architecture, C compiler optimized instruction set with 16-bit wide data path and
24-bit wide instructions. It has an internal flash program memory capable of up to 256 Kbytes and a data SRAM of up to
30 Kbytes (including 2 Kbytes of DMA RAM).

The 3-axis MEMS accelerometer is produced by Analog Devices® and has a sensing range of ˙16 g, low power
consumption (350 �A) and small package (4 mm � 4 mm � 1.45 mm). The bandwidth of the sensor is up to 1,600 Hz
along both X and Y axes and up to 550 Hz along Z axis. Being capacitive, the accelerometer is able to measures also static
accelerations.

The two 2-axis MEMS gyroscopes are produced by ST Microelectronics. They are pitch/roll and pitch/yaw, both able to
measure angular velocity up to ˙300ı/s.

The output signals of the MEMS accelerometer and gyroscopes are digitalized by the Analog-to-Digital Converter (ADC)
of the microcontroller and stored in the SD memory according to a protocol developed for the purpose. Note that it is
very important to have a sensor with optimal thermal performances: the offset vs. temperature performance of the adopted
accelerometer is equal to ˙1 mg/ıC and its sensitivity change due to temperature is equal to ˙0.001 %/ıC.

All three measured accelerations and all three angular velocities are sent to the dsPIC33F microcontroller that low pass
filters them to avoid aliasing with a first order Butterworth filter having cut-off frequency equal to

f�3db D 1

2� .1k
/ � Cx;y;z D 1600H z (22.1)

(being Cx,y,z equal to 100 nF) and samples them simultaneously at 16 kHz with a resolution of 12 bits sequentially. Every
channel is acquired with a buffer of 16 samples, acting as window filter. Finally, all three acceleration signals are sequentially
decimated to 500 Hz and stored in the SD flash memories.

The microcontroller runs a microkernel that serves all the tasks (i.e. acquisition and storage, communication to an external
PC, erase of flash memory). The firmware can be updated via USB connection thanks to a dedicated boot loader. Note
that, during the acquisition and storage task, the microcontroller manages the reading and writing procedures, avoiding the
overwriting of the saved data while, during the communication task, it handles all the functions useful to transfer data from
the sensor node to the external PC. The data are provided in raw binary format.

The board includes also an integrated GPS receiver with its antenna. The GPS receiver used is made by U-Blox® and is
characterized by small size and low power consumption (35 mA @ 3.3VDC). Information are collected, the acquired NMEA
messages are parsed by the microcontroller and then stored into the SD flash memory.

The developed IMU has been tested and the results have been compared with two professional devices provided by AC
Milan:

Fig. 22.1 The Polimi IMU
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• Adidas Catapult: an IMU able to return several information about the test. In particular, among the others, the three
accelerations (forward, sideway and up) and the three angular velocities will be collected for the benchmark. Data are
collected with a sampling frequency equal to 100 Hz.

• GPS Sport: a GPS system returning information about the athlete’s position, elapsed time, covered distance : : : Data are
collected with a sampling frequency equal to 5 Hz.

22.3 The Experimental Results

22.3.1 Experimental Setup

Experimental tests have been carried out at the AC Milan training centre (Milanello). Figure 22.2 shows the satellite map of
the facility as well as the base of the measurement campaign. Three different tests have been performed:

• Test 1: the GPS system has been calibrated by walking along the football pitch and stopping for few seconds at the four
corners (Fig. 22.3). Moreover a soft running along the reference trajectory reported in Fig. 22.3 has been carried out.

• Test 2: four reverse direction exercises have been performed, (reference trajectories are shown in Fig. 22.4) considering a
change of the sprint direction respectively of 135ı, 90ı, 45ı and 180ı.

• Test 3: a bike tour around the training centre.

For tests 1 and 2, the IMUs are placed on the athlete back. The reference system is shown in Fig. 22.5. In test 3, instead,
the IMUs are placed on the rear luggage rack of the bike and the reference system is shown in Fig. 22.5.
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Fig. 22.2 The AC Milan training centre (Milanello)
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Fig. 22.3 The Test 1 reference trajectories for the GPS (a) and the IMU (b) calibration

Fig. 22.4 The Test 2 (sprints and
changes of direction) reference
trajectories

FW 
Gyro 2 

a b

Gyro 3 

Gyro1

Gyro 2
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Gyro1 Gyro 3 
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SW 

UP 

Fig. 22.5 The IMUs reference
system in for the Test 1 and 2,
with the IMUs on the back of the
athlete (a), and the Test 3, with
the IMUs on the rear luggage
rack of the bike (b)
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Fig. 22.6 The Test1 GPS result

22.3.2 Test 1: GPS and IMU Calibration

As previously introduced this test has been performed to calibrate the GPS and to test the IMU performance in soft and
constant running condition. In Fig. 22.6 the GPS results in terms of athlete’s position are reported while the trajectories
described in Fig. 22.3 are followed. During the first part of the test the average walking speed is about 4 km/h, while in the
second part it rises at about 10 km/h. For the second part of the test the IMUs data are collected and compared (Fig. 22.7).

A good agreement between the two measurement systems can be observed. However small differences are present and
are mainly due to:

• the position of Polimi and Catapult IMUs is slightly different; this mainly affects the measured acceleration
• the different sampling frequencies, 100 Hz for Catapult IMU and 500 Hz for Polimi IMU. In fact the higher sampling

frequency adopted by Polimi IMU allows to register a wider harmonic content and consequently the peak levels in the
time histories are generally higher; also the signal post-processing is of relevance: the signals acquired by Polimi IMU
were filtered using a sixth order Butterworth low pass filter having a cut-off frequency equal to 100 Hz while Catapult
signals were filtered using an unknown low pass filter.

22.3.3 Test 2: Sprints and Changes of Direction

Dealing with the athlete’s accelerations and angular velocities, the second test is more interesting. During this test the
trajectory is measured with the GPS system (Fig. 22.8). It can be compared with the target summarized in Fig. 22.4 showing
the high performance and accuracy of the proposed system.
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Fig. 22.7 The Test1 IMU results; the Gyro1 (a), Gyro2 (b), Gyro3 (c), Acceleration SW (d), Acceleration FW (e) and Acceleration UP (f) time
histories
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Fig. 22.8 The Test2 GPS result

Also for this test the two IMUs are compared (Fig. 22.9) and considerations very similar to ones done for the first test
can be drawn. However, in this second case, both the accelerometers and gyroscopes identify higher values due to the
sprints and the quick changes of direction. Among the others, as expected, the angular velocities around the vertical axis
(Gyro1) and the vertical accelerations are particularly high. Also the forward accelerations due to the sprints are significant
(up to 4 g).

22.3.4 Test 3: Endurance Test

The last test is performed with the athlete riding a bike in the Milanello training centre for about 15 min covering a distance
of 4 km. The ride is registered by the GPS unit and it is shown in Fig. 22.10. The average speed is approximately 16 km/h,
but peak values of 25–30 km/h are reached. The IMUs data are reported in Fig. 22.11.

Also for this test, the highest value, in terms of angular velocity, is measured around the vertical axis (Gyro1) and the
highest acceleration is obtained in the vertical direction (component UP), mainly due to the terrain roughness.

22.4 Conclusions

In this paper a miniature Inertial Measurement Units (IMU) based on MEMS inertial sensors and designed for sport
applications (low mass and small dimensions) is presented. The main features of the device are described and a benchmark
experimental campaign is carried out in collaboration with AC Milan.
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Fig. 22.10 The Test3 GPS result

The experiments show a good agreement between the designed IMU and professional devices used to monitor the athletes’
performance in terms of position, acceleration and angular velocity. Starting from the collected data it is possible to develop
algorithms, specific for several different sport applications such as soccer, football or basketball, for the athletes’ real-time
monitoring during training and the off-line calculation of parameters for the assessment of their performance.
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Chapter 23
A Parameter Optimization for Mode Shapes Estimation
Using Kriging Interpolation

Minwoo Chang and Shamim N. Pakzad

Abstract A parametric study of Kriging interpolation for Optimal Sensor Placement (OSP) is presented in this paper. A
Kriging model uses geostatistical information to interpolate and extrapolate the values for unobserved locations with a
weighted sum of known neighbors. The accuracy of mode shape estimates is evaluated by Modal Assurance Criteria (MAC),
compared to the target mode shapes. The performance of OSP is enhanced by the Kriging results. For the quality estimation
of mode shape, a parametric study is conducted in this paper. The Kriging model is composed of linear regression model
with random error which is assumed as a realization of a stochastic process. A Gaussian function is used to characterize the
covariance function between two random errors in terms of their relative distance. Three parameters are involved to define
covariance function: regression model order and two amplification parameters. The parameter optimization approach aims
at OSP solution with the minimum number of sensors. The effect of parameters is evaluated using numerically simulated
harmonic modes, and modes from Northampton Street Bridge (NSB). Modified Variance (MV) is used to rank the signal
strength at candidate sensing locations. The results show that the accuracy of estimated mode shapes is dependent on the
eigenvalue of covariance matrix and the number of sensors can be minimized when the Kriging model is optimally designed.

Keywords Optimal sensor placement • Kriging • Modal assurance criteria • Modified variance • Wireless sensor
network

23.1 Introduction

Optimal Sensor Placement (OSP) is a common issue for all engineering systems such as mechanical, aerospace, and
structural, which require the posterior monitoring to maintain their performance [1–3]. From a set of observations, the
indices can be extracted to quantify the systems’ performance and modal parameters can be updated to reflect the behavior
of existing systems. In particular, the effect of OSP is significant for structural systems, since the scale of civil infrastructure
is much larger than other engineering problems. The traditional sensor networks, represented by wired sensors, are costly
and physically limited to properly place them on large scale structures. Although the recent development of Wireless Sensor
Networks (WSN) have facilitated the possibility of vibration monitoring with densely located sensors [4–6], the costly
process for data transmission is inevitable and an optimum number of sensors is a more effective solution for practical
Structural Health Monitoring (SHM).

The main objective of OSP is to formulate the sensor configuration to detect significant changes representing structural
damage based on the evaluation of the signal strength at sensing locations [3, 7]. Additionally, the use of OSP reduces the
cost by eliminating collecting large volume of redundant sensor data as well as managing the number of sensors. Effective
Independence (EI) method [1], one of the widely used OSP techniques, examines the error of unbiased estimator using
target mode shapes. For a variation of EI, modal frequency and modal mass are additionally used to quantify signal strength
in EI-Driving Point Residue (DPR) [8] and Kinetic Energy [9] methods, respectively. Alternatively, the methods to search
principal component in target mode shape matrix have been developed using correlation [10] and covariance [11] of mode
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shape matrix. In order to expand the applicability of previously developed variance method [11], Modified Variance (MV)
method is introduced in which the computational time to define the best sensor configuration is much reduced [7].

In order to provide an automatic guideline for optimal sensor configuration, a framework, based on Modal Assurance
Criteria (MAC) comparison, is introduced and serves to decide the minimum number of sensors on most informative
locations [7]. The estimated mode shapes using interpolation/extrapolation techniques are compared to the target mode
shapes using MAC to analyze the compatibility of a chosen sensor configuration. The polynomial functions are facilitated
in many engineering problems and have shown reliable estimation results [12]; however, the boundary conditions should
be known for satisfying the continuity of piecewise components. Alternatively, Kriging method, which is a geostatistical
estimator of the unknown values at unobserved locations, can be used with only geometric information at candidate sensor
locations to resolve the need for boundary conditions [13]. In order to define Kriging model, the error of mode shape function
is assumed as random and its covariance is mathematically designed with several parameters.

This paper aims to investigate Kriging technique and to observe the effect of associated parameters for accurate mode
shape estimation. Two examples are used to demonstrate optimal sensor configurations. EI and MV methods are investigated
to quantify the signal strength at candidate sensor locations. The results of OSP are used to estimate the mode shapes for all
candidate sensor locations.

23.2 Framework for Optimal Sensor Configuration

A framework to design optimal sensor configuration is introduced in [7]. The framework is comprised of two sub-tasks: (1)
estimation of signal strength at each sensing node and (2) MAC comparison between target modes and estimated modes
from a set of optimal sensor configuration. The target mode information is used to define the best sensor locations depending
on the number of sensors. For a particular set of sensor configuration, the mode shapes are estimated for the unobserved
locations using interpolation/extrapolation techniques. The MAC between exact mode shape and estimated from a set of
optimal sensors is calculated. The best sensor configuration is defined when the minimum MAC amongst all target modes
is beyond the threshold; otherwise the next sensor configuration with an additional sensor is selected and this procedure is
repeated until the constraint for the MAC threshold is satisfied.

23.2.1 Optimal Sensor Placement (OSP) Methods

In this study, two OSP methods, Effective Independence (EI) [1] and Modified Variance (MV) [7], are investigated to quantify
the signal strength at candidate sensor locations depending on the target modes. These two methods are convenient to
implement since the methods require only the target mode shape information and are computationally inexpensive. The
following is a brief description for each method.

Effective Influence (EI): An unbiased estimator of modal contribution parameter is defined as a function of target modes. The
numeric deployment of error covariance between the exact modal contribution parameter and the unbiased estimator is the
inverse of Fisher information matrix which is the expected value of the observed information. The Effective Independence
Distribution (EID) vector is introduced to quantify the contribution of the candidate sensor locations. A sensor location noted
with a lowest index of EID is discarded from the candidate locations and this procedure is repeated to determine the priority
of sensor locations.

Modified Variance (MV): The covariance of target mode shape matrix is used to quantify the signal strength of candidate
sensor locations. In order to prevent the irregularity in covariance due to sign convention and to increase independency of
modal information at nodes, the target mode shape matrix is transformed by attaching the negative of mode shape matrix to
the original. The unbiased estimator of mode shape function at unobserved locations is defined as a function of covariance
matrix. The error of this estimator can be minimized when the determinant of covariance of observed locations is maximized.
For the practical implementations, a pc index is introduced, considering the dispersion of off-diagonal components. Similar
to EI method, a sensor location with lowest signal strength is tossed from the candidate sensor locations.
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23.2.2 Kriging

Kriging is a geostatistical estimator to infer the random values at unobserved locations where the signal response can be
estimated using weighted sum of known values at neighbors [14]. The shape function is initially estimated by the sum of a
linear regression model and random error as:

yi D p.xi /
T aC z .xi / (23.1)

In Eq. 23.1, yi is a modal ordinate at xi; p(xi) is a set of non-linear bases, for example p .xi / D �
1 xi xi

2
�

for a quadratic
basis; a denotes a coefficient vector which minimizes the random error z(xi). The covariance of the error is defined by
the correlation between two sensor locations, with high correlation for closely spaced sensors. The correlation function is
frequently expressed by using Gaussian functions in which two parameters are involved.

R
�
xi ; xj

� D ˛ exp
���rij 2

�
(23.2)

In Eq. 23.2, ˛ and � are the amplification parameters and rij is the physical distance between xi and xj. Considering that
the a is canceled out for the mode shape estimation, the order of the basis and correlation parameter � , need to be designed
for Kriging model. The details to estimate mode shapes are presented in [13, 15].

23.3 Case Studies

Two examples are used to verify the effectiveness of the framework to formulate the sensor configuration and to observe the
effect of two parameters. In a numerically simulated shear building model, the effect of Kriging parameters is investigated
and the best sensor configuration is found. Amongst the parameters, the effect of the order of basis and correlation parameter
� are considered since ˛ does not affect the mode shapes estimation. In the second example, the modal parameters estimated
from the response from the Northampton Street Bridge (NSB) are used to optimize sensor configuration depending on the
number of target modes and applied OSP methods.

23.3.1 Shear Building Model

A 19-DOF simply supported beam is used to simulate modal parameters as shown in Fig. 23.1 (first five vibration modes).
Kriging can be used effectively to interpolate the mode shapes since it does not require the continuity at the top of the shear
building model. EI and MV methods are applied to determine the sensor location priority chart. In order to define the number
of sensors, MAC of 0.95 for all target modes are set as a constraint.

For harmonic mode shapes, the minimum number of sensors is determined, which is equal to the number of target
modes. For example, the changes of the optimal number of sensors and corresponding determinant of correlation matrix
are illustrated in Fig. 23.2a. The constant basis for correlation is used. In this figure, the optimal number of sensors decreases

fid = 0.467 (Hz) fid = 1.397 (Hz) fid = 2.318 (Hz) fid = 3.223 (Hz) fid = 4.104 (Hz)

zid = 2.00 (%) zid = 2.00 (%) zid = 2.00 (%) zid = 2.00 (%) zid = 2.00 (%)

Fig. 23.1 First five mode shapes in 19DOF model with natural frequency and damping ratio
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a b

Fig. 23.2 Effect of correlation parameter to minimize number of sensors when five modes are targeted. (a) Number of sensors and determinant of
target modes (b) Feasible range of correlation functions

C
or

re
la

tio
n 

P
ar

am
et

er

Fig. 23.3 Ranges of optimal
coefficient parameter for three
orders of basis

rapidly for � < 0.46 and increases as the correlation parameter increases. In particular, the feasible range of � is determined
between (0.046 and 0.142) for which five sensors are determined as an optimal solution. The determinant of correlation
function is discontinuous when the sensor configuration changes. The feasible range of correlation function is plotted in
Fig. 23.2b, indicating the high correlation for closely located sensors and the random errors are almost independent when
the normalized distance between two sensor locations is larger than the half of height of the structure.

Further investigation is conducted to evaluate the effect of the order of basis. The basis for the one dimensional problem
is determined as power series of candidate sensor location; for example, [1] for constant basis, [1 xi] for linear basis, and
[1 xi xi

2] for quadratic basis can be used. Although the increase of order requires additional computational cost, it does not
necessarily improve the quality of estimated mode shape and reduce the number of sensors. Figure 23.3 shows the feasible
ranges of correlation parameter � when the numbers of target modes are varied. For all cases, the optimal numbers of sensors
are the same with the number of target modes. The higher orders of basis are excluded in this figure since the optimal numbers
of sensors are larger than the optimal number of target modes. In general, the linear basis slightly expands the feasible range
of correlation parameter and the high order shows negative effect to search the best sensor configuration.

23.3.2 Northampton Steel Bridge

The ambient vibration response of Northampton Street Bridge (NSB) was measured using Wireless Sensor Network (WSN)
and used to identify modal parameters in vertical responses [16]. A total of 21 wireless sensor units (18 on the North Side and
three on the South Side) measure the ambient vibration of the bridge (Fig. 23.4). Structural Modal Identification Toolsuite
(SMIT) [17] is used to identify seven structural modes under 10 Hz frequency range. The modal ordinates for sensors on
south sides are used to distinguish the type of modes (vertical and torsional).
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Fig. 23.4 Wireless sensor network in Northampton Street Bridge
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The optimal numbers of sensors to observe three, five, and seven target modes are plotted versus correlation parameter
when MV method is employed (Fig. 23.5). Similar to the shear structure model, the number of sensors decreases rapidly
first; then increases as the correlation parameter increases. For this example, very small range of correlation parameter is
available for the optimal solution. In general, the numbers of sensors required to observe several sets of target modes are
similar due to the complex mode shapes caused by two piers in the middle of bridge and the insufficient information of low
number of target modes.

The optimal numbers of sensors for EI and MV methods are plotted (Fig. 23.6). For both methods, the required sensors
are similar when the targeted modes are larger than four. As reported in [7], the insufficient information in target mode shape
matrix results in the false estimation of signal strength and requires more sensors even though the fewer number of modes
are targeted. EI and MV methods show similar performance to optimize the number of sensors regardless of the number of
target modes.

In order to observe the way to determine sensor locations for each OSP method, the step by step procedures are tabulated
when seven modes are targeted (Table 23.1). EI method detects two highest signal strengths at the end of the bridge while
MV method evaluates highest signal strength at the middle. The sensors are almost uniformly spaced when the seventh sensor
location, which is the minimum number of sensors when the rank of seven for target mode shape matrix is chosen. Since
it fails to estimate MAC of 0.95, extra sensor locations are added for the optimal sensor configurations. For this particular
example, the performance of MV (11 sensors) is better than EI (12 sensors). The sensor configurations become the same
when 12 sensor locations are selected.
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Fig. 23.6 Optimal numbers of
sensors versus number of target
modes for EI and MV methods

Table 23.1 Sensor configuration comparison for NSB between EI and MV methods

23.4 Conclusion

In this study, the effects of Kriging parameters, the order of basis for mode shape estimator and the correlation parameter
for random error are investigated. Kriging model can be used to estimate the mode shape effectively since it utilizes the
geometry information whereas other methods such as Spline require continuity condition at the boundaries.

Two applications are used to observe the effect of the Kriging parameters. A 19-DOF shear structure model shows the
effect of the order of basis function is insignificant and low order is recommended to reduce the computational cost. The
correlation parameter needs to be carefully selected. The feasible range for the correlation parameter always exists, which
requires further research for the automatic search for the best sensor configuration. The modal parameters for NSB from
a set of ambient vibration response are used for optimal sensor configuration. In general, the feasible range of correlation
parameter is shorter than shear structure. Due to the complexity in mode shapes and insufficient information in target mode
matrix, many sensors are required. The EI and MV methods are used to quantify the signal strength. Both show similar
sensor configuration with almost uniform spacing.
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Chapter 24
Determination of Principal Axes of a Wineglass Using Acoustic Testing

Huinam Rhee, Sangjin Park, Junsung Park, Jongchan Lee, and Sergii A. Sarapuloff

Abstract A general methodology to determine the principal axes of an arbitrary quasi-axi-symmetric resonator oscillating
at its low-frequency flexural modal pair has been proposed. For an ideal axi-symmetric case, such a structure has two
degenerated modes with identical eigen frequencies and similar modal shapes distinguished by their angular orientation only.
However, in reality, due to a small non-uniformity of the structure, the structure has two specific directions corresponding to
slightly-different modal properties. This paper describes a simple mathematical method to determine the principal axes using
acoustic signals of the structure’s free oscillations in air. An ordinary wineglass was chosen to verify the methodology. An
impulse was applied to the wineglass in an arbitrary direction that generates a beating, and the oscillatory data were acquired
by a pair of microphones located in a vicinity of the shell rim to estimate its principal axes using the proposed method. The
accuracy of this approach was verified by additional tests, in which impacts were applied along the calculated principal axes
to show that there is no beating. This method can be applied for initial tuning of an imperfect shell resonator and can be
generalized for a fine tuning of a gyroscopic resonator.

Keywords Principal axis • Frequency mismatch • HRG • CRG • Tuning

24.1 Introduction

HRG (Hemispherical Resonator Gyroscope) and CRG (Cylindrical Resonator Gyroscope) are modern types of Coriolis’
resonator gyroscopes [1] using Bryan’s effect [2] in cantilevered elastic shells. To measure any input angle of turn or an
angular rate enough accurately, such resonators need to have an extremely high Q-factor as well as a perfectly-homogeneous
structure and properties. However, a real resonator is not fabricated precisely. Hence, it has two specific axes with slightly-
different modal properties. They result in an output drift of the sensor; so, a false output signal can be read-out without any
input rotation [3]. If the difference of the modal properties is enough small, the small mismatch of the eigen frequencies can
be compensated and stabilized electronically [4, 5]. Anyway, a rough tuning of the frequencies of the resonator has to be
performed to avoid further degradation of performance (due to high control voltages, associated non-linearities, etc.). Thus,
first of all, principal conservative axes of operating modal pair have to be found for an initial rough tuning of the resonator.

Actually, such a fine tuning of gyroscopic resonators has to be done in vacuo using precise capacitive measurement
technique (e.g., AFR and PFR characteristics of forced oscillations described in very details in [6]). However, a preliminary
characterization and ranging of numerous uncoated resonators and their rough tuning by simple tools and free oscillations
in air often looks reasonable. Anyway, acoustic measurement technique is definitely useful for educational purposes at
university. For such tests in air, we can neglect differences between conservative and dissipative principal axes of a high-Q
resonator and estimate locations of its conservative principal axes only. The proposed acoustic testing technique can be used
for measurements of spectra and mismatches, studies of fixture conditions, rough tuning, rough estimation of noises of a
resonator, etc.
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24.2 Dynamic Characteristics of a Wineglass

To show proposed way of acoustic testing a simple experimental set-up (Fig. 24.1) was used. It contained: a common
wineglass fixed at a table, two identical microphone sensors (IEPE type, with scale factors difference less than 0.2 %), and
an impact hammer (with 0.1 mm-diameter metal cap). Two microphone sensors were positioned along normals to the shell
midsurface at the same air gaps (about 3 mm) from the glass rim (at approximately ˙1 mm from the edge) and at 45ı-angle
between each other (angular errors is about ˙1ı). A wineglass was excited by a normal impulse of a hammer at a direction
where the first microphone was positioned at the opposite site of the resonator.

Figure 24.2 presents the result of impulse excitation responses of the wineglass. There are also more detailed
characteristics in narrow resonant ranges of the second flexural modes of the wineglass (with frequency resolution 0.38 Hz).
The eigen frequencies are 501.5 and 513.0 Hz, and, so, their mismatch is 11.5 Hz. This phenomenon is known as a mismatch
of eigen frequencies, and the main reasons are revealed as a non-uniformity of inertial and stiffness properties (asphericity,
thickness variations, density and elastic non-homogeneities, initial stresses, imperfect edges, etc.) into circumferential
directions of the shell of the wineglass [3]. The mean Q-factor of the mentioned modal pair is about 1,730.

2nd Microphone

1st Microphone

Wineglass

Impact Hammer

45°

Fig. 24.1 Experimental set-up for acoustic testing of a wineglass resonator

Fig. 24.2 Impulse excitation response characteristics of a wineglass
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24.3 Methodology to Determine the Principal Axes

Paired nth flexural modes of a wineglass can be assumed as free oscillations of a two-DOF system (so-called, an equivalent
or generalized model). If the system is supposed as no damping system and the resonator’s natural frequencies are slightly-
different at a set of axes Ox0y0, the equations of free oscillations for this imperfect resonator are

��
x

0

.t/C !1
2 x

0

.t/ D 0;
��
y

0

.t/C !2
2 y

0

.t/ D 0:

(24.1)

These equations are for the case when the modal axes of the oscillator coinciding with coordinate axes exactly. If the
principal axes of the resonator do not correspond to coordinate axes, the schematic of its equivalent planar oscillator can be
drawn like Fig. 24.3.

The components at normal coordinate basis Ox0y0, and at Oxy -frame (where the forces will be applied and readouts are
placed) are related to each other by the following coordinate transformation
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where �! is an angle between the principal axis of the system and Oxy-axes and this angle is defined in respect to the
configuration plane (x, y), so, in the physical space (XYZ) of a shell resonator, it corresponds to the angle �!

n
(here n is a

modal number). Substituting this transformation into the equations of motion (24.1) for Ox0y0-components, the equations of
motion in terms of Oxy-components get the form [3, 5, 6]
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(24.3)

The solutions of these equations in Oxy coordinates are

x.t/ D Re
˚
A�e.i!1t/ cos �! � B�e.i!2t/ sin �!

�
;

y.t/ D Re
˚
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�
:

(24.4)

Let X1 and X2 be the first and second terms in the solution x(t) and Y1, Y2 be the same types of terms in the solution for
y(t). If these solutions x(t) and y(t) are in-phase (i.e., complex amplitudes A*, B* are the real quantities A, B) and they have
been extracted from the measured data, an angle between the principal axes of modal pair and Oxy-axes can be calculated
using one of the following relations

X1

Y1
D Re

˚
Aei!1t cos �!

�

Re f Aei!1t sin �!g D cot �!;
X2

Y2
D �Re

˚
Bei!2t sin �!

�

Re f Bei!2t cos �!g D � tan �!: (24.5)
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Fig. 24.3 Flexural modal pair
(n D 2) of a shell resonator (a) at
OXY-frame, and schematic of an
equivalent planar oscillator (b) at
Oxy-frame, having a mismatch of
the eigen frequencies



298 H. Rhee et al.

2nd Microphone2nd Microphone

1st Microphone1st Microphone

Wineglass

45°

A

A

Wineglass

A

A
a b

datum datum

θ

ω
ω2ω1

ω
ω2ω1ω1

ω

ω

θ

45°

Fig. 24.4 Schematic diagrams of acoustic testing for confirmation of principal axes

Table 24.1 Principal axis angles
obtained by the proposed method

�! (1) �! (2) �! (2) � �! (1)

11.09ı 12.16ı 1.1ı

24.4 Acoustic Testing to Verify the Methodology

In order to verify the proposed approach, acoustic testing has been performed. Figure 24.4 shows a schematic diagram of
the acoustic testing for confirmation of principal axes. Figure 24.4a tells that the principal axes of a wineglass coincide with
the readout axes (that is a highly-uncommon case), and, so, the principal axes of a wineglass can be determined directly.
Contrary, Fig. 24.4b signifies that principal axes of a wineglass do not correspond to the readout axes.

Magnitudes of the amplitudes with respect to each frequency component can be acquired from spectra of acoustic signals
measured simultaneously at two microphone sensors. An angle between principal axes of a wineglass oscillating at the
flexural modes and readout axes can be calculated using the methodology proposed in this paper. E.g., according to the
calculation results for a wineglass sample studied, the principal axis of the first normal component of the second flexural
modal pair is positioned at approximately 11.5 ˙ 0.5ı from the readout axes as shown in Table 24.1, where �! (1) and �! (2)

mean the angular orientations of the principal axis with respect to the impact direction and are calculated by the first and
second equations of Eq. 24.5, respectively.

The two equations in Eq. 24.5 generates different results (10 % relative deviation each other). For such a simplified
measurement, there may be different reasons of errors as follows: a phase shifts between the measured signals, inaccuracy
of distance between microphone sensor and a wineglass rim, aerial crosstalk between microphones, intrinsic errors of the
microphone sensing and influence of room noises, a mismatch of Qs and a dissipative coupling inside the second flexural
modes due to a mismatch between the principal axes of frequencies and those of damping, etc.

Figure 24.5 shows impulse excitation responses to verify the calculation by an additional acoustic testing. This data shows
only a single component, that is, no beating exists contrary to Fig. 24.2. This tells that the wineglass is excited along the
direction of principal axes. Thus, the proposed methodology is reasonably proven.

24.5 Conclusions

A simplified mathematical approach to determine the principal axes of a flexural modal pair for a wineglass resonator using
its oscillating in air has been proposed, and an acoustic testing to verify the proposed methodology has been performed.
The results of this paper form a good basis for a more detail study of the frequency tunings and acoustic diagnostics for
a party of real gyroscopic resonators made from high-purity quartz glass, taking into account its dissipative mismatch and
coupling too.
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Fig. 24.5 Impulse excitation response along the principal axes calculated by the proposed method
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Chapter 25
Remote Placement of Magnetically Coupled Ultrasonic Sensors
for Structural Health Monitoring

Nipun Gunawardena, John Heit, George Lederman, Amy Galbraith, and David Mascareñas

Abstract In this work we develop an intelligent remote sensor placement system for standoff deployment of magnetically
coupled ultrasonic sensors for structural health monitoring applications. Currently there exists significant legacy infrastruc-
ture that requires monitoring. Sensors often need to be accurately placed in hard-to-reach locations which are exposed to
harsh environmental conditions, all while ensuring adequate mechanical coupling between the sensor and the structure.
Installing these sensors is a task which is time consuming, expensive, and dangerous. In this paper, we develop an intelligent
pneumatic remote sensor placement system meant to be integrated with commercially available multicopters. It is designed
to accurately deploy sensor nodes from a standoff distance. To achieve this it will calculate the required trajectory and energy
requirements to ensure proper placemen as well as coupling between the node and the structure without damaging the sensor
package or the structure in the process. This work leverages recent advances in computer vision and commercially available
multicopters to align the remote sensor placement system with the point of attachment on the structure. This technology will
reduce the barriers associated with the deployment of large scale sensor networks in the field of structural health monitoring.

Keywords Structural health monitoring • Multicopter • Computer vision • Pneumatic cannon

25.1 Introduction

Structural Health Monitoring (SHM) can be used to detect damage in structures of all types, ranging from large bridges and
buildings, to dynamic mechanical structures in aerospace and robotics [1]. There is particular demand to use SHM to monitor
the state of our aging national infrastructure. According to the American Society of Civil Engineers’ 2013 Report Card for
America’s Infrastructure, more than 65,000 bridges across the United States are structurally deficient [2]. Many of these
bridges require more frequent assessment than the federally mandated bi-annual visual inspection, but both visual inspection
and manually installing sensors are expensive and expose workers to considerable risk. When the state of California retrofitted
21 toll bridges with sensors, it cost on average more than $300,000 per bridge [3].

In this paper we propose a novel technique for remotely placing sensor nodes for structural applications using an
unmanned aerial system (UAS) coupled with a pneumatic placement device. Recent advancements in computing power,
computer vision, and control algorithms for multicopter vehicles have made it possible to package a lightweight, efficient, and
low-cost device for deploying sensor packages. By utilizing these technologies, an aerial vehicle could safely and accurately
deploy many sensor packages for a fraction of the cost and risk of existing systems. Previous work has been done deploying
sensor nodes from a UAS, however the nodes have simply been dropped from the multi-copter [4]. By launching the devices,
we can fix the sensor node on the side or bottom of a structure, and we can achieve considerably higher precision in every
orientation.
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UASs have been used previously for Structural Health Monitoring purposes, in particular, visual inspection [5]. Visual
inspection is a far simpler application, as the UAS does not have to handle the recoil associated with sensor placement. Visual
inspection is not a permanent solution for long term monitoring unless the UAS is dedicated to the particular site.

The device we present in this paper has numerous applications outside of structural health monitoring. Among them are
environmental monitoring in inaccessible climates such as near the polar ice caps or active volcanos, monitoring sensitive
equipment in the wake of natural disasters like nuclear power plant accidents. In this paper we present our design and
simulation of the pneumatic sensor placer, the multicopter and its control system along with testing of the individual hardware
and software components. Our short-term (1–2 years) goal is to semi-autonomously deploy and install multiple sensor
packages at a distance of 100 m away from the intended target while achieving an accuracy of ˙2 m of the intended target.

25.2 Remote Sensor Placement Device

The proposed remote sensor placement device can best be summarized as an intelligent, pneumatically powered launcher.
Pneumatic power was selected for placing sensor nodes because it is relatively simple to modulate the amount of energy used
to propel the sensor package. It is also convenient because it simplifies the mechanical design of the system when trying to
launch multiple sensor packages during a single flight. The system consists of five main components: the storage tank, charge
solenoid, charge tank, firing solenoid, and barrel. The conceptual sequence for propelling the sensor node is as follows. At
the beginning of the firing sequence, the storage tank is the only component under pressure. To initiate the firing sequence,
the charge solenoid is opened while the firing solenoid remains closed. This allows gas to flow into the charge tank. Once
the charge tank is at the appropriate pressure the charging solenoid closes. The firing solenoid then waits for the command
to fire the sensor node. Once the firing command is received, the firing solenoid opens, pressurizing the volume behind the
sensor package and propels it forward. The abstract diagram of this process is shown in Fig. 25.1.

Fig. 25.1 Schematic Firing
Sequence of the pneumatic
remote sensor placement device
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25.3 Internal Ballistics Models

In order to design an remote sensor placement device capable of delivering sensor packages with just the right amount of
energy to get them to the appropriate location and install correctly without damaging them in the process requires that we
have a solid understanding of how the initial charge tank pressure influences the internal ballistics and exit velocity of the
sensor package from the barrel. It also informs the physical design of the gas gun for various sensor sizes, shapes, and
weights. In order to put some bounds on the gas gun performance several different models were used to provide information
on the internal ballistics. The models were based on isothermal expansion, adiabatic expansion, the work-energy theorem,
and Newtonian dynamics [6, 7]. A comparison of predicted sensor package velocity plotted against barrel length for each
of the four models is shown in Fig. 25.2. The isothermal model is shown in Eq. 25.1 and Fig. 25.3. This model assumes
isothermal expansion of an ideal gas located in a volume directly behind the projectile. The adiabatic model is shown in
Eq. 25.2 and Fig. 25.4. This model assumes adiabatic expansion of a diatomic gas located directly behind the projectile.
A simple calculation based on the work-energy theorem was used to define the upper bound of the exit velocity. In order to
set an upper bound on velocity, the model assumes a constant pressure behind the projectile as it moves down the barrel. All
three models make critical assumptions that heavily affect the exit velocity of the projectile. This includes not accounting for
the flow constriction of a valve, transients associated with the valve opening, neglecting the volume between the projectile
and valve (Fig. 25.5).

Comparison of Internal Bllistics Models
Initial Pressure = 689 kpa (100 psi), Barrel Diameter = 23.6 mm (.93in), Projectile

Mass: 30.1g
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Fig. 25.2 This plot shows the velocity of the sensor package as it travels through the barrel of the remote sensor placement device as predicted by
the four internal ballistic models
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Fig. 25.3 Diagram for the
Isothermal expansion model of
the gas gun

Fig. 25.4 Diagram for the
adiabatic model of the gas gun

Fig. 25.5 Diagram for the
complete model of the gas gun.
This includes the valve flow
characteristics
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To account for some of the assumptions made in the other models an expanded version of the Newtonian model used in
[7] was implemented. The system was defined by a set of eight first order differential equations. The Eqs. 25.3–25.10 can be
numerically integrated for each of the eight states in time.

PXp D Vp C Vq (25.3)
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Where the states Xp and Vp are the position and velocity of the projectile, Pb and Pt are the pressures in the barrel
and tank, Nb and Nt are the number of molecules in the barrel and tank and, Xq and Vq are the position and velocity of the
quadcopter.

In Eqs. 25.5–25.8, Q is the molecular flow rate through the valve. This is defined by the piecewise function:
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Here Cv is the solenoid valve flow coefficient. To account for the transient of the solenoid valve a linear function was
assumed for the flow coefficient defined as:

If t < tc W Cv D Cvm 	 t

tc
(25.13)

Else W Cv D Cvm (25.14)

The remaining constants are defined as follows: A is the cross sectional area of the projectile, m is the mass of the
projectile, C is the coefficient of drag, � is the density of air, K is the conversion factor from L/min to Molecules/second, T is
the temperature of the air, L0 is the initial distance between the projectile and valve, and Cvm is the maximum flow coefficient
of the valve.

25.3.1 External Ballistics Modeling

Once the exit velocity of the projectile is known the external ballistics need to be accounted for in order to successfully
predict the flight path. This was modeled with a simple drag coefficient shown in Eq. 25.15.

Fd D 0:5 	 A 	 C 	 � 	 V 2 (25.15)

25.3.2 Combine Internal Modeling and Inverse Problem

For the final implementation running on-board the multicopter it would be best if Eqs. 25.3–25.15 did not have to be
numerically integrated for each given set of initial conditions. To avoid repeatedly solving the computationally intense
equations the equations were numerically integrated offline over a range of initial pressure values beforehand, and curve
fit using a simple power function as shown in Eq. 25.16. This power function can then be quickly solved right before the
projectile needs to be fired.

y D Axb C c (25.16)

25.3.3 Bench Test Setup

To characterize the system and validate the model of the internal ballistics a bench top prototype of the gas gun was built as
shown in Fig. 25.6. We selected lightweight plastic components wherever possible to minimize the final weight of the gas
gun. We used Nitra Pneumatic Push to Connect Fittings and Polyurethane Tubing to link the various components, all rated
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Fig. 25.6 The initial bench top
prototype of the remote sensor
placement device

Fig. 25.7 Schematic of the gas gun designed for initial testing and model verification

at 150 psi (1.03 MPa). We used the 2P025 plastic solenoids from Sizto Technology Corporation, Prosense SPT25 pressure
transducers from Automation Direct and a pressure regulator rated up to 250 psi from Ingersoll Rand. We wrote a simple
interface in PyQT which controlled an Arduino Mega, which in turn measured the output from the pressure transducers and
actuated the solenoids.

In this iteration of the gas gun, the charge tank was given two paths through which the charge tank could be pressurized.
Figure 25.7 gives a schematic showing the layout. One of the paths contained a pressure regulator, while the other path
bypassed this regulator. This allowed for controlling the pressure in the charge tank either with the pressure regulator or by
opening the solenoid for a limited amount of time. This allowed us to perform different types of experiments to tune the
electro-mechanical-pneumatic characteristics of the remote sensor placement device.

The experimental gas gun was placed inside a testing chamber made of 9.5 mm (3/800) aluminum plate to ensure that the
projectile could be contained. We used the pressure transducers to measure both the rate at which the charge tank filled and
discharged, and the chronograph to measure the speed at which the projectile leaves the barrel. To slow down the projectile
prior to impact, we placed strips of heavy fabric beyond the chronograph. A 12.7 mm (½00) steel plate was placed at the end
of the chamber for additional safety.
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Fig. 25.8 Benchtop remote sensor placement device inside the testing chamber

The sensor package exit velocities achieved by the prototype remote sensor placement device were about an order of
magnitude lower than the models predicted. It was determined that this discrepancy was caused by the solenoid valves. As
a result of the initial testing the device was redesigned to use a quick exhaust valve rated to 120 psi. After this change was
made the resulting velocities were on the same order of magnitude as the models predicted. Future work will give more
in-depth information on the performance of the remote sensor placement device (Fig. 25.8).

25.3.4 Sensor Package

We designed an ABS plastic sensor package which could be launched from a 100 OD pipe with a neodymium magnetic tip.
The magnetic tip was used to provide coupling for an ultrasonic/impedance sensor. This iteration contained a U-blox GPS
module, a modified XBee radio, a switch and a lithium polymer battery (Fig. 25.9). The ABS casing was prototyped using
a MakerBot 3D printer. The whole package including casing, magnet, electronics, and streamer weighs 21 g. We found that
the streaming pink tail shown in Fig. 25.9 provided better inflight stability than a rigid fin type projectile. This streamer also
proved a useful feature for the computer vision algorithm to detect the location of the deployed package from the camera on
the quadcopter.

25.3.5 Computer Vision

25.3.5.1 Concept

While it is possible to manually control the multicopter during its mission, including autonomous elements in the multicopter
control software would reduce operator load significantly. One method of autonomy that can be implemented is object
tracking for the purpose of aiming the remote sensor placement device. Once the multicopter is in the general area of
interest, the operator can select an object a user interface to direct the multicopter to fly closer to the object autonomously
using an object tracking algorithm.
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Fig. 25.9 Prototype sensor package with GPS, radio, lithium battery and magnetic switch

25.3.5.2 Object Tracking Methods

There are many different methods that can be used to track objects in real-time video. The criteria for selecting an appropriate
method should be based on robustness to large changes in scale as well as shape. It should also be able to run efficiently
on low-powered computing systems that can be included on the multicopter. Based on these criteria, the two main tracking
methods considered were feature-detection based tracking and color based tracking.

25.3.5.3 Feature Based Tracking

In keypoint detection based tracking, the user selects a region of interest (ROI) within the video frame. From that ROI,
features are detected using a feature detection algorithm. The detected features can be corners, edges, or blobs in the image,
and will depend on the algorithm used. The detected features are then described using a feature description algorithm. In
feature description, the features from the previous step are reduced to a vector that can be easily compared with other features.
After the features from the ROI are described and saved, they are compared to the features detected in succeeding frames of
the video. Using various norms of the feature descriptor vector, the features can be matched.

While SIFT (Scale-Invariant Feature Transform) and SURF (Speeded Up Robust Features) are the well-known feature
detection algorithms [8], FAST (Features from Accelerated Segment Test) was implemented for this application [9, 10]. This
was done because FAST is much quicker than SIFT and SURF, and also works better with the FREAK feature descriptor
[11]. Once FAST is run on the ROI, the FREAK (Fast Retina Keypoint) algorithm is used to describe the features returned
by FAST. SIFT and SURF can also be used as feature descriptors, but FREAK was chosen for its speed. Finally, the feature
matching was performed with a brute force matcher comparing the Hamming distance of each vector.

Unfortunately, the results from the feature-based matching were less than satisfactory. There are many reasons for this.
First, when using the OpenCV libraries, the FAST/FREAK combination produced a large amount of false-positive matches.
Even if this problem were to be fixed, there would still be other problems. While FAST and FREAK are relatively scale
invariant, they are not scale invariant to the extent that this application requires. Since the features detected on the target are
the same size regardless of the distance to the target, the features will disappear if the target gets too close to the camera.
This also means that any features detected on small targets will be few in number. Finally, there are hardware limitations on
feature-detection algorithms. Feature detection algorithms can be slow on a desktop computer with high-resolution video;
they will definitely be slow on the embedded systems included on the multicopter. Feature detection algorithms are also
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easily affected by blur, which can be introduced into the image through slow autofocusing, fast movements, or vibrations.
All three of those are modes that can be expected at some point on the multicopter. Due to these reasons feature based
tracking had to ultimately be abandoned.

25.3.6 Color Based CAMShift Tracking

Since feature based tracking did not work, focus was shifted to color based tracking with the aid of Continuously Adaptive
Meanshift (CAMShift). As before, the user selects an ROI from the video. The ROI is converted to the HSV colorspace
and the mean, standard deviation, and histogram is calculated for the hue and saturation channels. This data is saved for use
during the rest of the video. The location of the region of interest is also saved for use in the succeeding frame.

For each frame following the selection of the ROI, a certain number of actions are taken. First, the frames hue and
saturation channels are passed through a range filter. In the range filter, any pixel that is greater than one standard deviation
away from the mean hue value is marked as a zero, and any pixel within the one standard deviation is marked as a one. This
is done to the saturation channel as well. Both binary image outputs are combined using a bitwise-and operation, and the
combined image is saved for later use. The purpose of the range filter is to remove any pixels that are obviously not present
in the ROI.

After the range filter, a back projection of the frame is calculated based on the ROI. The output of the back projection
calculation is a grayscale image the same size as the frame, where the brightness of each pixel corresponds to the probability
that the frame pixel was present in the ROI. This is done to the hue and saturation channel of the frame, resulting in two
grayscale output images. The two output images are combined using a bitwise-and operation, and then combined with the
output of the range filter with another bitwise-and operation. This image is then passed into CAMShift.

The CAMShift algorithm is used to find the “center of mass” and “size” of a group of pixels [12]. The input of camshaft
is rectangle containing the group of pixels that need the size and center of mass calculated, and the output is another
rectangle centered on the group of pixels. On the first frame that CAMShift is run, the input rectangle is the ROI. On all the
succeeding frames, the input rectangle for CAMShift is the output rectangle from the previous frame. In this implementation
of CAMShift, the combined output from the range filter and back projection supply the group of pixels to be tracked. Once
the CAMShift output is calculated, the tracked object location and size is known. This information can be used to draw a
marker on the frame for operator inspection, and/or control the Quadcopter. An algorithm flowchart can be seen below in
Fig. 25.10. Figure 25.11 shows an example of the tracker being used on data collected at the testing site.
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Fig. 25.11 CAMshift Demo demonstrated on data collected at the testing facility

25.3.7 Algorithm Improvements

Since the CAMShift algorithm only needs a group of pixels to operate on, its effectiveness depends on how well the filtering
steps that precede it can turn the object of interest into a group of pixels [12]. This means that possible improvements are
made on the filtering steps. For example, if there are many colors present in the region of interest, the hue standard deviation
will be large, leading to an ineffective range filter. Adding steps to account for multiple colors will improve the range filter,
which in turn will improve the tracking.

Another way to improve the image that is passed into CAMShift is by changing the way the filtered frames are combined.
As of now, all output frames are combined using a bitwise-and operation. If a better way to combine the frames was devised,
the tracking could be improved.

25.3.8 Implementation Improvements

The tracking algorithm has been implemented on a desktop computer utilizing OpenCV in CCC with acceptable
performance. It has also been implemented on a Samsung Galaxy S4 Android phone using OpenCV for Android. Since
the phone is what will actually be on the multicopter, it is important for the tracking algorithm to run efficiently. As of now,
when running at 1920 � 1080 resolution, the tracking algorithm runs at approximately three frames per second. However, as
the resolution is lowered, the frame rate increases, and 15 fps can easily be achieved. There are a couple options to make the
algorithm more efficient: improve the algorithm, and make the android implementation more efficient. Adding more memory
management to the code will speed up the tracking process.

25.4 Multicopter

25.4.1 Control

All computing for this device is done onboard, with the ultimate goal being a fully autonomous senor placement system.
For our master computer we used a Samsung Galaxy S4 smartphone. We captured images from its camera and ran the
computer vision algorithms directly on the phone. To control the flight of the UAS we used an ArduPilot APM 2.5 along
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Fig. 25.12 Tuning the PID loops
with the multicopter inside a
safety cage

Fig. 25.13 Test setup to measure the lift capacity of motor and propeller combinations

with its inertial sensors, compass and UBlox GPS module. This device communicated with a base station computer through
a 915 MHz wireless telemetry kit, and to a FS-TH9x transmitter through the FS-TH9x’s dedicated receiver. To control the
pneumatic placer, we used an Arduino Mega 2560 board. Together, these three devices (Galaxy S4, ArduPilot and Arduino
Mega) formed the intelligence of our remote sensor placement system.

The response of the multicopter to a transient load was simulated using Corke’s Robotics Toolbox [13]. A safety cage
was built for the purpose of providing a space to tune the multicopter PID loops used in the Arducopter autopilot. Based on
the initial tuning we expect the pre-set conditions for the Arducopter are suitable for the expected loads, although additional
adjustment may be required when the remote sensor placement device is mounted to the quadrotor (Fig. 25.12).

During the multicopter design phase it was also necessary to characterize the propellers and motors in order to get some
idea of the lifting capability of the multicopter. A test fixture was built to measure the thrust from each motor configuration
using a digital fish scale (Fig. 25.13). We tried a smaller and larger motor, along with a variety of propeller sizes. The results
are shown in Table 25.1. The smaller motor was the most power efficient in terms of thrust to power ratio. In our particular
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Table 25.1

Blade
size (in.)

Motor
mass (g) Current (A) Voltage (V) Power (W) Thrust (N)

Thrust to
weight (N/g)

Thrust to power
(N/W)

10 105 6.8 7.8 53.0 3.53 0.034 0.067
14 360 27 15.6 421 15.7 0.044 0.037
16 360 44 15.6 686 24.5 0.068 0.036

application, we are not concerned with flight time, so we selected motor configuration based on the thrust to weight ratio of
the motor itself. For our battery we selected a 7800 mAh 5 cell lithium polymer battery (18.5 V) from Thunder Power RC
with a mass of 858 g.

25.5 Conclusion

This paper presents the initial design work toward building a remote sensor placement device. This is part of a larger ongoing
research effort. This project epitomizes system-level engineering; the selection and integration of various software and
hardware packages to achieve a unique sensor placement capability. Although we tried to use off the shelf components
wherever necessary, often we had to modify components (e.g. cutting off parts of the XBee radio to decrease its size) so that
they would work in this unusual application. Similarly when dealing with the software, some traditional tracking algorithms
were too slow to run on the Android so we opted for the more efficient color tracking algorithms, then we optimized the
algorithms for our needs.

Future work on this system will focus on testing and tweaking the system for better operational behavior. Progress could
be made by increasing accuracy of the pneumatic placer by perhaps adding a gimbal, and increasing the number shots that
can be fired on one flight. Additionally, progress could be made on improving up the computer vision algorithms to increase
reliability and speed.

Ultimately we believe that this device may become integral in the installation of many monitoring systems. It will offer
precise and economical placement of sensors in a rapid and scalable fashion. This device will facilitate widespread sensor
deployment to collect more information about the physical world.

Acknowledgements This work was supported by the Los Alamos National Laboratory Laboratory-Directed Research and Development program
and the Los Alamos National Laboratory Institute of Geophysics, Planetary Physics and Signatures.

References

1. Farrar C, Worden K (2013) Structural health monitoring: a machine learning perspective. Wiley, New York
2. ASCE (2013) 2013 Report card for America’s infrastructure. http://www.infrastructurereportcard.org/bridges/. Accessed 14 Aug 2013
3. Kottapalli VA, Kiremidjiana AS, Lynch JP, Carryerb E, Kenny TW, Law KH, Leia Y (2003) Two-tiered wireless sensor network architecture

for structural health monitoring. Smart Struct Mater. doi:10.1117/12.482717
4. Corke P, Hrabar S, Peterson R, Rus D, Saripalli S, Sukhatme G (2004) Autonomous deployment and repair of a sensor network using an

unmanned aerial vehicle. IEEE international conference on robotics and automation, New Orleans, 26 Apr–1 May
5. Lattanzi D, Miller G (2013) A prototype imaging and visualization system for robotic infrastructure inspection. ASCE Structural Engineering

Institute’s Structures Congress, Pittsburgh, PA, 2–4 May
6. Mungan C (2009) Internal Ballistics of a pneumatic potato cannon. Eur J Phys 30(3):453–457
7. Rohrbach Z (2012) Modeling the exit velocity of a compressed air cannon. Am J Phys 80:24–27
8. Yilmaz A, Javed O, Shah M (2006) Object tracking: a survey. ACM Comput Surv 38(4):7–9
9. Rosten E, Drummond T (2005) Fusing points and lines for high performance tracking. Tenth IEEE international conference on Computer

Vision, ICCV 2005 2:1508–1515
10. Rosten E, Drummond T (2006) Machine learning for high-speed corner detection. Computer Vision–ECCV 2006, pp 430–443
11. Alahi A, Oritz R, Vandergheynst P (2012) Freak: fast retina keypoint. Computer Vision and Pattern Recognition (CVPR), 2012 IEEE

Conference on
12. Bradski GR (1998) Real time face and object tracking as a component of a perceptual user interface. Applications of Computer Vision, 1998,

WACV’98, Proceedings, Fourth IEEE Workshop on
13. Corke P (2011) Robotics, vision and control. Springer, Berlin. ISBN 36412201431

http://www.infrastructurereportcard.org/bridges/
http://dx.doi.org/10.1117/12.482717


Chapter 26
Modular System for High-Speed 24-Bit Data Acquisition of Triaxial
MEMS Accelerometers for Structural Health Monitoring Research

Brianna Klingensmith, Stephen R. Burgess, Thomas A. Campbell, Peter G. Sherman, Michael Y. Feng,
Justin G. Chen, and Oral Buyukozturk

Abstract A hardware system has been developed to obtain data from multiple MEMS triaxial accelerometers for structural
health monitoring research. The system can be easily configured for a single accelerometer or up to as many as 120 triaxial
accelerometers with 24-bit data sampled up to a 2 kHz rate simultaneously. The system is modular where each module
consists of an electrical board that supports up to eight accelerometers. Each module powers the accelerometers, conditions
the analog output from the accelerometers, and performs analog-to-digital conversion. In addition, the module has an FPGA
that timestamps and packetizes the digital data. The data from each module is transmitted to a host computer using serial
communication through a USB virtual COM port. A LabVIEW application on a host computer logs and processes the data,
although any software that can perform serial communication and data parsing, e.g. MATLAB, can be utilized. In the case of
a single module with eight accelerometers, a single laptop computer can be used for both electrical power and user interaction
making an ideal setup for measurements in the field.

Keywords MEMS accelerometer • Distributed sensor network • 24-bit resolution • Synchronization • LabVIEW

26.1 Introduction

The Massachusetts Institute of Technology Energy Initiative (MITEI) Distributive Sensing program is a collaboration
between MIT CSAIL and MIT Civil Engineering and Draper Lab to develop a cutting edge structural health monitoring
system for the oil and gas industry.

Draper’s role was to implement a �100 MEMS accelerometer network for a laboratory-scale structure. The MIT teams
focused on damage detection algorithms and helped develop the requirements for the accelerometer network such as sampling
rate. MEMS accelerometers were chosen over integrated electronic piezoelectric (IEPE) accelerometers for their low cost
and low power. The laboratory-scale structure is shown in Fig. 26.1, and the Draper accelerometer package is shown in
Fig. 26.2.

This paper will focus on the MEMS accelerometer network.

26.2 Requirements and Network Architecture

The MEMS accelerometers were the STMicro LIS344ALH triaxial accelerometer incorporated into a Draper designed
and built package. This accelerometer had a specified noise density of 50 �g/

p
Hz; we chose a 1 kHz bandwidth

(0–1 kHz), so the noise would be 1.6 mg which dictated a 24-bit analog-to-digital resolution requirement. Based on the
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Fig. 26.1 Laboratory-scale
structure with MEMS
accelerometer network installed.
Each structural member is 60 cm
in length; therefore, the
structure’s dimensions are
180 cm height by 120 cm width
by 60 cm depth

Fig. 26.2 Draper accelerometer
assembly installed on lab
structure

largest laboratory structure configuration planned, the network had to accommodate up to 120 triaxial accelerometers. To
measure the propagation of waves through the structure, accelerometer outputs were synchronized to within 0.1 ms. Lastly,
the MIT CEE team established the requirement to monitor structural modes up to 1 kHz necessitating a sampling rate of at
least 2 kHz per channel. These requirements are summarized in Table 26.1.
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Table 26.1 Requirements Value Driver

ADC resolution 24-bit ADC resolution to be below noise floor of accelerometer
Sampling frequency 2,000 Hz Sense modal frequencies up to 1 kHz
# of triaxial accelerometers 120 Size of laboratory structure
Data synchronization 0.1 �s Sense mechanical wave propagation across structure
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Fig. 26.3 Modular architecture for accelerometer network. Each aggregator board accommodates eight accelerometers and can be added to grow
the size of the network. Single clock for data synchronization is also shown

To meet these requirements, we developed a modular architecture where the basic building block was a custom
electronics board called the MITEI Aggregator Board. The MITEI Aggregator Board conditions and digitizes 3-axis analog
accelerometer signals from up to eight accelerometers. The digitized accelerometer data is then time stamped, packetized, and
transmitted via USB 2.0 to a host PC for analysis. To network more than eight accelerometers, two or more aggregator boards
are timed with a single 10 MHz clock for synchronization, and each aggregator board connects to the host PC separately via
an individual USB2.0 cable. We tested a network size of 15 aggregator boards, i.e. 120 accelerometers, although this is not
necessarily the upper limit. However, USB limitations and PC limitations on handling the data flow, i.e. writing the data to
files quickly enough, eventually limit the network size. This architecture is depicted in Fig. 26.3.

26.3 Aggregator Board Overview

The fundamental building block of the modular network system is the aggregator board which is comprised of three sections:

• an analog front end section,
• an analog-to-digital converter (ADC) section,
• and a digital section composed of an FPGA and a UART/USB bridge.
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Fig. 26.4 MITEI aggregator board functional block diagram

Each of these sections is shown in the functional block diagram in Fig. 26.4.
There are eight individual subsections of the analog front end channel, one per accelerometer assembly. Each front end

subsection receives signals from each axis (X, Y, Z) as well as a common reference signal (Vdd/2) from its respective
accelerometer assembly. It provides scaling, single ended to differential conversion, and filtering of each signal.

There are also eight individual subsections of the ADC section. Each subsection consists of a 4-channel, differential, 24 bit
delta-sigma, simultaneous sampling analog-to-digital converter integrated circuit (IC) along with supporting electronics.
Each subsection digitizes the analog signals output from the front end.

Lastly, the digital section consists of one FPGA, its supporting electronics, a crystal oscillator and a UART/USB bridge
IC. This section is responsible for controlling analog-to-digital conversion, aggregating, and transmitting the outputs from
all eight ADC subsections to a PC via USB 2.0.

26.4 Front End Section Design

The main requirement of the front end circuitry is the conditioning of the incoming accelerometer signals to take advantage
of the full dynamic range of the ADC as well as to filter out as much noise as possible The LIS344ALH accelerometers can
sense up to ˙6 g and have a nominal scale factor of 0.22 V/g. This means that the full range of the accelerometer output is
from 0.33 V (�6 g) to 2.97 V (C6 g), with 0 g at 1.65 V. The ADC IC, the ADS131E04, only accepts inputs between 0 V
and 2.5 V.

To fit the accelerometer output into the ADC input range, the front end section scales the accelerometer output. In addition,
the front end circuitry provides the inverse of the accelerometer output for use in the differential input to the ADC. This also
makes 0 g correspond to 0 V input at the ADC.

Assuming the nominal scale factor of 0.22 V, the front end circuitry converts the acceleration, a, with units of g’s to an
analog voltage input to the ADC section, INP � INN, as follows:

INP � INN D 0:3636a

which provides an input range of �2.18 V to 2.18 V to the ADC section corresponding to �6 g to C6 g.
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26.5 ADC Section Design

The ADC section was based on the Texas Instruments ADS131E04 analog-to-digital converter IC. The ADS131E04 contains
four separate converters that simultaneously sample its four analog inputs. It is a 24 bit delta-sigma converter that allows
selectable data rates from 1 up to 64 kHz, contains a programmable gain amplifier, and operates off of a single 3.3 V supply.
It is configured and sampled through a Serial Peripheral Interface (SPI).

26.6 Digital Section Design

The digital section consists of an FPGA (Actel IGLOO AGLN250V2-VQG100), its supporting electronics, a 20 MHz crystal
oscillator and a high speed UART/USB bridge (Exar XR21V1410). The FPGA provides sample timing and control to all
eight ADC’s and processes and packages all accelerometer samples. The FPGA then transmits the packaged data at a
predetermined rate in RS422 format to the UART/USB bridge. The UART/USB bridge retransmits the data in USB 2.0
format to a USB hub connected to a PC.

The digital section can use the 20 MHz on-board crystal oscillator as the clock when only one aggregator board is in use
or a separate 10 MHz off-board clock that is shared by multiple aggregator boards for data synchronization.

26.7 Noise Measurements

To assess the noise of the system and ensure that all components of the MITEI Aggregator Board remain below the noise
floor of the LIS344ALH, the following tests were completed:

26.7.1 Front End Breadboard Noise

Before fabricating the MITEI Aggregator Board, a quick-turn breadboard was designed to assess the pieces of the front
end circuitry used to tailor the accelerometer output to the ADC input; it did not include the anti-alias stage. Two sets of
noise measurements were taken on the output of each axis of the breadboard. The accelerometer was connected to the inputs
of each axis for the first set of measurements and then was disconnected for the second. Figure 26.5 shows the two noise
measurements for the X-axis. The Y and Z axis were comparable to X, therefore, they are not shown in the following figure:

The resonant frequency of the accelerometer is 1.8 kHz, and the accelerometer package has a low pass filter with a front
1 kHz cutoff on the accelerometer output. Therefore, the noise was examined at 1 kHz. It is believed that the noise spike near
8 kHz on the breadboard is due to the fact that the op-amps used in the front circuitry are auto-zeroing chopper-stabilizer
parts that utilize an oscillator in order to perform the auto-zeroing function. This spike should be greatly attenuated when the
anti-alias stage is in place.

The LIS344ALH accelerometer has a nominal noise density of 50 �g/
p

Hz which corresponds to 11 �V/
p

Hz when
multiplying by the 0.22 V/g scale factor. The actual test data shows a lower value of 7 �V/

p
Hz. This demonstrates that the

noise of the front end electronics (excluding the anti-alias stage) should not reach the noise floor of the accelerometer outputs
and, therefore, not introduce additional noise into the measured signals.

26.7.2 MITEI Aggregator Board Noise

For the complete MITEI Aggregator Board, two accelerometers were connected to channels 1 and 2 of a single Aggregator
Board; both accelerometers were fixed to a mechanically isolated stone slab to minimize input acceleration. Channel 0’s X,
Y, and Z inputs were shorted to Vdd/2 (1.65 V) corresponding to 0 g. In this configuration, 10 minutes of data were recorded
from these three channels at 2 kHz. The noise density values were calculated for channels with and without a sensor attached
and are shown in Table 26.2.
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Fig. 26.5 Breadboard front end X-axis noise. BB: breadboard

Table 26.2 Calculated noise
measurements

System component Noise density

Breadboard 90 nV/
p

Hz
Breadboard C sensor 7 �V/

p
Hz

Sensor (based on datasheet) 11 �V/
p

Hz
Aggregator board (channel 0) 112.3 nV/

p
Hz

Aggregator board C sensor (ch 1 or 2) 4.17 �V/
p

Hz

For the full aggregator board, the calculated noise density with the sensor disconnected from the electronics is over
an order of magnitude lower than with the sensor connected. This demonstrates that the noise of Aggregator electronics
(Sects. 26.4–26.6) will not exceed the noise floor of the accelerometer outputs and, therefore, not add noise into the measured
signals (Table 26.2).

26.8 Power

The aggregator board only needs 5VDC for power. This can be done in two ways: a power jack that accepts an AC-DC power
supply or a modified USB cable plugged into an eight pin connector on the board. The modified USB cable enables a laptop
to simultaneously power and host a single aggregator board making it ideal for field use. The following table lists power
measurements for a single aggregator board with and without its full complement of eight sensors (Table 26.3).

26.9 LABVIEW GUI for Host PC

Each aggregator board is connected to a single host PC via USB2.0 cables and is recognized as a virtual COM port on the
PC. A LabVIEW program reads the data packets being streamed from each aggregator board as serial data and then writes
the data to files on the hard drive. Because the aggregator board transmits the data to the host PC as serial data, any software
package capable of serial communicable, e.g. MATLAB, can be used on the host PC. The MIT team then accesses the data
files on the host PC. Figure 26.6 shows the LabVIEW GUI.
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Table 26.3 Power
measurements

System component Power

Aggregator board 775 mW
Aggregator board C eight accelerometers 800 mW

Fig. 26.6 LabVIEW GUI for host PC. Each aggregator board is a separate COM port (upper left corner)

26.10 Conclusions

A modular network of up to 120 MEMS accelerometers has been developed around a custom electronics board that
features very high 24-bit ADC resolution and 0.1 microsecond synchronization. The selected ADC component also provides
simultaneous sampling of all channels. Testing has shown overall noise is only limited by the noise inherent in the MEMS
accelerometers. When only a single aggregator board accommodating up to eight accelerometers is in use, a single laptop
can supply power and serve as the host PC which is useful for field work. For networks of greater than eight accelerometers,
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the network is easily extended by adding multiple aggregator boards up to a total of 120 accelerometers. The aggregator
board(s) streams the data to a single host computer where any number of software packages can be used to read the data and
write it to a file for postprocessing.
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Chapter 27
Mode Shape Comparison Using Continuous-Scan Laser Doppler
Vibrometry and High Speed 3D Digital Image Correlation

David A. Ehrhardt, Shifei Yang, Timothy J. Beberniss, and Matthew S. Allen

Abstract Experimental structural dynamic measurements are traditionally obtained using discrete sensors such as ac-
celerometers, strain gauges, displacement transducers, etc. These techniques are known for providing measurements at
discrete points. Also, a majority of these sensors require contact with the structure under test which may modify the
dynamic response. In contrast, a few recently developed techniques are capable of measuring the response over a wide
measurement field without contacting the structure. Two techniques are considered here: continuous-scan laser Doppler
vibrometry (CSLDV) and high speed three dimensional digital image correlation (3D-DIC). The large amount of measured
velocities and displacements provide an unprecedented measurement resolution; however, they both require post processing
to obtain measurements. In this investigation, the frequency response function of a clamped-clamped flat beam will be
determined using a modal hammer test, CSLDV, and high speed 3D-DIC. The mode shapes of the beam determined by each
of these experimental methods will then be compared to assess the relative merits of each measurement approach.

Keywords Continuous scan laser • Digital image correlation

27.1 Introduction

The development of full-field measurement techniques has received much attention as the design of high-performance light
weight structures has advanced. There is an increasing need for experimental techniques capable of measuring the response
at a large number of measurement degrees of freedom without modifying the structural response significantly, and techniques
such as Continuous-Scan Laser Doppler Vibrometry (CSLDV) and high-speed Three Dimensional Digital Image Correlation
(high-speed 3D-DIC) have been developed to meet this need. Both CSLDV and high-speed 3D-DIC are capable of measuring
the response at thousands of points across the surface of the test specimen with good accuracy. However, these techniques
involve additional processing to extract velocities or displacements when compared with traditional measurement techniques.

Measurements from CSLDV are more challenging to process than traditional Laser Doppler Vibrometer (LDV) measure-
ments because in CSLDV, the measurement point is continuously moving during the measurement, so the system must be
treated as time-varying. The benefit provided by the continuously moving measurement point is an increased measurement
resolution with a drastically decreased measurement time when compared with a traditional LDV measurements, which must
remain at a measurement location for a prescribed length of time. Various algorithms have been devised to determine the
mode shapes of the test piece along a continuously moving laser scan path. For example, Ewins et al. treated the operational
deflection shape as a polynomial function of the moving laser position [1–5]. They showed that sideband harmonics appear
in the measured spectrum, each separated by the scan frequency, and that the amplitudes of the sidebands can be used to
determine the polynomial coefficients. Allen et al. later presented a lifting approach for impulse response measurements
[6, 7]. The lifting approach groups the responses at the same location along the laser path. Hence, the lifted responses
appear to be from a set of pseudo sensors attached to the structure, allowing conventional modal analysis routines to extract
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modal parameters from the CSLDV measurements. Recently, algorithms based on Linear Time Periodic (LTP) system theory
[8–11] were used to derive input–output transfer functions from CSLDV measurements allowing virtually any input to be
used with CSLDV. These algorithms will be used in this investigation to identify the natural frequencies and modes shapes
of a clamped-clamped beam.

Displacements measured with 3D-DIC are challenging to obtain since each individual measurement point has to be
matched in each image from each camera for the duration of the experiment. For sample rates greater than 100 fps, this
requires an additional step of post processing. Schmidt et al. [12] presented early work on the use of high-speed digital
cameras to measure deformation and strain experienced by test articles under impact loadings. Tiwari et al. [13] used two
high-speed CMOS cameras in a stereo-vision setup to measure the out of plane displacement of a plate subjected to a pulse
input. Results compared favorably with work previously published and showed the capability of the 3D-DIC system in a high-
speed application, although over a short time history. Niezrecki et al. [14], Helfrick et al. [15], and Warren et al. [16] obtained
mode shapes using 3D-DIC with different test articles using discrete measuring points. Niezrecki et al. and Helfrick et al.
also combined accelerometers, vibrometers, and dynamic photogrammetry to compare results obtained with DIC analyzed
at discrete measurement locations. Each technique provided complimentary between all measurement techniques showing
the capability of 3D-DIC, although 3D-DIC was not processed along the entire surface. Since 3D-DIC has the capability
to measure hundreds of 3D displacements on a surface, a further comparison can be made with full field measurements;
however handling the large amount of data in conjunction with the image files can prove to be difficult.

In this investigation, CSLDV and high-speed 3D-DIC are used to measure the linear dynamic response of a 900 mild steel
clamped-camped beam. For comparison, the response of the specified beam is measured when it is excited with a steady state
sinusoid at the first three measured natural frequencies and when it is excited with a band limited random excitation from
10 to 800 Hz. To process measurements from CSLDV, both the harmonic transfer function and harmonic power spectrum
will be used to identify mode shapes of the clamped-clamped beam under the sinusoidal and random excitation, respectively.
Displacements measured by 3D-DIC are processed using a commercial software Aramis [17] and its Real Time Sensor
program [18]. In both CSLDV and 3D-DIC, mode shapes and natural frequencies are extracted from the assembled transfer
function using peak picking for the steady state excitation and the Algorithm of Mode Isolation (AMI) [19] for the random
excitation.

27.2 Measurements

27.2.1 CSLDV Theory/Mode Shape Extraction Description

The CSLDV measurements were acquired using a periodic scan pattern, e.g., a line as shown in Fig. 27.1, so the
measurements appear to be from a linear time periodic (LTP) system because the measurement location is moving
periodically [19].

In this work, the harmonic transfer function and harmonic power spectrum concepts from LTP systems theory will be
employed to process CSLDV measurements in order to extract the modal parameters of the beam. These algorithms are
completely analogous to the transfer function and power spectrum of linear time invariant (LTI) systems; both the harmonic
transfer function and harmonic power spectrum can be written in a modal summation form in terms of the modal parameters
of the clamped beam. Therefore the well-established LTI modal identification routines can be used to process CSLDV
measurements.

Fig. 27.1 CSLDV system
diagram: the laser beam was
redirect by a pair of mirror to
continuously scan on the test
article
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Fig. 27.2 3D-DIC system
diagram. The 3D-DIC system
diagram shows Camera 1 (left
camera) and Camera 2 (right
camera) set to a specified pan
angle, ‚p

However, there are two notable differences. First, the mode vectors  r of an LTI system describe the spatial pattern of
deformation of a mode over the set of measurement points. In contrast, when using CSLDV to measure mode shapes of a
structure, one has a moving measurement point. The location of that point is expanded in the processing step so that the mode
vectors Cr;l end up consisting of a vector of the Fourier coefficients C r;n that describe the time periodic spatial deformation

pattern along the scan path, C.t/ r D
1X

nD�1
C r;ne

jn!At , where C(t) is an output vector indicating the location where the

response is being measured at any instant, and !A is the laser scanning frequency. Second, an LTP system theoretically has
an infinite number of peaks for each mode. Each peak occurs near the imaginary part of the Floquet exponent 
r plus some
integer multiple of the fundamental frequency !A. If the observed mode shapes C(t) r are constant in time (the laser is
stationary), Cr;l would contain only one nonzero term, and the system reduces to the familiar linear time invariant system.
Note that one needs to fit a peak to each harmonic of each mode to obtain a best estimate of the mode vector [20].

The harmonic transfer function and harmonic power spectrum are readily derived by defining an exponentially modulated
periodic signal and then using the general solution for the response of a linear time varying system. The readers are referred
to [19] for more details about the derivation.

27.2.2 DIC Theory/Mode Shape Extraction Description

To accurately measure 3D displacements with DIC, a setup using two cameras is used to image the test article as it deforms.
As shown in Fig. 27.2, the two cameras are placed at a specific distance along the Z-axis from the test article to allow the
surface to be captured simultaneously in each camera and establish a field of view. A pan angle, ‚p, is specified based on a
desired depth of view or range of out-of-plane displacements expected. Once the stereo camera setup is assembled and fixed,
photogrammetric principles of triangulation and bundle adjustment are used to establish each camera’s position and the
experimental measurement volume by capturing images of a known pattern or calibration panel [21]. With this calibration,
displacement accuracy is not limited to the pixel size of the imaged surface of the test specimen, but instead allows for
accuracies on the sub pixel level (e.g. 0.01 pixels). Additionally, in-plane deformations are measured with a greater accuracy
when compared with purely out-of-plane deformations. Prior to testing, a high-contrast random gray-scale pattern is applied
to the measurement surface so facets from each image can be matched. As detailed in [21], triangulation of the facet and
surface matching is used to determine the coordinate value of each measurement point.

27.3 Experimental Setup

27.3.1 Beam Description

The device under test for this investigation is a precision-machined flat feeler gauge made from high-carbon, spring-steel in
a clamped-clamped configuration. As summarized in Table 27.1, the tested beam had an effective length of 9 in., a nominal
width of 0.5 in., and a thickness of 0.03 in. Prior to clamping, the beam was painted with a white base coat and a speckle
pattern was applied using a marker to allow for tracking positions with the 3D-DIC system. Once the beam had dried, a strip
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Table 27.1 Beam geometric and
material properties

Length D 9 in. Width D 0.5 in. Thickness D 0.031 in.
E D 29.7 Mpsi G D 11.6 Mpsi Rho D 7.36 � 10�4 lb-s2/in4

Fig. 27.3 Beam specimen

of retro-reflective tape was added to increase feedback for the CSLDV. The final prepared beam is shown in the clamping
fixture in Fig. 27.3. The clamping force was provided by the two 6.35-28 UNF-2B bolts located on the inside of the clamping
fixture, which is the same fixture used in [22]. Both inside bolts were tightened to 90 in.-lbs; however, the outer bolts were
not tightened to the full 90 in.-lbs due to the noticeable deformation of the beam during clamping. Static 3D-DIC images
were captured during clamping to quantify any initial deflection seen. It is noted that the 3D-DIC deformation measurements
during clamping are approaching the noise floor of the system for this field of view; however, maximum deformations
measured during clamping are below 25 % of the beam thickness. Since 3D-DIC is sensitive to small deformations, the beam
was driven at the largest force that allowed a linear response. This force was determined by incrementally increasing the
input force level while monitoring damping. When damping increased a measurable amount, the force was decreased to the
previous forcing level. The maximum resulting response was 62 % of the beam thickness.

27.3.2 Experimental Setup

Figure 27.4 shows the experimental setup. The continuous-scan mechanisms were built using a Polytec OFV-552 fiber optic
laser vibrometer with a sensitivity of 125 mm/s/V and the same external mirror system that was used in [19, 23, 24]. It is
worth noting that a fiber optic laser such as this has not been used with CSLDV in any of the authors’ previous works. The
external mirror system consisted of two galvanometer scanners in closed-loop control; each scanner had a position detector
that measured the instantaneous rotational angle, allowing precise and accurate control of the laser position. The control and
data acquisition system was built using a National Instruments PXI system. A LabVIEW program was developed to integrate
several the features including the function generator, data acquisition, and signal processing.

The 3D-DIC system includes two Photron, high speed 12-bit CMOS cameras (model Fastcam SA5 775K-M3K). Each
camera has onboard 32GBs of memory with a maximum resolution of 1,024 � 1,024 pixels. For this experimental setup,
images of 832 � 144 pixels were used. All static displacements were calculated using a commercial 3D-DIC software Aramis
[17], while dynamic displacements were calculated using a software extension of Aramis called IVIEW Real Time Sensor
[18]. In order to minimize the heat generated and remove the 60 Hz noise produced by halogen lamps typically used in
high-speed DIC systems, two panel, 100 � 100 LED lights were used. The cameras and the data acquisition system were
simultaneously started using an external TTL trigger.

As previously stated, Aramis in combination with the Real Time Sensor module is used to post-process the images and
extract the measured displacements. Due to limited processing time with the 3D-DIC software, only two rows of 41 points
along the beam were selected to be processed for this investigation. One row of measurement points is located above the laser
scan retro reflective tape shown in Fig. 27.3 and the other is below the tape. A maximum of 2,500 points in a 2D grid across
the surface of the beam could have been processed if time permitted. Also, since all images were stored, the data can be
reprocessed to obtain a denser measurement grid if needed. A 250 mm � 200 mm calibration panel was used to establish the
measurement volume and lead to a calibration deviation of 0.02 pixels or 0.007 mm based on the field of view. To process
the displacements, a facet size of 20 pixel � 20 pixel was used. After processing the recorded images and obtaining the
displacements, the frequency response function (FRF) was calculated from the auto and cross spectrum determined using the
Fourier transform in MATLAB. Using peak picking, the imaginary part of the FRFs for the steady state response was used
to determine the mode shapes. AMI was used to extract the mode shapes and natural frequencies from the random response
data after 45 averages with a block size of 5,000 samples and a 50 % overlap.

The steady state sinusoidal input was provided by a magnetic driver with a Piezo Amplifier in line with a Wavetek
Variable Phase Synthesizer. To measure the force provided by the magnetic driver, a force transducer measured the reaction
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Fig. 27.4 Experimental setup. (a) Close up of clamped beam, (b) Complete experimental setup

force between the magnetic driver and the frame to which it was mounted. In addition to the steady state experiments at the
natural frequencies of the beam, a band limited random excitation was used over the range of 10–800 Hz. The same magnetic
driver was used to provide the band limited random excitation.

Prior to sinusoidal and random excitation testing, a modal survey was performed using a modal hammer and a single
point laser to establish the natural frequencies and damping ratios of the clamped-clamped beam. The first three identified
natural frequencies were used as driving frequencies for the steady state sinusoidal tests. For steady state experiments, the
CSLDV system scanned the surface of the beam at 3 Hz with a sampling frequency of 5,120 Hz. The total scan time was
2 min. The high-speed 3D-DIC system captured 40,000 images at 2,000 fps. The total measurement time was 20 s, but an
additional 10 min was needed to download the images from the cameras. For the random excitation experiment, the CSLDV
system scanned the surface of the beam at 9 Hz with a sampling frequency of 5,120 for a duration of 15 min. The high-speed
3D-DIC system captured 120,000 images at 5,000 fps, and an additional 40 min was needed to download all images from
the cameras. The input signals were not recorded in these tests, so the longer time histories used for these tests allowed for
more averaging to reduce the noise and variability in the response due to the random input force.
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27.4 Results

27.4.1 Modal Hammer Test

A single input and single output modal hammer test was performed on the beam to identify the first three natural frequencies
and document any frequency shifts during testing. Pre- and postexcitation modal hammer tests for the steady state sine
experiments showed a small frequency shift of 0.5 Hz for the first three modes of the beam. Similarly a frequency shift of
2 Hz, 2.5 Hz, and 3.5 Hz was observed for modes 1, 2, and 3 for the pre- and postexcitation modal hammer tests for the
random experiments. Since the temperature difference between the beam and the fixture remained less than 1 ıC for all
tests, the larger observed frequency shifts in the random excitation experiment were concluded to be a result of a change in
boundary conditions, perhaps due to the clamped ends of the beam slightly slipping as it was excited. The clamed beam has
been shown to be very sensitive to slight temperature changes [22], which could account for some of the observed shift in
natural frequencies. The average of each natural frequency identified with the modal hammer tests was compared with the
natural frequencies identified using CSLDV and high-speed 3D-DIC and the results are shown in Table 27.2. The computed
MAC values for the mode shapes determined from testing are also shown in Table 27.2, but will be discussed later. The
maximum difference between the natural frequencies measured by each method was 2.6 % although most differed by less
than 1 %. It is worth noting that the percent difference between the natural frequencies measured with CSLDV and 3D-DIC
were within the observed percent change between the pre- and postmodal tests, leading to the conclusion that test setup
variability is a major part in the differences between the identified natural frequencies.

27.4.2 Mode Shape Comparison: Sine Dwell Experiments

As previously mentioned, the beam was driven at each of the first three identified natural frequencies and the steady state
response was measured using both CSLDV and high-speed 3D-DIC. Figure 27.5a shows an example of the spectrum from
the CSLDV signal with the laser scanning at 3 Hz when the beam was driven at 71.3 Hz. The sideband harmonics higher
than the 6th order are buried in the noise floor and hence no harmonics above the 6th order were used when construction
the mode shape. The harmonic transfer function was computed using n D �8:8 to assure that all of these harmonics were
captured. Figure 27.5b shows the magnitude and phase of the Fourier coefficients obtained by peak picking at 71.3 Hz versus
the harmonic order. Note that there is a small phase error (about 0.5ı) between any neighboring peaks which could be caused
by the mirror phase delay [25]. These Fourier coefficients for harmonics of n D �6:6 were then used to construct the mode
shape along the laser path. The second and third bending mode shapes were reconstructed using the Fourier coefficients for
harmonics n D �10 to 10 and n D �15 to 15, respectively.

Figure 27.6 compares the mode shapes obtained by CSLDV and DIC for the three steady state experiments. Figure 27.6a
contains the mode shape at 71.3 Hz and shows the difference between the mode shapes measured with CSLDV and the upper
and lower row of measurement points obtained with high-speed 3D-DIC. Similarly, Fig. 27.6b, c shows the mode shapes at
205.5 Hz and 411.4 Hz. The MAC values between each of the DIC rows and the CSLDV shapes are shown in Table 27.2
along with the frequency errors previously discussed. Separate MAC values were computed for the upper and lower row of
computed 3D-DIC measurement points compared with CSLDV to show the consistency of 3D-DIC measurements across
the entire surface of the beam. It is noted that MAC values for modes 1 and 2 are above 0.99 showing excellent correlation

Table 27.2 Modal comparison

Mode
fn AVG modal
hammer test, Hz

% Change between pre-
and postexperiment
modal hammer tests fn CSLDV, Hz

% Error
CSLDV fn DIC, Hz

% Error
DIC

MAC
upper

MAC
lower

Sinusoidal 1 71.75 �0.70 71.24 �0.7112 71.30 �0.6269 0.9993 0.9997
2 204.35 �0.49 204.33 �0.0117 204.50 0.0747 0.9968 0.9994
3 411.45 �0.12 411.05 �0.0972 411.39 �0.0134 0.5381 0.7762

Random 1 72.15 �2.82 73.99 2.5554 73.00 1.1712 0.9988 0.9990
2 204.85 �1.23 205.03 0.0864 205.35 0.2420 0.9984 0.9990
3 412.05 �0.85 411.94 �0.0268 414.63 0.6260 0.9891 0.9883
4 675.9 �0.52 675.58 �0.0471 676.38 0.0716 0.9376 0.9583
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Fig. 27.5 Output spectrum for CSLDV

between CSLDV and high-speed 3D-DIC; however, due to the small displacements measured at 411.4 Hz, high-speed 3D-
DIC begins to exhibit larger errors in the mode shape, which is shown in Fig. 27.6c, leading to MAC values 0.5381 and
0.7762. Additionally an asymmetry in the mode shape, where a larger amplitude of displacement is observed on the left
end of the beam, is seen in mode 2 and 3, which is believed a result of asymmetry of the boundary conditions or an initial
curvature in the beam that is below the measurable range of the 3D-DIC system. In either case, the asymmetry is undetectable
until the dynamic response is observed with the large measurement resolution.

It is also important to note that while the smooth nature of the CSLDV mode shapes seems to suggest that they are
infallible, they are in fact an approximation of the true mode shapes obtained by expanding them in a Fourier series of the
time-varying scan pattern. As mentioned previously, 13 clearly dominant harmonics (i.e. n D �6 to 6) were observed for the
first mode. The neglected harmonics were at least a few orders of magnitude smaller than the dominant ones, so one would
be inclined to have high confidence in that shape. For example, if n D �8 to 8 were used to reconstruct the first bending
mode shape, the maximum change in the shape is only 0.068 % with respect to the shape reconstructed using n D �6 to 6.
Furthermore, because the laser is scanning along a line with CSLDV, when the measurements are noisy, the mode shapes
measured on the forward and backward parts of the sweep tend to differ giving an indication of the error. Here, the forward
and backward sweeps overlay completely suggesting that the shapes were quite accurate.

27.4.3 Natural Frequencies and Damping/Mode Shapes from Random Excitation

Band limited random noise over the range of 10–800 Hz was used to excite the first 4 modes of the clamped-clamped beam.
For this experiment, a 9 Hz scan frequency was found to be preferable to help prevent the neighboring harmonics of each
mode from blending together. The actual scan frequency ends up varying a little from what is commanded, for example,
the scan frequency measured in the mirror displacement signals for this case was 9.0007 Hz. An accurate scan frequency is
critical in this process since the phase error may accumulate especially when the time histories are long. The following plots
show are the force spectrum and the output power spectrum (Fig. 27.7).

The random response data measured with the CSLDV and high-speed 3D-DIC was processed using AMI to identify the
natural frequencies and mode shapes. For CSLDV, this included mode shapes from all identified sidebands, and the following
figures show the fitted composite harmonic power spectrum around 73 Hz. For high-speed 3D-DIC, the response data was
averaged 45 times with a block size of 5,000 samples and a 50 % overlap. The resulting response spectrums were then loaded
into AMI to extract natural frequencies and mode shapes (Fig. 27.8).

The identified mode shapes obtained from the band limited random excitation are compared in Fig. 27.9. Figure 27.9a,
b is the comparison of the identified modes at 72.15 Hz and 205.4 Hz between CSLDV and high-speed 3D-DIC, the mode
shapes agree well, with computed MAC values above 0.99 for both modes. Figure 27.9c shows the third mode at 414.6 Hz,
which has computed MAC values of 0.9891 and 0.9883. The measured random excitation was shown to excite the 3rd mode
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better than the use of a steady state sine wave as exhibited by the shape comparison and MAC value. Also, the asymmetry
seen in the steady state sine dwell was seen with high-speed 3D-DIC; however, CSLDV did not capture the same asymmetry
which could be a result of the shifting frequencies or expected shifting boundary conditions. Results of mode 4 are shown
in Fig. 27.9d and computed MAC values of 0.9376 and 0.9583 were obtained for lower and upper 3D-DIC measurement
locations, respectively. Again, as higher frequencies are measured, the smaller displacements lead to a greater observed noise
with 3D-DIC as observed in the plot of mode 4.
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27.5 Conclusion

Modes shapes and natural frequencies of a clamped-clamped flat steel beam were identified using CSLDV and high speed
3D-DIC. Natural frequencies were also identified using single-input single-output modal hammer testing for comparison
with CSLDV and high speed 3D-DIC. A maximum frequency error of 2.56 % for CSLDV and 1.17 % for high speed
3D-DIC was observed when compared with the modal hammer tests. Throughout testing, single-input-single-output modal
hammer tests showed that the natural frequencies shifted a maximum of 2.8 %. So, it is concluded that the frequency error
between the modal hammer tests compared with CSLDV and 3D-DIC is largely due to the experimental setup instead of
the measurement techniques. Additionally, inconsistencies with the clamped boundary conditions were identified with an
asymmetry seen in the second and third mode shapes as measured with both CSLDV and 3D-DIC. Measurement error is
dismissed as a cause since each measuring technique independently identified the asymmetry from the sinusoidal excitation
test. For the random excitation experiment, the mode shape difference in the second and third mode is concluded to be from
changing experimental conditions throughout the test since CSLDV and 3D-DIC are not measured simultaneously. Future
work with an improved experimental setup is needed for further comparison, but it is shown that both techniques exhibit
the ability to capture a high spatial resolution measurement of the clamped-clamped beam when subjected to steady state
sinusoidal and band limited random excitations.

CSLDV was able to measure 1,708 points for the steady state sine excitation and 570 points for the random excitation.
However, the information in the measurement is not governed by the number of points used to define the shape but by the
number of Fourier coefficients that can be identified to describe the time-varying shape. In fact, decreasing the sample rate,
and hence the number of points, has sometimes been found to increase the resolution of the measurement. An additional
consideration with CSLDV is the measurement grid, which is dependent on the choice of a periodic scan signal and by the
location of the laser on the surface, which is determined by a curve fit of the stepped galvo-motor signal. If a more complex
2-D grid of measurement locations is required, patterns following a Lissajous curve would be needed and testing time will
increase. One benefit CSLDV has over high-speed 3D-DIC is the ability to measure at large stand off distances and maintain
accuracy over larger test specimens; however, the maximum stand off distance is laser dependent and the measurement is
limited to motion along the scan path and in the direction of the incident laser beam. Current LDVs clearly have much higher
measurement resolution than DIC, down to tens of nanometer/second velocities or picometer displacements. Some of that
resolution can be lost to speckle noise when scanning in a CSLDV mode, and yet in this study CSLDV was still clearly
preferable for higher modes where the displacements were small.

High speed 3D-DIC was computed with two rows of 41 points for both excitations; however, a denser measurement grid
can be obtained if needed since the images were stored. For the given field of view and beam geometry, 2,500 points can
be computed in a 2D grid across the surface of the beam and the measurement resolution is independent of measurement
duration or excitation type. (In CSLDV, the spatial information is captured in empty regions of the frequency band, and
hence one must consider the input type, scan frequency, speckle noise, and the properties of the system to successfully
capture measurements.) The spatial resolution of the acquired mode shape measured with high speed 3D-DIC is dependent
on the stand off distance and the camera resolution; therefore, if more accurate measurements are needed, the camera setup
needs to be moved closer to the test specimen, or a higher resolution camera is needed. Additionally, since high frequencies
correspond to smaller displacements, high-speed 3D-DIC loses ability to measure mode shapes at higher frequencies. 3D-
DIC mode shapes do appear nosier when compare with those measured with CSLDV; however, this is largely due to the
fact that each measurement point is independent and subject to speckle pattern variations instead of dependent on a periodic
signal. One benefit high-speed 3D-DIC has over CSLDV is the ability to provide a 2D grid of measurement points equally
spaced across the specimen surface that measures the three dimensional deformations providing near full-field measurements
in all deformation axes. Indeed, with 3D-DIC one can capture the in-plane motions of the surface even more accurately than
the out-of-plane motions, whereas CSLDV can only capture the motion along the axis of the incident laser beam.

Both techniques can provide dense measurements along surfaces, as long as each technique can “see” the surface. To
provide accurate measurements, both techniques require surface preparation, unless the material used for the test piece
fulfills specific requirements (e.g. a random pattern for 3D-DIC and a sufficiently reflective pattern for CSLDV). For DIC,
this surface preparation is especially important when response levels are small, or in a structure’s linear range. For CSLDV,
surface preparation becomes more important when the vibration amplitude becomes small relative to speckle noise, and also
as the laser standoff distance (or field of view) increases.

Finally, this study has illustrated that when full-field velocities or displacements are measured rather than simply motion
at a few points, inconsistencies in the dynamic behavior (e.g. asymmetries in mode shapes) of the structure under test can
be identified and provide insight to modeling and predicting dynamic behavior. Here, the CSLDV and DIC shapes revealed
asymmetry in the 2nd and 3rd bending mode shapes which was probably due to (unmodeled) asymmetry in the boundary
conditions. If a traditional test were performed with only a few measurement points, one would not be likely to detect this,
nor would they have sufficient information to update the model to account for it.
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Chapter 28
Triaxial Accelerometer, High Frequency Measurement and Temperature
Stability Considerations

Thomas Petzsche, Andy Cook, and Marine Dumont

Abstract Many applications such as operational, environmental, structural or durability testing require increasingly more
triaxial IEPE accelerometers with higher frequency operation in the three orthogonal directions. The new, novel mounting for
Kistler miniature PiezoStar® and Piezoceramic Triaxial cube accelerometer families offer a practical solution. Additionally,
in certain applications that require ultra-low sensitivity temperature coefficient, Piezostar® offers a practical solution when
piezoceramic sensors do not satisfy the application needs.

The seismic elements of these IEPE triaxial accelerometer families have inherent benefits resulting in high resonance
frequency where the sensor design provides stud mounting for each orthogonal axis with threaded holes on three sensor
faces. The calibration methodology will be reviewed supporting frequencies up to 20 kHz, without additional mechanical
fixtures, which can impact precision measurements.

Ultra-low sensitivity temperature coefficient is achieved with PiezoStar® IEPE accelerometers and will be demonstrated as
well as a comparison between more traditional quartz and ceramic sensing elements. PiezoStar® IEPE accelerometers provide
less than 1.5 % sensitivity change between �55 ıC and 165 ıC, as well as inherent long term stability of a piezoelectric
crystal.

Keywords PiezoStar • Accelerometer • Thermal stability • High frequency • Vibration

28.1 Introduction

28.1.1 High Frequency Response Characterization in Each Orthogonal Axis

According to ISO EN DIN 16063 standard series [1], the calibration of the frequency response of an accelerometer is
performed by primary laser or secondary comparison calibration methods. The characterization of the frequency response
above 2–3 kHz becomes more complicated for triaxial accelerometers because of required mechanical adaptions to the
reference side of a back-to-back standard. Direct mounting is not possible in the x- and y-direction. Even if Beryllium is
used as the material in making the adapters, they are still too flexible. And going further, if the highest ratio between elastic
stiffness and density of any materials is used, the relative motion between the coupling area of the unit under test (UUT) and
the reference accelerometer is still an issue as both amplitudes cannot be identical. This is illustrated in Fig. 28.1.

The frequency response of a sensor along X and Y axes at higher frequencies will then be limited by the calibration
mounting fixture. Therefore, due to the limits of the calibration mounting fixture, specifications for high frequency must be
noted more conservatively. An estimation of the frequency response in the upper end can often be performed with a resonance
excitation of the seismic element (Fig. 28.7).
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Reference Face UUT

Reference Face Reference

Shaker with Air Bearing Armature 
and Built-In Reference

Fig. 28.1 View of a triaxial
accelerometer as UUT.
Mechanical adapter fixed to the
calibration shaker air bearing
armature. Built-in reference
standard

Fig. 28.2 Mounting adapters used to calibrate the z-axis (left) and the x- and y-axes (right) of a triaxial accelerometer Kistler type 8793A500
(center)

Figures 28.2 and 28.3 show a Kistler triaxial accelerometer type 8793A500 and the calibration mounting adaptors that are
used with a back-to-back reference standard for different axes on a TIRA S514-C calibration shaker. Figure 28.4 shows an
overview of the obtained frequency responses up to 2 kHz (x- & y-axes) and to 10 kHz (z-axis). It is obvious that the results
of the frequency response in the x-axis and y-axis are mostly influenced by the relative motion between the UUT and B-t-B
reference side. In these two axes, the frequency response can be measured only up to 2 kHz. Some improvements can only be
achieved by the use of Beryllium mounting adaptors of optimized design. This will be costly for a very slight improvement
at higher frequencies. In addition, these adaptors would not just be expensive and time consuming to manufacture, but they
would also be problematic from the toxicological point of view.

Another common design found in triaxial accelerometers is a cube shaped housing with only a z-axis mounting hole.
Calibration of this design of sensor consists of stud mounting the z-axis and adhesively mounting the x-axis and y-axis.
The y-axis is mounted, like the z-axis, through the base and into the mounting point of the element post. The x-axis, on the
other hand, is adhesively mounted on the cover of the sensor. Figure 28.5 shows the problematic nature of mounting on the
x-axis cover. This type of calibration yields a similar frequency response in the y- and z-axes, but an x-axis response that
is considerably lower, like that seen when using a calibration mounting adapter. Figure 28.6 shows the frequency responses
of the three axes of a piezoceramic triaxial accelerometer utilizing this type of calibration mounting. Again, a conservative
frequency response specification needs to be used for the x-axis due to the available calibration method.

As an alternative to alleviate this issue, the characterization of the resonance frequency in the mounted state can be used
as an estimation. This method is described in the ISO 5247-14 and -22 and will also be part of a new standard ISO 16063-32
[2, 3]. A rule of thumb is that the 5 % frequency response deviation point of the sensor at high frequency is approximately
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Fig. 28.3 Mounting a Kistler 8793A500 triaxial accelerometer in z-axis (a. left) and x-axis (b. right) to the reference side of a back-to-back
reference sensor Kistler 8076K

20 % of the mounted resonance frequency. It can be deviated out of the theory of the seismic accelerometer frequency
response [4, 5]. This practice offers an alternative method to estimate the frequency response of a sensor used in testing.
Figure 28.7a–c shows this test and results.

In order to solve this problem, triaxial accelerometers have been designed by Kistler which incorporate stud mounting for
each orthogonal axis. This is achieved by supplying threaded holes on three sensor faces. This concept has been used for the
past 10 years and is currently available in three Kistler sensor families: 8762A, 8763B, 8766A (Fig. 28.8).

Along with the advantage of three mounting holes, the very rigid crystal element made from PiezoStar® allows
measurements up to 10–12 kHz (˙5 %) with mounted resonance frequencies up to 70 kHz. As the measurement uncertainty
for the sensitivity is much higher beyond 10 kHz, the data sheet specifies an upper frequency response value of 10 kHz with
˙5 % sensitivity deviations referenced to a specified frequency. This design principle allows a frequency response of 0.5 Hz
to 10 kHz and offers a generic use of these sensors in a very wide frequency range where quite often two sensors would have
been used in the past.

In the following example, a Kistler type 8766A500AB was tested for frequency response from 5 Hz to 50 kHz. The
amplitude and phase responses are shown for the x- and z-axes in Fig. 28.9. In Fig. 28.9a, the sensitivity deviation was
referenced to its sensitivity taken at a frequency of 160 Hz. The results for the y-axis are qualitatively identical to the z-axis.
We can observe some minor resonances above 10 kHz with less than 7 % sensitivity deviation. The rest of the spectrum is
linear and the slope of the entire frequency response is nearly zero percent, as opposed to the response of soft piezoelectric
ceramic element material coupled with an internal charge amplifier. The frequency response in Fig. 28.6 shows this sloped
response. Frequency response and phase between axes match very closely over the entire frequency range.

Figure 28.10 shows a Kistler 8766A500AB mounted on a SPEKTRA SE-09 calibration shaker with a single stud. In this
setup, the reference sensor is integrated into the shaker armature. Both reference faces of the UUT as well as the reference
sensor are assembled directly together and a relative motion is almost impossible. The calibration equipment being used was
traceable to an NMI up to 20 kHz frequencies. In our case the reference standard frequency response has been modeled with
a 70 kHz resonance at 20 dB amplitude. The overall measurement uncertainty for the UUT is 1 % up to 1.25 kHz, 2 % from
1.25 kHz to 5 kHz and 3 % from 5 kHz to 10 kHz, using k D 2 (95 % coverage factor). The result above 20 kHz is then purely
qualitative due to the fact that an uncertainty cannot be specified. The occurrence of additional smaller resonances below the
main resonance and the deviations from the ideal frequency response may have a different cause than the UUT; i.e. rocking
motions of the shaker armature in relation to a cross axis sensitivity of the UUT as one possibility. But these potential error
sources have not been subjected to detailed investigations.
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Fig. 28.4 (a, b) Frequency response of an accelerometer Kistler type 8793A500 calibrated in x-, y- and z-axes from 30 Hz to 2 kHz and 30 Hz to
10 kHz, respectively

a bFig. 28.5 Triaxial sensor design
which requires adhesive
mounting on cover of x-axis (a)
versus triaxial sensor design
which allows stud mounting of
x-axis (b)

28.1.2 Low Sensitivity Temperature Coefficient and High Stiffness Properties
of PiezoStar® Crystals

Kistler Instruments grows a family of synthetic single crystals in-house, that have very unique properties [6]. The PiezoStar®

family of crystals have improved at least two different important accelerometer properties. First, a low temperature coefficient
of the sensitivity has been achieved with deviations less than 1.5 % over the entire temperature range from �55 ıC up to
165 ıC. Some accelerometers are available in a cryogenic version which can measure in temperatures down to �196 ıC.
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Fig. 28.6 (a, b) Frequency response of a piezoceramic accelerometer calibrated in x-, y- and z-axes from 20 Hz to 4 kHz and 20 Hz to 6 kHz,
respectively

Some sensors have even been proven to perform excellently down to �246 ıC as well. All the PiezoStar® accelerometers
are IEPE sensors with a constant current line drive (CCLD) concept. This major improvement in the thermal sensitivity,
compared to quartz or piezoceramic is shown in Fig. 28.11.

Vibration testing under temperatures, such as in combined climate and vibration testing in environmental simulation,
product durability, modal testing under changing temperature or exhaust systems tests, may benefit from this specification.
No additional effort will be necessary to compensate for any sensitivity change due to steady state temperature changes
during testing such as sensors integrated in a shaker control loop in a thermal chamber.

The second unique property of PiezoStar® that is useful in accelerometer design is the increased charge output yielding a
higher sensitivity than quartz while using same sized element masses. In turn, this permits a Piezostar® IEPE accelerometer
to use much less mass than a quartz based IEPE accelerometer and attain the same standard sensitivity. Less element mass
equates to higher mounted resonance frequencies, better frequency response and allows smaller overall housing designs.
When comparing to soft PZT-piezoceramic based accelerometers, Piezostar® accelerometers offer a flat frequency response,
long term stability, and a much better thermal coefficient of sensitivity.

Compression mode sensors showing high base strain sensitivity or thermal transient response have been used in the
early days as a control accelerometer for electro dynamic shakers. Presently we can refer to those up to date shear mode
accelerometers with crystal elements exempt of these undesired properties. Such solutions allow cost effective test equipment
investments by offering a multiple use generic accelerometer for many different applications without the need of a variety of
different sensor designs.



338 T. Petzsche et al.

Fig. 28.7 (a) Characterization by lead breaking of the resonance frequency of an Acoustic Emission Sensor mounted on a tungsten cube (so called
HSU-NIELSON according to ASTM E976-10) [8]. (b, c) Analysis of the transient response with FFT

Fig. 28.8 New generation of triaxial accelerometers KISTLER type 8672A, 8763B (ceramic shear), 8766A50 and 8766A500BH (PiezoStar®) for
a measurement range of 5–2,000 g
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Fig. 28.9 (a) Frequency response of a Kistler 8766A500AB triaxial accelerometer along x and z axes directly mounted to reference. (b):
Frequency response in phase and sensitivity of a Kistler 8766A500AB triaxial accelerometer along x and z axes directly mounted to reference. See
Fig. 28.10a for mounting configuration along x-axis

Fig. 28.10 UUT Kistler type 8766A500AB mounted in X-direction on the armature of a SPEKTRA SE-09 air bearing shaker (a. left, results in
Fig. 28.9) and on the reference face of a “back-to-back” reference accelerometer Kistler type 8076K (b. right)
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Fig. 28.11 Thermal coefficient of sensitivity for typical piezoelectric materials used in IEPE-accelerometers within a �55 ıC to 165 ıC
temperature range

28.2 Summary

New mechanical design and piezoelectric sensing elements allows us to push the limits of Triaxial IEPE accelerometers. Very
wide frequency range in the three orthogonal axes and less than 0.004 %/K thermal sensitivity shift can now be achieved.
Because of the characterization of frequency response of those new mechanical designs with integral threads on three faces,
we can observe a flat sensitivity over the entire frequency spectrum. This low mass solution appears to be very versatile
covering many different applications where formerly several type numbers would have been needed. Finally, the possibility
of mounting these sensors in any direction simplifies everyday work during installation.
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Chapter 29
Laser Speckle in Dynamic Sensing Applications

Will Warren, Logan Ott, Erynn Elmore, Erik Moro, and Matt Briggs

Abstract Laser velocimetry is used as a measurement technique across a variety of fields including mechanical vibration
and flow research, medical diagnostics and shock physics. In modern photon Doppler velocimetry (PDV) applications, the
perception is that laser speckle pollutes the measured signal, sometimes destroying useful data. Recent experiments suggest
the possibility of exploiting speckle to measure transverse speeds, thereby gaining information about surface dynamics across
an additional degree of freedom. In this report, we examine the influence of axial displacement and probe characteristics on
speckle velocimetry measurement capabilities.

Keywords Laser speckle • Laser Doppler • Velocimetry • Heterodyne • Surface dynamics

29.1 Introduction

Photon Doppler velocimetry (PDV) plays a central role in shock physics research where the method is used to observe high-
speed phenomena; explosively driven objects traveling at speeds on the order of several km/s. The technique is heterodyne
and yields velocity measurements along a monochromatic beam’s optical path. Surfaces moving in the axis of the beam
induce a Doppler-shift on returned light that, when combined with the reference field, produces a beat frequency from which
velocity may be resolved. Measurement resolution is related to the wavelength of the incident laser beam [1] allowing infrared
lasers to capture surface dynamics at nanosecond time scales. Dolan et al. [2] use multiple beams to measure velocities up to
48 km/s, and a typical digitizer will easily measure beyond 10 km/s.

While PDV is robust, highly-accurate and easily implemented, the technique is sensitive to speckling of backscattered
light. Laser speckle is unavoidable in most PDV applications, resulting in periodic signal drop outs and large-amplitude
intensity fluctuations which can obstruct the desired signal. Typically seen as an undesirable consequence of coherent
light interference, speckle may be exploited to obtain information about lateral surface dynamics. Moro and Briggs [6]
experimentally demonstrate the simultaneous measurement of axial velocity and transverse speed with a standard, single-
beam PDV architecture. The results of their study indicate that speckle velocimetry is feasible in the context of PDV and
calls for further detailed analysis. In this paper we attempt to further characterize speckle velocimetry performance by testing
multiple optical probes over a range of velocities and axial displacements. Since PDV is inherently used to gather data from
surfaces moving along the laser beam and through the focal length it is of particular interest to understand how speckle
dynamics influence speckle velocimetry measurements near the beam focal point.
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29.2 Background

Speckle is produced from the scattering of monochromatic light off of a surface whose face-height variation is large with
respect to the source wavelength. A resulting set of coherent, de-phased wave fronts extend outward from the surface,
combining to form a spatially unordered interference pattern in three-dimensional space. The simulated cross section of such
a speckle pattern may be seen in Fig. 29.1a. Both a well-developed theory [3] and experimental results show that speckle
is a stationary random process and that it exhibits trends which contain information about surface dynamics. Pure lateral
translation of the illuminated surface with respect to the optical beam axis results in corresponding translation of the speckle
pattern.

Iwai et al. [5] estimate the lateral speed of an illuminated surface by measuring the time required for the resulting speckle
pattern to become uncorrelated at a fixed observation point. They show that time-varying speckle-intensity fluctuations
produced from lateral translation decay with a characteristic correlation time, �c?, that is inversely proportional to speed.
Assuming that a point measurement is taken from a translating speckle pattern in the far field diffraction region, lateral
surface displacement is given by the beam waist, !0.

j v? j D !0

�c?
(29.1)

A physical interpretation of this concept is that the speckle pattern’s coarse spatial structure, consisting of bright and dark
volumes, passes through the observation point producing time-varying intensity fluctuations; as the speckle pattern translates
with increased speed the intensity fluctuations contract. Temporal decoherence for a purely translating speckle pattern in the
far field diffraction region is described by the normalized autocorrelation function. The shape of the autocorrelation function
has been derived for a physical model with this particular free-space geometry and is given by the following expression.

�?.�/ D exp

���2
�2c?

�
(29.2)

Loss of coherence is taken at a 1
e

threshold where e is the base of the natural logarithm. For experimental data sets, a
Hilbert transform was used to produce an envelope around the normalized autocorrelation function and the theoretical model
given in Eq. (29.2) was subsequently fit to the envelope using least squares approximation. Experimental and theoretical
autocorrelation functions are shown in Fig. 29.1b.
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In application, one must employ a detecting element of finite size to measure the intensity of a speckle field. For PDV
applications this detecting element is simply the aperture of the optical probe receiving backscattered light. The relative size
of the aperture with respect to the speckle pattern spatial granularity influences the shape of the normalized autocorrelation
function. Iwai et al. [4] report that for a Gaussian circular aperture of radius r the correlation time will vary according to the
speckle pattern’s coarseness as follows

�c D 1

j v j


1
!

C .1Cz=�/2

r2Cr2c
�1=2 (29.3)

where !, r and rc are radii of the illuminated beam spot, aperture and average speckle, respectively, and � is the beam’s
radius of curvature at the point of incidence. The experiments contained herein assume that intensity measurements are taken
at a single point.

29.3 Experiment

The experimental configuration, shown in Fig. 29.2, resembles a typical PDV setup. Laser light is directed through a focusing
probe onto a diffusing surface. Backscattered light falling back onto the probe aperture is routed through a circulator to a
Thor Labs DET01CFC photo detector, which produces an electrical signal. Finally, the signal is digitized by a Tektronix
oscilloscope. Lasers are passed through fiber optic cable to maximize efficiency and simplify fielding. A Gaussian beam
consisting of 1,550 nm wavelength monochromatic light is directed onto an aluminum disk whose rotation is orthogonal
to the optical beam axis. This geometry ensures lateral translation of the speckle pattern. Infrared lasers at 1,550 nm are
commonly used because optical fibers and related components transmit with low-loss at these wavelengths. The surface of
the aluminum disk is treated with 600 grit sandpaper to produce 15�m surface features which, at an order of magnitude
larger than the laser wavelength, ensure diffusely backscattered light. The aluminum disk is driven by a variable-speed DC
motor and a rotary encoder with 3:6ı resolution is mounted to the motor to provide ground truth speed measurements.

The laser used for this experiment is limited to 5 mW of power output while typical PDV configurations incorporate
probes whose power output is one Watt or less. As a result, a higher level of photo detector impedance is required to achieve
a reasonable signal-to-noise ratio from the weak light returns. This constraint influences the sensor’s frequency response,
effectively limiting measurement capabilities to frequencies below 33 kHz. It follows that the maximum lateral velocity that
can be reliably tested with this configuration was found to be near 1 m/s.

To study the influence of offset distance on speed measurements a series of observations is taken for the aluminum disk set
at different axial displacements and a constant angular velocity. Care is taken in aligning the laser to ensure consistent beam
placement at a 12:5˙ 0:5mm radius from the disk’s center of rotation for each observation. Both a collimating and focusing
probe are employed to study the effect of beam characteristics on speed estimation capabilities. The focusing probe’s beam
waist is 81�m with a focal length of 40mm while the collimating probe’s related properties are 195�m and 100mm,
respectively. In a second experiment the aluminum disk is fixed at an offset distance of 20mm and the angular velocity is
varied over a series of observations. Again, this procedure is carried out for each probe. One million samples are collected for
each observation, providing sufficient data to build a speed estimate distribution and establish error bounds. The normalized
autocorrelation function is generated from a 50,000 data point window.

Fig. 29.2 An aluminum disk
whose rotation is orthogonal to
the optical beam axis is fixed atop
a linear slider which is used to
gather data across a range of axial
displacements. A rotary encoder
is used to acquire ground truth
velocity measurements
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29.4 Results

Experimental results show agreement with the theoretical model far from the focal point and for a range of lateral speeds.
In Fig. 29.3a, c, speed estimates deviate no more than 20% from the ground truth measurements recorded by our rotary
encoder and only stray beyond this bound near the photo detector band-limit. Also notice that the estimates linearly scale in
proportion to the ground truth when below the photo detector band-limit. The beam waists of the probes used to generate
these two data sets vary by 150%, yet both probes provide relatively accurate estimates of lateral surface speed according to
Eq. (29.1). Possible explanations for estimation errors include optical aberrations changing the effective beam waist, speckle
dynamics influencing �c and various experimental uncertainties.

Speckle dynamics clearly influence speed estimates near the focal point of the focusing probe as can be seen in Fig. 29.3b
at an offset distance of 40mm and average lateral speed of 0:65m=s. However, the increase in coherence time is unexpected as
speckle boiling should typically increase a speckle pattern’s temporal variation and therefore it’s average frequency content.
It is possible that the up-shift in frequency content due to boiling, when passed through the transfer function of our high-
impedance photo detector, resulted in a net reduction in the dominant frequency within the measured signal. Far from the
focusing probe’s focal point the coherence time remains static, uniformly within 10% of its theoretical value.

In Fig. 29.3d, coherence time fluctuations of 60% were measured over a range of axial displacements surrounding the
collimating probe’s 100mm focal length before leveling off at distance of 125mm. This result indicates that boiling is not
closely constrained to the focal point as was found for the focusing probe. Such a contrast in behavior can possibly be
explained by each beam’s radius of curvature, �.z/: for the focusing probe �.z/ sharply approaches 1 at the focal point,
while the collimating probe is designed such that �.z/ � 1 over the whole axis of propagation. Since the collimating probe
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is not perfect, there will inherently be a range of axial displacements where �.z/ � 1 before and beyond the focal point.
It is in these regimes where boiling does not dominate the coherence time and our experimental data shows closer agreement
with the theoretical model.

29.5 Conclusions

Our experiments have shown that reasonable lateral speed estimates may be produced from laser speckle in the case of pure
lateral translation of a diffusing surface. Despite significant signal-to-noise limitations due to the use of a 5 mW laser, speed
estimates were within 20% of the ground truth for collimating and focusing probes operating below the photo detector band-
limit on surfaces that were far from the focal point. It is likely that lasers used in most PDV applications would produce
improved results due to their increased power output.

Axial displacement was found to significantly influence speed measurements in regimes where boiling is believed to
dominate. By studying the behavior of both a focusing and collimating probe, we posit that the dimension of these boiling
regimes may be related to the beam’s radius of curvature. To be more specific: boiling may dominate speckle dynamics when
the beam radius of curvature is close to 1 at the point of incidence. The details of such a relationship will be explored in
future work.
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Chapter 30
Sensor Placements for Damage Localization with the SDLV Approach

D. Bernal, Q. Ma, R. Castro-Triguero, and R. Gallego

Abstract The SDLV approach is a technique that localizes damage by identifying loading conditions for which the damage
is unobservable. The loading conditions are defined in sensor coordinates and are given by the kernel of a matrix that can
be extracted from the differences in the identification between the reference and the damaged states. This paper examines
the performance of two strategies to decide on the sensor locations. One is based on the idea of attaining maximum linear
independence of stress fields generated from the sensor locations and the other is based on linear independence of the mode
shapes at the sensor locations. In addition to these two techniques the performance of a “user selected” position is also
obtained, for comparison.

Keywords Optimal sensor placements • Damage localization • Damage locating vectors

30.1 Introduction

Since the location of sensors dictate which signals are retrieved from a structure one anticipates that, for any task, there
are positions that are “better” than others. The term optimal sensor placement is often used to refer to some position that
is expected to maximize some objective function, although the connection of the objective function with the actual goal of
the monitoring is not always clearly stated. In this paper we focus on the question of how the location of sensors affects the
performance of damage localization using the SDLV approach [1]. The study is exploratory and is limited to the comparison
of two strategies, namely: the Effective Independence Method (EIM) proposed in [2] and a strategy, introduced here, which
we designate as the Linear Independence Stress Field (LISF). In addition to these two strategies, and in order to check the
merit of the results from EIM and LISF, a user selected “reasonable” distribution is also examined. The paper reviews the
SDLV localization scheme, discusses the sensor placement strategies and summarizes the results obtained.

30.2 The SDLV Approach

The SDLV approach is a technique to localize damage from the null space of changes in flexibility that applies in cases where
the input cannot be measured. In the absence of a deterministic input the flexibility cannot be computed but a matrix that has
a related null space can be obtained. Here we limit the presentation to an outline of the procedure from a user’s perspective;
details of the approach are presented in [1].

D. Bernal (�) • Q. Ma
Northeastern University, Boston, MA, USA
e-mail: bernal@coe.neu.edu

R. Castro-Triguero • R. Gallego
University of Granada, Granada, Spain

G. Foss and C. Niezrecki (eds.), Special Topics in Structural Dynamics, Volume 6: Proceedings of the 32nd IMAC, A Conference
and Exposition on Structural Dynamics, 2014, Conference Proceedings of the Society for Experimental Mechanics Series,
DOI 10.1007/978-3-319-04729-4__30, © The Society for Experimental Mechanics, Inc. 2014

347

mailto:bernal@coe.neu.edu


348 D. Bernal et al.

Assume that two system identifications have been carried out, one before and one after the damage and let the subscripts
u and d be used to refer to the results. With the sensors in the same locations in the reference and the damaged states one has
state transition and state to output matrices fAu, Cug and fAd, Cdg. The SDLV approach uses the matrices Hp and L given by

Hp D
	
CA1�p
CA�p



(30.1)

L D
	
I

0



(30.2)

where p D 0, 1 or 2 for displacement, velocity or acceleration sensing, and the matrix Q given by

Q D �CA�.pC1/HC
p L (30.3)

where HC
p D pseudoinverse of Hp.

The damage locating vectors (DLV) are the right side singular vectors of 4QT corresponding to the smallest q singular
values. With the singular value decomposition of 4QT as

SVD
�
�QT

� D ŒU � ŒS� ŒV �T (30.4)

q is taken as

q D 0:5 �

8
<̂
:̂
number of � values 
 0:1

ˇ̌
ˇ� D

vuut si

si

ˇ̌
ˇmax

9
>=
>;

(30.5)

where q is rounded downward if fractional.
The SDLV approach takes the DLV vectors and applies them as loads on a model of the undamaged structure to obtain

the stress fields � j. The stress fields for each DLV vector are normalized to a maximum of unity to define the normalized
stress fields (nsi), namely

nsij D
ˇ̌
�j
ˇ̌

ˇ̌
�j
ˇ̌
max

(30.6)

The decision on damage location is taken from inspection of the weighted stress index (WSI), defined by

WSI D
qX

jD1
nsij (30.7)

Specifically, the elements of the potentially damaged set fPDg are taken as those for which WSI is less than 10 % of the
largest value, namely

PD D
n
elements

ˇ̌
ˇWSI 
 0:1WSImax

o
(30.8)

As one gathers from inspection of Eq. 30.3, in applying the SDLV approach it is necessary to ensure that the matrix Hp

is full column rank. This requirement implies that the maximum system order that can be used in the calculations is twice
the number of sensors. In cases where a larger number of modes are identified it is necessary to truncate and the approach is
outlined next.

Let m be the number of sensors and n be the number of identified modes and assume that n>m. Let the number of modes
to be retained D nm.

1. Solve A ˆDˆƒ

2. Define A1 Dƒ and C1 D Cˆ
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3. Define At as the diagonal matrix with the first nm entries of A1 and Ct as the first nm columns of C1, namely

At D

2
64
ƒ1 : : : 0
:::

: : :
:::

0 : : : ƒnm

3
75
nm�nm

; Ct D �
ˆ1 : : : ˆnm

�
m�nm (30.10)

4. Substitute At and Ct for A and C in Eq. 30.3 and proceed as usual.

30.3 Sensor Placement Strategies

30.3.1 Effective Independence Method

The effective independence method (EIM) presented in [2, 3] is an iterative method designed to select locations of a set of
sensors based upon their contribution to the linear independence of the mode shapes. Let the measurements be expressed in
the basis of the mode shapes as

y D ˆY C ! (30.11)

where ¨ is the measurement noise. The accuracy with which the modal amplitudes (Y) can be estimated from the y
measurements is determined by the derivative of y with respect to Y and on the covariance of the measurement noise ˙! .
Assuming that ! is normally distributed the Fisher Information on Y that is contained in the data is

IY D dy

dY

T

†�1
!

dy

dY
(30.12)

or

IY D ˛ �ˆTˆ (30.13)

where the covariance of the measurement noise has been taken as ˛� 1 � I. Since the inverse of IY is the Cramer-Rao-Lower-
Bound (CRLB) of the covariance with which the modal amplitude can be estimated it is reasonable to select the m rows of
the mode shapes (sensor locations) such that the product in Eq. 30.13 has the largest determinant. The problem is seldom
solved by performing the required nonlinear optimization but it is, instead, approximated by removing, one at a time, the
sensor that “least contributes” to the determinant [4].

The EIM standard approach is as follows:

1. Obtain the eigenvectorsˆ—select n target modes where n 
 number of sensors, designate the matrix ˆT .
2. Form Q DˆT

Tˆ

3. Obtain the eigenvalues and eigenvectors of Q, namely, solve Q‰D‰ƒ

4. Compute E D diag(ˆT‰ƒ
� 1‰TˆT

T )
5. Eliminate the smallest value in E as well as the corresponding row in ˆT;
6. Repeat steps 2–5 until m positions are left.

30.3.2 Linear Independence Stress Field

Since the SDLV approach locates damage using stress fields generated by loads applied at sensor positions it appears
reasonable to examine the merit of locating sensors at the positions that lead to the most linearly independent stress fields.
Here we designate this sensor placement criterion as the LISF scheme. Methodology to organize the columns of a matrix
in an order that makes then most linearly independent is known as the subset selection problem. Let V be a real full rank
matrix. The objective is to find a column permutation matrix … so that V is reordered as
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Vm�n… D �
V1m�k V2m�.n�k/

�
(30.14)

where V1 contains k most linearly independent column vectors and V2 is the rest. There are different algorithms to obtain the
subset V1. Here we use a subset selection method presented in [5] which is described next:

1. Perform a QR decomposition with column pivoting to obtain an initial permutation …. Let the upper triangular matrix

obtained be R D
�
Rk Bk
0 Ck

�
;

Let ei be the ith column of the identity matrix so that Ckej is the jth column of Ck and eT
i R� 1

k is the ith row of R� 1
k .

2. While there exist i and j

3. If
q�
R�1
k Bk

�2
i;j

C ��Ckej
��2
2

��eTi R�1
k

��2
2
> 1 switch columns i and j C k of R: QR D R…i;jCk;

4. Retriangularize: QR D Qi;jCkR;
5. Update:…D……i,j C k;
6. End while

Obtain V1 from Vm � n *…D (V1m � k V2m � (n � k))

30.4 Criterion to Compare Performance

We compare performance by illustrating the total number of structural elements that have a normalized stress field less than
10 % of the maximum. This is a reasonable metric because the SDLV approach locates the damage as elements where the
stress (for the SDLV loading) is below a certain threshold.

30.5 Numerical Examination

The structure considered is the 2-D truss shown in Fig. 30.1. The mass distribution (used to compute mode shapes) is given
in Table 30.1.

Fig. 30.1 Truss model
(A D 0.5 m2, E D 200 GPa)

Table 30.1 Masses Mass 0.75M M M 1.5M

Nodes 2, 21 1, 22 4, 6, 8, 10, 12, 14, 16, 18, 20 3, 5, 7, 9, 11, 13, 15, 17, 19
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Fig. 30.2 Sensor placements

Table 30.2 Total number of
potential damaged elements

Number of modes included 5 6 7 8 9

EIM 272 337 321 243 304
LISF 287 298 347 290 234
User’s 355 186 113 101 101

Table 30.3 Number of cases
where the damaged element was
missed (out of 51)

Number of modes 5 6 7 8 9

EIM 0 3 2 6 0
LISF 0 2 4 12 0
User’s 1 0 11 0 0

30.5.1 Sensor Placements Results

We select nine sensors and find that the sensor placements for the strategies considered are as shown in Fig. 30.2.

30.5.2 Damage Scenarios

We apply single damage with 50 % reduction in stiffness at each element one by one.

30.5.3 Summary of Results

Table 30.2 shows the total number elements in the potentially damaged set for the 51 different damage scenarios and
Table 30.3 indicates the number of cases where the damaged element is not included in the PD set.

Finally, Fig. 30.3 shows the histogram of the ranking of the damaged element based on the WSI results.
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Fig. 30.3 Histogram of damaged element ranking (based on WSI)

Fig. 30.4 Sensor placement deemed poor by the LSF approach

Table 30.4 Total number of potential damaged elements for the
arrangement of Fig. 30.5

Number of modes 5 6 7 8 9

Sum of elements in PD sets 500 489 562 687 522

30.5.4 Discussion

The results shown do not provide evidence to suggest the superiority of EMI or the LSF. In fact, although poorer when five
modes are used, the user selected distribution actually outperformed both EMI and LSF in all other cases. While we cannot
offer definite assertions at this point because the examination is currently ongoing, we’re under the impression that the results
from the algorithm used to reorder the stress field columns are suspect.

To determine whether a position that was deemed poor by the LSF approach actually performed poorly we examined
the configuration is depicted in Fig.30.4. The results on the sum of all the elements in the potential damage set are given in
Table 30.4 and, as can be seen, the arrangement does in fact perform poorly, with an increase of around 60 % in the total
elements on the PD set when compared to the results in Table 30.2.
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30.6 Concluding Comments

A strategy based on placing the sensors so that the stress fields that are generated by unit loads acting at each of the
coordinates are as linearly independent as possible seemed to be a rational criterion for damage localization using the SDLV
approach. Exploratory results obtained on a 2-D truss did not, however, provided the anticipated confirmation. As noted,
it may be that the implementation of the linear stress field concept realized in the numerical example is suspect. Another
reason that needs to be examined is that the approximation in the loading from modal truncation may be strongly dependent
on sensor placements. Specifically, it may be that arrangement X is better than Y when the DLV is correct but in practice the
reverse may be found because error from truncation in the estimation of the loading is higher in X and it may dominate the
solution. Studies to clarify this matter are part of the ongoing research.
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Chapter 31
Diaphragm Flexibility in Floor Spectra

D. Bernal, E. Cabrera, and E. Rodríguez

Abstract When a secondary system is attached to the floor of a structure its earthquake imposed demands derive from
the motion at the attachment points. Computation of these motions is typically carried out on the premise that the floor is
rigid in its own plane and that the modification of the floor motion due to interaction can be neglected. While interaction
can in fact be expected to be negligible for light secondary systems, it is not clear whether the flexibility of the floor slab
in its own plane can have significant effects on the floor spectra at frequencies that may be relevant for the seismic review
of the attachment. This paper investigates the matter using seismic response data from an instrumented building that has
four sensors measuring horizontal motion in a level. Specifically, the paper computes the floor spectra for the measurements
and compares them with that obtained when the input signal is reconstructed from the other accelerometers on the premise
of rigid behavior. It is shown that the frequency range where the deviations become significant is sufficiently low to be of
practical importance.

Keywords Diaphragms • Floor spectra • Earthquake • Secondary systems

31.1 Introduction

In the design of buildings for earthquake loads it is customary to assume that the floors can be treated as rigid in the horizontal
plane. This assumption leads to an approximation of the building dynamics with a model that has only three inertial degrees
of freedom per floor. A significant number of studies have been carried out to investigate the error that can result from
this assumption when it comes to the distribution of the inertial forces to the lateral force resisting subsystems [1–4]. As
one gathers from qualitative inspection, the assumption of a rigid floor becomes suspect as the floor aspect ratio increases
or in those cases where there are large holes in the floor system that can contribute to in plane deformability. There is, of
course, also the issue of building plans in the shape of L’s or T’s that often require special treatment. Seismic codes provide
simplified guidelines indicating when the deformability of a floor system needs to be considered in the distribution of the
inertial forces and when it is acceptable to treat the floor as a rigid diaphragm [5, 6]. Needless to say, the potential importance
of floor deformability is not just a function of the geometry, or of the structural details of the floor, but depends also on the
stiffness of the lateral load resisting systems.

This paper is concerned with floor flexibility in the horizontal plane but not from the perspective of the effect on the
lateral load distribution. Instead, the focus is on the adequacy of the rigid diaphragm assumption regarding the prediction
of floor spectra. The term floor spectra is used to describe the spectra associated with motions taking place at points within
structures; reference to the floor coming from the fact that in the majority of cases the points of interest are in the floors.
Floor spectra are or interest when equipment or some other secondary system is to be attached to a floor and it is of interest to
determine the demands that it will undergo during seismic excitation of the building. In the majority of cases the secondary
system is light and the interaction forces can be neglected without introducing undue error i.e. the movement at the point
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where the item is connected to the floor is computed by analyzing the building without the attachment. Although we operate
under this premise it is opportune to note that non-negligible error from neglecting interaction can arise when the natural
frequency of the attachment coincides with that of some mode of the system. Our specific interest here is to inspect the
adequacy of the rigid diaphragm assumption in the computation of floor spectra. In this regard the qualitatively behavior can
be anticipated without the need for analysis. Namely, the measured motion will be very close to the motion predicted by
the rigid floor model at low frequencies and, as the frequency increases the motions will deviate. The question of practical
interest is whether or not the frequency at which the motions begin to deviate is sufficiently low to be practically relevant and
also whether the magnitude of the deviations are likely to be sufficiently large to be important. It is evident that the answers
to these questions depend on the specific configuration of the building and the natural frequency of the attachment. We note
that the purpose here is not to provide design guidelines or adjustments to rigid floor estimates of floor spectra but simply to
determine if the matter is likely relevant in buildings of typical dimensions.

31.2 Experimental Examination

The California Strong Motion Instrumentation Program (CSMIP) has a large number of instrumented buildings and there is
a subset for which some levels have more than three accelerometers measuring motion in the horizontal plane. Most of these
buildings have been subjected to earthquakes and the measured response provides the data that is needed to examine the
range of frequencies for which the rigid floor assumption is valid. As is evident, if the floor were perfectly rigid there would
only be three independent motions in the horizontal plane. A measure of the accuracy of the rigid floor assumption is thus
given by comparing the response that is measured at any sensor with that which is reconstructed from the other locations. To
make the comparison most transparent it is best to perform the comparison at the level of the response spectra of the signals.
To explore this matter we’ve taken the building depicted in Fig. 31.1. Since the relative stiffness of the floor to the lateral
load resisting system has a role to play we look at the lowest and highest diaphragms in this structure, namely, level #2 and
the roof (level #6). We examine the response to the Chino hills earthquake and focus on the response in the N-S direction.
In this direction there are three parallel sensors and it is thus possible to predict using two at a time the other sensor (on the
assumption or rigid floor). The results are shown in Figs. 31.2 and 31.3. Figure 31.2 shows that at level #2 the rigid floor
assumption is valid up to approximately 2 Hz and Fig. 31.3 shows that in the roof (which is stiffer in relative terms due to
the increased flexibility of the lateral load resisting system) the match extends to approximately 3 Hz. These frequencies are
(perhaps) surprisingly low and suggest that flexibility in the horizontal plane may be relevant in floor spectra calculations in
the frequency range where most attachments are likely to resonate.

31.3 A Simplified Model

Although the discrepancies in Figs. 31.2 and 31.3 are an indication that the diaphragm is not rigid, assigning significance to
the magnitude of the discrepancies is somewhat difficult because the reconstructed response cannot be assumed to be equal
to the response for the rigid floor assumption. What we opted to do to gain some insight into the likely magnitude was to
formulate a model of a one-story structure where the diaphragm is modeled as a beam. The schematic illustration is depicted
in Fig. 31.4.

The beam itself is modeled using 100 elements and bending and shear deformations are considered. The properties
assigned to the model were taken to mimic those of the floors of the building in Fig. 31.1. While it is evident that the one
level model cannot capture the complexity of the motion in the actual building we checked the reasonableness of the model by
confirming that the spectra of measured vs. reconstructed values, computed in the same manner as was done for the building,
illustrated coincidence in approximately the same frequency band. The results for this analysis are depicted in Fig. 31.5.

31.4 Results

Having gained some confidence on the reasonableness of the beam model we then compute, with the model, the floor spectra
for the flexible and the rigid diaphragm model at the centerline of the beam and plot the results in Fig. 31.6. Note that at
a frequency is 5 Hz (in the second floor) the rigid floor sub-estimates the spectral amplitude by a factor of nearly 5, which
needless to say, is quite large.
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Fig. 31.1 Building selected for examination [taken with permission from the website of the California Strong motion Instrumentation Program
(CSMIP)]
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Fig. 31.2 Floor response spectra for the building of Fig. 31.1, level #2
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Fig. 31.3 Floor response spectra for the building of Fig. 31.1, level #6

Fig. 31.4 Schematic illustration
of a diaphragm with the lateral
load resisting systems
represented as springs
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Fig. 31.5 Spectra computed at the centerline of the beam model for the diaphragm (RDA D rigid diaphragm assumption)
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Fig. 31.6 Floor spectra for 2 % damping at the centerline of the diaphragm modeled as a beam (left D relative stiffness approximates level-2
right D approximates the roof)

31.5 Conclusions

Examination shows that floor spectra computed from measurements and from responses reconstructed on the premise of rigid
floor response can differ for frequencies that are much lower than the writers anticipated prior to the analysis. In the particular
building considered, whose aspect ratio is around 4, the cutoff in the lower level is found to be 2 Hz and around 3 Hz in the
roof. The take away from this exploratory examination is that if one is interested in accurate floor spectra for checking some
sensitive attachment then diaphragm flexibility may play an important role, even at relatively low frequencies.
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Chapter 32
Use of Zernike Polynomials for Modal Vector Correlation of Small
Turbine Blades

Jonathan Salerno and Peter Avitabile

Abstract Correlation of modal data using the Modal Assurance Criterion (MAC) is difficult under the best of circumstances.
This is especially true for very small structures such as turbine blades. Considering the typical geometric variation in
overall blade geometry, the sensitivity of point location geometric variation can have a detrimental effect on the stated
mode correlation using MAC. However, visual interpretation can indicate very similar shapes whereas MAC using detailed
discrete points for a large number of points typically obtained from optical measuring systems may not yield suitable MAC
values.

Recently, imaging techniques have been proven to be useful in correlating mode shapes of structures. The imaging
techniques used here, specifically Zernike Polynomials (ZPs) and Zernike Moment Descriptors (ZMDs), are utilized as a
mechanism to decompose modal vectors of structures that have geometric point locations that do not all accurately align
with each other followed by correlating the ZMDs with a traditional MAC. Several cases are shown with analytical models
to show the usefulness of the approach as well as with actual data obtained from small turbine blades tested using laser
holography techniques.

Keywords Vector correlation • MAC • Zernike Polynomials

Nomenclature

p Represents the radial order of the polynomial
q Represents the angular frequency of the polynomial
x X-coordinate
y Y-coordinate
¡ Radial vector from origin
‚ Counter-clockwise angle from X-axis
I Represents

p
-1

V Equivalent to R and refers to Zernike Polynomials
œn The normalization factor for a discrete image equivalent to the number of pixels located within the unit circle
V Original set of non-orthogonal linearly independent functions
U Gram-Schmidt orthogonal functions
E Gram-Schmidt orthogonal and normalized functions
K Indicates the function being processed
[A] Matrix of ZPs (Each column represents a p,q set)
fXKg Vector of ZMDs
fBKg Kth Modal vector
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32.1 Introduction

Correlation of modal data using the Modal Assurance Criterion (MAC) [1] is difficult under the best of circumstances.
Difficulties in shape comparison are amplified by the identification of geometric points used to identify mode shapes. Small
differences in the actual geometric point location can produce noticeable differences in the MAC results. This effect is
significantly amplified in small structures where very small differences in point location are large in relation to the ratio of
adjacent points describing the geometry.

This is true for very small structures such as turbine blades. For instance, in the validation of replacement turbine blades,
the individual blades need to be correlated to a large group (30 or more) of similarly made turbine blades. Extraction of
frequencies and mode shapes for the set of modes of concern (up to 20 or more modes), and correlation of all turbine blades
in the “lot” to each other using MAC is a significant undertaking. Considering the typical geometric variation in overall blade
geometry, the sensitivity of point location geometric variation can have a detrimental effect on the stated mode correlation
using MAC. However, visual interpretation can indicate very similar shape whereas MAC, using detailed discrete points for
a large number of points, may not yield suitable MAC values. (For these turbine blade applications, use of laser holography
techniques to acquire mode shapes always produces data sets with an extremely large number of physical points to describe
the entire geometry.)

Generally, thousands of physical points may not be necessary to identify the shape. A more compact description of the
shape is needed. Several imaging techniques may be better suited to cast the shape information in a more compact form.
The work here focuses on casting the shape information in a more compact form using Zernike Polynomials (ZPs) and
Zernike Moment Descriptors (ZMDs), which were developed by Zernike [2] and primarily used in optical measurements.
By utilizing ZPs, which are a defined by a set of infinite polynomials formulated over a unit circle, the modal vector can
be decomposed to represent a summation of ZPs with coefficients equivalent to the ZMDs up to order ‘p’. Because the
ZMDs can be represented as a vector for each mode, a traditional MAC, which was developed by Allemang [1] and is a tool
to determine the correlation between two vectors, is utilized to compare the ZMDs of one system to a similar system that
utilizes a different portion of the pattern.

This work utilizes the documented work completed by Wang, Mottershead, and Mares [3] in examining finite element
models with ZPs and ZMDs in correlating the original modal vector to that reproduced by the reconstruction from the ZMDs.
Utilizing this work, a study of the utilization of ZPs and ZMDs as a resource in decomposing modal vectors of structures
that do not have accurately aligned geometric point locations, and with the correlation being performed with a traditional
MAC, is examined. By examining analytical and experimental case studies, this work shows advantages in using Zernike
Polynomials in correlating objects with small geometric differences due to manufacturing differences when compared to a
traditional MAC correlation.

32.2 Theoretical Background

The theoretical background is described in [2]. However, the majority of the theory in this section is summarized from [3]
where a significant amount of work was done. This theory is summarized here for completeness of the paper.

32.2.1 Zernike Polynomials

The theory presented here for ZPs are summarized from Wang, Mottershead, and Mares [3] and are commonly available;
the theory is only summarized here with details found in the references. ZPs are an infinite set of orthogonal, complex
polynomials defined over the unit circle [2]. ZPs can be expressed mathematically as,

Vp;q .x; y/ D Vp;q .�; �/ D Rp;q .�/ e
iq� (32.1)

Equation 32.1 shows that the polynomials can be defined in Cartesian or Polar coordinates. The variable Rp,q(¡) of Eq. 32.1
is defined in [2] as,
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Equation 32.2 shows that for Rp,q(¡) the result is equivalent to Rp,-q(¡). ZPs have been proven to satisfy the condition for
orthogonality [4],

“

x2Cy2�1
V �
p;q .x; y/ Vp0

;q
0 .x; y/ dxdy D �

p C 1
ıp;p0 ıq;q0 (32.3)

or in polar coordinates as [5],
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Equation 32.4 proves that the orthogonality condition can only be achieved in a continuous fashion or for an analog image
over the unit circle. Therefore, for discrete data or a digital image the condition for orthogonality cannot be achieved but can
be approximated if the discrete data is dense.

32.2.2 Zernike Moment Descriptors

The theory presented here for ZPs are summarized from Wang, Mottershead, and Mares [3] and are commonly available.
ZMDs are the coefficients of ZPs that are able to reconstruct an image I(x,y). ZMDs are defined as,

Zp;q D p C 1

�

“

x2Cy2�1
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or in polar coordinates as,
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For convenience Eq. 32.6 can be recast such that V�
p;qis real-valued, shown as,
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Equation 32.7 shows that ZMDs are the inner product of the image I(x,y) and set of complete orthogonal ZPs. Therefore,
the image I(x,y) can be reconstructed by summing together the product of the ZMDs with the Zernike Polynomials [6].

I .�; �/ D
1X
pD0

X
q

Zp;qVp;q .�; �/ (32.8)

Because Eq. 32.8 requires an infinite order of polynomials to accurately represent the image I(x,y), the order of the
polynomial needs to be truncated to a pmax order such that results can be computed. However, errors are prevalent in the
reconstructed image due to the truncation. In addition to the error related with utilizing a pmax order of ZPs, there is an error
in approximating the double integral solution of Eq. 32.5 for a discrete image, shown as,

I .�; �/ D p C 1
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Equation 32.9 is necessary for an image I(x,y) that cannot be directly integrated [7]. The normalization factor replaces the
  term of Eq. 32.5, because the area inside a unit circle is equivalent to  .
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32.2.3 Additional Processing

To solve for the Zernike Moment Descriptors a Least Squares Solution (LSQ) is used as an error minimizing solution to a
system of equations. For this study an LSQ is utilized to solve the system of equations represented by,

ŒA� fXKg D fBKg : (32.10)

Prior to the formulation of the Zernike Polynomials, a system that is discretized and not defined over the entire area of a
unit circle should be mapped to a unit circle. This mapping process attempts to preserve the shape features of the original
structure while encompassing as much area of the unit circle as possible, to best reduce geometric errors in calculating ZPs
and ZMDs [8]. This is an important step in the process and is detailed in [3].

Since, a finite number of Zernike Polynomials are being utilized in the process the orthogonality of the polynomials are
lost. To maintain orthogonality, a Gram-Schmidt Orthogonalization is performed, as defined in [9].

32.2.4 Modal Assurance Criterion

The Modal Assurance Criterion (MAC) is used to determine the amount of correlation that exists between two vectors. For
this study MAC is used to determine the correlation between a modal vector and the same modal vector that is reconstructed
from increasing orders of GSZPs. MAC is defined as,
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i 
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The results of a MAC produce values on a scale from zero to one. Values close to one represent strong correlation, while
values close to zero represent poor correlation. The results of MAC calculations are plotted in the form of a three-dimensional
matrix. Another type of MAC is a MAC which computes a MAC for all the vectors of a matrix. A MAC will be used to
correlate a matrix of ZMDs for one structure and a matrix of ZMDs for a similar structure.

32.2.5 Mode Shape Decomposition

To analyze the modal information, the out of plane mode shapes of the object must be decomposed to determine the linear
combination of GSZPs with coefficients equivalent to ZMDs that best represent the mode shapes. This decomposition is
performed within MATLAB

®
[11].

To determine the appropriate order of polynomials used for each mode shape, each individual mode shape is decomposed
utilizing GSZPs with the results being the ZMDs from an LSQ. This decomposition is then reconstructed to approximate the
original mode shape. This reconstructed mode shape is then compared to the original mode shape utilizing a calculation of
the MAC. Once the MAC calculation presents a result greater than or equal to 0.99 the appropriate order of polynomials are
determined. From the order of the polynomials the number of polynomials [12] used can be calculated as,

#of Polynomials D Order2 C 2 	Order COrder

2
C 1 (32.12)

Equation 32.12 determines the number of Polynomials from the Polynomial Order.
In correlating two models the same number of polynomials must be utilized such that the MAC calculation can be

performed. Therefore, the maximum order of polynomials appropriate for the models being correlated are utilized in the
decomposition of the mode shapes for each. Each mode shape is then decomposed in two fashions.

The first scheme for mode shape decomposition involves utilizing the full order of polynomials to decompose the mode
shapes. This decomposition scheme is shown in Fig. 32.1. Figure 32.1 shows the first scheme for mode shape decomposition.
Each column represents a mode of the model being analyzed with each row representing a ZMD of a (p,q) polynomial.
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Fig. 32.1 Full order
decomposition to evaluate ZMDs

Fig. 32.2 Truncated order
decomposition to evaluate ZMDs

The second scheme for mode shape decomposition involves utilizing a truncated order of polynomials to decompose the
mode shapes. The truncated order is determined from the initial determination of the appropriate order of polynomials for
each mode shape. Prior to the LSQ the polynomials that are higher than the order appropriate for the mode shape being
analyzed are zeroed out. This decomposition scheme is shown in Fig. 32.2. This figure shows the second scheme for mode
shape decomposition. Each column represents a mode of the model being analyzed with each row representing a ZMD of a
(p,q) polynomial. The results of these mode shape decomposition schemes are utilized in the correlation of models presented
in this work. The ZMDs for each scheme and model are compared to subsequent models utilizing a MAC calculation.

32.3 Test Case Studied: Analytical

32.3.1 Model Description

For the case study analyzed, a Finite Element Model (FEM) referred to as the nominal model was created utilizing FEMAP
®

and processed using NX Nastran
®

[13]. The nominal model is used as a generic model with the subsequent model employing
perturbations to the nominal model with differences between models related to length and width which mimic what is
expected in a true manufacturing situation. Table 32.1 lists the parameters used for the creation of the nominal model. The
nominal model is shown in Fig. 32.3; the model is fixed at the left edge. Utilizing FEMAP with Nastran NX, an eigensolution
was computed for the nominal model; the results of the eigensolution for out of plane mode shapes of the nominal model are
shown in Fig. 32.4.

Considering the subsequent models are similar to the nominal model with length and width differences, the mode shape
results of the eigensolution are considered to be similar for the subsequent models. Notice as the mode shapes increase in
frequency the shape becomes more complex and this becomes the problem when performing a MAC between two blades
that have small geometry differences; each individual point on the structure will have differences in the actual shape value
distorting the MAC but visually the mode shapes are very similar to one another.
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Table 32.1 Nominal model
parameters

Length [in.] 5.5
Width [in.] 3.5
Thickness [in.] 0.2
Number of elements (length) 110
Number of elements (width) 70
Number of nodes 7,881
Element dimensions (fixed) [in. � in.] 0.05 � 0.05
Material Aluminum
Density [lb/in3] 2.53881 E-4
Young’s Modulus [ksi] 9,900

Fig. 32.3 FEMAP model of
nominal model (triangles
represent fixed boundary
condition)

32.4 Nominal Model with Two Element Width and Height Difference

The decomposition of the nominal model is compared to the decomposition of a model with similar parameters to the nominal
model, but with a length of 5.4 in. and a width of 3.4 in. (compared to the nominal length of 5.5 in. and width of 3.5 in.). An
overlay of the models to display the difference in dimensions is shown in Fig. 32.5.

Utilizing a traditional MAC calculation, the correlation between the modal vectors of the nominal model and the modal
vectors of the smaller model were determined. The calculation of a MAC can only be performed if the geometric points of
both models are aligned, therefore various MAC calculations can result. Multiple geometric alignments were examined and
are shown in Fig. 32.6. Because of the axisymmetric nature and simplicity of the systems, the results of certain alignments
are identical. Specifically, Alignments 1 & 4, and Alignments 2 & 3 produce identical results. Therefore, to not reiterate
information, the MAC calculation that results from Alignments 1, 2, 5, and 6 are shown in Fig. 32.7a–d, respectively.
Figure 32.7 shows very clearly that as the mode number increases, and therefore the complexity of the mode shape increases,
the MAC utilizing geometric alignments shows degradation. Utilizing the results of the geometric alignment MAC as a
reference, the ZMDs for each model are correlated with a MAC. The results for these MAC calculations are shown in
Fig. 32.8a, b.

Figure 32.8 shows that utilizing 276 terms compared to the 7,521 nodes utilized in the Modal Vector MAC, a high level of
correlation is achieved for the Zernike decomposition of each model’s mode shapes. These results also show low correlation
on the off diagonals, which is expected. The differences between the full (a) and truncated (b) Zernike vectors are related to
the LSQ. An important note is that the 24th, 25th, 36th, and 37th modes show a low correlation in respect to the other modes.
This result can be associated to actual differences in the mode shape.

Comparing the results of Fig. 32.7 to those of Fig. 32.8, the MAC of a matrix of ZMDs are shown to be capable of
correlating mode shapes, while not degrading at higher modes unlike a traditional MAC, which has been shown to degrade
depending on geometric alignment. This lack of degradation of the ZMDs is due to the inherent similarity of the mode shapes
and that during the decomposition of the mode shapes, the same GSZPs are utilized to decompose each shape.

In addition to this case, additional cases were examined in [14]. One case included the decomposition of the nominal
model compared to the decomposition of the nominal model with a perturbation resulting in one element less in the width
and the same height. This comparison showed similar results to those shown in this paper, where the MAC of the ZMDs
resulted in a higher correlation. A case comparing two of the same models, but one with far fewer points describing the
mode shapes, resulted in a correlation that steadily degraded as the mode number increased due to the lack of mode shape
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Fig. 32.4 Nominal model out of
X-Y plane mode shapes 1–38
(Numbered L–R, top–bottom)

description, for the model with fewer points. Another case involved comparing two of the same models, but each utilizing a
different set of points. A series of cases were examined where the aspect ratio of the models were adjusted. The aspect ratio
of the models is considered to be the proportionality between the larger dimension to the smaller dimension. The results of
these cases showed that as the aspect ratio from one model to the next started to differ the correlation utilizing ZMDs shows
degradation due to the lack of similarity between sectors created during the coordinate mapping.

32.5 Test Case Studied: Experimental

32.5.1 Structure Description

Experimental test results were correlated using the Zernike decomposition of the mode shapes examined. The experimental
test results were obtained from the testing of two large IGT turbine blades with dimensions approximately equal to a chord
length of 5 in. and a height of 11 in. These blades were not part of an official correlation study and therefore the data is not
expected to be of the highest quality but were specimens that provided data that could be used without restriction. The blades
were tested utilizing Laser Holography with an excitation provided by an acoustic horn. The approximate fixturing for the
blades and an image of one of the blades tested are shown in Fig. 32.9. The test results for these blades were kindly provided
by an un-named anonymous blade manufacturer.

The test results for one IGT Turbine Blade (Referred to as IGT Turbine Blade 1) were correlated to a similar turbine blade
with manufacturing differences (Referred to as IGT Turbine Blade 2). The mode shapes pertaining to IGT Turbine Blades
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1 & 2 are shown in Fig. 32.10a, b. A comparison of the geometries for each turbine blade is shown in Fig. 32.11. Figure 32.11
shows that the data points for each blade differ; specifically, Blade 1 has 162,504 data points and Blade 2 has 165,564 data
points. Therefore, to utilize a traditional MAC calculation, an alignment was necessary and various cases were examined.
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Fig. 32.7 Modal vector MAC calculation for various alignments of nominal model to 5.400� 3.400 model (a) alignment 1 (b) alignment 2
(c) alignment 5 (d) alignment 6

32.5.2 Correlation of IGT Blade 1 to IGT Blade 2 Alignment 1

The alignment utilized for this correlation shall be referred to as Alignment 1 and is shown in Fig. 32.12. Alignment 1
clearly omits many of the points pertaining to Blade 2, and some of Blade 1. However, three of the four edges of the blades
are matched up, which should allow for a high correlation. The MAC that results from Alignment 1 is shown in Fig. 32.13.
Utilizing the resultant MAC, a comparison to the GSZPs MAC was performed. The comparison performed involved the
subtraction of the MAC of Alignment 1 from the GSZPs MAC utilizing only the modes of high correlation, the modes of
high correlation are shown in Fig. 32.14. The results showing the difference are shown in Fig. 32.15 with the vertical axes
equivalent to 0.2 and �0.2 to best present the results. If a positive number is shown, the GSZP MAC was higher by that
value, while a negative number shows the Modal MAC of Alignment 1 being higher by the absolute value of that number.
Figure 32.15 shows that the GSZP MAC is considerably higher than the Alignment 1 Modal MAC for a majority of the modes
with high correlation, along with having a higher average MAC (GSZP D 0.8152 [full] or 0.8163 [trunc]; Modal D 0.7618).
Additionally, the amount of data being correlated drops from over 100,000 to approximately 230, which is a drastic reduction
of over 99 % that preserves the modal data to a high degree and requires no alignment of the nodes.
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Fig. 32.8 (a) MAC of 22 orders of ZMDs for nominal model to 5.400� 3.400 model [full] (b) MAC of 22 orders of ZMDs for nominal model to
5.400� 3.400 model [truncated]

Fig. 32.9 IGT turbine blade
testing configuration

32.5.3 Correlation of IGT Blade 1 to IGT Blade 2 Alignment 2

The alignment utilized for this correlation shall be referred to as Alignment 2 and is shown in Fig. 32.16. Alignment 2 also
omits many points pertaining of Blade 2, and some of Blade 1. However, the points selected as node pairs occupy a central
region and are not biased towards a particular edge. The MAC that results from Alignment 2 is shown in Fig. 32.17. Utilizing
the resultant MAC, a comparison to the GSZPs MAC was performed.

The comparison performed involved the subtraction of the MAC of Alignment 2 from the GSZPs MAC utilizing only
the modes of high correlation (Fig. 32.14), because the difference between these terms is the most important. The results
showing the difference are shown in Fig. 32.18 with the vertical axes equivalent to 0.05 and �0.05 to best present the results.
If a positive number is shown, the GSZP MAC was higher by that value, while a negative number shows the Modal MAC of
Alignment 2 being higher by the absolute value of that number.
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Fig. 32.10 IGT turbine blade mode shapes 1–20 (numbered L–R, top–bottom) (a) IGT turbine blade 1 (b) IGT turbine blade 2
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Figure 32.18 shows that the differences between the GSZP MAC and the Alignment 2 Modal MAC are fluctuating for
the modes with high correlation; however, the Alignment 2 Modal MAC has a higher average MAC (GSZP D 0.8152 [full]
or 0.8163 [trunc]; Modal D 0.8202), which suggests better correlation. But, the amount of data being correlated still drops
from over 100,000 to approximately 230, which is a drastic reduction of over 99 % that still preserves the modal data to a
high degree and requires no alignment of the nodes.

32.5.4 Correlation of IGT Blade 1 to IGT Blade 2 Alignment 3

The alignment utilized for this correlation shall be referred to as Alignment 3 and is shown in Fig. 32.19. Alignment 3 omits
many of the points pertaining to both Blades 1 and 2 in an attempt to match three of the four edges. The MAC that results
from Alignment 3 is shown in Fig. 32.20. Utilizing the resultant MAC, a comparison to the GSZPs MAC was performed.
The comparison performed involved the subtraction of the MAC of Alignment 3 from the GSZPs MAC utilizing only the
modes of high correlation (Fig. 32.14), because the difference between these terms is the most important. The results showing
the difference are shown in Fig. 32.21 with the vertical axes equivalent to 0.05 and �0.05 to best present the results. If a
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positive number is shown, the GSZP MAC was higher by that value, while a negative number shows the Modal MAC of
Alignment 3 being higher by the absolute value of that number. Figure 32.21 shows that the Alignment 3 Modal MAC is
higher than the GSZP MAC for a majority of the modes with high correlation, along with having a higher average MAC
(GSZP D 0.8152 [full] or 0.8163 [trunc]; Modal D 0.8207). Once again, the amount of data being correlated drops from over
100,000 to approximately 230, which is a drastic reduction of over 99 % that preserves the modal data to a high degree and
requires no alignment of the nodes.
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Fig. 32.19 Turbine blade
experimental data alignment 3
[nodes used for MAC D 158,231]

32.5.5 Comparison of Results

Obviously, only a few alignments considered were presented in this paper for illustration purposes and due to space
restrictions. Many iterations of alignments were performed to obtain an optimal and suboptimal configuration shown here.
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The issue is that the blades differ in size and many different alignments need to be considered using the traditional MAC
with the large number of data points obtained with the laser holography approach. The alignments used1 also varied the
amount of nodes paired and the respective locations of the nodes. These alignments resulted in different correlations as seen
with the analytical cases shown. Specifically, depending on the alignment utilized and the mode shapes being analyzed, no
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Table 32.2 Comparison of
average MAC GSZP and
alignments

Average MAC % Error

Full set Truncated set Full set Truncated set

GSZP 0.8153 0.8165 � �
Alignment 1 0.7618 �6:562 �6:699
Alignment 2 0.8202 0:601 0:453

Alignment 3 0.8207 0:662 0:514

one alignment was adequate in producing the highest correlation for the mode shapes. However, the GSZPs were able to
achieve results that were essentially equivalent to those produced by alignments optimized for a high correlation, as shown
in Table 32.2 with no regard for the specific alignment of the two blades. Additionally, the GSZPs were able to reduce the
number of effective points needed in the correlation by over 99 %. The cases presented clearly illustrate the usefulness of the
approach.

32.6 Conclusion

The traditional Modal Assurance Criteria (MAC) results present difficulties when a very large number of points exist and no
one geometric correlation is known; the MAC results are very sensitive to the geometric alignment used for the comparison
of modes. This is compounded when many different test specimens need to be evaluated that have small manufacturing
differences such as those observed with the turbine blades studied in this work.

This paper presented a methodology for correlating modal vectors of turbine blade like structures (that inherently have
manufacturing differences) utilizing Zernike Polynomials. The results show that the proposed approach is inherently better
than the results obtained from a traditional MAC and the difficulty with geometric alignment is overcome by the approach.

The results also show that for a correlation utilizing a traditional MAC, multiple different correlations occur. However,
by utilizing Zernike Polynomials in the correlation method described, a single correlation results for a particular blade pair.
Another very significant benefit is that the large number of data points obtained is effectively reduced to retain the important
features related to each of the particular modes of the structure; this allows for dramatically reduced size of the modal vector
description. Although there is still additional effort required for this methodology to be widely used, the initial results and
cases described in this paper show very good results overall and warrant additional investigations.

While this paper presented results for a turbine blade application, the approach using Zernike Polynomials will have
application to many different types of structures and applications.
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Chapter 33
Modeling of Flexible Tactical Aerospace Vehicle
for Hardware-in-Loop Simulations

Yadunath Gupta, Pulak Halder, and Siddhartha Mukhopadhyay

Abstract Tactical aerospace vehicles with slender body configuration undergo deformations due to aerodynamic and
propulsive loads during flight. These deformations have considerable effects on flight dynamics. Sensors which provide
feedback to the control system measure the combined effect of rigid body motion and motion caused by structural
deformations at sensor locations. Thus control commands may also be influenced by structural deformations. This control-
structure interaction can lead to excessive oscillations in the vehicle or even structural failure. Such situation can be avoided
using either gain stabilization or phase stabilization in control design depending on mode frequency with respect to autopilot
bandwidth. Extensive simulation is needed for validation of control design. Though due to computational complexity in
flexibility dynamics, simulations are performed in non-real time, but it cannot encompass the effects of computational
and communication delays which have significant effect in phase stabilization. Thus realization of entire vehicle dynamics
including flexibility is needed in real-time (HIL Simulation). This research demonstrates a new model based approach for
the same using MATLAB/SIMULINK and OPAL-RT/RT-LAB. HIL Simulations with present model precisely reproduce
the results of previous flight failures due to divergent bending vibrations, which was not achieved using rigid body model
alone. The advantage of this research is to facilitate not only the validation of control software and embedded hardware
with advanced processors, but also its interaction with new generation composite airframes having significant uncertainty in
flexibility characteristics.

Keywords Hardware-in-loop simulation • Flexible aerospace vehicle • Mathematical modelling • Model based design
• Equations of motion

Nomenclature

v.x; t/, w.x; t/ Elastic displacement along y and z axis.
�yi .x/, �zi .x/ i th mode shape for pitch and yaw bending.
�0
yi
.x/, �0

zi .x/ i th mode slope for pitch and yaw bending.
qyi .t/, qzi .t/ Generalized coordinate along y and z axis associated with i th bending mode.
� Coordinate measured aft from gimbal point along the centre line of nozzle.
EVP , EVPe Inertial velocity vector of a point on the centre line of deformed vehicle structure and nozzle.
xcg x coordinate of centre of gravity (c.g.) of the complete vehicle.
Vx , Vy , Vz Components of inertial velocity of the vehicle c.g.
p, q, r Components of angular rates about vehicle c.g.
ı, � Nozzle deflection angles in pitch and yaw plane.
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l , le Length of the vehicle structure and the nozzle.
E Kinetic energy of the complete vehicle.
t Time
UFx , UFy , UFz Components of force due to potential energy.
UMx , UMy , UMz Components of moment about c.g. due to potential energy.
FAx , FAy , FAz Components of aerodynamic force.
MAy , MAz Aerodynamic moments about y and z axis.
FPx , FPy , FPz Components of propulsive force.
MPy , MPz Propulsive moments about y and z axis.
QAyi

, QAzi
Generalized aerodynamic forces along y and z axis associated with i th bending mode.

QPyi
, QPzi

Generalized propulsive forces along y and z axis associated with i th bending mode.
Ug Gravitational potential energy
Up Strain energy
U Total potential energy of the complete vehicle.
D Rayleigh’s dissipation function.
myi , mzi Generalized masses associated with i th mode of pitch and yaw plane bending.
�yi , �zi Damping ratios associated with i th mode of pitch and yaw plane bending.
�, � ,  Euler angles.
h Height of c.g. in earth fixed frame.
hP , hPe Height of any point on vehicle structure and nozzle in earth fixed frame.
mt Total mass of the complete vehicle.
me Nozzle mass
g Acceleration due to gravity
Se , Ie First and second mass moments of nozzle about the gimbal point.
VP=w Velocity of a point on vehicle structure relative to wind.
Vm=w Velocity of c.g. relative to wind.
˛, ˇ Angle of attack and side slip angle of undeformed vehicle in no wind condition.
˛w, ˇw Angle of attack and side slip angle due to wind velocity.
˛P , ˇP Local angle of attack and side slip angle of any point on vehicle structure.
˛T Total angle of attack of undeformed vehicle.
M Mach number
cd˛ Slope of local drag coefficient w.r.t. angle of attack.
cn˛ Slope of local normal force coefficient w.r.t. angle of attack.
Q Dynamic pressure
S Reference surface area
Te Thrust
Iyy , Izz Mass moment of inertia of the vehicle about z and y axis.
xins x coordinate of the sensor location.
ay , az Components of c.g. acceleration along y and z axis.
ay;ins , az;ins Accelerations measured by sensor along y and z axis.
qins , rins Angular rates measured by sensor about y and z axis.
.P/ Derivative w.r.t. time.
.R/ Double derivative w.r.t. time.

33.1 Introduction

In an aerospace vehicle designed for defence applications, such as a tactical aerospace vehicle, covertness is one of the
primary requirements. Detection by radars mainly depends on the cross sectional area of the vehicle. Thus to reduce the
radar visibility, vehicles are designed to have slender body configuration. Slender bodies also have the advantage of low
pressure drag. But this design has led to the appearance of structural flexibility in these vehicles. Vehicles undergo structural
deformation due to the effects of aerodynamic and propulsive loads acting on the vehicle during flight. These deformations
have considerable effects on flight dynamics [1]. The sensors mounted on the vehicle which provide feedback to the control
system measure the angular and translational motion, and their outputs indicate the combined effect of rigid body motion and
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Fig. 33.1 Block diagram of the hardware-in-loop simulation model

motion caused by structural deformations at the sensor locations. Thus the command signals generated by the control system
are also influenced by the structural deformations. This effect is known as control-system/structural-flexibility interaction.
Such an interaction can excite bending vibrations in the vehicle and may lead to excessive oscillations or even structural
failure. Thus to avoid such a situation, control structure interaction must be minimized. This can be done in two ways. First,
the sensor signals at the natural frequencies of vibration can be blocked so that the controller does not respond to the feedback
due to structural deformation (known as structural feedback). This method, called gain stabilization, depends upon structural
damping for energy removal and is used to avoid excessive oscillations due to high frequency modes. The primary task of
the control system is to direct the vehicle to a desired set of states by controlling its gross motion. To do so effectively, the
controller has to supply energy in a band of frequencies determined by control and guidance requirements. In general one or
more of the lowest frequency modes are not sufficiently separated from this band to permit gain stabilisation. The alternative,
phase stabilization, is to design the controller so that control forces are phased to remove energy from the modes. Most
designs employ both methods, with phase stabilization of low frequency modes and gain stabilization of higher frequency
modes.

Once a controller is designed, extensive preflight analysis and simulation is required as detecting anomalies in the design
prior to actual flight tests leads to significant cost and time savings. The efficacy of such simulation depends on how
realistically the simulation mimics the real-life operation of the vehicle. This necessitates an accurate mathematical modeling
of entire vehicle dynamics including flexibility effects. Because of the high computational complexity in flexible dynamics,
common validation practice is to simulate the rigid body dynamics in real time and flexible body dynamics in non-real time.
But in case of phase stabilized low frequency modes, effects of computational and communication delays which cannot be
accurately characterized using non-real time simulations, are significant. Thus simulation of flexible vehicle dynamics must
be done in real time including hardware in the loop.

Previously, Karkee et al. [2] have used distributed architecture and multi-rate modeling for real-time simulation of
off-road vehicles. Elmqvist et al. [3] have described the capabilities of Dymola and Modelica modeling language for real-
time simulation of detailed vehicle and powertrain dynamics. Schmidt et al. [4] have discussed the techniques of real-time
simulation for flexible aircraft. Number of techniques for modeling the dynamics of complex flexible structures are reported
in [5–10]. This research demonstrates a new model based approach for real-time simulation of the dynamics of flexible
aerospace vehicles. Furthermore, this modeling technique allows for the flexible degrees of freedom to be added to an
existing model of vehicle’s rigid body dynamics. The equations of motion are programmed using MATLAB/SIMULINK®

environment, and RT-LAB real-time simulator from OPAL-RT is used for simulation. A top level block diagram of the
simulation model is shown in Fig. 33.1. Multi-rate modeling is employed to optimize the computational requirements.
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The advantage of this research is to facilitate not only the validation of control software and embedded hardware with
advanced processors, but also its interaction with new generation composite airframes having significant uncertainty in
flexibility characteristics.

In Sect. 33.2, the governing equations and expressions for force and moments are derived. Simulations of the flight of a
representative aerospace vehicle are carried out for three different cases and the results are presented in Sect. 33.3. Conclusion
is given in Sect. 33.4.

33.2 Mathematical Model

In this section, equations of motion and bending of an aerospace vehicle are derived. The expressions of the forces and
moments due to gravitational, aerodynamic and propulsive loads are also computed. Motion is referenced to the mean axis
system which is a non-inertial reference frame moving with the body, as described by Waszak et al. [6]. This axis system
is referred to as “body frame” from hereafter and is shown in Fig. 33.2 along with the ground fixed inertial frame. This
axis system is the coordinate frame with respect to which the elastic deformations contribute no translational or rotational
momentum. Bending of the vehicle structure is approximated by the centre-line deflection of an equivalent free–free beam
with non-uniform mass and stiffness properties. The elastic displacement of the vehicle structure along y and z-axis is given
by v.x; t/ and w.x; t/ respectively. Using mode summation method, the deflection at a point can be approximated as:

v.x; t/ D
nX
iD1

�yi .x/qyi .t/ (33.1)

w.x; t/ D
nX

jD1
�zj .x/qzj .t/ (33.2)

Mode shapes �yi .x/, �zj .x/ are functions solely of the mass and stiffness properties exhibited at a particular time in the
trajectory. Mode shapes are considered to be known from the finite element analysis or ground resonance test of the vehicle.
It is assumed that the mode shapes are computed with engine mass decoupled (removed) from the vehicle structure and they
are normalized with respect to the tail. Dynamical effects of the engine mass are included through inertial coupling in the
equations of motion. The generalised coordinates qyi .t/, qzj .t/ represent the independent degrees of freedom. Positive value
of a generalised coordinate represents positive tail deflection along the corresponding axis.

Fig. 33.2 Inertial frame and
body frame of reference
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Fig. 33.3 Nozzle fixed axis and
deflection angles

In case of the vehicle considered for study, control forces are produced by swivelling the nozzle of the engine by angles
ı and � in pitch and yaw plane respectively, in response to the commands provided by the autopilot. Positive deflection of
nozzle produces negative transverse force in the corresponding plane. The nozzle fixed axis � and the deflection angles are
shown in Fig. 33.3. Effects of propellant sloshing are not considered in the derivation.

The derivation of the equations of motion is based on the variational procedure adopted from [5].

33.2.1 Lagrange’s Equations

The general form of Lagrange’s equations for motion referenced to an inertial frame has been derived in [11]. These equations
are transformed to a form which is valid in rotating reference frame using the transformation as given in [12]. After the
transformation, Lagrange’s equations for the rigid body degrees of freedom (translation in x, y and z, and rotation about y
and z) have the following form:

d

dt
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Lagrange’s equations for bending degrees of freedom do not change when transformed and have the form

d
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Here D, the Rayleigh’s dissipation function, accounts for viscous damping in the system. It has been assumed to be of the
following form:

D D
nX
iD1

myi �yi !yi Pq2yi .t/C
nX

jD1
mzj �zj !zj Pq2zj .t/ (33.10)

33.2.2 Kinetic Energy

It is assumed that the mass of the vehicle is distributed along its structural centre line. Thus the total kinetic energy of the
vehicle is equal to the integration of kinetic energies of the particles over the length of the vehicle. The vehicle is assumed
to be roll controlled, so the roll rate and roll angle are taken to be zero. The inertial velocity of a point on the centre line of
vehicle structure can be expressed as:

EVP D
2
4
VPx
VPy

VP z

3
5 D

2
6666664

Vx � Pxcg C q
nP

jD1
�zj qzj � r

nP
iD1

�yi qyi

Vy C
nP
iD1

�yi Pqyi C r.x � xcg/

Vz C
nP

jD1
�zj Pqzj � q.x � xcg/

3
7777775

(33.11)

And the inertial velocity of a point on the nozzle is:
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So the kinetic energy of the complete vehicle can be written as:

E D
lZ

0

�
1

2
m.x; t/V 2

P

�
dx C

leZ

0

�
1

2
m.�/V 2

Pe

�
d� (33.13)

33.2.3 Potential Energy

Derivation of gravitational potential energy requires transformation between the body frame and the earth fixed (x-Vertically
up, y-South, z-East) frame of reference. Vehicle’s attitude with respect to earth fixed frame is known through Euler angles
�,  , � in that order about x, z, and y axis respectively. The transformation matrix from earth fixed frame to body frame has
the form

TEB D
2
4

cos cos � cos� sin cos � C sin � sin � sin � sin cos � � cos� sin �
� sin cos� cos sin � cos 

cos sin � cos� sin sin � � sin � sin � sin� sin sin � C cos� cos �

3
5 (33.14)
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And transformation matrix from body frame to earth fixed frame is

TBE D T 0
EB (33.15)

Now the position of any point P on the vehicle with respect to its cg in earth fixed frame can be written as

2
4
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3
5
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2
66664

x � xcg
nP
iD1

�yi qyi
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�zj qzj

3
77775

(33.16)

So the vertical height of P from the origin of earth fixed frame will be

hP D hC xP (33.17)

Similarly position of any point Pe on the nozzle with respect to cg of the vehicle in earth fixed frame is
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(33.18)

So the vertical height of Pe from the origin of earth fixed frame will be

hPe D hC xPe (33.19)

The gravitational potential energy of the complete vehicle can be written as

Ug D
lZ

0

m.x; t/ghP dx C
leZ

0

m.�/ghPed� (33.20)

On solving, it gives

Ug D mtgh � g sin 
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A (33.21)

Also, the vehicle possesses strain energy due to bending which is given by

Up D 1

2

nX
iD1

myi!yi q
2
yi

C 1

2

nX
jD1

mzj !zj q
2
zj (33.22)

Thus the total potential energy of the vehicle is

U D Ug C Up (33.23)

Hence, the terms in Lagrange’s equations due to potential energy of the vehicle can now be calculated as
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2
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where

A D me
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ı �
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�0
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!
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B D me

nX
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�zj .0/qzj C Se

0
@� �

nX
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�0
zj .0/qzj

1
A (33.29)

33.2.4 Damping Terms

From Eq. (33.10), damping terms in the Lagrange’s equations are obtained as

@D

@ Pqyi
D 2myi �yi !yi Pqyi (33.30)

@D

@ Pqzj

D 2mzj �zj !zj Pqzj (33.31)

33.2.5 Non-conservative Forces and Moments

33.2.5.1 Aerodynamic Forces and Moments

The aerodynamic forces and moments acting on a flexible vehicle are computed below. In the present study, aerodynamic
forces acting on the nozzle have been neglected.

Let ˛ denote the angle of attack and ˇ the side-slip angle of undeformed vehicle such that

• Counter-clockwise rotation about y axis increases ˇ.
• Counter-clockwise rotation about z axis increases ˛.

The magnitude of net velocity of any point P relative to wind is assumed to be equal to that of cg of the vehicle, i.e.,

VP=w � Vm=w (33.32)
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Now y component of velocity at any point P relative to wind is given as

VP=w;y D VPy � Vwy D
 
Vy C r

�
x � xcg

�C
nX
iD1

�yi Pqyi
!

� Vwy (33.33)

So, the local angle of attack at P can be written as

˛P D �VP=w;y

VP=w
C

nX
iD1

�0
yi
.x/qyi D �VP=w;y

Vm=w
C

nX
iD1

�0
yi
.x/qyi (33.34)

Substituting VP=w;y from Eq. (33.33), and writing

˛ D � VPy

Vm=w
(33.35)

˛w D Vwy

Vm=w
(33.36)

Eq. (33.34) can be rewritten as

˛P D ˛ C ˛w C
nX
iD1

�0
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.x/qyi � 1

Vm=w
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�
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�C
nX
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!

(33.37)

Similarly in yaw plane

VP=w;z D VP z � Vwz D
0
@Vz � q �x � xcg

�C
nX

jD1
�zj Pqzj

1
A � Vwz (33.38)

So the local side slip angle at P can be written as

ˇP D VP=w;z

VP=w
�

nX
jD1

�0
zj .x/qzj D VP=w;z

Vm=w
�

nX
jD1

�0
zj .x/qzj (33.39)

Substituting VP=w;z from Eq. (33.38), and writing

ˇ D VP z

Vm=w
(33.40)

ˇw D Vwz

Vm=w
(33.41)

Eq. (33.39) can be rewritten as
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nX
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�0

zj .x/qzj C 1

Vm=w

0
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�C
nX
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1
A (33.42)

The slopes of local axial (drag) and normal (lift) force coefficient are computed from the CFD analysis or wind tunnel
testing of the vehicle. Now, it is convenient to define certain aerodynamic integrals related to these coefficients. Note that
in computation of these integrals, it has been assumed that the vehicle is symmetric such that pitch and yaw bending mode
shapes are same. So the following integrals are established:
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Therefore the aerodynamic forces and moments can be computed as follows

FAx D �QS
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33.2.5.2 Propulsive Forces and Moments

Resolving the thrust force into its components along the three coordinate axes, the forces and moments due to thrust can be
written as:

FPx D Te cos

p

�2 C ı2
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� Te (33.63)
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33.2.6 Equations of Motion and Bending

On substituting the expressions for variables in Lagrange’s equations and solving, the equations of motion and bending as
given in Eqs. (33.70)–(33.76) are obtained. In order to simplify the equations, all triple product combinations of q, Pq, r , Pr , and

zero, first and second order time derivatives of ı, � ,
nP
iD1

�yi .0/qyi ,
nP
iD1

�0
yi
.0/qyi ,

nP
jD1

�zj .0/qzj ,
nP

jD1
�0

zj .0/qzj are eliminated

from the final equations. Terms in the equations of linear and angular accelerations are separated into two groups: first group
represents the rigid body terms and can be used to model the vehicle’s rigid body dynamics. The second group represents
the effects of structural flexibility on the vehicle dynamics. This group of terms can be added to any existing model of rigid
body dynamics in order to include the flexible degrees of freedom in the model.
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where

ıij D
(
1 if i D j

0 if i 6D j
(33.77)

33.2.7 Accelerations and Angular Rates at Sensor Locations

Equations (33.76)–(33.80) can be used to get the accelerations and angular rates of the vehicle’s centre of gravity. Feedback
sensors mounted on the vehicle measure the local accelerations and angular rates at their location. These measurements can
be related to the accelerations and angular rates of c.g. as given below:

ay D PVy C rVx (33.78)

ay;ins D ay C �
xins � xcg

� Pr C �y.xins/ Rqy (33.79)
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qins D q � �0
z.xins/ Pqy (33.83)

33.3 Simulations and Results

Equations governing the flexible aerospace vehicle dynamics were programmed in MATLAB/SIMULINK® using model
based design technique. This model was used for the validation of control software by carrying out simulations using RT-LAB
real-time simulator with control subsystem connected in the loop. The control software is considered valid if the vehicle
response is stable, i.e., the lateral acceleration and rate produced by the controller remain bounded.

The model has provisions for inclusion of any number of bending degrees of freedom. First three bending modes were
considered in case of present simulations. Further, the model has been programmed such that same model can be used to
simulate either rigid vehicle dynamics or flexible vehicle dynamics by setting the value of flexibility flag to 0 or 1 respectively.
Time dependent input parameters were approximated by using tabulated data and linear interpolation subroutine. Effects of
wind velocity are also taken into account. All aerodynamic coefficients of the vehicle were computed on-line by interpolating
the local coefficients at the instantaneous mach number and integrating them over the vehicle length.
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Note: The results shown in the following subsections are normalised using a suitable normalisation factor. They indicate
only the stability or instability of the vehicle response and do not represent the actual values of the simulation results.
A common normalisation factor is used for all the acceleration results and another common normalisation factor is used for
all the angular rate results.

In this research, first the necessity of a flexible vehicle dynamics model for hardware-in-loop simulations was established.
The controller of a flight which had failed immediately after launch due to excessive bending oscillations was considered.
Though the results of pre-flight simulation carried out using existing rigid body model with the above mentioned controller
connected in loop had shown stable vehicle response, the vehicle response was unstable during the flight test. On post-flight
analysis, it was found that the filters used in the controller to suppress the structural feedback were not correctly designed,
which led to the excitement of bending vibration and hence the flight failure. The pre-flight simulation was reconstructed
using the model developed in this research with flexibility effects suppressed (by setting flexibility flag to 0), and identical
results were obtained. Lateral acceleration and rate plots are shown in Fig. 33.4. So it was realised that rigid body simulations
cannot detect various flaws in the controller which can lead to flight failures. This demonstrated the pressing need of a model
of flexible vehicle dynamics for real-time simulations.

Next, a simulation was carried out with the same controller in loop, but the flexibility flag set to 1. In this case, unstable
vehicle response similar to that seen during its flight test, was obtained. Plots of lateral acceleration and rate are shown in
Fig. 33.5.

Finally a simulation was carried out with updated controller in the loop and flexibility flag set to 1. In the updated
controller, fourth order filters for lateral acceleration and rate were used (instead of second order filters used earlier). Results
of the simulation (Fig. 33.6) show a stable vehicle response with the flexibility effects taken into account.

33.4 Conclusion

In this research, a model based approach to model the dynamics of a flexible aerospace vehicle for real-time simulations
has been presented. Model based approach makes debugging, parameter monitoring and modification of the model much
easier as compared with conventional C-programming based approach. The model developed is used to capture through
simulation, the instability in vehicle response which was observed in the flight test earlier. This instability was not detected
in the real-time simulations carried out using the model of rigid body dynamics. Thus, present model will be helpful in
validating controllers and preventing flight failures in the future due to the effects of structural flexibility. The research also
shows that the complex computations involving the simulation of flexible vehicle dynamics can be done in real-time using the
available computers. The model can be used to facilitate not only the validation of control software and embedded hardware
with advanced processors, but also its interaction with new generation composite airframes having significant uncertainty in
flexibility characteristics.
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Chapter 34
Modal Test of Six-Meter Hypersonic Inflatable
Aerodynamic Decelerator

Nijo Abraham, Ralph Buehrle, Justin Templeton, Mike Lindell, and Sean Hancock

Abstract A modal test was performed on the six-meter Hypersonic Inflatable Aerodynamic Decelerator (HIAD) test article
to gain a firm understanding of the dynamic characteristics of the unloaded structure within the low frequency range. The
tests involved various configurations of the HIAD to understand the influence of the tri-torus, the varying pressure within
the toroids and the influence of straps. The primary test was conducted utilizing an eletrodynamic shaker and the results
were verified using a step relaxation technique. The analysis results show an increase in the structure’s stiffness with respect
to increasing pressure. The results also show the rise of coupled modes with the tri-torus configurations. During the testing
activity, the attached straps exhibited a behavior that is similar to that described as fuzzy structures in the literature. Therefore
extensive tests were also performed by utilizing foam to mitigate these effects as well as understand the modal parameters of
these fuzzy sub structures. Results are being utilized to update the finite element model of the six-meter HIAD and to gain a
better understanding of the modeling of complex inflatable structures.

Keywords Inflatable • Heat shield • Fuzzy structures • Toroids • Tri-Torus

34.1 Introduction

As part of NASA’s concept of using inflatable technology for future planetary exploration, the Hypersonic Inflatable
Aerodynamic Decelerator (HIAD) is a deployable entry, descent, landing (EDL) system currently in its development phase,
consisting of a flexible thermal protection system (FTPS) over a stacked torus inflatable structure (IS) [1]. The tested six-
meter diameter HIAD test article is used to measure the structural responses for comparison with finite element predictions.
Over the course of design, the HIAD configuration has evolved from a simple structure of stacked toroids (fabricated from
bias braided Technora

®
and a urethane liner and coating) paired using Kevlar webbing towards a complex structure with

added Kevlar radial straps in a crow’s-feet arrangement connected to multiple toroids [2]. Additionally, the six-meter test
article incorporated removable, rigid buckles into the radial crow’s-feet straps to facilitate easy testing of multiple strap
configurations. A modified arrangement also includes an additional toroid, named tri-torus (described in Sect. 34.2). These
additions were incorporated to prevent buckling, increase stiffness, and improve the distribution of aerodynamic load, all
with a better performance to mass ratio. To understand the dynamic behavior of this complex structure during EDL phase,
modal tests were performed on various configurations of this six-meter HIAD to understand the influence of the tri-torus,
influence of straps and influence of varying pressure within the toroids.

This paper summarizes the results of the modal tests performed on the six-meter HIAD test article mounted to a fixed
base in the high bay area of Building 1250 at the NASA Langley Research Center (LaRC). The frequency range of interest
was 5–30 Hz and the targeted modes were the first four modes.
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34.2 Test Article Setup

The test article and support structure setup of the HIAD modal test can be seen in Fig. 34.1.
The HIAD structure which consists of eight toroids will be referred in descending order as Toroid 1 or T1 for the top most

toroid to Toroid 8 or T8 for the bottom most toroid, from a nose up position. For the tri-torus configuration, the tri-torus will
be referred as Toroid 6.5 or T6.5. The cross-sectional views of configurations with and without the tri-torus are shown in
Figs. 34.2 and 34.3 respectively. Configurations were also tested with the straps and without the straps, as shown in Figs. 34.4
and 34.5 respectively. The configurations in the order they were tested are given in Table 34.1.

Fig. 34.1 Test article setup

Fig. 34.2 Cross sectional
view—with tri-torus
configuration

Fig. 34.3 Cross sectional
view—without tri-torus
configuration
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Fig. 34.4 HIAD configuration with straps

34.2.1 Test Instrumentation

The instrumentation consisted of 54 accelerometers, PCB series T333B accelerometers, glued with a urethane adhesive to
18 locations of the HIAD test article (shown in Fig. 34.6). Fourteen tri-axial accelerometer assemblies (Locations 1–14)
were placed on the inflatable and four tri-axial accelerometer assemblies (Locations 15–18) on the center body. For each tri-
axial accelerometer assembly, the first accelerometer pointed radially outward, the second accelerometer pointed tangential
to the toroid and the third accelerometer pointed in the normal direction of Fig. 34.6. The transducers were placed on pre-
determined locations to capture the desired first four modes.

34.2.2 Excitation Techniques

The excitation locations were under Toroid 7 beneath the accelerometer assemblies 2 and 6. The primary excitation of the
structure was conducted using eletrodynamic shakers. The mounting block for each shaker was oriented at an angle of 30ı
from vertical to excite both the vertical and torsion modes (shown in Fig. 34.7).

To verify that the modal parameters of this complex structure were not affected by the stiffness of the stinger rods, the
shaker test results were compared with the results obtained using a step relaxation technique. The test setup for the step
relaxation technique is shown in Fig. 34.8, where the load is released and the decaying responses were recorded. The modal
parameters were obtained from the step relaxation techniques using the System/Observer/Controller Identification Toolbox
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Fig. 34.5 HIAD configuration
without straps

Table 34.1 Test configuration
matrix

Test article Configuration ID Inflation pressure

Six-meter with Tri-Torus and Straps 1 8 psi all toroids
2 15 psi all toroids
3 20 psi all toroids
4 15 psi T1/T2/T6.5, 8 psi all others

Six-meter without Tri-Torus and with Straps 5 8 psi all toroids
6 15 psi all toroids
7 20 psi all toroids
8 15 psi T1/T2/T7, 8 psi all others

Six-meter without Straps and Tri-Torus 9 8 psi all toroids
10 15 psi all toroids
11 20 psi all toroids
12 15 psi T1/T2/T7, 8 psi all others

(SOCIT) which utilizes a system identification process to calculate the mathematical representation of a physical system
using experimental free decay time records [3]. The step relaxation technique was only performed for the configurations
with the tri-torus (Configurations 1–4). The difference in the modal frequencies between the shaker and step relaxation test
techniques were seen to range from 0.1 to 3 %, without any significant trends. This percent difference was acceptable for
this study. It should be noted that all the results given in this paper are from the shaker tests.

34.3 Modal Test Results

The modes obtained from the experimental results are shown in their respective order in Fig. 34.9. With reference to Fig. 34.1,
the brown quadrilateral represents the bottom plane of the center body assembly. The black quadrilateral represents the
baseplate. The gray quadrilateral represents the four tri-axial accelerometer assembly locations for the center body. Finally,
the joints of the orange quadrilaterals represent the 14 tri-axial accelerometer assembly locations on the inflatable.
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Fig. 34.6 Top view of the
accelerometer assembly locations

Fig. 34.7 Shaker setup

34.3.1 Predicted vs. Experimental Results

Results from the experimental tests and its comparison with the predicted values are tabulated in Table 34.2. It was observed
that the percentage difference between the frequencies of the first two modes was less than 4 % but between the third and
fourth mode was 33–35 %. Data is currently being analyzed to determine the cause for this difference to obtain an accurate
finite element model.
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Fig. 34.8 Step relaxation setup

Fig. 34.9 Order of targeted modes
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Table 34.2 Percentage difference between predicted and experimental modal frequencies

20 psi—with tri-torus, with straps and foam configuration

Mode Predicted (Hz) Experimental (Hz) % Difference
Experimental–Predicted

Experimental
x 100 (%)

Rocking 8.50 8.77 3.07
Saddle 12.30 12.26 �0.32
Bounce 22.10 16.37 �35.00
Torsion 14.50 21.68 33.11

Fig. 34.10 FRFs highlighting influence of straps

34.3.2 Influence of the Straps

The function of the radial and crow’s feet strap is to distribute the aerodynamic load from the outer toroids directly to the
center-body to alleviate the loads carried by Toroid 1 and Toroid 2. Figure 34.10 shows a comparison of the imaginary
portions of the frequency response functions for configurations with and without straps referred to as configuration 7 and
11 (see Table 34.1) respectively. Since the frequency response functions for the radial and vertical accelerometer locations
resulted in modes at the same frequencies, only the responses from the vertical and tangential accelerometers will be plotted
for all the figures within this paper.

It is observed that the straps caused an increase in the natural frequency for the rocking mode whereas it decreased the
natural frequency for the torsion mode. The increase in the frequency of the rocking mode is due to the increase in the
stiffness of the structure caused by the straps. For the torsion mode, the larger mass concentration of the strap links (shown
in Fig. 34.4) located at a larger distance from the structure’s center of mass is the likely cause for the decrease in the torsion
mode’s natural frequency resulted by the increase in the rotational moment of inertia.

One other observation is that the straps caused a distortion within the frequency range where the saddle and bounce modes
were expected. Therefore, to find the dynamic characteristics of the straps, four PCB 352C22 teardrop accelerometers were
placed on four locations within a radial (shown in Fig. 34.11). Nodes 1, 2 and 3 were the locations where most relative
displacement of the straps was noticed during vibration. Figure 34.12 shows the imaginary part of the frequency response
functions of the individual straps superimposed with that of the structure’s response for configuration 7 (see Table 34.1).
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Fig. 34.11 Tear-drop accelerometer installations; (a) locations on the strap and (b) tear-drop accelerometer on the strap

Fig. 34.12 FRFs highlighting local modes of straps

These modal results showed that the distortion of the structure’s modes was caused by the local modes of the straps. Node 4
did not have any local modes within the frequency range of interest.

The distortion phenomenon caused by the straps can be explained by considering the inflatable structure with the straps
as a fuzzy structure with the straps acting as fuzzy sub structures [4]. The inflatable by itself, can be considered as the
master structure. The local modes are being excited as a result of energy transfer to fuzzy substructures through the common
boundary between the master structure and fuzzy structure. This leads to dissipation at the global mode frequencies of the
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Fig. 34.13 Foam locations per
strap radial

inflatable structure (master structure). Therefore, due to this fuzzy structure phenomenon, modeling the straps as discrete
spring mass models will not capture the resulting local modes caused by the straps. One has to take into account the internal
degrees of freedom of the straps during finite element modeling. One possible solution of capturing these effects of straps is
by using probabilistic fuzzy boundary impedance elements [5] at the common boundary between the inflatable and straps.

Since modeling of straps as fuzzy structures can be challenging, another solution would be to increase the stiffness of
the straps such that the frequencies of the distorting local modes would increase beyond the frequency range of interest. It
was also desired to increase damping at these strap locations to decrease their vibration amplitude. These were achieved
by placing foam blocks at selective locations such that the straps were isolated from the structure. Figure 34.13 shows the
locations where the foam blocks were placed; Location 1 targets the central strap and its buckles attached to Toroid 7,
Location 2 targets the targets the end straps and its buckles attached to Toroid 7, Location 3 targets the mid-strap assembly
and its buckles attached to Toroid 6 and Location 4 isolates the strap assemblies attached to Toroid 7 from that of Toroid 6.

After placing the foam, no distortion of modes was observed within the targeted frequency range. The comparison of the
imaginary part of the response functions between the strap configurations with and without foam (shown in Fig. 34.14) show
an increase in the structure’s stiffness at the bounce mode possibly caused due to tightening of the straps.

34.3.3 Influence of Tri-Torus

The function of the tri-torus is to increase the stiffness of the structure as well as prevent buckling of the toroids observed
during static tests. Figure 34.15 shows a comparison of the imaginary part of the frequency response functions for
configurations 3 and 7 (see Table 34.1), with and without the tri-torus respectively. One of the observations is that the
tri-torus decreased the natural frequencies of the rocking, bounce and torsion modes when compared to the configuration
without tri-torus. This is possibly due to the mass of the tri-torus, which is at a larger distance from the structure’s center of
mass resulting in a predominant mass effect for these three modes, causing a decrease in the natural frequency. On the other
hand, the tri-torus was observed to cause an increase in stiffness affecting only the natural frequency of the saddle mode
where the tri-torus would undergo bending deformation.

Another observation that can be made from Fig. 34.15 is that the tri-torus configuration resulted in the rise of coupled
modes due to the combined stiffness and mass effect it had on the saddle and bounce modes respectively. At a higher pressure
of 20 psi, the individual modes within the coupled mode could be distinctively identified contrary to the lower pressures
where the modes were harder to distinguish. This is shown in Fig. 34.16 based on the tests conducted on configurations 4
and 8 (see Table 34.1).
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Fig. 34.14 FRFs highlighting influence of foam

Fig. 34.15 FRFs highlighting influence of tri-torus at 20 psi pressure configuration
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Fig. 34.16 FRFs highlighting coupled modes at 15/8 pressure configuration

34.3.4 Comparison of Tri-Torus and Straps Influences

Figure 34.17 shows the influences of the straps and tri-torus on frequency response functions at the 20 psi pressure
configuration. Similar behavior was seen for all the other pressure configurations as well. It was observed that

1) The straps caused predominantly a stiffness effect, whereas the tri-torus resulted in a mass effect. In other words:

a. straps caused an increase in natural frequency for three of the four target modes whereas
b. tri-torus caused a decrease in natural frequency for three of the four target modes

2) The rocking mode was influenced by the stiffness effect of straps and almost equal mass effect of tri-torus, thereby
causing no significant resultant effect

3) The saddle mode was primarily influenced by the stiffness effect of the tri-torus.
4) The bounce mode was influenced by the stiffness effect of the straps and the mass effect of the tri-torus, with the straps

having a predominant influence
5) The torsion mode was influenced by the mass effects of both straps and tri-torus, with the straps having a predominant

influence.

34.3.5 Influence of Varying Toroid Pressure

The effects of toroid pressure were examined with the configuration series 1–4, 5–8 and 9–12 (see Table 34.1). The behavior
of the structure was similar across all these series. Figure 34.18 shows the imaginary portion of the frequency response
functions for configuration series 1–4 with foam. It was observed that the natural frequencies of the structure increase with
increasing pressure within the toroids. This is due to the fact that the pressure increases the stiffness of the structure, and since
stiffness is directly proportional to the natural frequency squared, the natural frequency of the structure increases as well.
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Fig. 34.17 Comparison of FRFs highlighting influence of straps and influence of tri-torus

This phenomenon is seen throughout all the modes. The natural frequency did not show any proportional increase with
respect to the increase in pressure; however the percentage change in frequency between pressures remained approximately
the same for all modes other than the bounce mode. Natural frequency squared is also inversely proportional to the mass.
However, in this case, the increase in mass due to the increase in pressure is negligible compared to the increase in stiffness.
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Fig. 34.18 FRFs highlighting influence of pressure

34.4 Conclusions

The modal test successfully identified the first four modes for the HIAD structure. The tests were able to identify the influence
of the straps and tri-torus on the structure’s modal parameters. It showed that the tri-torus predominantly results in a mass
effect whereas the straps predominantly result in a stiffness effect on the modal frequencies of the structure. This is in tandem
with the intent of the tri-torus to increase rigidity thereby preventing buckling as seen in the saddle mode. It was observed
from the results that the stiffness of the structure increased with increasing toroid pressures. Also observed were the rise of
coupled modes with the tri-torus configuration and the behavior of the unloaded straps as fuzzy substructures. To summarize,
these tests provided substantial information on the dynamics of complex inflatable structures. These results are being used to
verify and update the finite element modeling techniques for these HIAD systems. The data can also be used to aid controller
design for the reentry trajectory control system of future HIAD flight articles. Future test plans include the investigation
of dynamic effects of: scaling through testing of different size test articles, the addition of thermal protection systems, and
simulated aerodynamic load.
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Chapter 35
Modal Testing of Space Exploration Rover Prototypes

Yvan Soucy and Frédérik Brassard

Abstract The Exploration Core program of the Canadian Space Agency (CSA) has developed a series of terrestrial
prototypes of planetary rovers and payloads in view of future space exploration missions. This paper presents results and
experience gained in performing modal testing on a JUNO rover, one of the families of the CSA rover fleet. The main
objectives of these modal tests were to (1) develop efficient procedures for obtaining test-based modal parameters of rover-
type structures, and (2) help develop a finite element model of a rover which could be used to predict the dynamic loads
and responses the rover will have during its whole life. The test article configurations were (1) a rover and (2) the rover
with a mast (to be used as support for scientific instrumentation and navigational equipment). Since this activity was the
first experience of the group in modal testing of mobile type hardware such as rovers, the process for getting valid modal
parameters of the test articles turned out of be more complicated than anticipated. This led to the performance of additional
sensitivity studies whose interesting results will be accounted for in future testing of rovers. The paper includes some results
of these studies and some lessons learned in testing the rover hardware.

Keywords Modal testing • Rover • Case study • Accelerometer mounting block • Lessons learned

35.1 Introduction

Robotics is one of the pillars of Canada’s current role in space exploration. Future opportunities for Canadian space robotics
capabilities lie in two main application areas. The first application area is space robotic servicing. The second application
area, of relevance to the present paper, is planetary surface robotics for Mars and the Moon. Robotic technologies for such
missions include manipulators, rovers, vision technologies, and specialized tools in support of scientific missions or to tend
eventual surface infrastructure [1].

Thanks to the Government of Canada’s economic action plan, the CSA has recently invested over $120M in technology
development for space robotics in a period of 3 years. As part of this investment, under the Exploration Surface Mobility
(ESM) project, the CSA has funded the development of several rover prototypes ranging from micro-rovers for lunar and
Mars exploration to crew transport vehicles for the Moon.

Canada has a long history of developing and operating satellites and payloads to Earth orbits. It has also developed
technologies and scientific instruments for missions to the Moon and Mars. However, Canada has never developed any large
systems such as a rover for a planetary exploration mission. The CSA has recently started an internal study addressing the
needs of the CSA Space Exploration program for the development of methodologies and technologies related to qualification,
protection and optimization of planetary rovers. This project also meets the need of the CSA to develop in-house expertise
in these areas.

One of the objectives of this project is to investigate and develop methods of structural qualification of a planetary flight
rover at both system and component levels. The ultimate goal of the qualification aspect of this project is to help future
Canadian planetary rover missions develop structural qualification requirements. This objective on rover qualification will
be met through several activities including modeling and testing of prototype rovers. Since no Canadian flight rover or
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mission exists presently, these test rovers are to be selected among the several terrestrial rovers composing the CSA fleet.
The selection of the test rovers is to be made primarily on how closely their structural characteristics represent possible near
future flight rovers and on their availability.

The structural testing to be performed and investigated in this project includes modal, vibration and field tests of the
selected test rovers. Modal testing of the rover is to be performed on the rover structure to characterize its structural dynamic
(or modal) parameters and to help understand its structural responses in operating conditions and under the various critical
dynamic environments that occur during flight. These modal parameters will also be used to validate the finite-element (FE)
model of the rover.

The rover selected for performing the first modal test campaign was one of the JUNO rovers. This type of rover was
chosen for (1) its availability (several similar ones compose the JUNO fleet), (2) its structural characteristics are relatively
close to a possible future flight rover and (3) its relative simplicity as opposed to some other types of rovers of the CSA fleet.

Under funding from the ESM project, the CSA fleet of JUNO rovers is composed of five terrestrial prototypes that were
designed to CSA requirements to operate as a surface mobility platform for a variety of scientific payloads and instruments
[1]. The JUNO rovers were developed by the Neptec Rover Team, which was composed of the following Canadian
organizations: Neptec, Ontario Drive and Gear (Argo), COM DEV, NGC Aerospace, ProtoInnovations, Provectus Robotics
Inc., Cross Chasm Inc., and McGill University. The JUNO rover can be set up with a number of different accessories, and
in a variety of different configurations. The rover accommodates pneumatic and non-pneumatic wheels, as well as a set of
custom-designed tracks.

This paper first describes the JUNO rover (and its mast) selected to be tested. It then presents some details and results
of the modal testing of rover hardware. The test configurations were (1) the rover by itself and (2) the rover and its mast.
It became apparent that testing the rover by itself was extremely helpful in characterizing the modes of the rover and mast
assembly. The paper continues with a list of lessons learned from the first modal testing of the rover hardware; these lessons
will be useful for future modal tests of rovers.

35.2 Description of Rover and Mast Assembly

Each rover of the JUNO fleet has a rectangular hollow “U”-shaped main body (referred to as MainBody in future sections)
that encloses all of the batteries and required operating electronics. The main body has a length of 124 cm and a width of
87 cm. The main body is composed of three sections: an avionics box at the rear and a battery box on each side. On this main
body are mounted the two parallel drive gearboxes on which the electric motors are mounted between the wheels and their
respective spindles midway along the extended segments of the “U”-shaped rover. Figure 35.1 presents an overview of the
rover (JUNO-005) that was tested.

Fig. 35.1 Overview of the tested
JUNO rover



35 Modal Testing of Space Exploration Rover Prototypes 417

Fig. 35.2 Overview of the rover
and its mast assembly

A mast structure supporting navigational and scientific equipment can be attached to a JUNO rover (Fig. 35.2). The
mast is composed of two main components: (1) the “Pi” shaped support beam (PiStrut), which is a 5.08 cm (200) diameter
hollow aluminum tubular structure leaning forward vertically from the back of the rover, and (2) the support structure (Struts)
made up of two parallel 2.54 cm (100) hollow aluminum tubes supporting the mass of the PiStrut from the forward extended
segments of the “U” to the upper portion of the PiStrut. Figure 35.2 shows an overview of the rover with its mast assembly
without any navigational or scientific payload.

35.3 Test Sequence

The initial plan was to perform modal testing on the rover by itself in various test configurations in order to obtain
experimentally its modal parameters. These experiments were to include testing the rover sitting on its wheels and the rover
supported (or suspended) from four hard points of the main body in order to eliminate the effects of the wheel subsystem.
Theses test-based modal parameters were to provide a better understanding of the dynamic behaviour of this type of structure
and possibly to be used to validate future finite-element models of the rover.

After performing these modal tests of the rover, the plan was to build up on the new knowledge of the rover and to perform
some modal tests of the rover and mast assembly in order to measure the modal parameters of this more complex system.

While performing some preliminary testing of the rover, the planning of the test program was changed in order to perform
modal testing of the rover and mast assembly first. The order of testing was changed for the following reasons. First, of the
two mast presently existing, one was permanently used on another JUNO rover for telemetry testing and the other one could
be made available to us only immediately and for a short period before departing for a deployment for an undefined period
of time. Second, observation of the rover and mast assembly led to some concerns about the mast resonating while the rover
was in motion; if such vibration of the mast was real, this could be detrimental for the operation of navigational and scientific
payloads. Third, since the plan was to order three additional masts to equip the other JUNO rovers, it became necessary to
establish the dynamic responses of the studied mast before the new ones were ordered.

The first real modal tests were then performed on the rover and mast assembly with the wheels sitting on the floor. First,
some testing was performed with an impact hammer exciting the test article at several locations. For the sake of brevity,
results of the impact hammer testing are not presented in this paper. Modal testing using simultaneously two portable exciters
was performed next. As described in a subsequent section, over 50 accelerometers were mounted mainly on the mast (being



418 Y. Soucy and F. Brassard

the principal structure under investigation) with some additional accelerometers fixed on the upper portion only of the rover
main body. Preliminary data processing of the portable exciter and impact hammer testing led to the observation that there
were some issues with the acquired data sets. The main issue was that several mode shapes associated with resonances at
different frequencies resembled closely to each other, even for low order modes. This led to the conclusion that these modes,
or at least some of them, were really associated with the dynamics of the rover itself and that not enough accelerometers
were mounted on the rover in order to properly define these modes.

It was then decided to revert to the initial plan of performing some modal testing of the rover by itself before attempting
further data processing for the rover and mast assembly. It turned out that this decision was beneficial since knowledge
of the dynamics of the rover was crucial in order to properly process the data sets of the assembly, and to have a proper
understanding of the real and apparent issues with these data that could then be resolved.

35.4 Developmental Activities

In the preliminary modal testing of the rover and mast assembly, characterization of the dynamic properties of the mast
components, PiStrut and Struts, was first attempted by fixing 15 small three-axis accelerometers (PCB 356A01) onto the
circular portions of the mast. This option was chosen due to the availability of the instrumentation hardware and to their
small surface area easing their positioning on the tubular portions of the structure. Being developed mainly for vibration
testing, these accelerometers had a sensitivity level too low, only 5 mV/g, to obtain clean data. The resulting frequency
response functions (FRF) were too noisy in the low frequency range of interest to be of any value, therefore prohibiting the
use of the small vibration accelerometers for the purpose of modal testing of the rover test article.

Two different types of modal accelerometers were available to conduct this testing; the Endevco 61-100 series with a
nominal sensitivity of 100 mV/g and the PCB 336C series which has a nominal 1,000 mV/g sensitivity. These accelerometers
had an increased nominal sensitivity by a factor of 20 and 200 times the sensitivity of the small three-axis vibration
accelerometers. However, both types of accelerometers had a 1.5 cm2 surface. Both types of accelerometers had to be
mounted onto the tubular surface of both the Struts (Ø 2.54 cm) and the PiStrut (Ø 5.08 cm) components.

The standard procedure is to fabricate mounting blocks made from either aluminum or PMMA (Polymethyl methacrylate),
which are both high density materials. Such high stiffness mounting blocks prevent any changes in measured data up to
frequencies beyond the frequency range of interest. Since CSA’s machine shop support was not available at that time,
an alternative had to be found for manufacturing custom-made mounting blocks. Sending the blueprints of the designed
mounting blocks to a local contractor would have been time consuming and expensive. It is with these constraints in mind
that the idea was proposed of generating the conceived mounting blocks using the 3D printing machine while setting up the
machine to its maximum density setting. The material used by the 3D printing machine is ABS (Acrylonitrile Butadiene
Styrene) which has a density of 1.04 g/cm3 as opposed to 2.70 g/cm3 for aluminum. A picture of the generated 3D printed
mounting block is shown in Fig. 35.3.

To validate the use of this alternative type of mounting blocks, two sets of three orthogonal accelerometers were
assembled using the two different blocks; one set of accelerometers was mounted on a block of PMMA and the other
set of accelerometers was mounted identically on a 3D printed ABS block. Both assemblies were positioned side by side on
the rover. The test setup of the two sets of modal accelerometers can be seen in Fig. 35.4. The PMMA mounting block is
on the right and the 3D printed ABS mounting block on the left with the orthogonally positioned accelerometers of similar
sensitivity in the excitation axis. The excitation was impacted along the line joining the two blocks.

The FRF of the two accelerometers measuring in the direction of excitation are overlapped in Fig. 35.5. The red curve is
from the accelerometer on the PMMA mounting block, and the green curve is from the 3D printed ABS mounting block.
One can observe that the two curves are the same up to 225 Hz; this frequency was considered to be above the maximum
frequency of interest for the rover test article. The overlap of these two curves confirms that the low density ABS block did
not have any effect on the measurements in the frequency band of interest. It should be noted that these two plots are really
the lower-frequency portion of the original FRF’s taken up to 1,024 Hz. Some discrepancies in amplitude were observed
between the two FRF’s especially at higher frequencies beyond 400 Hz.
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Fig. 35.3 3D printed ABS
mounting block

Fig. 35.4 Set-up for validation
of 3D printed ABS mounting
block with excitation axis

35.5 Modal Testing of Rover with Portable Exciter

As mentioned in Sect. 35.3, it became clear in processing data from the modal tests of the rover and mast assembly that
several modes were really rover modes and especially that not enough acceleration information on the rover itself had been
captured in order to identify these modes. This section presents some details and results of the modal testing that was
subsequently performed on the rover by itself.

35.5.1 Test Configuration and Instrumentation

The rover was instrumented with three orthogonal accelerometers at 20 different positions spread out at key points in order
to identify modes of the main frame (Frame), the gear boxes (Gbox) and the motors; a total of 60 accelerometers was
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Fig. 35.5 Overlap of FRF’s from accelerometers on 3D printed mounting block (green) and PMMA mounting block (red) (Color figure online)

Fig. 35.6 Geometrical representation of the instrumented points for the tested rover

thus mounted on the rover. A geometric representation, generated by the LMS software, of these instrumented locations is
presented in Fig. 35.6. As can be observed, this is significantly different than only monitoring the top portion of the main
frame of the rover as was done in the earlier testing the rover and mast assembly.

The total number of accelerometers was selected based on the fact that the data acquisition system is equipped with a
32 channel front-end. Assuming two shakers are exciting the test article simultaneously requiring two channels for force
measurement, 30 channels become available for acceleration measurement for each run. Consequently, instrumenting the
rover with 60 accelerometers allowed the acquisition of all measurement data with only two different runs. Each run was to
measure acceleration on one side of the rover (plus one of the two points at the centre of the avionics box).
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Fig. 35.7 Overview of test setup
for rover testing

Fig. 35.8 Close-up of portable
exciter

The original plan called for some preliminary runs with only the left side of the rover (i.e. from points 11 to 20 as shown
in Fig. 35.6) being monitored. For these runs, the structure was excited with a single shaker attached to the top portion of
the front extremity of the battery box; the rover was excited along the lateral Y axis (Frame:12 from Fig. 35.6 in the Y axis).
An overview of the test setup is presented in Fig. 35.7. A close-up of the portable exciter with its stinger and force sensor
mounted to the side of the battery box is shown in Fig. 35.8.

These preliminary runs were performed with the following test parameters:

– Frequency bandwidth: 512 Hz
– Number of spectral lines: 8,192
– Frequency resolution: 0.0625 Hz
– Excitation: Burst random (50 %)
– Number of averages: 25

It should be noted that the upper frequency was selected to be as high as 512 Hz simply because the large number of
spectral lines available made it possible to still have very good resolution. For future modal testing of rovers, the frequency
bandwidth will be reduced considering the large number of modes present even below 100 Hz.
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Table 35.1 Test-based modal parameters of the rover

Mode
no

Frequency
(Hz)

Damping
ratio (%)

Main axis
of motion Description

1 4.5 2.1 Y Wheel mode: rigid body translation of rover in Y axis
2 5.1 8.1 X, Y Wheel mode: most likely rigid body translation mode of rover in X axis,

coupled with mode at 4.5 Hz
3 6.2 0.7 X, Y, Z Mode not well defined and corresponding to small peaks appearing in

FRF’s in Z axis. Strongly coupled with mode at 5.4 Hz
4 8.8 4.3 X, Y, Z Wheel mode: rigid body translation of rover in Z axis, strongly coupled

with lower frequency modes
5 13.0 4.0 Z Wheel mode: rigid body rocking mode of rover about X axis
6 19.0 1.3 X, Y Bending mode of avionics box in X axis
7 22.0 1.7 X, Z Torsion mode of avionics box, strongly coupled with mode at 19 Hz
8 24.7 3.0 Y, Z Bending mode of gear box in Y axis
9 26.5 2.9 Z Bending mode of avionics box in Z axis
10 27.8 2.2 X, Y, Z Likely to be bending mode of battery box in Y axis, highly coupled with

some other modes
11 29.2 2.4 X, Y, Z Likely to be bending mode of shaft attaching the gear box to main frame

of rover, highly coupled mode
12 30.2 1.7 Y Bending mode of shaft
13 36.1 2.6 X, Y Not clearly identified, but related to dynamics in gear box, or in the shaft
14 41.2 2.7 X, Y Likely to be torsion mode of battery box
15 48.6 2.3 X, Y, Z Second mode of battery box in Y axis or related to dynamics in the shaft
16 53.9 2.4 X, Y, Z Appear to be a combination of bending and torsion modes of the shaft

After these preliminary runs, it was originally planned to perform other runs with different exciter configurations in order
to eventually excite the rover in all three orthogonal directions. For each exciter configuration, two complementary runs were
to be performed in order to get data for all 60 accelerometers; each run was to be done with two exciters to generate more
uniform vibration within this nonlinear test article.

Finally, for logistic reasons, no other test was performed after the preliminary runs discussed earlier. It was decided from
analysing the acquired data that complete mode shapes of the rover could be extrapolated from symmetry or, if required,
from comparison with data already obtained by testing the rover and mast assembly. It turned out that the derivation of mode
shapes for the rover was achieved for the first 16 modes using these two sources of information. This modal data base of the
rover was more than what was required for this activity. However, with hindsight, considering the effort required for defining
some of these modes, performing some complementary runs in the first place might have been a better decision.

35.5.2 Estimation of Modal Parameters

By curve fitting the FRF’s for the left half of the rover obtained from the last preliminary run, the modal parameters of the
rover for 16 modes were derived and are presented in Table 35.1. The mode description is as considered while looking at the
rover data only, i.e. without comparing with the modes of the rover and mast assembly. The LMS PolyMAX curve fitting
algorithm was used to perform these derivations.

35.6 Modal Testing of Rover and Mast Assembly with Portable Exciter

This section presents some details and results of modal testing performed on the rover and mast assembly. As mentioned
earlier, one of the main reasons for testing the assembly at that time was to investigate possible resonance in the mast that
could cause detrimental motion to the payloads supported on top of the mast.
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Fig. 35.9 Geometric representation of the instrumented points for rover and mast assembly testing

35.6.1 Test Configuration and Instrumentation

The assembly was instrumented with a total of 51 accelerometers mounted at 21 different locations. A geometric
representation of these instrumented points is shown in Fig. 35.9. As can be observed from the figure, only the upper part of
the main body was instrumented in order to monitor the motion of the rover. Of the 51 accelerometers, 16 were mounted on
the main frame of the rover and the remaining 35 covered the mast.

Following are some details on instrumentation distribution on the test article and some comments regarding possible
improvements for future rover assembly testing:

– Only 5 of the 15 instrumented locations on the mast had three orthogonal accelerometers; these point numbers were: 5, 8,
13, 16 and 19. For the other ten locations, only two accelerometers were mounted and measured orthogonal radial motion
of the mast components. This decision of eliminating one accelerometer at these locations was made on the following
considerations: (1) to reduce the total number of accelerometers and especially (2) only one accelerometer measuring
motion along the length of the tubes was considered sufficient since clearly these components did not have any axial
resonance in the frequency range of interest. For such 3-D structures for which the monitored motion was not aligned
from one component to the other because of geometric consideration, not having three orthogonal accelerometers at each
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Table 35.2 Portable exciter
configurations for rover and mast
assembly

First exciter Second exciter

Configuration no Location Direction Location Direction

1 Strut:8 Y MainBody:21 X
2 Strut:8 Y PiStrut:16 X, Y, Z

Fig. 35.10 Overview of test
setup for testing of rover and
mast assembly, with exciters at
Strut:8 and PiStrut:16

instrumented location turned out not to be the best decision. In fact, this situation resulted in the animated mode shapes
showing artificial differential motion between adjacent points (for example, between Strut:10 and PiStrut:17), and between
locations on the same member having different numbers of accelerometers.

– As explained in the previous section, up to 60 accelerometers could be monitored in performing two complementary
test runs. Only 51 accelerometers were monitored for the portable exciter tests of the assembly. In fact, for an unclear
reason, we ‘lost’ in the setup two additional accelerometers at point MainBody:21 measuring motion in the X and Z
directions; these two accelerometers were used for the preceding impact hammer tests and would have been quite useful
in monitoring bending modes of the avionics box. In future testing, the moment it is decided that the required number
of measurements implies performing more than one run in order to have a complete data set, it might be a good idea to
install additional accelerometers in order to use all available measurement channels of the data acquisition system. This
comment obviously also applies in the case of only a single run being performed. It is more likely that, after the data
acquisition phase is over and the test setup is possibly dismantled, one would prefer to have useful additional information
than complain to have too many data. Data analysis with missing information can be more time consuming and costly
than monitoring addition locations.

For the formal modal tests of the rover and mast assembly with portable exciters, two different exciter configurations
were implemented. For each of these two configurations, two runs were performed in order to acquire data from the 51
accelerometers. The parameters of these exciter configurations are summarized in Table 35.2. Configuration 1 was the main
configuration and turned out to be sufficient to excite all modes of interest. In a sense, this could be a bit surprising considering
that several modes involve motion along the Z axis which is not excited by this exciter configuration. The fact that these
exciters in the X and Y directions could generate motion along the vertical Z axis is attributed to the unsymmetrical U shape
of the rover. Testing in the second configuration for which the second exciter was attached to the mast was more for properly
exciting the modes of the mast structure. The orientation of the exciter at location PiStrut:16 was such that it was generating
vibration along all three axes, although its main excitation direction was the X axis. A picture of the test set-up with this
second exciter configuration is shown in Fig. 35.10.

These data acquisition runs were performed with the following test parameters:

– Frequency bandwidth: 1,024 Hz
– Number of spectral lines: 8,192
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Table 35.3 Test-based modal parameters of the rover and mast assembly

Mode no Freq. (Hz)
Damping
ratio (%)

Main axis
of motion

Freq. of rover
mode (Hz) Description

1 4.5 2.6 Y 4.5 Wheel mode: rigid body translation of rover in Y axis
2 5.4 0.7 X, Y, Z 6.2 Wheel mode: rigid body translation of rover in Z axis, coupled with

rigid body modes in X and Y axes
3 6.7 4.7 X, Y 5.1 Wheel mode: rigid body rotation of rover in X-Y plane
4 8.5 3.0 Z 8.8 Wheel mode: rigid body translation of rover in Z axis
5 10.2 5.2 Z Wheel mode: rigid body rocking mode of rover about Y axis
6 11.8 4.0 Z 13.0 Wheel mode: rigid body rocking mode of rover about X axis
7 19.1 1.2 X, Y 19.0 Bending mode of avionics box in X axis
8 20.9 2.1 X, Y – First mode of mast: in-phase bending mode of two Strut tubes in Y axis
9 27.1 1.1 Y 27.8 Bending mode of battery box in Y axis
10 29.3 2.9 Y 29.2 Likely to be bending mode of shaft attaching the gear box to main

frame of rover
11 35.3 2.0 X, Y, Z 36.1 Mode in gear box or shaft, according to rover testing
12 40.7 2.3 X, Y 41.2 Torsion mode of battery box
13 43.0 1.3 X, Y – Second mode of mast: bending of top tube of PiStrut
14 44.8 1.4 X, Y – Third mode of mast: in-phase bending mode of two vertical tubes of

PiStrut in Y axis

– Frequency resolution: 0.125 Hz
– Excitation: Burst random (50 %)
– Number of averages: 40

As for the rover testing, it should be noted that the upper frequency was selected quite high simply because the large
number of spectral lines available made it possible to still have fairly good resolution. For future modal testing, the frequency
bandwidth will be reduced considering the large number of modes present even below 100 Hz.

35.6.2 Estimation of Modal Parameters

Table 35.3 presents the parameters of the first 14 modes derived by curve fitting the FRF’s obtained from the test configura-
tions presented in the previous subsection. The fifth column includes the frequency, derived earlier, of corresponding mode
of the rover tested by itself. The first six modes are related the wheel dynamics involving rigid body modes of the assembly.
The first mode of the mast was measured at 20.9 Hz and is very strongly coupled with the rover mode at 19.1 Hz. The fact
that only one mode of the mast occurs below 43 Hz explains the difficulty encountered in the first place in trying to identify
the modal parameters of the rover and mast assembly, without any prior knowledge of the dynamics of the rover.

As seen in Table 35.3, the first resonance of the mast occurs only at 20.9 Hz. Consequently, resonance of the mast cannot
be responsible for the observed motion on top of the mast while the rover is moving. Rigid body motion of the rover on the
wheels is likely the primary cause of this observation.

Examples of four mode shapes of the rover and mast assembly are provided in Fig. 35.11. Rover modes associated to
deformation of the main frame were not selected since they are best observed from animation.

35.7 Lessons Learned

This section contains some lessons learned from the activities presented in this paper. These will be used as guidelines of
what to do (or not to do) in performing modal testing of rovers in the future.

– When having the choice between performing more tests or extrapolating results during data processing from partial testing,
it might be better to spend more time in the first place in getting more test results and in saving time and effort in the
subsequent data processing phase of the work.
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Fig. 35.11 Examples of mode
shapes for rover and mast
assembly. (a) Mode at 4.5 Hz, (b)
Mode at 6.7 Hz, (c) Mode at
11.8 Hz, (d) Mode at 43.0 Hz

– For geometrically complex 3-D structures such as the rover and mast assembly, three orthogonal accelerometers (or a
triaxial accelerometer) should be mounted at each instrumented location. This is to avoid having artificial deformation in
the processed mode shapes that could be wrongly considered as being part of the mode.

– All available measurement channels allowed by the selected number of complementary runs to complete a full data set
should be used for monitoring acceleration at different locations/directions. It is easy once the data acquisition phase is
over to regret some missing information that could have been easily obtained.

35.8 Summary

The paper presents some details and results of modal testing activities performed on a terrestrial rover prototype developed
in order to advance technology readiness in preparation for an eventual Canadian participation in future international space
exploration missions.

The first set of tests was performed on the selected JUNO rover to which was attached a mast aimed at supporting
navigational and scientific payload. In light of the difficulty in identifying the test-based modal parameters of the rover and
mast assembly due to the limited amount of instrumentation mounted on the rover itself, subsequent modal tests on the rover
without the mast were accomplished. These dedicated tests of the rover led to identification of several rover modes. These
modes were critical in allowing the subsequent identification of the first 14 modes of the rover and mast assembly using
already acquired data. The first six modes are related the wheel dynamics involving rigid body modes of the assembly. The
first mode of the mast was measured at 20.9 Hz and is very strongly coupled with the rover mode at 19.1 Hz. The fact that
only one mode of the mast occurs below 43 Hz explains the difficulty encountered in the first place in trying to identify the
modal parameters of the rover and mast assembly, without any prior knowledge of the dynamics of the rover.
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