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Preface

Exergy appears to be awell-established and distinct disciplinewhich has come out of the second

law of thermodynamics and gone beyond thermodynamics to be used inmany other disciplines,

such as chemical, biotechnology, civil, environmental, architectural, industrial, electrical,

geology, and topography in engineering and chemistry, biology, physics, mathematics, busi-

ness, information technology, economy, and medicine in non-engineering areas.

At present, humanity faces great challenges about energy, economy and environment, and

there is a strong need to better design, analyze, assess and improve energy processes, systems

and applications. This can only be done by exergy method, rather than energy method. This is

why we use exergy analysis in addition to energy analysis. The exergy method of analysis

overcomes the limitations of the first law of thermodynamics. The concept of exergy is based

on both first law of thermodynamics and second law of thermodynamics. Exergy analysis

clearly indicates the locations of energy degradation in a process and can therefore lead to

improved operation or technology. Exergy analysis can also quantify the quality of heat in a

waste stream. One of the main goals for exergy analysis is to identify meaningful exergy

efficiencies and the causes and true magnitudes of exergy losses.

The emphasis is now on system analysis and thermodynamic optimization, not only in the

mainstream of engineering but also in physics, biology, economics, and management. As a

result of these recent changes and advances, exergy has gone beyond thermodynamics and

become a new distinct discipline because of its interdisciplinary character as the confluence of

energy and environment. It was a prime motive to initiate a conference series on Exergy,

Energy and Environment in 2003. The conference, since then, has been running successfully

under the title of “International Exergy, Energy and Environment Symposium (IEEES).”

The conference has a multidisciplinary nature, covering three main areas of exergy, energy

and the environment and aims to provide a forum for researchers, scientists, engineers and

practitioners from all over the world to exchange information, to present high-quality research

results and new developments in the wide domain covered by exergy, energy, and the

environment, and discuss the future direction and priorities in the field.

This unique book contains, in addition to some invited contributions, the selected

papers from the latest, the Sixth International Exergy, Energy and Environment Symposium

(IEEES-6), which was held in Recep Tayyip Erdogan University in Rize, Turkey. It covers

a broad range of topics on energy conservation and management; energy and exergy

analyses; entropy generation minimization; exergy, energy and environmental modeling;

exergoeconomics and thermoeconomics; hydrogen energy technologies; fuels and alternatives;

heat and mass transfer; renewable energies; new and clean energy technologies; refrigeration

and heat pump systems; combustion technologies; thermal systems and applications;

air-conditioning systems; thermodynamic optimization; modeling of energy systems; combus-

tion/gasification; process optimization; sectoral energy and exergy utilization; waste exergy

emissions, etc.
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In conclusion, the editors gratefully acknowledge the assistance provided by several

individuals, including Dr. Ugur Akbulut, Dr. Rasim Volga Ovali, and Mr. Mert Ozsaban in

reviewing and revising several chapters, checking for consistency and finalizing them for

publication. The editors also register their sincere appreciation to the authors for their

contributions which have made this unique book possible. Dr. Dincer acknowledges the

support provided by the Turkish Academy of Sciences.

Oshawa, Ontario, Canada Ibrahim Dincer

Rize, Turkey Adnan Midilli

Rize, Turkey Haydar Kucuk
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49 Energy Saving with Double-Skin Glazed Facades

in Multistorey Buildings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 533

Esra Lakot Alemdağ and Figen Beyhan
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Hüseyin Topal

83 Prediction of Daily Average Global Solar Radiation and

Parabolic Monthly Irradiation Model Parameters for Turkey . . . . . . . . . . . 867

Zuhal Oktay, Can Coskun, and Mustafa Ertürk

84 Comparison of Energy Performance and Static Loads on a

Building Integrated Wind, Solar, and Rainwater Harvester . . . . . . . . . . . . . 875

Ali Gurbuz, Ugur Akbulut, and Mert Ozsaban

xii Contents



85 A Solar Energy Calculation Study for the Buildings in Bayburt

in Order to Get Optimum Benefit from the Sun Directly . . . . . . . . . . . . . . . 885
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Part V Hydrogen Production and Fuel Cell

86 Economic Assessment of Three Biomass-Based Hydrogen

Production Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 899

Mehmet Kursad Cohce, Ibrahim Dincer, and Marc A. Rosen

87 A Dynamic Simulation Study of a Small-Scale Hydrogen

Production System for a High Temperature Proton

Exchange Fuel Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 913

Atilla Ersöz
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Exergy Analysis of a Hybrid Solar–Wind–Biomass System
with Thermal and Electrical Energy Storage for a Community 1
Kevork Hacatoglu, Ibrahim Dincer, and Marc A. Rosen

Abstract

Sustainable community energy systems often require integration of renewable energy systems with energy storages.

Here, a hybrid solar–wind–biomass system with thermal and electrical storages is proposed to supply continuous and

reliable energy to a typical Ontario community. Exergy analysis is applied and indicates that a 1,800 m2 parabolic trough

collector with a wind turbine (16 m rotor radius) and anaerobic digestion can meet the energy needs of a community of 50

households when thermal and electrical storages are utilized and that the steam turbine and space heating components

offer the best potential for improving the overall efficiency.

Keywords

Anaeorbic digestion � Community � Energy � Exergy � Hybrid � Solar � Storage � Sustainability � Wind

Introduction

Although energy fuels the development and prosperity of billions of people around the world, concerns exist regarding

access to adequate, affordable, and reliable energy supplies and accelerated rates of climate change caused by greenhouse

gas emissions from fossil fuel combustion. The twin threats of energy security and climate change are driving interest in

renewable energy sources such as solar, wind, biomass, and geothermal.

A key technical challenge associated with renewable energy is intermittency. The availability of solar and wind energy

fluctuates, but integration with storage technologies diminishes variability and improves the reliability of supply. Another

method of improving the reliability of renewable energy systems is through hybridization. Combining several technologies

into a hybrid system improves the chances that at least one of the energy sources will be available at a given time.

Unlike photovoltaic-based technologies, which directly convert sunlight to electricity, solar thermal approaches heat

a working fluid that drives a power conversion unit similar to conventional power plants. A number of commercial solar

thermal power plants were built from 1984 to 1991 in the Mojave Desert in California [1]. The most commercialized

solar thermal technology is parabolic trough collectors that concentrate direct radiation 30–80 times [2]. Other promising

technologies include central receiver or dish/Stirling systems.

Thermal storage technologies such as two- and single-tank systems can improve the reliability of solar thermal systems.

In the two-tank system, fluid is divided into hot and cold tanks. The direct system uses the same fluid in the solar circuit and

storage, whereas the two-tank indirect system uses different fluids. Single-tank systems have a temperature gradient from hot

to cold that can cool a hot fluid (charging) or heat a cold fluid (discharging).

Efficient use of energy resources requires a clear understanding of not just quantity but also quality of energy. Traditional

energy analysis based on the first law of thermodynamics should be augmented by a second law-based exergy approach that
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also considers quality [3]. Linkages between exergy and increasingly important areas such as the environment and

sustainable development have expanded the potential benefits of exergy analysis [4].

Sustainable communities of the future will likely need to be powered by adequate and reliable flows of renewable energy.

The objective of this research is to conduct an exergy analysis and efficiency assessment of a hybrid renewable energy

system using actual energy-use data and environment conditions and to investigate the sources of exergy destruction and the

dependence of the system on its parameters. This system utilizes solar thermal, wind, and bioenergy technologies, along with

thermal and electrical energy storages.

System Description and Component Exergy Destruction Rates

Many components comprise the considered solar–wind–biomass system (Fig. 1.1). Solar and wind energy are converted to

heat, cold, and electricity to meet the energy demands of the community. Municipal solid waste (MSW) from local

households is converted to a methane-rich biogas through anaerobic digestion. Variability is managed using thermal and

electrical storage technologies. The system will be in either charging or discharging modes depending on the balance

between demand and supply. Excess supply from the solar thermal system will charge thermal storage tanks, while surplus

electricity will charge electrical storages.

Solar Thermal Subsystem

The solar thermal component is responsible for meeting space heating, cooling, and some of the electricity demand

(Fig. 1.2). Integrating the solar thermal system with thermal storage ensures reliability and continued production during

periods of solar unavailability.

Direct solar radiation is reflected by parabolic trough collectors to a heat transfer fluid (HTF) circulating through a

receiver. The HTF is modeled as Therminol, which is also used in the aforementioned solar plants in the Mojave Desert. The

HTF in a solar thermal system should be kept in a liquid state, and pressurization is required for temperatures above

Therminol’s normal boiling point of 257 �C. Concentration of radiation allows for the temperature of the HTF to increase up

to approximately 350 �C. The hot HTF can then be used in four ways: (1) space heating, (2) absorption refrigeration, (3)

electricity generation, or (4) storage.

The solar thermal system is the primary source of space heating and cooling for the community. Hot HTF from the

receiver or the hot storage tank passes through heat exchangers to directly provide domestic space heating in the winter or to

vaporize and separate the refrigerant (ammonia or NH3) from the transport medium (water or H2O) in the generator of an

Fig. 1.1 Schematic of the hybrid solar–wind–biomass community energy system with exergy destruction rates ( _ExD) for each component
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absorption refrigeration cycle in the summer. The NH3-rich vapor then condenses and flashes via a thermal expansion valve

and then evaporates due to the heat collected from households in the community. The weak solution (low in NH3) leaving the

generator preheats the incoming strong solution and flashes via a thermal expansion valve. The NH3-rich vapor and weak

solution recombine to form a strong solution that is pumped and preheated in a heat exchanger.

A power-generating Rankine cycle is only activated when the supply of electricity is insufficient. Hot HTF enters the

subsystem through a steam-generating heat exchanger. The superheated steam drives a turbine that produces mechanical

work followed by electricity via an electric generator. The low-pressure steam is condensed and pumped back into the steam

generator.

A two-tank direct thermal storage system manages the effects of fluctuations in solar availability. When solar thermal

energy is plentiful, a portion of the circulating HTF is diverted to charge a high-temperature storage tank maintained at

350 �C. Charging the hot tank simultaneously discharges the low-temperature tank (250 �C). During periods of high demand

or low solar and wind availability, hot HTF is discharged from storage, which in turn charges the cold tank.

Wind and Anaerobic Digestion Subsystem

The wind and anaerobic digestion components of the hybrid system are responsible for meeting most of the electricity

demand of the community (Fig. 1.3). Integrating these components with electrical storage improves reliability by providing

a backup during periods of low wind speeds.

The kinetic energy in wind is converted to rotational mechanical work by a wind turbine. We assume a rotor radius of

16 m and cut-in and cut-out speeds of 5 and 23 m/s, respectively. Surplus power production charges a battery that can be

discharged during periods of high demand or low wind availability.

Fig. 1.2 Solar and thermal storage subsystems of the overall community energy system with exergy destruction rates
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Waste biomass is consistently available throughout the year locally as the average person in Ontario produces approxi-

mately 1 kg day�1 of MSW [5]. Anaerobic digestion of MSW generates a methane-rich biogas and digestate that can be

converted to a marketable high-quality humus material via aerobic composting [6]. The biogas can generate power in an

open Brayton cycle with air/exhaust gas as the working fluid. Combustion of biogas generates hot exhaust gases that expand

in a gas turbine producing mechanical work. The temperature of the gas at the outlet of the turbine is high enough to preheat

fresh incoming compressed air in a regenerator.

Analysis

A thermodynamic model of the hybrid system was developed using the Engineering Equation Solver (EES) software.

The model was run for 365 days with five different input variables: (1) electricity demand per household (excluding air

conditioning), (2) air conditioning demand per household, (3) direct solar irradiance, (4) wind speed, and (5) ambient

temperature.

Electricity demand is separated from air conditioning because the proposed model supplies cooling through an absorption

refrigeration cycle driven by thermal energy. We can calculate the required heat removal rate from air conditioning data [7]

using an average coefficient of performance (COP) of 4 for central air conditioners. The daily electricity needs of a typical

household in Ontario are illustrated in Fig. 1.4.

Solar and wind are intermittent energy sources that exhibit variable availability over the year. The direct solar irradiance

available to Toronto, Ontario, Canada, can be approximated by a semiempirical model presented in [1]. The direct solar

irradiance _QSolar

� �
on a tilted plane is a function of the extraterrestrial solar irradiance _QETR

� �
, clearness number (Cn), local

extinction coefficient (kC), elevation angle (α), and angle of incidence (i):

_QSolar ¼ _QETRCn exp �kc sin αð Þ cos i ð1:1Þ

The angle of incidence is a function of the elevation angle, solar azimuth angle (as), collector azimuth angle (aw), and

collector tilt angle (β):

cos i ¼ cos α cos as � awð Þ sin β þ sin α cos β ð1:2Þ

Fig. 1.3 Wind, anaerobic digestion, and electrical energy storage subsystems of the overall community energy system with exergy

destruction rates
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Elevation and solar azimuth angles can be determined from the day of the year, latitude, and longitude of the location.

The parameters used to calculate direct solar irradiance and the average monthly ambient temperature (T0) in Toronto can be
found in Table 1.1.

The wind speed (WS) profile of an average site can be modeled based on a Weibull probability density function with a

shape parameter (k) ranging between 1.5 and 2.5 (dimensionless) and a scale parameter (c) between 5 and 10 m s�1 [8]:

f WSð Þ ¼ k

c

WS

c

� �k�1

exp � WS

c

� �k
" #

ð1:3Þ

Solar irradiance and wind speed profiles for Toronto (Fig. 1.5) were constructed based on the solar parameters in

Table 1.1 and shape and scale parameters of 2.0 and 8 m s�1, respectively.

The thermal exergy rate ( _ExQ ) of a thermal energy flow ( _Q ) at a temperature T is usually defined as the heat flow

multiplied by the Carnot factor:

_ExQ ¼ _Q 1� T0

T

� �
ð1:4Þ

Fig. 1.4 Daily power needs over 1 year for a typical household in Ontario, excluding air conditioning (A/C) and only for air conditioning (day “0”

corresponds to August 1, 2009)

Table 1.1 Direct solar irradiance parameters kC (dimensionless), Cn (dimensionless), b (degrees), and aw (degrees) and T0 (
�C) for Toronto,

Ontario, Canada

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

kC 0.142 0.144 0.156 0.180 0.196 0.205 0.207 0.201 0.177 0.160 0.149 0.142

Cn 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85

β 70 60 50 30 20 20 20 30 40 60 70 70

aw 0 0 0 0 0 0 0 0 0 0 0 0

T0 �6 �5 0 6 12 17 20 19 15 9 3 �3
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An alternative method of calculating the exergy rate of solar radiation _ExQSolar

� �
is by multiplying the product of _QSolar and

solar collector area (AC) by the Petela–Landsberg–Press factor, which is considered to be a more accurate measure of the

exergy of blackbody radiation [9]:

_ExQSolar ¼ _QSolarAC 1� 4

3

T0

TSun
þ 1

3

T0

TSun

� �3
 !

ð1:5Þ

The kinetic energy of wind is directly proportional to the swept area of the turbine blades and to the cube of wind speed:

KEWind ¼ 1

2
ρπR2 WSð Þ3 ð1:6Þ

where ρ is the density of air and R is the rotor radius. The actual power generated by the wind turbine ( _PWind) depends on the

power coefficient (CP), mechanical efficiency (ηMech), and efficiency of the electric generator (ηGen):

_PWind ¼ CPηMechηGen
1

2
ρπR2 WSð Þ3 ð1:7Þ

Most of the materials in MSW cannot be converted to biogas. Only the organic fraction of MSW (OFMSW) can be

converted, exclusive of moisture content (MC). Furthermore, it is the biodegradable volatile solids (BVS) component of the

volatile solid fraction (VS) of the dry organic material that can be converted to biogas. A biogas conversion factor (BGCF)

represents the fraction of biodegradable organic material that forms biogas ( _mBOM):

_mBOM ¼ _mMSW � OFMSW � 1�MCð Þ � VS� BVS� BGCF ð1:8Þ

Biodegradable organic material can be represented chemically by C60H95O38N, which can be used to calculate the

amount of methane and carbon dioxide produced by anaerobic digestion:

C60H95O38Nþ 18H2O ! 32CH4 þ 28CO2 þ NH3 ð1:9Þ

Fig. 1.5 Average daily direct solar irradiance and wind speeds over a year for Toronto, Ontario, Canada (day “0” corresponds to August 1, 2009)
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The above equations combined with mass, energy, and entropy balances determine mass, heat, and work flow rates

through all the system components. An exergy analysis determines the exergy destruction within each component and

calculates the system exergy efficiency. The overall specific exergy (ex) of a substance is the sum of its physical (exph) and
chemical (exch) specific exergies, while the specific physical exergy of a flowing material is based on its specific enthalpy

and specific entropy and the reference environment conditions:

ex ¼ exph þ exch ð1:10Þ

exph ¼ h� h0 � T0 s� s0ð Þ ð1:11Þ

The chemical exergy of a substance needs to be considered when calculating exergy changes of chemical reactions. The

chemical exergy for various molecules is available in [10]. The exergy reference environment of 25 �C and 101.325 kPa

presented in [10] is used in the analysis. System exergy efficiency (ψ) is the ratio of total exergy outputs to total exergy inputs:

ψ ¼
_WLoad þ _ExQEvap þ _ExQSH þ _mHT

In exHT þ _mCT
In exCT

_ExQSolar þ _ExWind þ _mHT
OutexHT þ _mCT

OutexCT þ _mMSWexMSW

ð1:12Þ

where _WLoad denotes the community electrical power demand, _ExQEvap the rate at which thermal exergy needs to be removed

from community households, _ExQSH the thermal exergy rate of space heating, _mHT
In the mass flow rate into the hot tank,

exHT the specific physical exergy of high-temperature heat transfer fluid, _mCT
In the mass flow rate into the cold tank, and

exCT the specific physical exergy of low-temperature heat transfer fluid.

Values for several parameters are defined for the model (see Table 1.2).

Results and Discussion

The solar–wind–biomass model was run for 365 days with input variables of household electricity demand, air conditioning

demand, direct solar irradiance, wind speed, and ambient temperature. The daily change in the amount of HTF in the hot tank

is a function of all of the above input variables and is illustrated in Fig. 1.6.

The highest demand for hot HTF (411 kg) occurs on day 299 (May 26, 2010). The electrical demand per household that

day is also very high (3.07 kW) as is the demand for air conditioning (0.93 or 3.72 kW of heat removal based on an average

Table 1.2 Hybrid solar–wind–biomass model parameters

Parameter Value Units

Area of solar collector 1,800 m2

Biodegradable volatile solid (BVS) content 0.75 –

Biogas conversion factor (BGCF) 0.90 –

Concentration ratio 30 –

Efficiency of electric generator 0.92 –

Livable floor space 195 m2

Moisture content of MSW (MC) 0.20 –

Mechanical efficiency (wind turbine) 0.60 –

MSW production rate 1 kg person�1 day�1

Number of households 50 –

Number of people per household 4 –

Organic fraction of MSW (OFMSW) 0.78 –

Power coefficient (wind turbine) 0.45 –

Rotor radius 16 m

Space temperature of a household 20 �C
Temperature of cold tank 250 �C
Temperature of hot tank 350 �C
Volatile solid fraction of dry organic solids (VS) 0.835 –

1 Exergy Analysis of a Hybrid Solar–Wind–Biomass System with Thermal and Electrical Energy Storage for a Community 9



COP of 4). The hot tank is charged with the most HTF (339 kg) on day 294 (May 21, 2010), when demand per household is

only 0.85 kW with no air conditioning and high wind speeds (12 m/s). However, the size of the storage tank is based on the

maximum HTF accumulation (positive or negative) (see Fig. 1.7).

On day 25 (August 25, 2009) the hot tank has accumulated�4,320 kg of hot HTF, whereas on day 296 (May 23, 2010) the

accumulation is 6,080 kg. At year end, the net accumulation is greater than zero (1,108 kg). Conversely, the cold tank

Fig. 1.6 Change in the mass of HTF in the high-temperature storage tank over time (day “0” corresponds to August 1, 2009)

Fig. 1.7 Overall accumulation of HTF in each storage tank over time (day “0” corresponds to August 1, 2009)
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accumulates�6,080 kg by day 296. To ensure a reliable supply of heat, cold, and electricity, each tank requires a capacity of

at least 6,080 kg or 7.5 m3 (based on a Therminol-specific volume of 0.001232 m3 kg�1).

Component exergy destruction rates are shown in Figs. 1.1, 1.2, and 1.3, and the total exergy destruction rate of the

system over 1 year is found to be 192,000 kW. Of the various subsystems shown in Fig. 1.1, the solar thermal system has

the most exergy destruction (70,000 kW or 36 % of the total) followed by the wind turbine (50,900 kW or 26 %). Of the

various individual components, the steam turbine exhibited a high destruction rate (17,300 kW or 9.0 %). Multistage

expansion with reheating could significantly reduce exergy destruction and improve the overall efficiency of the system.

Another large source of exergy destruction is space heating (14,400 kW or 7.5 %), which requires low-grade thermal

energy. The exergy efficiency of the system could be improved by using HTF from the cold tank instead of the hot tank to

provide space heating.

The accumulation of electrical energy in the battery occurs rapidly and builds until year end (Fig. 1.8). This becomes a

significant source of exergy destruction as battery charging or discharging is approximately 80 % efficient [8]. The battery

reaches its maximum charge of 146,000 kWh on day 259 (April 16, 2010) and has a net charge of 133,000 kWh after 1 year.

A combined energy and economic analysis could reveal the ideal size of the battery to ensure continuous and reliable

operation while minimizing cost.

A parametric study was conducted to ascertain the impact on overall exergy efficiency of several key parameters: (1)

ambient temperature (Fig. 1.9), (2) collector area (Fig. 1.10), and (3) hot tank temperature (Fig. 1.11). The parametric study

is performed for input variable values of 1.39 kW, 0.29 kW, 288 W m�2, and 19 �C for household electrical power demand,

air conditioning demand, direct irradiance, and ambient temperature, respectively.

The effect of increasing the ambient temperature is a decrease in the exergy efficiency of the system for all wind speeds,

although the descent is steepest at 8 m/s. The thermal exergy of heat flows and the physical exergy of a substance both

decrease as ambient temperature increases.

Increasing the solar collector area gradually pushes the system towards a permanent thermal storage charging state

depending on the wind speed (faster wind speeds enter a charging state at a lower collector area). The exergy efficiency

increases because the system is charging the hot and discharging the cold storage tank.

Increasing the upper limit of the hot HTF is observed in Fig. 1.11 to increase exergy efficiency. As the temperature of the

HTF rises, the temperature of the working fluid of the Rankine cycle also rises, which raises the electrical power that can be

generated. However, beyond a certain temperature, which is dependent on wind speed, the rate of heat loss from receiver

tubes and the exergy destruction in components operating at lower temperatures (e.g., space heater and the generator) exceed

the gains from higher Rankine cycle efficiencies.

Fig. 1.8 Overall accumulation of electrical energy in the battery over time (day “0” corresponds to August 1, 2009)
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Fig. 1.10 Effect of solar collector area on system exergy efficiency at various wind speeds

Fig. 1.9 Effect of ambient temperature on system exergy efficiency at various wind speeds
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Conclusions

The hybrid solar–wind–biomass system is able to meet the energy needs of a typical community in Ontario of 50 households.

Approximately 1,800 m2 of parabolic trough collectors, a wind turbine with a rotor radius of 16 m, and anaerobic digestion

of MSW generate a net amount of hot HTF after 365 days. The size of each tank should be at least 7.5 m3 to accommodate

solar and wind fluctuations and balance energy demand with supply. The exergy analysis revealed that there are significant

efficiency improvements to be made especially with respect to the steam turbine and space heating, which can both be

enhanced through better design.

Acknowledgements The authors gratefully acknowledge the support provided by the Natural Sciences and Engineering Research Council of

Canada.

Nomenclature

AC Solar collector area, m2

as Solar azimuth angle degrees

aw Collector azimuth angle degrees

c Scale parameter, m s�1

Cn Clearness number dimensionless

CP Power coefficient dimensionless

ex Specific exergy, kJ kg�1

_Ex Exergy rate, kW

h Specific enthalpy, kJ kg �1

i Incidence angle degrees

k Shape parameter dimensionless

kC Local extinction coefficient dimensionless

KE Kinetic energy, kW

_m Mass flow rate, kW
_Q Thermal energy rate, kW

R Rotor radius, m

s Specific entropy, kJ kg�1 K�1

T Temperature, K
_W Work rate, kW

WS Wind speed, m s�1

Fig. 1.11 Effect of temperature of hot storage tank on system exergy efficiency at various wind speeds
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Greek Letters

α Elevation angle degrees

β Collector tilt angle degrees

η Energy efficiency %

ψ Exergy efficiency %

ρ Density, kg m�3

Subscripts

0 Ambient conditions

BOM Biodegradable organic matter

CT Cold tank

ETR Extraterrestrial radiation

Evap Evaporator

Gen Generator

HT Hot tank

Mech Mechanical

MSW Municipal solid waste

SH Space heating

Superscripts

ch Chemical

D Destruction

ph Physical

Q Thermal
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Exergetic Evaluation of a High-Pressure Hydrogen
Production System 2
Selcuk Inac, Adnan Midilli, and Ibrahim Dincer

Abstract

This study presents exergetic assessment of a high-pressure hydrogen production system (HPS). The system considered in

this study includes a high-pressure proton exchange membrane (PEM) electrolyzer, two heat exchangers, a motor pump

system, a circulation pump, and a hot water tank. In order to perform the main objective of this study, the following

important parameters are taken into consideration: (1) the operating pressure (ranging from 1 to 200 bar), (2) the

operating temperature (ranging from 70 to 80 �C), (3) dead-state temperature (assumed to be 25 �C), (4) the energy

efficiency of the PEM electrolyzer (ranging from 0.5 to 1), (5) the pump efficiency (assumed to be 0.8), (6) mass flow rate

of hydrogen from PEM electrolyzer (3 kg per hour), and (7) mass flow rate of pure water supplied to the PEM electrolysis

(27 per hour). Considering all these parameters, exergy analysis is performed for the HPS. The results show that exergy

efficiency of HPS increases with the rise of the operating pressure and temperature. It thus requires a higher amount of

energy input. In this regard, there is a strong need to optimize the process.

Keywords

Hydrogen � Energy � Exergy � High-pressure PEM electrolyzer

Introduction

Energy is a key factor in social, economic, and sustainable development of countries [1–4]. However, many environmental

issues causing global climate change are originated of energy production, consumption, and conversion [5]. Today, fossil

fuels (i.e., petroleum, natural gas, and coal) are quickly consumed to provide the world energy demand. Particularly,

utilization of the nonrenewable fuels has caused global warming due to the carbon dioxide, methane, and nitrous oxide and

chlorofluorocarbon emissions. In this regard, hydrogen seen as an energy source of sustainability, unlimited clean energy,

zero emission of greenhouse gases, and high energy efficiency has been accepted to be leader energy supply for the energy

industry in future [6–9].

One of the most effective methods of hydrogen production from water is electrolysis method. In this method, electrolyzer

is a unique instrument for pure hydrogen and oxygen production from the water. There are many electrolyzer types, but
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proton exchange membrane (PEM) electrolyzer is very simple and compact among these electrolyzers [10]. PEM

electrolyzer is a promising important technology. However, PEM electrolyzer is an effective and safe technology for

hydrogen production [11].

Under these considerations, a detailed literature review is performed, based on some studies over high-pressure hydrogen

production technologies available in the open literature (e.g., [12–20]). In this study, a parametric study on high-pressure

hydrogen production is conducted to investigate how the exergy efficiency changes with system operating conditions such as

temperature and pressure.

System Description

The following system is designed for high-pressure hydrogen production and analyzed in this regard for practical

applications. The working principle of the hydrogen production system (HPS) can be explained as follows (Fig. 2.1).

Exergy Analysis

In order to perform the parametric study, the following assumptions are made for the exergy analysis:

• Inlet temperature and pressure of pure water are 20 �C and 1 atm, respectively.

• Hydrogen gas production flow rate is 3 kg/h.

• Operating temperatures of PEM electrolyzer are taken as 70, 75, and 80 �C.
• Operating pressures of PEM electrolyzer are taken as 1, 10, 20, 30, 40, 50, 100, 150, and 200 bar.

• Energy efficiencies of PEM electrolyzer are taken as 0.5, 0.6, 0.7, 0.8, 0.9, and 1.

• Mass flow rate of pure water provided in system is 27 kg per hour.

• The plate heat exchangers in the system operate on an adiabatic process.

• Hydrogen and oxygen gases in system are real gas.

• Energy efficiency of the pumps is 0.8.

C.Pump

Heat Exchanger-I

WPEM

Pump

H2Opw
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To industrial
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Fig. 2.1 Schematic representation of the HPS (modified from [17, 28])
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• Thermodynamic properties corresponding to operating temperature and pressure in system are taken from the NIST [21].

Depending on the values taken from other sources results may vary. In this study, NIST has been selected as the data source.

• Ambient temperature and pressure in system are taken to be 25 �C and 1 atm, respectively.

• Temperature of heating water is assumed to be 90 �C.
• Temperature of cooling water is assumed to be 20 �C.
• The chemical exergy values are taken from the literature [22].

In this regard, the energy and exergy balances of the HPS are shown as in Fig. 2.2 by considering a key literature

work [23]. Thus, the exergy balance for a system can be written as follows:X
_Exin �

X
_Exout � _Exd ¼ Δ _Exs ð2:1Þ

where for a steady-state system,Δ _Exs is zero; _Exin and _Exout are the amount of total exergy input and output, respectively; and
_Exd is the total irreversibility of a system.

Here, the total irreversibility for a system can be expressed as

_Exd ¼ _I ¼
X

_Exin �
X

_Exout ð2:2Þ

which is used for each of the main components in the HPS. However, total exergy (ex) can be calculated from

ex ¼ exph þ exch ð2:3Þ

where exph and exch are the physical and chemical exergy, respectively:

exph ¼ h� hoð Þ � To s� soð Þ þ V2

2
þ gz ð2:4Þ

where changes of specific kinetic energy and specific potential energy are assumed to be zero in this study.

The physical exergy can be written as below:

exph ¼ h� hoð Þ � To s� soð Þ ð2:5Þ

where h and s are enthalpy and entropy and ho and so are enthalpy and entropy at the reference (dead) state of Po and To,

respectively.
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o
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Fig. 2.2 Energy and exergy flow diagram of the HPS
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The exergy flow rate can be calculated from

_Ex ¼ _mex ð2:6Þ

The total exergy balance of a system can be obtained by

_E ¼
X

_min exph þ exch
� �

in
�
X

_mout ex
ph þ exch

� �
out

þ
X

_ExQ � _ExW � _I ¼ 0 ð2:7Þ

where _min and _mout are inlet and outlet mass flow rate, _ExQ is the exergy transfer by heat, and _ExW is the exergy transfer

by work.

Exergy transfer by heat and work can be expressed as

_ExQ ¼ 1� To

Tr

� �
_Qr ð2:8Þ

and

_ExW ¼ _W ð2:9Þ

The exergy efficiency of a system can be written as [24]

ψ ¼ 1�
X

IX
_Exin

ð2:10Þ

where
X

_I is the total irreversibility in a system and
X

_Exin is the total exergy input to a system.

Firstly, the energy requirement of high-pressure PEM electrolyzer must be theoretically determined for high-pressure

hydrogen production. Requirement of energy necessary for high-pressure hydrogen production is calculated as [17]

ΔH ¼ ΔGþ TΔS ð2:11Þ

where ΔG is the electricity requirement of PEM electrolyzer and TΔS is the requirement of thermal energy of PEM

electrolyzer. Chemical reaction in PEM electrolyzer can be written as below [25]:

H2Oþ ΔGþ TΔS ! 1=2O2 þ H2 ð2:12Þ

The electricity and heat requirement of PEM electrolyzer can be defined as [26]

_WPEM ¼ _mH2
o TH2

soH2
þ cH2

ln
TH2

298

� �
� ZH2

Rln
PH2

1atm

� �� �
� cH2

TH2
� 298ð Þ

� �
H2,o

þ _mO2
o TO2

soO2
þ cO2

ln
TO2

298

� �
� ZO2

Rln
PO2

1atm

� �� �
� cO2

TO2
� 298ð Þ

� �
O2,o

� _mH2O
i TH2O soH2O

þ cH2O ln
TH2O

298

� �� �
� ho

H2O
þ cH2O TH2O � 298ð Þ

� 	� �
H2O, i

ð2:13Þ

_QPEM ¼ _mH2O
i �ho

H2O
� cH2O TH2O � 298ð Þ

� 	
H2O, i

þ _mH2
o cH2

TH2
� 298ð Þð ÞH2,o

þ _mO2
o 0,5cO2

TO2
� 298ð Þð ÞO2,o

þ _WPEM

ð2:14Þ

The total energy requirement of PEM electrolyzer _E
PEM

� 	
can be defined as follows:

_EPEM ¼ _QPEM þ _WPEM ð2:15Þ
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where

_ExPEM ¼ _EPEM ð2:16Þ

where _QPEM is the amount of total heat requirement in order to realize the chemical reaction and _ExPEM is the total exergy

input as heat and work to PEM electrolyzer.

Exergy efficiency of PEM electrolyzer has been calculated by using Eq. (2.13) [24]:

ψPEM ¼ 1�
_IPEM

_ExPEM þ _Expwin

 !
ð2:17Þ

where _ExPEM is the total exergy input to PEM electrolyzer and _Expwin is the pure water exergy input to PEM electrolyzer.

The total irreversibility of PEM electrolyzer can be defined as follows:

_IPEM ¼ _mH2O
in h� hoð Þ � To s� soð Þð ÞH2O

þ exchH2O

h i
þ _ExPEM

� _mO2
out h� hoð Þ � To s� soð Þð ÞO2

þ exchO2

h i
� _mH2

out h� hoð Þ � To s� soð Þð ÞH2
þ exchH2

h i ð2:18Þ

The theoretic work of pump _W
p

t


 �
can be calculated from [27]

_W
p

t ¼ _mp
pw, ivf pw, i Pp

pw,o � Pp
pw, i

� 	
ð2:19Þ

where vfpw,i is the specific volume of pure water.

The real work of pump _W
p

R


 �
can be written as

_W
p

R ¼
_W

p

t

η
ð2:20Þ

and

_Expump ¼ _W
p

R and _Excp ¼ _W
cp

R ð2:21Þ

where η is the electrical efficiency of pump and _Expump and _Excp are the total exergy input to pump and circulation pump,

respectively.

Under these considerations, the exergy efficiency of the HPS can be calculated by

ψHPS ¼ 1�
_IHPS
_ExHPS

� �
ð2:22Þ

where ηex
HPS is the exergy efficiency of system, _ExHPS is the total exergy input to the HPS (kW), and _IHPS is the total

irreversibility of all components in the HPS (kW):

_ExHPS ¼ _Expw þ _Exhw þ _Expump þ _Excp þ _ExPEM ð2:23Þ

The total irreversibility of system is calculated by

_IHPS ¼ _Icp þ _Ip þ _IPEM þ _Ihex�I þ _Ihex�II ð2:24Þ

The exergy balances of other main components in the HPS are showed in Table 2.1. As a result, the exergy efficiency of

the HPS can be written as follows:

ψHPS ¼ 1� Icp þ Ip þ IPEM þ Ihex�I þ Ihex�II

_Expw þ _Exhw þ _Expump þ _Excp þ _ExPEM
ð2:25Þ
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Results and Discussion

In this study, an exergetic assessment of the newly developed HPS is performed. Figure 2.3 shows the energy consumption

amount of PEM electrolyzer as a function of the operating temperature and pressure of system. In this study, the flow rate of

hydrogen production is taken to be 3 kg/h. As shown in Fig. 2.3, the energy requirement of PEM electrolyzer increases with

the rise of operating pressure and decreases with the increase of operating temperature of the system.

Furthermore, Fig. 2.4 illustrates the exergy efficiency of PEM electrolyzer as a function of the operating temperature and

pressure of system. As shown in Fig. 2.4, the exergy efficiency of PEM electrolyzer goes up with the increase of the

operating temperature and pressure of the system.

Figure 2.5 indicates the exergy efficiency and total irreversibility of the HPS based on the operating temperature and

pressure of the system. As shown in Fig. 2.5, the exergy efficiency of the HPS increases with the rise of the operating

temperature and pressure of the system. However, the total irreversibility of the HPS decreases with the increase of the

operating pressure and temperature of the system.

Table 2.1 The exergy balance for main components

System components Irreversibility

Pump _Ip ¼ _mp
pw, i h� hoð Þ � To s� soð Þ þ exchH2O

� 	
þ _W

p

R � _mp
pw,o h� hoð Þ � To s� soð Þ þ exchH2O

� 	
Circulation pump _Icp ¼ _m cp

hw, i h� hoð Þ � To s� soð Þ þ ExchH2O

� 	
hw, i

þ _W
cp

R � _m cp
hw,o h� hoð Þ � To s� soð Þ þ ExchH2O

� 	
hw,o

Heat exchanger-I _Ihex�I ¼ _mhex�I
pw, i h� hoð Þ � To s� soð Þ þ exchH2O

� 	
pw, i

þ _mhex�I
hw, i h� hoð Þ � To s� soð Þ þ exchH2O

� 	
hw, i

� _mhex�I
pw,o h� hoð Þ � To s� soð Þ þ exchH2O

� 	
pw,o

� _mhex�I
hw,o h� hoð Þ � To s� soð Þ þ exchH2O

� 	
hw,o

Heat exchanger-I _Ihex�II ¼ _mhex�I
cw, i h� hoð Þ � To s� soð Þ þ exchH2O

� 	
cw, i

þ _mhex�II
H2, i

h� hoð Þ � To s� soð Þ þ exchH2

� 	
H2, i

� _mhex�I
cw,o h� hoð Þ � To s� soð Þ þ exchH2O

� 	
cw,o

� _mhex�II
H2,o

h� hoð Þ � To s� soð Þ þ exchH2

� 	
H2,o
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Conclusions

In this study, a parametric study on the exergetic evaluation of the high-pressure hydrogen production has been presented. In

this regard, exergy analyses of both the HPS and PEM electrolyzer are discussed according to operating temperature and

pressure of the system. The following two concluding remarks are made.

• Total energy requirement of the HPS system and PEM electrolyzer increases with the rise of operating pressure of the

system. In this regard, PEM electrolyzer has maximum power consumption in the HPS.

• The overall system exergy efficiency increases and the total irreversibility of the HPS decreases with an increase in

operating pressure and temperature of the system, respectively.

Note that in order to find out the optimum operating pressure and temperature and to determine the optimum exergetic

efficiency and irreversibility of the system, the exergetic optimization should be performed as to be done in the future.
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Exergetic Performance Assessment of a Binary
Geothermal Power Plant 3
Yildiz Kalinci, Arif Hepbasli, and Ibrahim Dincer

Abstract

Electricity generation is achieved by means of the medium-temperature geothermal water in the range of 90–140 ºC in

binary plants with the organic Rankine cycle. So, we investigate a binary geothermal power plant as a case study, from the

energy and exergy point of view. Also, exergy destruction rates throughout the plant are quantified and illustrated for

comparison purposes. In the plant considered, the brine injection and reinjection temperatures are 140 and 80 ºC, with a

mass flow rate of 64.87 kg/s, respectively. The energy and exergy efficiencies are calculated as 5.34 and 30.84 %,

respectively, based on the heat and exergy input rates to the system at the net power. Furthermore, we examine the effects

of some parameters on energy and exergy efficiencies and net power output (e.g., brine injection temperature, brine mass

flow rates, turbine inlet temperature and inlet pressure).

Keywords

Energy � Exergy � Efficiency � Geothermal power plant � ORC

Introduction

"Geothermal" comes from the Greek words geo (earth) and therme (heat). So, geothermal means earth heat. Our earth’s

interior—like the sun—provides heat energy from nature. This heat—geothermal energy—yields warmth and power that we

can use without polluting the environment [7].

The utilization of geothermal source for power generation, cooling, or heating applications depends mainly on the source

temperature. High-temperature geothermal resources above 150 ºC are generally used for power generation. Moderate-

temperature (between 90 and 150 ºC) and low-temperature (below 90 ºC) geothermal resources are best suited for direct

applications, such as space and process heating, cooling, aquaculture, and fish farming [8, 12, 14].

Basic use of geothermal source at higher temperature is that of power production. Today, world installed electrical

generation capacity is more than 10 GW [4]. High-temperature geothermal resources, such as dry steam and hot water, as

well as medium-temperature geothermal resources such as water of moderate temperature can be profitably used to generate

electricity using three types of geothermal power plants (GPPs): dry steam, flash, and binary power plants. Dry steam
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geothermal power plants use very hot steam (>235 ºC) and limited amounts of water from the geothermal resources. Flash

steam power plants (single or double) use hot water (>180 ºC), while binary cycle system uses water at moderate

temperatures (100–180 ºC) coming from geothermal resources [5]. An application range of various types of geothermal

power plants can be seen in Fig. 3.1.

Note that binary plants convert medium-temperature resources into electricity more efficiently than other technologies.

In binary plants a heat exchanger transfers heat from the produced hot geofluid in a primary loop to a low-boiling-point

working fluid in a secondary loop, such as propane, isobutene, pentane, and isopentane. This thermodynamic cycle is known

as organic Rankine cycle (ORC) because initially organic compounds are used as the working fluid. The working fluid in the

secondary loop is evaporated in the vaporizer by the geothermal heat provided in the primary loop. The vapor expands as it

passes through the organic vapor turbine which is coupled to the generator. The exhaust vapor is condensed in a water-

cooled condenser or an air cooler and is recycled to the vaporizer by the feed pump. The cooled geofluid can be discharged or

reinjected into the reservoir without flashing, which minimizes scaling problems. It makes decentralized geothermal

production feasible and economically attractive in many remote or less developed regions of the world, where financial

incentives promote low CO2 emission energy production technologies [8].

There are some studies about geothermal binary power plants in the literature as follows: DiPippo [9] discussed the

Carnot and the triangular efficiencies for geothermal binary power plants. He said that a more useful model was the

triangular (or trilateral) cycle because binary plants operating on geothermal hot water used a non-isothermal heat source.

The triangular cycle imposed a lower upper bound on the thermal efficiency and served as a more meaningful ideal cycle

against which to measure the performance of real binary cycles.

Kose [10] examined the potential and utilization of the existing geothermal energy resources in Kutahya–Simav region.

The temperature of the geothermal fluid in the Simav–Eynal field was too high for the district heating system. Therefore, the

possibility of electrical energy generation by a binary cycle was researched and the preliminary feasibility studies were

conducted in the field. For the environmental reasons, the working fluid used in this binary power plant was chosen as

HCFC-124. It was concluded that the Kutahya–Simav geothermal power plant had the potential to produce an installed

capacity of 2.9 MWe and a minimum of 17,020 MWh/year electrical energy could be produced from this plant.

Kanoglu and Bolatturk [11] studied exergy analysis of a binary geothermal power plant using actual plant data to assess the

plant performance and pinpoint sites of primary exergy destruction. Exergy destruction throughout the plant was quantified

and illustrated using an exergy diagram and compared to the energy diagram. The sites with greater exergy destructions

included brine reinjection, heat exchanger, and condenser losses. The energy and exergy efficiencies of the plant were 4.5 and

21.7 %, respectively, based on the energy and exergy of geothermal water at the heat exchanger inlet. The energy and exergy

efficiencies were 10.2 and 33.5 %, respectively, based on the heat input and exergy input to the binary Rankine cycle.

Yari [12] presented a comparative study of the different geothermal power plant concepts, based on the exergy analysis

for high-temperature geothermal resources. The considered cycles for this study were a binary geothermal power plant using

a simple ORC, a binary geothermal power plant using an ORC with an internal heat exchanger (IHE), a binary cycle with a

regenerative ORC, a binary cycle with a regenerative ORC with an IHE, a single-flash geothermal power plant, a double-

flash geothermal power plant, and a combined flash-binary power plant. The maximum first-law efficiency was found to be
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related to the ORC with an IHE with R123 as the working fluid and was calculated to be 7.65 %. In contrast, the first-law

efficiency based on the energy input into the ORC revealed that the binary cycle with the regenerative ORC with an IHE and

R123 as the working fluid has the highest efficiency (15.35 %). Also, the maximum first-law efficiency was shown to be

given by the flash binary with R123 as the working fluid and was calculated to be 11.81 %.

A modified exergoeconomic model was proposed for geothermal power plants using exergy- and cost-accounting

analyses, and a case study was in this regard presented for the Tuzla geothermal power plant system (Tuzla GPPS) in

Turkey to illustrate an application of the currently modified exergoeconomic model by Coskun et al. [5]. Tuzla GPPS had a

total installed capacity of 7.5 MW, and electricity was generated using a binary cycle. Exergy efficiency values varied

between 35 and 49 % with an average exergy efficiency of 45.2 %.

Ganjehsarabi et al. [13] performed an exergy analysis of the Dora II geothermal power plant with 9.5 MW net power

output by using actual plant data to evaluate plant performance and pinpoint the locations of exergy destructions/losses. The

overall energetic and exergetic efficiencies of the plant were calculated to be 10.7 and 29.6 %, respectively. The largest

exergy destruction rate took place in brine reinjection as 10.3 MW. The second and third highest exergy destruction rates

occurred in cooling tower and turbine with 4.7 and 3.4 MW, respectively.

This study aims at contributing to the area of binary geothermal power plant through energy and exergy analyses. In this

regard, the main objectives of this study are to (1) calculate the energy and exergy efficiencies for both the entire plant and

the individual plant components, (2) identify exergy destruction rates, and (3) investigate the parameters affecting energy

and exergy efficiencies.

System Description

There are several sources of medium-temperature geothermal water in the range of 90–140 ºC which is suitable to produce

electricity by binary plants using ORC. In this study, the data were taken from the literature [7] on a case study using a binary

power plant as apparently modified for analysis. The geothermal fluid is taken as 1,600 kPa, 140 ºC, and 64.87 kg/s from

production well, and then it is injected at 1,600 kPa and 80 ºC, respectively.

The geothermal fluid transfers its heat to the working fluid—isopentane—inside the evaporator and the preheater.

In the preheater, the condensed isopentane is heated to the boiling point and transforms into dry saturated steam within

the evaporator. The dry saturated steam expands in the turbine, providing mechanical work to drive the electric generator.

After expansion in the steam turbine, the steam is fed to the air-cooled condenser. The condensation heat is transferred to the

environment by the forced convection of the air. The condensate is brought to the initial pressure by the feed pump and

returns to the preheater and the evaporator. Isentropic efficiencies for the turbine and the feed pump are given as 0.85

and 0.8, respectively. Also, average annual air temperature is 15 �C. Isopentane operates between 700 and 95 kPa with a

mass flow rate of 36.04 kg/s.

Analysis

The following assumptions are made in this study [11, 12].

• The operation of the geothermal power plant is considered in steady state.

• The pressure drops throughout the heat exchangers, and pipelines are considered negligible.

• The turbines and pumps have isentropic efficiencies.

• The changes in kinetic and potential energies are considered negligible.

• The geothermal fluid is treated as water.

The mass, energy, and exergy balances for any control volume at steady state with negligible kinetic and potential energy

changes can be expressed, respectively, by X
_min ¼

X
_m0ut ð3:1Þ

X
_Ein ¼

X
_E0ut ð3:2Þ

_Q þ _W ¼
X

_m0uthout �
X

_minhin ð3:3Þ

3 Exergetic Performance Assessment of a Binary Geothermal Power Plant 25



And exergetically, it becomes

_Exheat þ _W ¼
X

_Exin �
X

_Exout þ _I ð3:4Þ

where the subscriptions in and out represent the inlet and exit states; _E, _Q, and _W are the energy rate, heat rate, and work input

rate; _m is the mass flow rate; and h is the specific enthalpy. Also, _Ex and _I are the exergy rate and the irreversibility (or exergy

destruction) rate. _Exheat is the net exergy transfer by heat at the temperature T, and the subscript 0 stands for the restricted

dead state, which is given by

_Exheat ¼
X

1� T0

T

� �
_Q ð3:5Þ

The specific flow exergy is given by

ex ¼ h� h0ð Þ � T0 s� s0ð Þ ð3:6Þ

where s is the specific entropy. Multiplying the specific exergy by the mass flow rate of the fluid gives the exergy rate:

_Ex ¼ _mex ð3:7Þ

The energy and exergy efficiencies are generally defined as

η ¼
_Eout

_Ein

ð3:8Þ

ε ¼
_Exout
_Exin

ð3:9Þ

To determine the exergetic availability of a geothermal resource, the following equation can be used [14]:

_Ex
_Ex0

¼ Tgeo � Trej

� �� T0 ln Tgeo=Trej

� �
Tgeo � T0

� �� T0 ln Tgeo=T0

� � ð3:10Þ

To compare geothermal plants, another parameter is the specific brine consumption, which is given by

β ¼ _mgeo

_Wnet

ð3:11Þ

In addition, energetic and exergetic relations for components are given in Table 3.1.

Table 3.1 Energetic and exergetic relations for the subsystems

Subsystem Energy relations Exergy relations

Preheater _mgeo h2 � h3ð Þ ¼ _mwf h6 � h5ð Þ _IPH ¼ _Ex2 � _Ex3
� �� _Ex6 � _Ex5

� �
Evaporation _mgeo h1 � h2ð Þ ¼ _mwf h7 � h6ð Þ _IEV ¼ _Ex1 � _Ex2

� �� _Ex7 � _Ex6
� �

Feed pump _Wp ¼ _mwf h5 � h4ð Þ ¼ _mwf h5s � h4ð Þ=ηps _IP ¼ _Wp � _Ex5 � _Ex4
� �

Turbine _WT ¼ _mwf h7 � h8ð Þ ¼ _mwf h7 � h8sð ÞηTs _IT ¼ _Ex7 � _Ex8
� �� _WT

Condenser _Q ¼ _mwf h8 � h4ð Þ ¼ _mair h10 � h9ð Þ _IC ¼ _Ex8 � _Ex4

Cycle
ηcycle ¼

_Wnet

_mgeo h1 � h3ð Þ εcycle ¼
_Wnet

_Ex1 � _Ex3
System

ηsys ¼
_Wnet

_mgeo h1 � h0ð Þ εsys ¼
_Wnet

_Ex1
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Results and Discussion

In this study, the brine has a mass flow rate of 64.87 kg/s at 1,600 kPa and 140 �C. Due to the medium temperature, binary

geothermal power plant is feasible to produce electricity. The rejection temperature is selected based mainly on the chemical

composition of the geothermal fluid; in particular, it is necessary that the rejection temperature should be high enough to

avoid silica oversaturation, which could lead to silica scaling and serious fouling problems in recovery heat exchangers and

in mineral deposition in pipes and valves. It seems difficult to lower the rejection temperature below 70 �C, considering low
enthalpy geothermal fields have temperatures in the 110–160 �C range [14]. So, the rejection temperature is 80 �C.

Isopentane is recommended as the working fluid in the ORC for the medium-temperature geothermal resources because

among all the refrigerants and the hydrocarbons that come into consideration, it shows the best properties: low specific

volumes, high efficiency (net power), moderate pressures in the heat exchangers, low cost, low toxicity, low ozone depletion

potential, low global warming potential, and a low pinch-point temperature [7].

In the study, upper cycle pressure is defined according to the pinch-point temperature difference, which is a difference

between the brine pinch point and the vaporization temperatures of isopentane. In the thermodynamic calculations, a special

attention is given to the values of the pinch points that are not below 5 �C. In this study, the upper pressure is 700 kPa and its
saturated temperature is 98.62 �C. Using Table 3.1 for evaporation, the temperature of state 2 is defined as 104 �C.
According to this, the pinch-point temperature difference is calculated as 5.41 �C. A process flow chart is given in

Fig. 3.2 where the main devices are preheater, evaporation, turbine, condenser with air-cooled condenser, and feed pump.

According to this figure, energy analysis of each point can be made using Eqs. (3.1)–(3.3) and the relations given in

Table 3.1. Here, the thermodynamic properties of the working fluid are determined using the EES software package and

geothermal fluid is considered as water. While the binary cycle is considered as only cycle, geothermal energy and binary

cycle are considered as a system.

Thermodynamic properties of the fluids are calculated and are given in Table 3.2 for all the points. According to these

data, the turbine produces 2,229 kW and the feed pump consumes 44.34 kW. The net power is 2,184 kW. Also, it is

estimated that the parasitic power is about 16.6 % of the net power generated in the cycle [11]. The parasitic power includes

the brine production pumps, the condenser fans, and other auxiliaries. Subtracting the parasitic power, 362.6 kW, from the

net power generated in the cycle, the net power output becomes 1,822 kW. The input energy rates to the cycle and the system
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Fig. 3.2 Process flow chart (modified from Guzović et al. [7])
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are calculated as 16,470 and 34,189 kW. Using Eq. (3.8) and the data in Table 3.1 for the cycle and the system, the energy

efficiencies are calculated as 11.06 and 5.34 %, respectively.

In the analysis of such systems, energy analysis has generally been a common tool for analysis. The first law of

thermodynamics provides energy analysis, which identifies only externally energy wastes and losses. In this regard, exergy

comes out of the second law to be a powerful and effective tool for (1) designing and analyzing energy systems by

combining the conservation of mass and energy principles with the second law of thermodynamics; (2) furthering the goal of

more efficient energy resource use by assessing meaningful efficiencies and enabling the locations, types, and true

magnitudes of wastes and losses to be determined; (3) revealing whether or not, and by how much, it is possible to design

more efficient energy systems by reducing the inefficiencies in existing systems; (4) addressing the impact on the

environment of energy resource utilization; and (5) helping to achieve sustainable development (see [15] for details).

The specific exergy values and exergy rates of all the points are calculated using Eqs. (3.4)–(3.7) and the values given

in Table 3.2. While the input exergy rate to the system is 5,906 kW, the rate is 4,068 kW for the cycle at 1,822 kW power

output. According to this, the exergy efficiencies of the cycle and the system are defined as 44.78 and 30.84 %,

respectively. After a general investigation, it can be focused on the subsystems and the defined exergy destruction

rates. According to the input and output exergy rates of the equipment, the exergy destruction rates are calculated using

Table 3.1 and the results obtained are listed in Table 3.3. The maximum exergy destruction rate is due to the air-cooled

condenser as 610.93 kW. In this study, th exergy destruction rate of the air-cooled condenser is calculated according to

the difference between states 8 and 4 because the waste heat rate cannot be transformed to the useful work by air. The

exergy efficiencies vary between 66.42 and 86.49 %, which belong to the preheater and the turbine, respectively.

In addition, the energy and exergy losses of the system based on the brine energy and exergy input rates are shown in

Fig. 3.3. The energy input rate to the system is 34,189 kW. While 51.83 % of the energy is reinjected, 41.78 % of it is lost

in the air-cooled condenser, so the net power is only 5.33 %. This is an important argument subject whether geothermal

resources should be used in power generation. From the exergetic point of view, the results are similar to the energy

analysis results. The biggest exergy loss is 31.12 %, which belongs to the brine reinjection. Other exergy losses can be

seen in the same figure.

Table 3.2 Thermodynamic properties of fluids and exergy rates of the system

State no. Fluid _m (kg/s) P (kPa) T (�C) h (kJ/kg) s (kJ/kg) ex (kJ/kg) _Ex (kW)

0 Geothermal 101.325 15 63.01 0.2242

00 Isopentane 101.325 15 �372.4 �1.766

1 Geothermal 64.87 1,600 140 590 1.738 91.05 5,906

2 Geothermal 64.87 1,600 104 437.2 1.351 49.66 3,221

3 Geothermal 64.87 1,600 80 336.6 1.074 28.33 1,838

4 Isopentane 36.04 95 25 �350 �1.69 0.382 13.77

5 Isopentane 36.04 700 25.32 �348.8 �1.689 1.375 49.55

6 Isopentane 36.04 700 98.62 �167 �1.146 26.86 968.1

7 Isopentane 36.04 700 98.62 108.1 �0.406 88.85 3,202

8 Isopentane 36.04 95 54.33 46.3 �0.373 17.33 624.7

9 Air 1414.12 101.325 15 288.5 5.661 0

10 Air 1414.12 101.325 25 298.6 5.695 0.308 435.55

Table 3.3 Exergetic investigation of the subsystems

Component _Exin (kW) _Exout (kW) _I (kW) ε (%)

Feed pump 44.34 35.78 8.56 80.69

Preheater 1,383 918.55 464.45 66.42

Evaporator 2,685 2223.90 461.10 82.83

Turbine 2577.30 2229.00 348.30 86.49

Condenser 610.93 435.55 610.93 71.29

εcycle (%) 44.78

εsys (%) 30.84
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The Results of Parametric Study

A large number of design variables and operation parameters should be considered in geothermal power plants as

temperature, pressure, chemical composition of brine, rejection temperature, ambient temperature, and maximum rate of

energy extraction.

The inlet and rejection temperatures of the brine affect geothermal plants. Equation (3.10) represents the ratio of the

theoretical work that can be extracted from the geofluid for given inlet geofluid temperatures and assumed rejection

temperatures and the maximum theoretical work that can be extracted for given inlet geofluid and dead-state temperatures.

It provides an upper limit to the exergy efficiency. Figure 3.4 shows the dependence of the _Ex= _Ex0 ratio on the temperature

of the source (Tgeo) and the rejection temperature of the brine (Trej). The ratio is defined as 0.698 for T0, Tgeo, and Trej as

15, 140, and 80 �C, respectively. In addition, using Eq. (3.11), the specific brine consumption is calculated as 35.64 kg/MJ.

The value is used as a comparative parameter for geothermal power plants, generally.

While the data for the brine are taken to be constant, other parameters can be investigated. At this point, the cycle upper

pressure and turbine inlet temperature are important. As can be seen in Fig. 3.5a, more power is generated by higher

pressure in spite of decreasing the working fluid mass flow rate. A limit to the pressure increase is represented by the

minimal temperature difference between the geothermal fluid and the isopentane at the heat exchanger pinch point.

The optimum pressure is considered to be the maximum pressure, at which the pinch-point difference reaches an agreed
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Fig. 3.3 Energy and exergy loss diagrams of the system based on (a) brine energy input rate (34,189 kW) and (b) brine exergy input rate (5,906 kW)
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minimum of 5 �C [7]. While the temperature difference is 5.41 �C for 700 kPa, it is 3.09 �C for 750 kPa. So, 750 kPa and

more pressures are not convenient. Figure 3.5b gives a variation of energy and exergy efficiencies. Both of them increase

with a higher pressure due to more turbine power.

Also, the heat exchanger pinch point can be taken as 5.41 �C as constant. To ensure this, the mass flow rate of the working

fluid and the rejection temperature of the brine are considered as unknown parameters. As can be seen in Fig. 3.6, more

pressure means more rejection temperature of the brine. That is, less heat is picked up from geothermal brine to isopentane.

At this point, it can be considered that the waste heat of the brine can be used at low-temperature applications (e.g., district

heating, industrial heating, greenhouse). With decreasing the mass flow rate and the net power, both energy and exergy

efficiencies decrease.

Generally, in power plants, the superheated steam enters to turbine to take more power and avoid erosion of the turbine

blades. If the working fluid is heated to the superheated region in the evaporation equipment, its mass flow rate decreases

from 35.63 kg/s at 100 �C to 23.77 kg/s at 160 �C. The situation brings less net power and less energy and exergy

efficiencies, as can be seen in Fig. 3.7. Dry fluids, such as isopentane, are characterized by a positive slope of the saturated

vapor curve in the T–s diagram. Because of this characteristic, dry fluids do not need to be superheated. The reason for this is

that after expansion, the saturated vapor remains in the superheated region. Additionally, problems related to the flow of wet

steam through a turbine are excluded. Thus, preventing problems, such as erosion of the turbine blades, droplet separation,

condensate draining, and similar problems, is not necessary, which simplifies the turbine design [7, 16–18]. While the

situation is good for the turbine, the heat content of the superheated vapor is dissipated in the condenser. Therefore, a

regenerator can be used to increase the cycle efficiency.
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Conclusions

We have investigated a binary geothermal power plant using the data taken from the literature through energy and exergy

efficiencies in this study. We have also calculated exergy destruction rates for main components of the system. Furthermore,

we have studied the effects of some important parameters (e.g., the inlet/rejection temperature of the brine, the cycle upper

pressure, the turbine inlet temperature) on the energy and exergy efficiencies and indicated in figures.

We can extract some concluding remarks from this study as follows:

• The system generates a net power of 2,184 kW for energy and exergy input rates of 34,189 and 5,906 kW, respectively.

• Due to the big energy input rate, the system has a less energy efficiency of 5.34 %. Also, exergy efficiency is calculated as

30.84 %. There is still an argument at this point that geothermal sources should be used in power generation. In addition,

51.83 % of the brine energy is rejected. To increase the energy/exergy efficiencies, the waste heat can be used for lower

temperature applications.

• Operation parameters affect the net power seriously. Some of them can be taken as constant for the plant (e.g., brine inlet

temperature, brine mass flow rate, maybe rejection temperature). According to the decision, other ones (e.g., turbine inlet

temperature, cycle upper pressure, working fluid mass flow rate) are investigated to increase the efficiencies and the net

power. It is important that dry fluids, as isopentane, do not need to be superheated. Also, after the turbine, a regenerator

can be considered.

• Another advantage of the binary technology is that the geothermal fluids (or brines) do not contact the moving mechanical

components of the plant (e.g., the turbine), assuring a longer life for the equipment.

The results are expected to be beneficial to the researchers, government administration, and engineers working in the area

of the geothermal power plants.
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Nomenclature

ex Specific exergy, kJ/kg
_E Energy rate, kW
_Ex Exergy rate, kW

h Specific enthalpy, kJ/kg
_I Irreversibility or exergy destruction rate, kW

_m Mass flow rate, kg/s

P Pressure, kPa
_Q Heat rate, kW

s Specific entropy, kJ/kg K

T Temperature, ºC or K
_W Work rate or power, kW
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Greek Letters

ε Exergy or second-law efficiency, %

η Energy or first-law efficiency, %

Δ Interval (�)

β Specific brine consumption, kg/MJ

Subscripts

C Condenser

EV Evaporator

geo Geothermal

in Inlet

out Outlet

P Pump

PH Preheater

pp Pinch point

rej Rejection

s Isentropic

sys System

T Turbine

wf Working fluid

0 Reference index

Superscripts

Over dot Quantity per unit time

Abbreviations

AC Air condenser

EES Engineering equation solver

EV Evaporator

FN Fan

FP Feed pump

GN Generator

GPPS Geothermal power plant system

GPPs Geothermal power plants

HP High-pressure pump

IHE Internal heat exchanger

IP Injection pump

IW Injection well

ORC Organic Rankine cycle

P Power

PH Preheater

PW Production well

TB Turbine

References

1. Geothermal energy facts (2012) http://geothermal.marin.org/pwrheat.html#Q1. Accessed 12 Nov 2012

2. Ghafghazi S, Sowlati T, Sokhansanj S, Melin S (2010) Techno-economic analysis of renewable energy source options for a district heating project. Int J Energy

Res 34:1109–1120

3. Kilkis BA (2011) Lignite-geothermal hybrid power and hydrogen production plant for green cities and sustainable buildings. Int J Energy Res 35:138–145

4. Ratlamwala TAH, Dincer I, Gadalla MA (2012) Performance analysis of a novel integrated geothermal-based system for multi-generation applications. Appl

Therm Eng 40:71–79

5. Coskun C, Oktay Z, Dincer I (2011) Modified exergoeconomic modeling of geothermal power plants. Energy 36:6358–6366
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Exergetic Assessment of a Hybrid Steam Biomass Gasification
and SOFC System for Hydrogen, Power, and Heat Production 4
Abdussalam Abuadala and Ibrahim Dincer

Abstract

In this chapter, an integrated process of steam biomass gasification and a solid oxide fuel cell (SOFC) for

multi-generation purposes (hydrogen, power, and heat) is thermodynamically studied, and its performance is assessed

through exergy efficiency. The scheme combines SOFC at 1,000 K and 1.2 bar and a gasifier which is used to gasify saw

dust with a steam–biomass ratio of 0.8 kmol/kmol and a gasification temperature range of 1,023–1,423 K at an

atmospheric pressure. A parametric study is performed to assess exergetic efficiency and investigate the effect of various

parameters related to the different system components such as airflow rate and preheating temperature on the efficiency.

The results show that SOFC is a major source of the system destruction exergy. For the gasification temperature range

studied here, the system exergetic efficiency increases with hydrogen yield from about 22 to 32 % and the overall exergy

efficiency, which considers electricity production, decreases from 57.5 to 51 %, respectively.

Keywords

Thermodynamics � Gasification � Biomass � Hydrogen � Solid oxide fuel cell � Exergy � Efficiency

Introduction

Conventional energy conversion systems fed by fossil fuels are known by their negative impact on the environment through

greenhouse gas emissions and air pollution, and these impacts will increase as energy demand increases by this rhythm

worldwide. These impacts can be reduced or eliminated by using alternative resources that are environmentally friendly to

produce fuels and use alternative energy conversion technologies, such as solid oxide fuel cell (SOFC), to generate heat and

power that are required for different applications.

There is a growing, worldwide interest in the development of technologies allowing the exploitation of renewable energy

sources, for both environmental and economical reasons [1]. To avoid the limitations on the use and applicability of biomass

in producing energy, it must compete with other renewable energy sources as well as fossil fuels [2]. Energy systems based

on the use of hydrogen offer a great promise for the future [3].

Biomass gasification-derived hydrogen is a renewable and sustainable fuel, which can be used as an alternative fuel and to

fuel SOFC for various applications. It was reported that the highest yield of hydrogen from lignocellulosic biomass is from

steam gasification [4].

The interest for future energy studies and solutions lies in hybrid systems to increase efficiency, reduce cost, and mitigate

greenhouse gas emissions. Such hybrid systems effectively show interaction between each other, which enables one system

to utilize products from other systems. The hybrid systems can differ from each other by including different numbers of

components or by way of interaction between them, which enables the system to perform different duties. The most typical
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hybrid configuration suggested in the literature is a recuperated gas turbine process with an SOFC as the core unit of the

system [5]. Barvarsad [5] reported that electrical efficiency predictions for the system that combines the two units in a range

of 58–65 %. Costamagna et al. [6] energetically investigated a small-size hybrid system, combining a gas turbine that

produces about 50 kWe and a tubular SOFC. Costamagna et al. [6] found that the thermal efficiency of the system was

always higher than 50 %. Balli et al. [7] studied the exergetic performance assessment of a combined heat and power (CHP)

system installed in the Turkish city of Eskisehir. The system did not include a gasifier or an SOFC. They found from

the performed exergy analysis, along with system essential components, that the highest exergy consumption between the

components occurs in the combustion chamber.

Many researchers (e.g., Barvarsad [5]; Calise et al. [8]; Akkaya et al. [9]) indicated that limited studies have been

conducted on the exergetic performance of hybrid SOFC/GT systems and the effects of design and operating parameters on

the exergetic system efficiencies and destructions.

Fryda et al. [10] investigated a combination of an air-blown fluidized bed biomass gasifier with a high-temperature SOFC

and/or a gas micro-turbine in a CHP system of less than 1 MWe, which could operate at two pressure levels, near

atmospheric and about 4 bar, respectively. They used Aspen Plus software to simulate the integrated system. They found

that the pressurized SOFC operation is greatly improved and with power from a gas micro-turbine achieves efficiencies of

�35% when the current density value was 400 mA m�2.

Akkaya et al. [9] analyzed exergy performance by an exergetic performance coefficient which would give maximum total

exergy output possible for a given entropy generation rate. They used lumped control volumes to thermodynamically study

the system components. The analysis was conducted on a combination of a methane-fed SOFC and gas turbine in a CHP

system. They found that for a given total exergy output the maximum exergetic performance coefficient is achieved at the

least entropy generation rate.

Baravsad [5] analyzed a methane-fed internal reforming SOFC–gas turbine power generation system, based on the first

and the second law of thermodynamics. They found that increasing the fuel flow rate does not have a satisfactory effect on

system performance. Also they found that cycle efficiency increased when fuel or air flow rates decreased.

In the present study, exergetic assessment of a hybrid system is performed, and an influence of various operating

parameters of the system components on the performance is investigated. The system was proposed, and its energy

efficiency was studied in a previous work [11]. In order to improve this system, it is essential to understand parametric

impacts on the exergetic efficiency and hence enhanced evaluation of the system. This applies in particular to those

parameters which are related to different components like SOFC preheated airflow rate, burner preheated airflow rate,

and SOFC preheated air temperature. A comprehensive EES code is developed for system simulation. It is also designed to

calculate destroyed exergy as a result of exchanging energy in the steam-reforming reactor, water gas shift reactor, SOFC

stack, burner, gas turbine, air compressors, and heat exchangers. An assessment of the system via exergy analysis confirms

an ability of the system to competitively stand against other systems. Accordingly, this study investigates an exergetic

assessment of the system. Also, a parametric investigation is conducted to study the effect of single components through the

impact of their related parameters on exergy efficiencies.

System Description

We know that combining/hybridizing systems results in a better efficiency and effectiveness. This study includes an exergy

assessment to show how efficiently and effectively the system produces hydrogen, heat, and power. The main components of

the system are gasifier, SOFC, compressors, turbine, and heat exchangers (Fig. 4.1i). The performed analysis contains the

application of mass conservation, energy conservation, and entropy balance for the system components. The analysis is

performed under some general assumptions: steady state with negligible kinetic and potential energies and the gases obey

the ideal gas relations.

Analysis

The mass, energy, entropy, and exergy analyses of the system components are performed where the outlet stream from a

component considers the input stream for the next neighbor component. Each stream may constitute a single element

or a sum of elements. Separation of hydrogen from the produced gas is typically based on the separation by filters.
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These devices are assumed to have a neutral effect regarding energy: i.e., they do not destroy a significant amount of exergy;

and hence, their effect on the destroyed exergy is neglected. The processes taking place in the different components are

assumed to be of steady state, and the change in potential and kinetic forms of energy is neglected. Also, the energy losses

from a body of component to the environment are considered negligible by assuming the process adiabatic.

Energy and Exergy Balance Equations
The biomass feedstock is sawdust wood and is totally gasified to H2, CO, and CO2 (char represents 5 % [10] of the biomass

carbon content; C6H6 [12, 13] represents the tar; and methane represents the other hydrocarbons). Hydrogen is oxidized in

the SOFC to water (steam), and methane is gasified in reforming reaction to CO and H2. CO is completely oxidized to CO2 in

water gas shift reaction. The remaining products (tar and char) are further processed to combust in the burner. Only hydrogen

from gasification is used in the SOFC, and therefore all SOFC calculations are based on these conditions. However, the

secondary hydrogen derived from downstream processing is stored.

In this study, the exergy of the used biomass is calculated by the method of Szargut et al. [14] as follows:

Exbiomass ¼ βLHVbiomass ð4:1Þ

where the biomass lower heating value is given by Shieh et al. [15]:

LHVbiomass ¼ 0:0041868 1þ 0:15 O½ �ð Þ 7837:667 C½ � þ 33888:889 H½ � � O½ �=8ð Þ ð4:2Þ

Here, C, H, and O are, respectively, carbon, oxygen, and hydrogen elements in sawdust wood, and they are obtained from

the sawdust ultimate analysis. The ultimate and proximate analysis data of the used wood are given in Table 4.1. The quality

coefficient β is given in terms of oxygen–carbon and hydrogen–carbon ratios, and according to the following equation:

β ¼ 1:0414þ 0:0177 H=C½ � � 0:3328 O=C½ � 1þ 0:0537 H=C½ �f g
1� 0:4021 O=C½ � ð4:3Þ

The exergy flow rate is primarily calculated from the following equation:

_Exi ¼ _miExi ð4:4Þ

where the subscript i represents fuel (reactant) or agent or product and Ex is exergy. One part of the exergy depends on matter

composition which is known as chemical exergy, Exch, and for a mixture is given by

Exch ¼
X
i

XiExO, i þ RTO

X
i

Xi ln Xi ð4:5Þ

Table 4.1 Ultimate

and proximate analysis

of sawdust wood

Element Weight on dry basis (%)

C 48.01

H 6.04

O 45.43

N 0.15

S 0.05

Ash 0.32

HHV (MJ/kg) 18.4

Volatile matter 76.78

Fixed carbon 18.7

Ash 0.32

Source: Turn et al. [16]
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where Xi is the mole fraction of component i and Exo is standard exergy. The other part of exergy depends on the matter

temperature and matter pressure. It is known as physical exergy, Exph, and is given by

Exph ¼ h� hOð Þ � TO s� sOð Þ ð4:6Þ

where h and s are enthalpy and entropy at T and P and h0 and s0 are enthalpy and entropy at standard operating state

(T0 ¼ 298.15 K and P0 ¼ 1 atm). The total exergy, Ex, is the sum of the two above exergy parts.

Enthalpy and entropy data are necessary to perform both energy and exergy analyses. Gases are assumed to obey the ideal

gas behavior, and their enthalpies and entropies, respectively, are

h ¼ hO
f þ Δh and s ¼ sO þ Δs

The properties of enthalpy and entropy change as a function of temperature, and they obey the ideal gas laws. To find

enthalpy and entropy values, the constant pressure-specific heat in kJ/(kmol k), Cp, is utilized as a third-degree polynomial

equation [17]. The enthalpy of formation, hf
O, and entropy at standard state, sO, are obtained from thermodynamic tables.

Entropy of the gases changes as a function of temperature and pressure.

The specific heat of tar in coal gasification was developed by Li et al. [18, 19] and modified by Hyman et al. [20].

The same equation is used for derived tar from biomass gasification in kJ/kgtar K:

Cptar ¼ 0:00422T ð4:7Þ

The enthalpy and entropy values of tar are calculated in the same way as described above. However, its enthalpy

of formation and standard entropy are calculated from the following equations [20]. The enthalpy of formation, htar
o ,

in kJ/kmol is given by

ho
tar ¼ �30:980þ XCO2

ho
CO2

þ XH2O ho
H2O

ð4:8Þ

where Xi is the mole fraction and hi
O is the standard enthalpy of formation for specie i. The term related to sulphur is omitted

since the used biomass has negligible sulphur content. The standard tar entropy, star
o , in kJ/(kmol K) is given by

sotar ¼ a1 þ a2exp �a3
H

C
þ N

� �� �
þ a4

O

Cþ N

� �
þ a5

N

Cþ N

� �
þ a6

S

Cþ N

� �
ð4:9Þ

where a1–a6 coefficients are a1 ¼ 37.1635, a2 ¼ �31.4767, a3 ¼ 0.564682, a4 ¼ 20.1145, a5 ¼ 54.3111, and a6 ¼ 44.6712.

C, H, N, O, and S are, respectively, carbon, hydrogen, nitrogen, oxygen, and sulphur weight fractions in the sawdust.

Energy analysis is done in terms of the enthalpy. Processes in the system components are steady-state steady-flow

processes. Therefore, energy conservation for the adiabatic process takes place in the system component and is found from

the first law of thermodynamics as follows: rate of energy at the inlet state(s) is equal to rate of energy at the exit state(s).

Mathematically, on molar basis, it can be expressed by the following equation:X
i

_Nihi ¼
X
e

_Nehe þ i
_W ð4:10Þ

The continuity equation becomes X
i

_NiMWi ¼
X
e

_NeMWe ð4:11Þ

where i and e refer to inlet and exit state point(s) of the system component under the study, h is the specific enthalpy, _N is the

molar flow rate, and MW is the molecular weight. The term i
_W is less than zero when the system component consumes

power, greater than zero when the system component produces power, and greater zero when the system component does not

produce or consume power.
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The exergy destruction in a system component is calculated from the following equation:

_Ex
des

¼ T0
_Sgen ð4:12Þ

For each system component, the entropy generation, _Sgen, term is calculated from the entropy balance. The entropy

balance for the process takes place in the system component that is written through the second law of thermodynamics as

follows: rate of entropy at the inlet state(s) plus rate of the entropy generation in the system component is equal to rate of

entropy at the exit state(s). Thus, it can be expressed in a molar basis by the following equation:X
i

_Nisi þ _Sgen ¼
X
e

_Nese ð4:13Þ

Compression Processes
The compressor 5–6 is used to increase the pressure needs in a filtration process and to increase the gas temperature to the

temperature that is preferred for the reformation reaction to occur as well as to protect the gasifier from the backflow that can

happen (Fig. 4.1ii.a). The species, namely, H2, CO, CO2, and CH4, are compressed here. The temperatures of the gases at the

compressor exit and inlet are related to the corresponding pressures and compressor isentropic efficiency. The compression

process is also needed to compress the air as required for electrochemical reaction that takes place in the SOFC. The amount

of air is that air necessary for the electrochemical reaction to take place in the SOFC which is related to fuel with a

hydrogen–air ratio of 2. The pressure and the temperature of air at the compressor upstream are given at atmospheric

conditions. The temperature after the preheating process is calculated from the energy balance that is conducted on the

former SOFC heat exchanger. The temperature and pressure of the other streams are known. Streams which exit the SOFC

have the same temperature and pressure of the SOFC; the fuel (H2) stream has properties after filtration process where

pressure exceeds by 5 % of the SOFC operating pressure. The preheated air temperature is found based on the required

temperature delivered at the SOFC and the energy balance of the SOFC.

The compression process needs to compress air to the burner. The amount of air that will compress is that amount used to

control the burner temperature on the one hand and on the other hand to make sure that there is a sufficient amount of air to

completely burn the residuals that are sent to the burner from the SOFC and the gasifier. The power that drives this

compressor is calculated through energy analysis. The temperature after the preheating process is assumed to be 430 K and a

pressure which equals an operating pressure of the SOFC. The preheated air temperature is found based on a sufficient

amount of air and reasonable temperature needed at the burner. The energy required for the preheating process is extracted

from by-product gases when they pass through the heat exchanger that is located after the separation process.

Gas Turbine
The flue gas leaves the burner and gets expanded in the turbine to extract its energy content for power output (Fig. 4.1ii.b).

The stream properties at the turbine inlet are the same as those of the burner exit. According to the analysis done for the

burner, the gas consists of steam, carbon dioxide, air, and nitrogen. The properties of the stream at the turbine exit (state 8)

are given at the surrounding conditions (P0 and T0). The species that undergo expansion are water, air, nitrogen, and carbon

dioxide. One can look to the expansion process that takes place in the turbine and describe it as an opposite process to the

compression process that happens in the compressor. The produced power, when flue gases expand in the turbine, is found by

applying energy analysis. All species behave like an ideal gas at both states, and therefore their enthalpies become a function

of temperature only, and they are given in terms of constant pressure-specific heat. The temperature of the flue gas at the

turbine exit is assumed such that it obeys the environmental restrains.

Heat Exchangers
In heat exchangers 17-18-9-10, the 17-18 shows the hot stream, while the second one 9-10 indicates the cold line (Fig. 4.1ii.c).

The presence of this heat exchanger aims to extract heat from the gasification product gases to preheat air that passes through the

heat exchanger and utilizes in the SOFC. Three species constitute the hot stream H2, CO, and CO2, while the cold stream is air.

The temperature of the hot stream at state 17 is obtained from the energy balance of the steam-reforming reactor, while the

temperature at state 18 is assumed equal to the ambient and the pressure is decreased by about 5 % at state 17. Therefore, the

parameters of the hot line are known. Also, the properties of air at the heat exchanger inlet are known from the compressor 0-9

analysis. Air properties at the heat exchanger outlet are known from the energy balance of the heat exchanger. Accordingly,

a number of cells in the SOFC stack are known from the SOFC analyses. The same principles are applied to heat exchanger

36-5-25-35.
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In heat exchangers 20-21-3-4, the 20-21 shows the states on the hot stream, while the second one 3-4 indicates the

states on the cold stream. The presence of this heat exchanger aims to extract heat from the high-temperature steam, 20-21,

to produce steam and use it as the gasification agent in the gasification process. In the present study, the amount of steam _m4

delivered to the gasifier is known. Also, the amount of steam flow in the hot stream and its inlet temperature (temperature

at state 20) are known from the SOFC analysis. Only the temperature of the hot stream at state 21 is unknown and is

calculated from the performed energy balance. The energy balance of the heat exchanging process simply says that energy

removed from the hot streamline is absorbed by the steam flow in the cold line.

Steam-Reforming Reactor
As a potential method to increase hydrogen yield from the system, the gas produced from the gasification process is further

processed to the steam-reforming reactor (Fig. 4.1ii.d). The reaction in the reactor is governed by the following reaction

equation:

CH4 þ H2O ! 3H2 þ CO ð4:14Þ

According to this reaction, H2–CO ratio of three is used in the analyses. A part of the steam of the SOFC electrochemical

reaction by-product is used as a reaction medium. The amount of steam that is required for the steam-reforming reaction is

calculated based on the molar balance of the reaction equation. It is clear from the reaction equation that a ratio of the

number of methane moles to that of the used steam is one. The molar flow rate of methane is known from the gasification

process analyses, while the molar flow rate of both the needed steam by the reaction and that of the reaction products are

known from the molar balance equation of the reaction.

The steam-reforming reaction is endothermic. The reactants of the steam-reforming reactor are H2O, CH4, CO, and CO2,

and its product gases are H2, CO, and CO2. The molar rates of carbon monoxide, methane, and carbon dioxide in the steam-

reforming reactor are known from the gasification analysis, while the steam is used according to the steam-reforming

reaction equation. Thermodynamic properties at the steam-reforming reactor inlet states are known, and the mole flow rates

at the steam-reforming reactor exit are known. Only the temperature of the exiting stream is unknown, and this can be

calculated from the energy balance of the steam-reforming reactor.

Water Gas Shift Reactor
Processing the gases further to the water gas shift reactor also aims to increase a hydrogen yield of the system. In this

process, the carbon monoxide from the gasification process as well as that from the steam-reforming reactor will shift by

steam to hydrogen and carbon dioxide according to the following reaction:

COþ H2O ! H2 þ CO2 ð4:15Þ

Here, the properties at state point 21 are known from the performed analysis on the SOFC while properties of state 18 are

known from the performed analysis on the heat exchanger 17-18-9-10 (Fig. 4.1ii.e). From the thermodynamic point of view,

the water gas shift reactor will be treated in a manner similar to that of the steam-reforming reactor. However, in this case,

the reaction is exothermic and takes place at lower temperatures. The process is assumed to take place adiabatically, and the

reactants of the water gas shift reactor are H2O, CO, and CO2 and the products of the water gas shift reactor are H2 and CO2.

The molar flow rate of the carbon monoxide will be the sum of the one from the gasification process and that from the steam-

reforming reaction. The other species molar flows are known from the mole balance of the reaction equation. The hydrogen

in this case is called secondary hydrogen and is stored after the filtration process, while the hydrogen from the gasification

process is called primary hydrogen and is used to fuel the SOFC after it is purified from the contaminants.

Solid Oxide Fuel Cell
A fuel cell is a device that converts the energy released from a reaction of matter, in this case, hydrogen with oxygen, directly

into electricity without the intermediate step that is seen in conventional thermal cycles where the chemical energy converts

first into thermal and then into electricity. The most common classification of fuel cells is by the used electrolyte type,

operating temperatures, and the mechanism by which charge is conducted in the cells and the SOFC operates in a

temperature range of 650–1,000 �C [21]. Because inherent properties tolerate well with contaminants from the gasification

process and operate in a temperature range similar to that of biomass gasification, the SOFC is used in the system. The

depleted air at the SOFC temperature from the SOFC’s cathode chamber is fed directly to the burner.
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The SOFC is the device that converts chemical energy available in matter to electricity, and the process produces

electricity (and some heat) and water via the reaction that happens between oxygen from air and hydrogen from gasification

according to the following reaction:

H2 þ 1

2
O2 ! H2O ð4:16Þ

The open-circuit voltage is calculated at an average temperature between the mixed anode and cathode inlet flow and the

outlet of the SOFC from Nernst’s equation as follows:

VSOFC ¼ �ΔG0

2F
� RTSOFC

2F
ln

PSOFC
H2O

PSOFC
H2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
PSOFC
O2

q
0
B@

1
CA ð4:17Þ

where ΔG0 is the standard Gibbs free energy change per mole, R is the universal gas constant (8.314 kJ/kmol K), and F is the

Faraday constant (96,485 C/g mol). PSOFC
H2O

, PSOFC
H2

, and PSOFC
O2

are, respectively, the partial pressure of H2O and H2 at the

cathode and of O2 at the anode. The voltage is obtained by subtracting the overpotential voltages from the above voltage.

The overpotential losses are originated from three sources: concentration, Vcon; ohmic, Vohm; and activation, Vact:

V ¼ VSOFC � Vcon � Vohm � Vact ð4:18Þ

The overpotentials due to activation, Vact, is calculated from the Butler–Volmer equation with a reaction rate constant

of 0.5 [22]:

Vact ¼ 2RTSOFC

nH2F
sinh�1 i

2io

� �
ð4:19Þ

This equation is applied for the electrodes, cathode and anode, where i is the current density and io is the apparent

exchange current density. The ohmic overpotential, Vohm, obeys ohm’s law and is given by

Vohm ¼ iRres ð4:20Þ

The resistance of all materials, Rres, and those used in SOFC components can be obtained from Costamagna et al. [23],

and the respective resistivity is a function of temperature and is calculated by Bessette II et al. [24] from the following

equation:

ρ ¼ a exp
b

TSOFC

� �
ð4:21Þ

where a and b are constants depending on cell material, see Table 4.2.

The polarization or the concentration overpotential, Vpol, is a summation of polarization over potential from anode, Vpol,a,

and that from cathode, Vpol,c, and can be obtained from Costamagna et al. [23].

The electric power produced by the SOFC is

_WSOFC,dc ¼ VI ð4:22Þ

Table 4.2 Cell material

resistivity and its dependence

on temperature

Cell material (carrier type) Resistivity formula Ω-cm

Air electrode (electronic) 0.008114exp (600/TSOFC)

Electrolyte (ionic) 0.00294exp (10,350/TSOFC)

Fuel electrode (electronic) 0.00298exp (�1,392/TSOFC)

Interconnection (electronic) 0.1256exp (4,690/TSOFC)

Source: Bessette II et al. [24]
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For H2 fuel, the current I is calculated by

I ¼ 2F _nH
2

2 ð4:23Þ

where 2 is a number of electrons transferred per molecule of fuel and _n 2
H2

is the H2 (mol/s) that reacts in the hydrogen

electrochemical reaction which was solely considered. _n 2
H2

is the utilized part from the hydrogen that is supplied to

the SOFC.

The fuel cell model developed in this study is based on a planar geometry in which its dimensions and material-related

data are given according to the data listed in Table 4.3. The preheating air is fed into the cathode inlet (state 10), and excess

depleted air and nitrogen flow out from the cathode exit (state 11). On the anode side from the cell, hydrogen is fed into the

anode inlet (state 13) and steam and excess depleted hydrogen flow out from the anode exit (state 14). If the fuel cell utilizes

fuel by a factor of UF, the depleted hydrogen that flows out will be _nH
2

2 (1 � UF). One mole from water contains a H2–O2

mole ratio of 2. Therefore, a molar flow rate of hydrogen, _NH2, 13, that is used from the gasification process is twice the molar

flow rate of oxygen that is used from the supplied air. It means that the consumed oxygen will change according to the

utilized hydrogen and both of them will depend on the assumed utilization factor. It is well known that air has a N2–O2 ratio

of 79-21 and the nitrogen is treated as an inert substance. Therefore, from the molar flow rate of the utilized oxygen, the total

amount of air that is needed to supply to the SOFC can be calculated.

The energy balance for the adiabatic SOFC is obtained by applying the first law of thermodynamics for the states shown

on the schematic diagram of the SOFC (Fig. 4.1ii.f), where the reactants of the SOFC are H2 that flows at state point 13 and

air that flows at state point 10. The products of the SOFC are H2, N2, and O2 that flow at state point 11 and H2O (g) that flows

at state point 14.

Burner
A burner is used to convert the chemical energy of the unutilized fuel in the SOFC stack to heat. In this process, more

chemical energy is converted to thermal energy. After the SOFC stack, the excess depleted fuel and air, and the separated

char and tar from the gasification product, are sent to the burner (Fig. 4.1ii.g). An extra amount of preheated air via the

stream 36 is fed to the burner to make sure that all materials are completely burnt. The products of the burning process

contain mainly steam, carbon dioxide, and nitrogen according to the following reactions:

char26Cþ char26O2 ! char26CO2 ð4:24Þ

tar26C6H6 þ 7:5tar26O2 ! 3tar26H2Oþ 6tar26CO2 ð4:25Þ

H2,11H2 þ H2,11

2
O2 ! H2,11H2O ð4:26Þ

Table 4.3 SOFC geometries and material-related data

Parameter Value Reference

Utilization factor, Uf 0.95 Bessette II et al. [24]

DC/AC inverter efficiency 0.95 Bessette II et al. [24]

Temperature of SOFC, TSOFC 1,000 K Bessette II et al. [24]

Active surface area, ASOFC 100 cm2 Colpan et al. [25]

Effective gaseous diffusivity through the anode, Daeff 0.2 cm2 s�1 Colpan et al. [25]

Effective gaseous diffusivity through the cathode, Dceff 0.05 cm2 s�1 Colpan et al. [25]

Thickness of the anode, ta 0.05 cm Colpan et al. [25]

Thickness of the cathode, tc 0.005 cm Colpan et al. [25]

Thickness of the electrolyte, te 0.001 cm Colpan et al. [25]

Thickness of the interconnect, tint 0.3 cm Colpan et al. [25]

Pre-exponential factor, γa 5.5 � 104 A/cm2 Costamagnaet al. [13]

Pre-exponential factor, γc 7 � 104 A/cm2 Costamagna et al. [13]

Eact,a 100 � 103 J/mol Costamagna et al. [13]

Eact,c 120 � 103 J/mol Costamagna et al. [13]
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The excess depleted oxygen from the former combustion process is the oxygen that flows at state 11, O2,11, and is known

from the SOFC analysis. Therefore, the minimum oxygen that is needed to feed to the burner becomes

O2,min ¼ O2,consumed � O2,11 ð4:27Þ

where O2,consumed is the oxygen that the above reactions need. The oxygen supplied to the burner has to satisfy at least the

minimum amount of oxygen and results in a reasonable temperature in the burner. Therefore, the preheated burner air, air35,

that flows at state 35 on the system flow diagram is greater than 4.762 times O2, min.

The molar flow rates of char and tar are known from the gasification process, while the molar flow rates of unutilized

hydrogen, H2,11; unutilized oxygen, O2,11; and nitrogen, N2,11, are known from the SOFC analyses. The properties of states

11, 35 (air), and 26 (char and tar) and the molar flow rate at state 7 are known. The only unknown is the temperature at the

burner exit which can be determined from the energy balance equation for the adiabatic burner.

Exergy Efficiencies
A study of the system exergetic efficiency (or second-law efficiency) shows how efficiently the system works to increase the

secondary hydrogen yield from gasification via downstream processes, from external steam reforming and external water

gas shift reactions, and to utilize the primary hydrogen in producing electricity and heat. Four exergy efficiencies are defined

for this system based on the exergy of the fed sawdust: the exergy efficiency for producing power from the SOFC, exergy

efficiency for producing power from the gas turbine, exergy efficiency that considers producing secondary hydrogen from

gasification downstream processes, and exergy efficiency that considers all power from the system:

ηEX,SOFC ¼
_ExSOFC
_Exbiomass

ð4:28Þ

The exergy efficiency that considers a production of electricity and accompanies an expansion process of gases in the gas

turbine is

ηEX, t ¼
_Ext,net
_Exbiomass

ð4:29Þ

The third exergy efficiency that considers the hydrogen derived from gasification downstream reactions is defined as

ηEX,H2
¼

_ExH2

_Exbiomass
ð4:30Þ

The system exergetic efficiency for electricity production is calculated from the exergetic efficiency that considers

producing electricity from the gas turbine and the SOFC. _ExH2
is the exergy flow rate of the secondary hydrogen, _Exbiomass is

the exergy flow rate with biomass, and the subscript t stands for turbine. The exergy that flows with species at different states

is calculated in a way similar to that discussed above. The exergy of power is equal to the power itself.

Results and Discussion

Exergy Destructions

The rates of exergy destruction are calculated for the system components at the gasification temperature. Figure 4.2 shows

the exergy destructions of the system components at a gasification temperature of 1,023 K. It is clear from the figure that a major

part of the exergy destruction occurs in the SOFC stack followed by the turbine and the burner. Also, it is found that the total

exergy destruction in the system components has minimum value when the gasification temperature is 1,175 K (Fig. 4.3).
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Exergy Efficiencies

In the gasification temperature range considered, and for a given utilization factor and steam–biomass ratio, the overall exergy

efficiencies for electricity production, based on the exergy content of biomass, are shown in Fig. 4.4a. The efficiency decreases

from 57.5 to 51% in the studied gasification temperature range because of decrease in the exergy efficiency of turbine. From the

exergy destruction results, it is found that a major part of exergy destruction occurred in the SOFC. Also, its exergy destruction

increasedwith an increase in the gasification temperature. The results show that secondary hydrogenyield increases and hence its

exergy increases. Thus, the exergy efficiency with the hydrogen production increases from about 22 % to about 32 %.
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Effect of Burner Exit Temperature

The overall exergy efficiency of the system increases as the burner temperature increases (Fig. 4.4b). Increasing the burner

preheated air enhances the energy available in the burner and thus its exit temperature which is the same as the turbine inlet

temperature. Higher inlet turbine temperature means higher power or exergy, and thus it improves the turbine exergy efficiency

which leads to improvement of the overall electrical exergy efficiency. Higher preheated burner temperature means a reduction

in the gases’ energy content which in turn decreases the exergy flow with product gas streams and among them hydrogen.
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Burner Preheated Airflow

The air supplied to the burner mainly aims to provide the oxygen and the energy needed for the burning process. In the

studied temperature range, an increase of preheated air per biomass throughput leads to a decrease in the overall exergy

efficiency of the system. This decrease is in good fitting with second-degree polynomial (Fig. 4.4c). Also, more gasification

by-products are sent to the burner at a higher gasification temperature. This will increase the burner temperature which in

turn increases the turbine inlet temperature.

SOFC Preheated Air Temperature

The temperature is found to be based on the amount of air needed for the combustion of hydrogen to take place via the

electrochemical reaction for the specific SOFC. The system has an exergy efficiency of 55 % when the preheated air has the

highest temperature of 445.5 K. In the studied gasification temperature range, the exergetic efficiency for electricity

production reaches a value of 57.5 % and that is when the preheated air temperature is 444.5 K (Fig. 4.5a). In the same

gasification temperature range, the system has the potential to increase hydrogen yield from about 22 % to about 32 %.
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The maximum preheated temperature reaches its maximum value when the exergy efficiency of hydrogen yield is 26 %

(Fig. 4.5i). After that a steep decrease in preheating temperature is observed. This is attributed to the fact that at a

higher gasification temperature, more gases are produced, which results in a higher hydrogen concentration from the side

reactions that take place in the steam-reforming and water gas shift reactors, which in turn increases the energy content of the

product gases. After this temperature, the product gas energy content is dominant compared to the energy content of the air

sent to the SOFC.

Effect of SOFC Preheated Air Flow

It is found that increasing airflow per biomass throughput results in a reduction in the system overall exergy efficiency

(Fig. 4.5b). More preheated airflows increase the energy supplied to the SOFC which results in an increase in the destroyed

exergy. Also, an increase in the airflow results in a decrease of its temperature; therefore, more heat content is available with

product gas flow, which results in more hydrogen yield and thus higher exergy efficiency that considers hydrogen. Figure 4.6

shows that the preheated air fed to the SOFC and that fed to the burner affect the destroyed exergy in the system components

and both show a similar trend. The exergy destruction has the lowest value when the SOFC preheated airflow–biomass ratio

is 2.495, while the exergy destruction has the lowest value when the burner preheated air–biomass ratio has a value of 14.50.

Conclusions

The present study performed through exergy analysis investigates and assesses the potential of a new hybrid system which

combines both steam biomass gasification and SOFC with external water gas shift and steam-reforming reactions for multi-

generation purposes, including power, heat, and hydrogen. This chapter further studies the exergy efficiency of the system

that considers the hydrogen yield and the electricity production. It is found that the system efficiency with secondary

hydrogen yield increases from about 22 to 32 %, and this is attributed to the increase of hydrogen yield from the side

reactions that take place in the steam-reforming and water gas shift reactors. Also, for the same gasification temperature

range, the system exergy efficiency that considers electricity production decreases from 57.5 to 51 %. The SOFC has a major

contribution in the system exergy destruction, and any reduction in its exergy destruction results in an improvement in

electrical efficiency. The effects of the preheated air in the system on exergy efficiency were also studied. It was found that

the system’s electrical exergy efficiency increases, and that efficiency with hydrogen production decreases, when both

preheated airflows per biomass throughput decrease.
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Nomenclature

C Carbon content in biomass (w %)

Daeff Effective gaseous diffusivity through the anode

(cm2/s)

Dceff Effective gaseous diffusivity through

the cathode (cm2/s)

E Ohmic symmetry factor

Ex Exergy (kJ/kg or kJ/kmol)

Exo Standard exergy (kJ/kmol)

F Faraday constant (96,485 coulombs/g mol)

H Hydrogen content in biomass (w %)

h Specific enthalpy (kJ/kg or kJ/kmol)

I Circuit current (A)

i Current density (mA/cm2)

io Apparent exchange current density (A/cm2)

LHV Lower heating value (kJ/kg)

_m Mass flow rate (kg/s)

N Nitrogen content in biomass (w %)
_N Molar flow rate (kmol/s)

_nH2 Hydrogen fed to SOFC (kmol/s)

O Oxygen content in biomass (w %)

P Pressure (pa or atm)

R Universal gas constant (8.314 kJ kmol�1 K�1)

S Total entropy (kJ/K)

s Specific entropy (kJ/kg K or kJ/kmol K)

T Temperature (K)

t Thickness (cm)

UF Utilization factor (–)

V Circuit or overpotential volt (volts)
_W Power (W or kW)

X Mole fraction (–)

Subscripts

a Anode

act Activation

biomass Biomass

c Cathode

ch Chemical

con Concentration

dc Power from DC

des Destroyed

e Exit

el Electrical

gen Generation

H2 Hydrogen

H2O Water

i Inlet

o Reference or ambient

O2 Oxygen

ohm Ohmic

ph Physical

pol Polarization

res Resistance

SOFC Solid oxide fuel cell

t Turbine

tar Tar

Superscript

Over dot Quantity per time

Over bar Quantity per kmol

SOFC Solid oxide fuel cell

Greek Letters

β Quality coefficient (�)

ΔG Standard Gibbs function of reaction (kJ/kg)

η Efficiency (�)

ρ Resistivity (Ω-cm)
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Exergoeconomic Analysis of a Hybrid Steam
Biomass Gasification-Based Tri-Generation System 5
Abdussalam Abuadala and Ibrahim Dincer

Abstract

In this chapter, exergoeconomic analysis is performed for a hybrid system combining gasifier and solid oxide fuel cell

(SOFC) as the core units. The pressurised SOFC considered is a planar type in geometry, operating at 1,000 K, and the

gasifier gasifies biomass (sawdust) in a media of steam and operates near atmospheric pressure and at a range of operating

temperature of 1,023–1,423 K. The analysis is conducted at steam–biomass ratio of 0.8 kmol-steam per kmol-biomass.

The gasification system has a capacity of 8.1–8.6 kg h�1 from the steam gasification-derived hydrogen, and the SOFC has

an efficiency of 50.3 % and utilises the hydrogen produced from gasifier to generate power. Exergoeconomic analyses

are performed to investigate and describe the exergetic and economic interaction between the system components through

calculating the exergy costs of the streams for each component of this hybrid system. In the studied gasification

temperature range and on the basis of electricity cost of 0.1046 $/kWh, it is found that both primary and secondary

hydrogen costs decrease. The unit of exergy from primary hydrogen costs 0.103–0.045 $/kWh, while the unit of exergy

from secondary hydrogen costs 0.064–0.039 $/kWh.
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Gasification � Biomass � Hydrogen � Thermodynamics � SOFC � Exergoeconomics � Cost

Introduction

Conventional energy conversion systems that used fossil fuel are known by having negative impact regarding greenhouse

gas emissions and air pollution, and these impacts will increase as an energy demand increases by this rhythm worldwide.

Those impacts can be reduced or eliminated by using alternative resources that are environmentally friendly to produce fuel

like biomass and using an alternative conversion technology from consuming derived products to generate heat and power

that are needed for different applications like solid oxide fuel cell (SOFC).

Biomass gasification-derived hydrogen is a renewable and sustainable fuel, which can be used as an alternative fuel and to

fuel SOFC in its different applications and among them a hybrid system. At present, researchers put tremendous effort to

develop hybrid systems, rather than single systems, and multi-generation, rather than single- and co-generation. As an

example [1], a hybrid system, co-generating heat and power, increases the energy efficiency from a conventional range of

53–55 % to over 90 % for power production.

Omosun et al. [2] developed steady-state model in gPROMS modelling tool to investigate integrated system by energetic

economic analysis. The system combines SOFC with air biomass gasification. They energetically found that the system

using hot cleaning process efficiency is more efficient than the system using cold cleaning process. On the other hand,
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economically, they found that the capital cost of the system using hot cleaning is higher than the system using cold cleaning

process. From the literature search, it was noticed that an evaluation of the thermodynamic performance of system using

exergy analysis was recommended, e.g., Dincer et al. [1]. This also was observed by Balli et al. [3].

Economic study of exergy with flow material stream is performed by exergoeconomic analysis. The term

exergoeconomic analysis is used to describe a combination of exergetic and economic analyses and has been proposed

for a precise characterisation of this combination. The results obtained from such analysis can provide extra information than

one can obtain from exergy or economic analysis alone.

Tsatsaronis et al. [4] presented an exergoeconomic analysis methodology and evaluation of energy conversion plants.

Tsatsaronis et al. [5] applied that methodology to coal-fired steam power plant. Kim et al. [6] applied exergy costing method

to 1-MW gas turbine cogeneration with a west-heat boiler. They found that the unit exergy costs increase as the production

process continues. Also, they found that electricity cost increases with the input cost. Balli et al. [3] performed

exergoeconomic analysis for combined heat and power (CHP) system that was installed in Eskisehir City of Turkey.

The obtained results indicated that the produced electrical power cost was 18.51 US$/GW. Colpan et al. [7] investigated

thermo-economic aspects of the Bilkent combined cycle co-generation plant in Turkey. Cost balances and auxiliary

equations are applied to different components that are used in the plant; the accounted cost of exergy unit from electrical

power was nearly the same (18.89 US$/GW). The hydrogen fueling infrastructure cost published in the literature [8–11]

is used to validate the results of this study. In this study, exergoeconomic analyses are performed on the developed system,

which constitutes two core components, SOFC and gasifier, and they operate in narrow temperature range. The SOFC unit

consumes the hydrogen produced by the gasifier after cleaning and separation.

In the earlier studies [12, 13], the gasifier module had been energetically and exergetically addressed and evaluated to

ward safe operating gasifier for derived steam biomass gasification hydrogen. More recently, Abuadala and Dincer [14] have

studied the gasifier module as emerged in a hybrid system that utilises the biomass steam gasification products in multi-

duties: heat, power and hydrogen. In the present study, we go beyond and study this hybrid system exergoeconomically and

assess it through exergy and cost accounting.

The primary objectives of this study are to conduct an exergoeconomic analysis of the proposed hybrid system for

tri-generation purposes as power, heat and hydrogen. The analysis includes a calculation of the exergy flows with streams

of system components, determines the exergetic costs of products, and evaluates the cost formations within the system.

This study is unique for its application of all of these analyses to a complex energy system. The system produces different

amounts from steam depending on the internal use and external demand. Additionally, the performing of the

exergoeconomic analysis gives a chance to apply the SPECO method for a system with multi-duties. The cost balance

and its auxiliary equations derived for the system components give the reader a chance to better understand the theoretical

basis for calculations. In this regard, the present system is analyzed for different cases and scenarios.

System Description and Analysis

This study proposed that the system constitutes different components. The main components are gasifier, SOFC unit,

compressors, heat exchangers and turbine. The analysis is conducted on the system components to investigate how

competitively the system is able to produce hydrogen, heat and power. The analysis is performed by application of mass

conservation, energy conservation, exergy balance and cost balance on the system components with some general

assumptions: steady state with negligible kinetic and potential energies and the gases obey the ideal gas relations.

The specific cost of water from the main supply (state 3), air at reference state (state 0 and state 24), and exhaust gas

(state 8) are negligible. Figure 5.1 shows a flow diagram of the proposed system.

Energetic and Exergetic Biomass Equations

The biomass (sawdust) is fed to the gasifier and is totally gasified to gases and char and tar. The main by-product gasification

gases are H2, CO and CO2. A 5 % [15] of the biomass carbon content represents the char, C6H6 [16, 17] represents the tar and

methane represents the other by-product gasification hydrocarbons. Hydrogen is oxidised in the SOFC to water (steam),

and methane is gasified in reforming reaction to carbon monoxide and hydrogen. Next, CO is completely oxidised to CO2 in

water gas shift reaction. The remaining products (tar and char) are further processed to burn in the burner. Only primarily
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hydrogen from gasification was used in SOFC, and therefore all calculations regarding SOFC are done based on it. However,

the secondary hydrogen which was derived from downstream processing was stored.

In this work, exergy of the used biomass was calculated using a method of Szargut et al. [18] as follows:

Exbiomass ¼ βLHVbiomass ð5:1Þ
where the biomass lower heating value is given by Shieh et al. [19]:

LHVbiomass ¼ 0:0041868 1þ 0:15 O½ �ð Þ 7837:667 C½ � þ 33888:889 H½ � � O½ �=8ð Þ ð5:2Þ
Here, C, H and O are, respectively, carbon, oxygen and hydrogen elements in sawdust wood and they are obtained from

the sawdust ultimate analysis, Table 5.1. The quality coefficient β is given in terms of oxygen–carbon and hydrogen–carbon

ratios and according to the following equation:

β ¼ 1:0414þ 0:0177 H=C½ � � 0:3328 O=C½ � 1þ 0:0537 H=C½ �f g
1� 0:4021 O=C½ � ð5:3Þ

The exergy rate flows with fed biomass is given by

_Exbiomass ¼ _mbiomassExbiomass ð5:4Þ
The exergy flow rate is primarily calculated from the following equation:

_Exi ¼ _miExi ð5:5Þ
where the subscript i represents fuel or agent or product, and Ex is specific exergy. The exergy depends on matter

composition which is known as chemical exergy, Exch, and for a mixture is given by

Exch ¼
X
i

XiExO, i þ RTO

X
i

XilnXi ð5:6Þ

Here, Xi is the mole fraction of component i and Exo is standard exergy. The other part of exergy depends on the matter

temperature and matter pressure. It is known as physical exergy, Exph, and is given by

Exph ¼ h� hOð Þ � TO s� sOð Þ ð5:7Þ

where h and s are enthalpy and entropy of a species at T and P and h0 and s0 are enthalpy and entropy at standard operating

state (T0 ¼ 289 K and P0 ¼ 1 atm). The total specific exergy, Ex, becomes

Ex ¼ Exch þ Exph ð5:8Þ

Enthalpy and entropy values are necessary to perform thermodynamic and exergoeconomic analyses. Gases are assumed

to obey the ideal gas behaviour, and their respective enthalpies and entropies are as follows:

h ¼ hO
f þ Δh ð5:9Þ

s ¼ so þ Δs ð5:10Þ

Table 5.1 Ultimate analysis

of sawdust wood
Element Weight on dry basis (%)

C 48.01

H 6.04

O 45.43

N 0.15

S 0.05

Ash 0.32

Source: Turn et al. [20]
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The enthalpy rise and the entropy rise due to temperature are function of temperature, and they obey the ideal gas laws

and the enthalpy of formation, hf
O, and entropy at standard state, sO, are known from the thermodynamic tables. Entropy for

gases is normally a function of temperature and pressure. At super-atmospheric pressures, the effect of deviation from the

reference state pressure should be taken into account in Eq. (5.10). The rise in enthalpy and entropy for the ideal gas are

calculated in kJ/kmol and kJ/kmol K, respectively, from

Δh ¼
ZT
T0

CpdT ð5:11Þ

Δs ¼
ZT
T0

Cp

T
dT ð5:12Þ

where Cp is constant pressure-specific heat in kJ/(kmol k), and it is a function of temperature and is given by the following

empirical equation:

Cp ¼ a
0 þ b

0
T þ c

0
T2 þ dT3 ð5:13Þ

The coefficients, a0, b0, c0 and d0, of different gases are adopted from Cengel et al. [21]. The specific heat of tar in coal

gasification was developed by Hyman et al. [22] and modified by Lowry [23]. The same equation will be used for derived tar

from biomass gasification and in kJ/kgtar K:

Cptar ¼ 0:00422T ð5:14Þ

Eisermann et al. [24] proposed the following equation to calculate the enthalpy and the entropy of tar. The term related to

sulphur is omitted where the used biomass has negligible sulphur content:

htar ¼ ho
tar þ

ZT
To

CptardT ð5:15Þ

ho
tar ¼ �30:980þ XCO2

ho
CO2

þ XH2Oh
o
H2O

ð5:16Þ

where Xi is the mole fraction and hi
O is the standard enthalpy of formation for species i. Entropy is given by

s ¼ s0tar þ
ZT
To

CP

T
dT ð5:17Þ

The standard tar entropy, star
o , in kJ/kmol K is given by

sotar ¼ a1 þ a2exp �a3
H

C
þ N

� �� �
þ a4

O

Cþ N

� �
þ a5

N

Cþ N

� �
þ a6

S

Cþ N

� �
ð5:18Þ

The a1–a6 coefficients are a1 ¼ 37.1635, a2 ¼ �31.4767, a3 ¼ 0.564682, a4 ¼ 20.1145, a5 ¼ 54.3111 and

a6 ¼ 44.6712. C, H, N, O and S are, respectively, carbon, hydrogen, nitrogen, oxygen and sulphur weight fractions in

the sawdust.
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Exergoeconomic Analysis

This type of exergoeconomic analysis combines both exergy analysis and cost accounting as a powerful tool for the

systematic study and optimisation of energy systems [25]. Application of second-law costing methods is carried by

assigning costs to exergy. Knowing the cost of the exergy supplied to a component allows an economic analysis of that

component, and accordingly design, maintenance and operation decisions can be made without contending with the whole

system [26].

Exergoeconomic is a precise characterisation of exergy-aided cost reduction approach, and many names were given to

the proposed exergoeconomic approaches including [27] exergy economics approach (EEA), first exergoeconomic

approach (FEA), and specific exergy costing method (SPECO). It is reported that the main differences among the

approaches refer to the definition of exergetic efficiencies, the development of auxiliary costing equations and the

productive structure.

If a system component has an inlet stream i and or an exit stream e, its exergy cost is

_C ¼ c _Ex ð5:19Þ

where c is the cost per exergy unit in $/kwh and _Ex is the exergy rate with the flowing stream. The concept of exergy is also

called available energy, availability or useful energy, which is the resource of value or the commodity of value, and it

provides the key to cost accounting [26]. Part of exergy is converted to desired product(s), part is consumed by the process

and known as internal lost and part is lost and known as external lost. Exergy analysis aims to identify the sources of

thermodynamic inefficiencies (consumptions and losses) to make design changes that lead to improvement of overall system

efficiency [5]. The equations describe the balance of exergy of the different components constituting the system and in terms

of its cost are given in Table 5.2. Based on the number of unknowns, the number of extra equation(s) is decided by applying

the principle of fuel and product rules. In addition to the principal equations, the extra equations are also developed and

included in the same table.

In this study, SPECO approach for calculating costs in thermal systems will follow and it is based on three steps [28]: in

the first step, exergy streams are identified by analyzing the system components and their contributions to the total exergy.

In the second step define the fuel and the products from each component. In the last step, cost equations are built based on

exergy by assigning a system of experiences with its surroundings and the sources of inefficiencies within it. A cost balance

applies to any component, k, in the system stated as follows: the sum of cost rates of entering exergy stream(s), i, plus the

cost rate due to expenses of investment and operating and maintenance, _Z , equals a sum of the cost rates of exiting stream(s),

j. The above expression is mathematically expressed by the following equation [29]:

X
i

_Ci,k þ _Zk ¼
X
j

_Cj,k ð5:20Þ

where _C is exergy costing, and c denotes average cost per unit of exergy. For N exiting streams from a component, there

will be N unknowns, and when K components constitute the system, there will be k times N equations or unknowns.

To solve the obtained system of equations, N � 1 extra or auxiliary equations are obtained by applying F (fuel) and

P (product) principles [27]. The formal principle refers to the removal of exergy from an exergy stream within the

component under the study. It states that the average specific cost or cost per exergy unit associated with this removal of

exergy must be equal to the average specific cost at which the removed exergy has been supplied to the same stream in

upstream components, while the latter principle refers to the supplied exergy stream within the component under study.

It states that each exergy unit is supplied to any stream associated with the exergetic product of the component at the same

cost. By solving the derived equations, exergy costing of the different streams can be defined. Cost of owning and

operating the component is [6]

_Zk ¼ φ � _Co

τ

� �
k

ð5:21Þ

where φ is operating and maintenance factor excluding fuel, _Co is the annualised cost of the component and τ is the annual
operation time of the component k at the nominal capacity. The operating and maintenance cost will be taken in
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Table 5.2 Cost balance equations

(continued)
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consideration through φ ¼ 1.06 [6]. The annualised cost is calculated by converting the present worth of the component by

using the capital recovery factor, CRF, as follows:

_Co ¼ PW � CRF ð5:22Þ

The present worth of a system component can be calculated from initial investment, C0, present worth factor, PWF, and

the salvage value at the end of component life n, Sn, as follows:

PW ¼ C0 � Sn � PWF ð5:23Þ

Table 5.2 (continued)
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The initial investment cost, C0, for the components is adopted under the criteria such that its operating condition does not

go beyond the maximum value obtained by applying the equations of cost model that is presented in Calise et al. [30] for

turbine, compressor and heat exchanger, respectively, and they are as follows:

C0

_Wt,max

¼ 1318:5� 98:328ln _Wmax

� �
, _Wt,max < 585, kW ð5:24Þ

_Wc,max ¼ 445
C0

91562

� � 1
0:67

, _Wc,max < 1156, kW ð5:25Þ

AHE ¼ 0:093
C0

130

� � 1
0:75

,AHE < 272m2 ð5:26Þ

where _Wt,max is the maximum power that can be achieved by the turbine, _Wc,max is the maximum power that can be applied to

the compressor and AHE is the maximum permissible heat transfer area that can be used in the heat exchanger.

The restrictions used with the above equations are based on the values used in Table 5.3. The initial cost of the system

components is given in Table 5.3.

The CRF is calculated in terms of the interest rate, i, and the expected life of the component, n, from

CRF ¼ i iþ 1ð Þn
1þ ið Þn � 1

ð5:27Þ

The salvage factor is taken as 10 % of the initial investment [6]. The PWF simply is calculated from

PWF ¼ iþ 1ð Þ�n ð5:28Þ

The data related to economic analysis are given in Table 5.4. The exergetic sawdust cost rate _Cf is calculated in terms of

its energetic cost rate, _Ce, time of operation, τ, and the quality coefficient as follows:

_Cf ¼
_Ce

τ � β ð5:29Þ

Table 5.3 Annualised costs of system components

Component (k) C (k) [$] Reference S [$] _Co [$/h] _Zk [$/h]

Air compressor I 173,600 [6] 17,360 18,948.66 2.511

Air compressor II 173,600 [6] 17,360 18,928.03 2.511

Burner 92,600 [6] 9,260 10,107.41 1.339

Gas turbine 405,100 [6] 40,510 44,217.18 5.859

Gas compressor 110,000 [6] 11,000 12,006.64 1.591

Heat exchanger I 51,717 [2] 5171.7 5,644.976 0.748

Heat exchanger II 51,717 [2] 5171.7 5,644.976 0.748

Heat exchanger III 51,717 [2] 5171.7 5,644.976 0.748

SOFC stack 169,905 [28] 16990.5 18,545.35 2.457

SSR 92,600 [6] 9,260 10,107.41 1.339

SRR 92,600 [6] 9,260 10,107.41 1.339

Filter I 17,731 [2] 1,773.1 1,935.361 0.256

Filter II 17,731 [2] 1,773.1 1,935.361 0.256

Gasifier 72,403 [2] 7,240.3 7,902.879 1.047

Separator 5,726 [2] 572.6 625.0001 0.083

Total 1,578,747 Calculated 15,7874.7 172,322.2 22.833
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The energetic cost rate is given by [3]

_Ce ¼ Pr � LHV � τ
ER

ð5:30Þ

where Pr is the sawdust price, ER is the exchange rate in CA$/US$ and LHV and τ are as defined above. The purchasing cost
of the system components is adopted such that the initial investment of the burner, the steam-reforming reactor and the

steam-shifting reactor are assumed to have the same purchasing cost as the combustion chamber. Also, the gas compressor is

assumed to have the same initial investment as the fuel compressor. Cost of owning and operating for the system components

is given in Table 5.3.

Energetic and Exergetic Analyses of SOFC

The SOFC model used in this study is based on planar design. The preheating air is fed in at cathode inlet (state 10), and

excess depleted air and nitrogen flow out the cell at cathode exit (11). On the anode side from the cell, hydrogen is fed in at

anode inlet (state 13) and steam and excess depleted hydrogen flow out at anode exit (state 14). The SOFC operates in a

temperature range near to that of the steam–biomass gasification as it helps to use both of them in the hybrid system. It

utilises by-product gasification hydrogen to produce heat, water (steam) and power. The mass balance equation for SOFC is

_m10 � _m11 þ _m13 � _m14 ¼ 0 ð5:31Þ

If the fuel cell utilises fuel by a factor ofUf, the mass flow rates _m13 and _m14 at states of 13 and 14, respectively, are related

by the following equation:

_m14 ¼ 1� Uf

� �
_m13 ð5:32Þ

One mole from water contains a H2–O2 mole ratio of 2. Therefore, it is possible to write a relation between a molar flow

rate of oxygen, _NO2, 13 that is used from the supplied air and a molar flow rate of hydrogen that is used from the gasification

process as follows:

_N13 ¼ 2 _NO2, 10 ð5:33Þ

That means the consumed oxygen will change according to the utilised hydrogen and both of them will depend on the

assumed utilisation factor. Approximately, it is well known that air has a N2–O2 ratio of 79–21 and the nitrogen is treated as

an inert substance. Therefore, from the molar flow rate of the utilised oxygen, the total amount of air that is supplied to the

SOFC can be calculated from

_Nair, 10 ¼ 4:762 _NO2, 10 ð5:34Þ

The energy balance for the adiabatic SOFC and for the states shown on the schematic diagram of the SOFC isX
i

_Ni,SOFChi,SOFC ¼
X
e

_Ne,SOFChe,SOFC þ _WSOFC,dc ð5:35Þ

Table 5.4 Economic analysis-

related data
Parameter Value Reference

Interest rate, i 10 % [6]

Salvage value, Sn 10 % [6]

Lifetime, n 25 years Assumed

Exchange rate, ER 1 Assumed

Maintenance factor, Ø 1.06 [6]

Cost of electricity 0.1046 $/kWh [32]

Cost of biomass, Pr 2 $/GJ [33]
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where the subscript i refers to H2 and airflow at inlet states of the SOFC and e refers to O2, N2, H2O and H2 flow at exit states

of the SOFC. On mole basis, the entropy generation for a process that takes place in the SOFC is calculated from

_Sgen,SOFC ¼
X
e

_Ne,SOFCse,SOFC �
X
i

_Ni,SOFCsi,SOFC ð5:36Þ

and the exergy destruction in the SOFC is calculated from the following equation:

_Ex
des,SOFC ¼ T0

_Sgen,SOFC ð5:37Þ

The annualised cost of the SOFC is calculated by the costing model that was given in Plazzi et al. [31]. According to this

model the cost of SOFC stack is given by the following equation:

CStack ¼ 2:7CSOFCNSOFC þ 2:507NStackASOFCð Þ ð5:38Þ
where the cost of one cell, CSOFC, is calculated in terms of its area from the following equation:

CSOFC ¼ 0:1442ASOFC ð5:39Þ

And a number of the used stacks is given by

NStack ¼ Total active surface area

Active area of one stack
ð5:40Þ

Results and Discussion

It is expected that any practical system has to satisfy the thermodynamic laws. Energy and exergy analyses are thus first

conducted to find the properties of the state points, and the results are then used in the exergoeconomic analysis. In the

economic analysis, the system costs are levelised for 25 years. The study at different gasification temperatures should be

conducted according to the used exergoeconomic model for the SOFC to find its owning and operating cost for each

gasification temperature where the number of SOFC that utilises the hydrogen derived by gasification process is varied.

The results from exergoeconomic analysis by applying SPECO method and within the studied gasification temperature

range of 1,023–1,423 K show how much hydrogen yield influences the cost of its exergy unit upon product gasification. It is

found that within the studied gasification temperature range, the primary or by-product steam gasification hydrogen

increases with increase in gasification temperature (Fig. 5.2).

The gasification temperature has a similar effect on the primary hydrogen yield and its temperature (Fig. 5.3), within the

given gasification temperature range, the hydrogen temperature increases by 4 �C as the gasification temperature is increased

by about 400 �C. As a result of this increase, the exergy of the hydrogen output increases and cost per unit exergy decreases
(Fig. 5.4).

Fig. 5.2 Yield and cost

of primary hydrogen

at different gasification

temperatures
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The secondary hydrogen yield or the hydrogen derived from the further processing of the gas products in the gasifier

bottom processes increases within the studied gasification temperature range. It is observed at higher gasification tempera-

ture that there is a drastic decrease in the cost per unit exergy from the secondary hydrogen. This can be attributed to the

hydrogen yield increase with the operating temperature of the gasifier increase which results in a reduction in specific cost by

0.025 $/kWh (Fig. 5.5). This hydrogen has a temperature variation in a trend similar to that of its yield; however, its

temperature is less sensitive at higher gasification temperature (Fig. 5.6). Although there is an increase in hydrogen yield, its

temperature continuously increases, and this could be due to the increasing of hydrogen contribution from side reactions that

take place in the bottom processes (Fig. 5.7).

In this study, the SOFC stack totally consumes the primary hydrogen. It is found that the primary hydrogen yield

increases with increasing of the gasification temperature. According to the reaction equation that governs the reaction in the

SOFC the steam will increase as more primary hydrogen is fed (Fig. 5.8).

On the other hand, more steam is needed to perform the water gas shift and steam-reforming reactions which makes less

excess steam available for use (Fig. 5.9). The decreasing of the specific cost at this state point is attributed to the fact that the

steam exergy cost is affected by the cost of the SOFC product steam where in the exergoeconomic model it is assumed that

both have the same cost. Therefore, its cost will decrease as the cost of the total steam decreases and vice versa.

At a gasification temperature of 1,023 K, the specific cost of the other flow material streams can be found from Table 5.5.

The unit hydrogen cost from this study is compared with the hydrogen fuelling infrastructure cost of the one produced from

biomass as given in Table 5.6.

Fig. 5.4 Cost and temperature

of primary hydrogen at different

gasification temperatures

Fig. 5.3 Yield and temperature

of primary hydrogen at different

gasification temperatures
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Fig. 5.5 Yield and cost

of secondary hydrogen

at different gasification

temperatures

Fig. 5.6 Yield and temperature

of secondary hydrogen

at different gasification

temperatures

Fig. 5.7 Cost and temperature

of secondary hydrogen

at different gasification

temperatures
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Fig. 5.9 Excess steam and

its cost at different gasification

temperatures

Fig. 5.8 Produced steam and

its cost at different gasification

temperatures

Table 5.5 Unit exergy cost and cost rate for flow material streams

State no. C [$/kWh] State no. C [$/kWh] [$/h]

0 0.000 0.000 16 0.103 17.390

1 5.2E–06 3.714 17 0.111 18.740

2 0.105 25.170 18 0.111 10.020

3 0.000 0.000 20 0.928 22.300

4 3.769 20.410 21 0.928 2.646

5 0.105 22.720 22 0.135 14.000

6 0.113 25.100 24 0.000 0.000

7 0.161 19.040 25 0.155 3.304

8 0.000 0.000 26 0.137 0.361

9 0.546 2.660 27 0.928 10.100

10 6.175 12.130 33 0.064 11.810

11 0.928 11.120 34 0.071 2.447

13 0.103 7.966 35 0.005 6.220

14 0.928 13.350 36 0.105 24.890

15 0.928 0.004
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Conclusions

The unit cost of exergy streams is calculated regardless of the exergy type, and the results are obtained by considering the

total exergy. In addition such a step does not come under the purpose of this study. This study points out the exergy

inefficiencies (high exergy destruction), cost formation and cost rate of the system products. By knowing how much a

product will cost (according to the desired profit that is planned to achieve), the results of this study can be beneficial to

change the sale price of the products and review the system’s economic policy. Also, this gives an indication about the cost

levels of the components.

Both primary and secondary hydrogen yields increase, and both primary and secondary temperatures increase with

increasing of the gasification temperature, while both primary and secondary hydrogen costs decrease, with increasing of the

gasification temperature, from 0.103 to 0.045 $/kWh for the primary hydrogen and from 0.064 to 0.039 $/kWh for

the secondary hydrogen. Both the steam production from the system and the steam demand in the secondary hydrogen

path reactions are increased versus the gasification temperature, while the excess steam is decreased with increasing of the

gasification temperature. The steam production increase results in the steam unit cost decrease from 0.928 to 0.410 $/kWh.

The results of this study are validated by such a way that unit exergy cost from primary hydrogen and secondary hydrogen

is compared with hydrogen cost from different studies in literature. The results give the indication that the unit cost of

hydrogen from this study is reasonable and falls in the acceptable margin, and therefore the system has the potential to

compete practically for hydrogen production purposes. The cost calculated in this study is less than those given in other

literature studies. This study also has a potential to be used when there is a lack of information to calculate the cost of

delivery of hydrogen. For future improvements of the system, a reduction in the exergy destruction needs to be considered

especially the components where major exergy destructions take place.
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Nomenclature

A Area (m2)

C Carbon content in biomass (wt %)

c Cost per unit of exergy ($/kWh)
_C Exergy cost rate ($/h)
_Co Annualised cost of a component ($/y)

C0 Initial investment cost of a component ($)

CRF Capital recovery factor (–)

Cp Constant pressure-specific heat (kJ/kg K)

Cp Constant pressure-specific heat (kJ/kmol K)

ER Exchange rate (CA$/US$)

Ex Specific exergy (kJ/kg or kJ/kmol)
_Ex Exergy rate (kW)

Exo Standard exergy (kJ/kmol)

h Specific enthalpy (kJ/kg or kJ/kmol)

hf
O Standard enthalpy of formation (kJ/kmol)

H Hydrogen content in biomass (wt %)

i Interest rate (%)

j Salvage ratio (%)

LHV Lower heating value (kJ/kg)

_m Mass flow rate (kg/s)

N Nitrogen content in biomass (wt %)

n Number of moles (kmol) or lifetime of components

(years)
_N Molar flow rate (kmol/s)

Table 5.6 Unit hydrogen cost from different studies

Unit H2 cost [$/kg] Unit H2 cost [$/kWh]

2.76a 0.067 Ogden [9]

3.70a 0.094 Richards et al. [10]

10b 0.254 Georgi [11]

4.28c 0.108 Iwasaki [8]

4.06 0.103 This study

aForming a hydrogen-based fuelling infrastructure depends on vehicular fuel cell and fuelling infrastructure
bElectrolysed hydrogen includes capital and operation cost
cHydrogen from wood biomass pyrolysis
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O Oxygen content in biomass (wt %)

P0 Reference pressure (101.325 kPa)

Pr Biomass cost ($/GJ)

PW Present worth ($)

PWF Present worth factor (–)

R Universal gas constant (8.314 kJ kmol�1 K�1)

s Specific entropy (kJ/kg K)

s Specific entropy (kJ/kmol K)

S Sulphur content in biomass (wt %)

Sn Salvage value ($)
_S Entropy generation (kW/K)

T Temperature (K)

T0 Reference temperature (298 K)

Uf Utilisation factor (–)
_W Power (kW)

X Mole fraction (–)
_Z Cost of owning and operating a component ($/h)

Greek Letters

Ø Maintenance factor (–)

τ Annual component operation time

at the nominal capacity (h)

β Quality coefficient (–)

Subscripts

air Air

biomass Biomass

ch Related to chemical exergy

CO2 Related to carbon dioxide

e Exit

f Fuel

F Filter

HE Heat exchanger

H2 Related to hydrogen

H2O Related to water

i Inlet

o At reference or ambient or initial

O2 Related to oxygen

ph Related to physical exergy

des Destruction

Sep Separator

SOFC Solid oxide fuel cell

SRR Steam-reforming reactor

SSR Steam shift reactor

STACK Stack

t Turbine

tar Related to tar

W Power or electricity

Superscript

Over dot Quantity per time Over bar Quantity per kmol
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Exergoeconomic Analysis of a Cascade Active Magnetic
Regenerative Refrigeration System 6
Hadi Ganjehsarabi, Ibrahim Dincer, and Ali Gungor

Abstract

In this paper, an exergoeconomic analysis of a cascade active magnetic regenerative (AMR) refrigeration system

operating on a regenerative Brayton cycle is conducted with respect to various system design parameters. The finite

difference method is used in order to solve the set of governing equations, which are highly nonlinear and coupled. In

exergy analysis, a thermodynamic model is developed in order to determine exergy destruction rates and calculate the

exergy efficiency of the system. In the economic analysis, investment cost rates are calculated with respect to equipment

costs, which are determined by cost correlations for each system component, and capital recovery factors. Thus, by

combining the two analyses, an exergoeconomic model is created whereby the exergy streams are identified and cost

equations are allocated for each component. The results of both exergetic and exergoeconomic analyses show that

increasing the fluid mass flow rate decreases the exergy efficiency, and increasing the specific exergetic cooling rate

decreases the cost per unit of cooling.

Keywords

Magnetic refrigerator � Energy � Exergy � Exergoeconomics

Introduction

Active magnetic regenerative (AMR) refrigeration systems are considered an environmentally benign solution that could be

used as an attractive alternative to vapor compression refrigeration systems [1–3]. AMR system utilizes a varying magnetic

field, magnetocaloric material (MCM), and heat transfer fluid to facilitate heat transfer between reservoirs.

Barclay et al. [4] presented and patented the active magnetic regenerator refrigeration (AMRR) system in 1982. Barclay

[5] showed the possibility of achieving significantly larger temperature spans than the adiabatic temperature rise of the

magnetic material by using the magnetic material simultaneously as a heat regenerating medium and as a refrigerating

medium. Engelbrecht et al. [1, 2] developed a 1-D transient model of a single regenerator sphere undergoing an idealized

passive and active regenerative process and evaluated the impact of the internal temperature gradients and their effect on the

performance of the sphere in the context of a regenerative cycle. Aprea et al. [6] have studied the effects of the secondary

fluid properties, magnetic material particle diameter, heat transfer fluid blow time, secondary fluid mass flow rate,
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regenerator geometry and axial thermal conduction on the AMRR performance. Their results can be used for the design of

new experimental prototypes. Tura et al. [7] evaluated the performance of a permanent magnet magnetic refrigerator

(PMMR) with gadolinium parallel plates. Their results show that, in order to obtain both temperature spans and cooling

capacities comparable to those obtained with packed spheres, significantly thinner plates and channels are needed. Li et al.

[8] studied the impact of the physical properties of heat transfer fluids and operating frequency on the AMRR performance.

They determined that a liquid is more favorable than a gas for being used as heat transfer fluid in AMRR systems. Nellis and

Klein [9] developed a method in order to examine the effect of the entrained fluid heat capacity in the passive regenerator.

They found out that the entrained fluid heat capacity has a significant impact on the performance of a passive regenerator.

Rowe [10, 11] derived expressions which describe the thermodynamic quantities of an idealized AMR cycle in steady state.

Aprea et al. [12] carried out a comparison between three different models in order to simulate the thermal behavior of an

AMR cycle. They found that for all the three models the COP increases with the regenerator’s volume. Kitanovski and Egolf

[13] suggested that for having high temperature differences cascade or regeneration stages have to be considered. Bjørk et al.

[14] proposed an experimental data-based correlation for the total mass and the cost of magnet and MCMs needed to

construct a magnetic refrigerator.

The primary objective of this study is to develop a practical model in order to perform both energy and exergy analyses of

a cascade AMR cycle. The specific objectives are given as follows:

• To simulate a cascade AMR refrigeration system in order to predict the performance of the overall system.

• To perform energy and exergy analyses of the system, including calculations of the exergy efficiency and exergy

destruction of the system.

• To conduct a parametric study of the effects of various selected design parameters on the COP and overall exergy

efficiency of the system.

• To develop an exergoeconomic model which determines the cost per unit of cooling with respect to specific exergetic

cooling rate.

System Description

The schematic of a cascade AMR system is shown in Fig. 6.1, which consists of two Brayton cycles: (I) the higher-

temperature cycle and (II) the lower-temperature cycle. During adiabatic magnetization, the two stages are moved into a

magnetic field, where the temperature of the MCMs increases as a result of adiabatic magnetization. In the isofield cooling

process, the heat transfer fluid is blown into the second stage from the cold end to the hot end. Subsequently, the fluid flows

from the cold end of the first stage to the hot end, while maintaining the magnetic field, absorbs the heat from the both stages

and rejects the heat to the surrounding in the hot heat exchanger. In the adiabatic demagnetization process, both stages are

cooled by the demagnetization effect. Finally, the fluid moves from the hot end of second stage to the cold end and travels

from the hot end of the second stage to the cold end, where it exits at a temperature lower than the cold heat exchanger and

produces the cooling power of the system.

The T-s diagram of idealized cascade AMR cycle is shown in Fig. 6.2. The first and second stage materials are Gdx Tb1�x

alloys. The thermo-magnetic properties of the regenerator’s compositions are calculated by using the molecular field theory

and the Debye approximation. The heat transfer fluid in the simulation is the water–glycol mixture (50 % by weight) (for

details see [15]).

Fig. 6.1 Schematic of a cascade

AMR system (a) magnetization;

(b) isofield heating;

(c) demagnetization;

and (d) isofield cooling
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Heat Transfer Modeling

Modeling of Magnetization and Demagnetization Processes

A homogeneous ferromagnetic material model has been used in order to characterize the thermal and magnetic behaviors.

The entropy balance equation for the magnetocaloric solid refrigerant and the entrained fluid in the porous matrix is given as

follow:

ds ¼ ms

cs

Ts

dTs þ νsms

∂M
∂Ts

� �
H

dHþmfdsf ð6:1Þ

In order to study the transient behavior, the mass of the entrapped fluid compared with the mass of the magnetic material

is ignored. Therefore, the bed temperature distribution can be calculated by integrating the following differential equation:

∂Ts

∂t

� �
¼ �Ts

cs
νs

∂M
∂Ts

� �
H

dH

dt
ð6:2Þ

Modeling of the Isofield Cooling and Isofield Heating Processes

Governing Equations
The mechanism of heat and mass transfer in an AMR bed is complicated; hence, some assumptions must be made in order to

establish the governing equations. The several assumptions made in this study are (1) the effect of viscous dissipation on the

energy balance of the fluid flow throughout the bed is neglected; (2) the heat transfer fluid is incompressible (ρf = constant);

(3) the temperature and velocity profile of heat transfer fluid are uniform during the period of flow blowing; (4) the axial heat

conduction in the regenerator is neglected; (5) heat loss to the environment in the regenerator is negligible; (6) the properties

of magnetic material (except for the specific heat) are constant in the regenerator.

Based on the above assumptions, the energy-balance expression of the heat transfer fluid (f) and the magnetic material (s)

can be written as

ερf cf Ac
∂Tf

∂t
þ ρf cf uAc

∂Tf

∂x
¼ hasf Ac Ts � Tf

� � ð6:3Þ

1� εð ÞρscsAc
∂Ts

∂t
¼ hAcasf Tf � Ts

� � ð6:4Þ

where the subscripts f and s refer to fluid and solid, respectively. Here, ε is prosity, Ac is the cross-sectional area of the

regenerator, c is the specific heat, and asf is the specific surface area.

Fig. 6.2 T-s diagram of the

theoretical (ideal) cascade AMR

refrigeration system
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The heat transfer coefficient is calculated by using a correlation given by Rohsenow et al. [16]:

Nuf ¼ 2þ 1:1Rep
0:6Prf

1=3 ð6:5Þ

where Rep is the particle Reynolds number for a packed sphere regenerator calculated using particle diameter in a packed

sphere and the free flow velocity and Pr is the Prandtl number of the heat transfer fluid.

The cycle of a cascade AMR involves four processes, namely magnetization, isofield cooling, demagnetization, and

isofield heating. The initial and boundary conditions for each process are presented in Table 6.1. The cycle begins with

magnetization and continues onto the next process. The final values of the dependent variables at the end of each process are

the initial conditions for the following process.

Solution Procedure

The set of equations governing the four processes in the regenerator are highly nonlinear and coupled. To solve the

governing equations, the equations are discretized in time and the space. An iterative resolution of the Eqs. (6.2)–(6.4)

provides the regime solution utilizing a tentative profile temperature of the bed. Before the time step was increased, an inner

iteration was performed until the following convergence criterion was satisfied:

δ ¼ Max
TsI 0; xð Þ � TsI t1 þ t2 þ t3 þ t4, xð Þj j,
TsII 0; xð Þ � TsII t1 þ t2 þ t3 þ t4, xð Þj j

� �
≺10�6 ð6:6Þ

Thermodynamic Analyses

In this study, the main aim is to address the thermodynamic performance of the cascade AMR refrigeration system and to

compare these results in terms of magnetic field and heat transfer fluid mass flow rate. In order to accomplish this, the

governing equations and numerical procedures used by Matlab must be outlined in order to obtain sufficient data for the

thermodynamic assessment. Finally, these procedures are used to gain insights on the effectiveness of the cascade AMR

refrigeration system through energy and exergy analyses.

Table 6.1 Initial and boundary conditions for the problem

Magnetization process Isofield cooling process Demagnetization process Isofield heating process

Boundary conditions _m tð Þ ¼ _m
�
0
�

TfI t; 0ð Þ ¼ T
C

∂Tf

∂x
t; 0ð Þ ¼ 0

∂Ts

∂x
t; 0ð Þ ¼ 0

∂Ts

∂x
t;Lð Þ ¼ 0

_m tð Þ ¼ � _m
�
0
�

TfII t;Lð Þ ¼ T
H

∂Tf

∂x
t; 0ð Þ ¼ 0

∂Tf

∂x
t;Lð Þ ¼ 0

∂Ts

∂x
t; 0ð Þ ¼ 0

∂Ts

∂x
t;Lð Þ ¼ 0

Initial conditions TsI 0; xð Þ ¼ TsI, t4
xð Þ

TsII 0; xð Þ ¼ TsII, t4
xð Þ

TsI t1; xð Þ ¼ TsI, t1
xð Þ

TsII t1; xð Þ ¼ TsII, t1
xð Þ

TfI t1; xð Þ ¼ TfI, t4
xð Þ

TsI t1 þ t2, xð Þ ¼ TsI, t2
xð Þ

TsII t1 þ t2, xð Þ ¼ TsII, t2
xð Þ

TsI t1 þ t2 þ t3, xð Þ ¼ TsI, t3
xð Þ

TsII t1 þ t2 þ t3, xð Þ ¼ TsII, t3
xð Þ

TfII t1 þ t2 þ t3, xð Þ ¼ Tf
II, t2

xð Þ
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Energy Analysis

The variations of the fluid and regenerator temperature, cooling capacity, heat rejection, and the rate of magnetic work

performed on the regenerator during cyclic steady-state operation are the basic outputs of this model. The cooling capacity

and heat rejection to the environment are calculated numerically through the integrals as follows:

_Qc ¼
ðt

1
þt2þt3þt4

t
1
þt2þt3

_m tð Þcf TC � TfI t; 0ð Þð Þdt ð6:7Þ

_QH ¼
ðt1þt2

t1

_mf tð Þcf TfII t;Lð Þ � THð Þdt ð6:8Þ

where t1, t2, t3 and t4 are the magnetization time step, cold to hot fluid flow time step, demagnetization time step and

hot to cold fluid flow time step. The pressure drop in the heat transfer fluid flow can be obtained by using the Ergun

correlation [17]:

dP

dx
¼ 180

1� ε
ε

� �2 μf
dp

uþ 1:8
1� ε
ε

� �
ρf
dp

u2 ð6:9Þ

where μf and dP are are the dynamic viscosity of a heat transfer fluid and the particle diameter in a packed sphere. The power

required for moving the heat transfer fluid through the regenerator is written as

_Wp ¼ _m tð Þ ΔPt2 þ ΔPt4ð Þ
ηpρf

t2 þ t4ð Þ ð6:10Þ

The coefficient of performance (COP) of the system can be found as

COP ¼
_Qc

_WP þ _QH � _Qc

ð6:11Þ

Exergy Analysis

The exergy analysis of the process determines the exergetic variables such as exergy destruction rate and exergy efficiency

for a thermodynamic evaluation. The irreversibility in the cascade AMR cycle can be calculated through the exergy

destruction rate as follows:

_Exdes ¼ _Exin � _Exout þ _WM þ _WP � _Exq ð6:12Þ

where _Exq is the exergetic cooling power as

_Exq ¼ _Qc

TH

Tc

� 1

� �
ð6:13Þ

The specific exergy cooling of the system can be defined as the ratio of exergetic cooling power to the multiplication of

the applied magnetic field, H, and the total volume of refrigerant used, VMCM [18].

μ ¼
_Exq

HVMCM

ð6:14Þ
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The exergy efficiency for the cascade AMR refrigeration system can be calculated as follows:

ηex ¼
_Qc

_WP þ _QH � _Qc

� � TH

Tc

� 1

� 	
ð6:15Þ

Exergoeconomic Analysis

Economic Model
Exergoeconomics is an exergy-based method that identifies and calculates the location, magnitude, causes, and costs of

thermodynamic inefficiencies in an energy conversion system. The real inefficiencies in such a system are the exergy

destruction (associated with the entropy generation within a system or a component) and the exergy loss (associated with the

transfer to the environment of exergy that is not further being used in this or another system) [19, 20]. The cost balances are

generally formulated for each component separately asX
e

_Ce,k þ _Cw,k ¼ _Cq,k þ
X
in

_Cin,k þ _Zk ð6:16Þ

where

_Cin ¼ cin _Exin ð6:17Þ

_Cw ¼ cw _W ð6:18Þ

_Cq ¼ cq _Exq ð6:19Þ

Here, ci, ce, cw, and cq donate average costs per unit of exergy in dollars per kW ($/kW).

The cost rate expression of Eq. (6.16) can be written asX
e

ce _Exe
� �

k
þ cw _Wk ¼ cq _Exq,k þ

X
in

cin _Exin
� �

k
þ _Zk ð6:20Þ

where _Zk is obtained by first calculating the capital investment and O&M costs associated with the kth component and then

calculating these costs per unit of time of system operation.

In the cost balance formulation Eq. (6.16), there is no cost term directly associated with the exergy destruction of each

component. Accordingly, the cost associated with the exergy destruction in a component or process is a hidden cost. If one

combines the exergy and exergoeconomic balances, one can obtain the following:

_ExF,k ¼ _ExP,k þ _ExD,k ð6:21Þ

The cost rate associated with the exergy destruction within the component is defined as

_CD,k ¼ cF,k _ExD,k ð6:22Þ

where _ExD,k is the exergy destruction of the component which is evaluated by using exergy balances.

A cost balance applied to the entire system shows that the sum of cost rates associated with all existing exergy stream

equals the sum of cost rates of all entering exergy streams plus the appropriate charges due to capital investment and

operating and maintenance expenses.

cq _Exq ¼ celect _WM þ celect _WP þ _Z ð6:23Þ

Here Cq, cost per unit of cooling, Celect, is the unit cost of electricity, which is taken as 0.075 $ kWh�1.
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On the economic side, the capital investment can be calculated with respect to the purchase cost of equipment and capital

recovery as well as the maintenance factor over the number of operation hours per year as shown below;

_Zk ¼ Zk � CRF � φ
N � 3600 ð6:24Þ

where Zk is the purchase equipment cost of the magnetic refrigerator components, N is the annual number of operation hours

for the unit, and φ is the maintenance factor, which generally taken as 1.06. CRF is the capital recovery factor which depends

on the interest rate (i) and equipment life time (n), and is determined here as follows:

CRF ¼ i� 1þ ið Þn
1þ ið Þn � 1

ð6:25Þ

Results and Discussion

In this study, numerical modeling and a thermodynamic analysis of cascade AMR refrigeration system through energy and

exergy is conducted. In this regard, COP and exergy efficiency are examined for performance assessment. The parametric

studies considering variation of various design parameter and some performance results are presented accordingly.

The parameters for model inputs that were used in order to carry out the analysis are summarized in Table 6.2. In order to

investigate the influence of magnetic field on the cascade AMR cycle, three various magnetic fields (1.5, 1.75 and 2 T) were

chosen. The impact of the magnetic field on AMR cycle is investigated in more detail in Bjørk et al. [21]. The temperature

distribution along the length of the regenerator during the four processes of the cycle is shown in Figure 6.3. As shown in

Figure 6.3 (a), each part of the AMR is magnetized during magnetization process and the temperature of magnetocaloric

material increases in proportion to the MCE. During the isofield cooling process, which is illustrated in Figure 6.3 (b), the

heat transfer fluid is blown from the cold to the hot heat exchanger, heating up while cooling down the magnetocaloric

material in the AMR. In the demagnetization process, which is illustrated in Figure 6.3 (c), every part of the regenerator is

demagnetized and the temperature of magnetocaloric material decreases, again in proportion to the MCE. During the isofield

heating process, the heat transfer fluid is blown from the hot to the cold heat exchanger, cooling down while heating up the

magnetocaloric material in the AMR. Figure 6.4 shows the refrigeration capacity as a function of the fluid mass flow rate for

a AMR cascade system. As the fluid mass flow rate increases, the system is capable of producing refrigeration in direct

proportion to the mass flow rate, and so the refrigeration capacity increases.

It can be seen that an increase of the mass flow rate increases the refrigeration capacity of the system until a certain value of

mass flow rate, after where the cooling capacity of the system decreases. It is because of the mass flow rate becoming too large

Table 6.2 Parameters of the simulation used for numerical analysis

Parameters Values Dimensions

dp 600 μm

L 0.1 m

ε 0.25 –

D 0.01 m

x1 0.72 –

mbd
I

41.8 g

x11 0.92 –

mbdII
41.5 g

_mwg 0.025 kg s�1

Hlow 0 T

Hhigh 1.5 T

t1 ¼ t3 0.2 s

t2 ¼ t4 0.5 s

TH 293 K

TC 255 K
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that it overwhelms the magnetocaloric effect exhibited by the bed and, thereafter, the refrigeration capacity is decreased. For

cases of H ¼ 1.5, 1.75, 2 T when the increment of magnetic field is ΔH ¼ 0.25 T, the increasing degree of refrigeration

capacity is 30.1 and 69.2 %, respectively. The higher the magnetic field strength is, the greater the refrigeration capacity is.

Figure 6.5 shows the general behavior of the COP as a function of the fluid mass flow rate. Figure 6.4 shows that an

increase of the fluid mass flow rate decreases the COP due to fluid mass flow rate becoming too large for the regenerator.

Fig. 6.3 Variation in bed temperature along the length of the regenerator; (a) magnetization, (b) isofield cooling, (c) demagnetization,

(d) isofield heating
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The variations in exergy efficiency with changes in the mass flow rate of heat transfer fluid are presented in Fig. 6.6.

According to figure, exergy efficiency drops as the mass flow rate of heat transfer fluid increases for all applying magnetic

field. In addition, as magnetic field increases the exergy efficiency increases at any chosen value of mass flow rate.

Figure 6.7 depicts the effect of rising in fluid mass flow rate on the exergy destruction rate inside the regenerator. It is

found that when fluid mass flow rate increases, all curves reach their maximum values and then decrease slightly with

increasing fluid mass flow rate. On the other hand, excessive mass flow causes to decrease in cooling power and due to

increase in work pump resulting in decrease in the cascade AMR performance. Figure 6.8 illustrates the total exergy

destruction cost of the system as a function of the fluid mass flow rate. It can be observed that the total exergy destruction

cost increases with the increase of the fluid mass flow rate as a result of required pumping power. The analytical results show

that in order to reach optimal performance, mass flow rate should be designed carefully regarding various operating

conditions.

In this study, an exergoeconomic analysis is also conducted where the cost formation can be determined for the cascade

AMR refrigeration system. The cost for the MCM and magnet material is taken to be 20 and 40 $ kg�1, respectively [14].

The variation of cost per unit of cooling with respect to the specific exergetic cooling power at various magnetic fields is

shown in Fig. 6.9. It can be observed that an increase in the specific exergetic cooling power causes a decrease in the cost per

unit of cooling.
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Conclusions

In this study, a mathematical model is developed to investigate the performance characteristics of a cascade AMR

refrigeration system. Also, the model was applied in order to predict the cascade AMR performance characteristics at

various selected design parameters. The main findings of this study are summarized as follows:

• The refrigeration capacity initially raise at lower mass flow rate up to the point that it attains its maximum value and

eventually decrease with the increase of fluid mass flow rate.

• An increase in themagnetic field from 1.5 to 2 T, the COP, and exergy efficiency of the cascade AMR refrigeration increases.

• Both COP and exergy efficiency decreases as the mass flow rate increases.

• An increase in fluid mass flow rate increases the overall exergy destruction cost of the system as a result of pumping

power requirements.

• An increase in the specific exergetic cooling decreases the cost per unit of cooling.

Nomenclature

Ac Cross-sectional area, m2

asf Specific surface area, m2/m3

c Specific heat capacity, J kg K�1

COP Coefficient of performance

D Diameter of the regenerator section, m

dP Diameter of the particles, μm
_Ex Exergy flow rate (W)

h Convection coefficient (W m�2 K�1)

H Magnetic field, A m�1

Hmax Maximum magnetic field, A m�1

k Thermal conductivity, W m�1 K�1

L Length of the regenerator, m

m Mass, kg

_m Mass flow rate, kg s�1

M Magnetic intensity, A m�1

MCE Magnetocaloric effect

MCM Magnetocaloric material

Nu Nusselt number

Pr Prandtl number
_Q Heat transfer rate, W

Re Reynolds number

s Specific entropy (J kg�1 K�1)

t Time coordinate, s

T Temperature, K

t1 Magnetization time step (s)

t2 Isofield cooling time step (s)

t3 Demagnetization time step (s)

t4 Isofield heating time step (s)

V Volume, L

x Axial position, m

x Mass fraction
_W Work, kJ s�1

ΔP Pressure drop, Pa

Greek Letters

ε Porosity of the regenerator bed

μ0 Permeability of free space (m kg s�2 A�2)

ρ Density kg m�3

η Efficiency (-)

μ The specific exergy cooling of the system (W T�1 L�1)

Subscripts

ad Adiabatic

C Cold or refrigeration temperature

D Demagnetization

des Destruction

ex Exergy

f Fluid

H Hot or heat rejection temperature

I First stage of the cascade system

II Second stage of the cascade system

M Magnetization

P Pump

s Solid

t1 Magnetization process

t2 Isofield cooling process

t3 Demagnetization process

t4 Isofield heating process

wg Water–glycol mixture
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Energy and Exergy Analyses of Solar-Driven ORC Integrated
with Fuel Cells and Electrolyser for Hydrogen and Power Production 7
Md. Ali Tarique, I. Dincer, and C. Zamfirescu

Abstract

Hydrogen as an energy carrier is an excellent storage medium for harvesting renewable energies which are

characterized by hourly fluctuations and intermittence. In this paper a system that integrates an organic Rankine

cycle (ORC), electrolyser, hydrogen storage in metal hydrides, and a fuel cell is analyzed thermodynamically for on-

demand power generation from solar energy. The system is destined to small-scale applications such as roof-top solar

power at low concentration and total collector area of the order of 100 m2. This will ensure the heating and power

needs of an average residence throughout the year. Compound parabolic concentrators are used as vapor generator

integrated with an ORC heat engine with cyclohexane working fluid. A small capacity thermal energy storage system

is used to keep the working fluid hot during nighttime and eliminate the need of system warm-up in the mornings. The

ORC is made to operate continuously and steadily during the daylight to produce power with a solar multiplicity factor

of 3. A fuel cell system is used to generate power on-demand from the stored hydrogen. A part of the rejected heat is

recovered and used for cogeneration. The system efficiency is determined based on thermodynamic analysis and

proved to be attractive.

Keywords

ORC � Fuel cell � Electrolyser � Hydrogen production � Energy � Exergy � Efficiency

Introduction

Recent advancement of hydrogen technology forms a promising base for green energy use in many power demanding

sectors. Hydrogen being a good energy carrier can be produced by different methods; one of them is the electrolysis of water.

Once produced and stored, hydrogen can supply fuel cell systems to generate power on-demand. This infers that the power

generation and demand can be decoupled through hydrogen as an energy buffer. Decoupling the generation and demand is

especially relevant with renewable energies such as wind and solar which are intermittent and fluctuating.

Solar energy is available everywhere on the earth surface. Depending on the geographic and climacteric conditions the

incident solar radiation on the earth surface is typically in the range of approx. 1,600–2,100 MWh/m2 year. This energy can

be converted to approx. 180 MWh/m2 year electric power available on-demand using electrolysis-fuel cell tandem and

hydrogen storage in metal hydrides. Yilanci et al. [1] constructed a small-scale residential system with PEM electrolyser

and PEM fuel cell where solar energy is converted using commercially available PV-arrays and showed that the overall

efficiency is of the order of 6 %.

One important issue with solar driven power generation is their bad return of investment. The system hardware is in

general too costly as compared with the revenues obtained from power generation.
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On the other hand an integration of organic Rankine cycle (ORC), electrolyser, and hydrogen fuel appears to be suitable

option to produce electric power on-demand at hundreds of kW generation scale using solar concentrators such as solar

through. Again, hydrogen plays the role of an energy buffer which allows for satisfying the nighttime power demand.

Because the scale of power generation is larger the initial costs of the hardware which must include single axis solar tracking

systems can be reduced and the system made economically viable. This fact is demonstrated by the remarkable worldwide

experience gained with solar through technology, see Kearney and Miller [2].

Another competitive system is the solar tower technology which is at the verge of commercialization and—according to

Romero et al. [3]—is the most promising for hund reds of MW power generation at sites with annual insolation of around

2,000 MWh/m2 year.

On the other hand the application of ORC-based concentrated solar power to individual residences imposes that the

important simplification of the hardware is made in order to gain market competitiveness. Some encouragement for this

green technology application can be provided by the governments through incentives. As shown in Zamfirescu et al. [4] if

the government subsidy is 25 % and a feed-in-tariff program is applied then the payback period can be reduced to below 10

year for a small solar dish-based system with 9 m2 aperture. The ORC system has the ability to provide heating which is an

additional benefit as compared to photovoltaic systems.

In this study, a new integrated system with ORC, PEM fuel cell, PEM electrolyser, and metal hydride hydrogen storage

which uses compound parabolic concentrator (CPC) with no sun tracking and a thermo-mechanical energy storage to cope

with solar radiation fluctuation is investigated. The envisaged application is for residential on-demand power and heating

with 100 m2 roof-top solar collector.

Background

ORC integrated systems with electrolyser and fuel cells have found excellent application for power and heating generation

of single residential units when solar radiation is used as an energy input. A simplified diagram showing the integration of

ORC with eletrolyser and fuel cell systems is given in Fig. 7.1. The ORC is the system that generates power from a

fluctuating source (solar).

Solar energy resource does have some characteristics that lead to technical and economic challenges: generally diffuse,

not fully accessible, sometimes fluctuating, intermittent, and regionally variable. The solar radiation is very diffuse with

sometimes less radiative power than 500 W/m2.

For this reason, concentration is required. Imaging concentrators are in general easy to fabricate in the form of heliostat

mirrors, solar dishes, solar through, or Fresnel mirrors. They have however the lack of ability of concentrating diffuse

radiation and also they require non-cheap sun tracking systems. Compound parabolic concentrators are a non-imaging
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alternative to the common imaging concentrators. These do not require sun tracking and can concentrate on diffuse radiation

in addition to the direct beam radiation, but their concentration ratio is limited to 3–5 due to manufacturing considerations.

Rabl [5] compares various types of concentrators for photothermal solar energy conversion with a focus on compound

parabolic concentrator (CPC) type. These concentrators act as a radiation funnel and do not have focus. The most important

parameters of CPC are the acceptance angle and the average number of reflections. No radiation that enters within the

acceptance angle can leave the CPC. The second law of thermodynamics imposes that the maximum possible concentration

for a given acceptance half-angle (θ0.5) for line-focus concentrators is given by n sin� 1θ0.5 where n is the index of refraction
of the medium surrounding the concentrator. Based on Rabl [5] the heat losses through radiation and convection from CPC

are related firmly to the concentration ratio: for C ¼ 3 ! U ¼ 3 W/m2 K, for C ¼ 10 ! U ¼ 1.4 W/m2 K.

The manufacture of the reflective area can be made on metal sheets formed parabolically and coated with aluminum or

silver. The spectral reflectance becomes important because the concentrator is of non-imaging one. The spectrum of the

incident radiation can be taken from the standard ASTM G 173-03 [6] for an air mass 1.5. Once the spectrum and the

acceptance angle are specified the incident photon rate and associated energy and exergy rates can be easily calculated.

Small-scale ORCs driven thermally from solar concentrators have been studied in the past in many papers as summarized

here based on Zamfirescu et al. [7]. The OMNIUM-G concentrator has a 6 m diameter paneled dish which provided 7–12 kW

to a Rankine engine under 1 kW/m2 insolation. The Test Bed concentrator had an 11 m paneled dish and provided 76 kW

to its heat engine under the same conditions. Again, normalized to 1 kW/m2 insolation, General Electric’s Parabolic

Dish Concentrator 1 used a 12 m paneled dish to provide 72.5 kW to a heat engine. Power Kinetics had a 9 m square

shaped paneled concentrator that delivered 28 kW to a boiler under 0.88–0.94 kW/m2 insolation. The Acurex Parabolic Dish

Concentrator 2 used an 11 m paneled dish and was shown to have an optical efficiency of 0.88 even at concentration ratios as

high as 1,300. Boeing decided to create reflector panels and test them using the Test Bed concentrator. These panels were

0.6 � 0.7 m and provided an optical efficiency of 0.8 up to concentration ratios of 3,000. By comparison, the ENTCH

Fresnel Concentrator Lens Panel had dimensions of 0.67 � 1.2 m2 and could only provide an optical efficiency of 0.68 at a

concentration ratio of 1,500. A small-scale ORC solar dish has been studied based on thermodynamic, ecologic, and

economic analyses in Zamfirescu et al. [4].

A single-stage expansion device of positive displacement type can be used instead of an ORC turbine. Scroll expander is

a newer promising technology to work as a prime mover in ORC engine for renewable electricity generation. Because of

its reliability, compactness, and suitability to work with refrigerant ORC heat engine coupled with scroll expander

may be considered a cost effective, environment friendly prime mover for renewable electricity generation. Some

recent experimental research and numerical simulation with scroll-based ORC is reported in Hogerwaard et al. [11] and

Tarique et al. [8].

System Description and Modeling

The system under study is presented in Fig. 7.2, and its main parts are the ORC heat and engine, electrolyser and fuel cell, the

hydrogen storage, and the solar radiation harvesting system. Solar light incident (#1) on the aperture of a number of CPC

throughs working in parallel is concentrated (#2) with associated losses (#3).

The thermal receiver is a vacuumed double shell tube that circulates the boiling working fluid cyclohexane through the

inner tube. A thermosiphon arrangement with self-regulation of mass flow rate is used in order to cope with fluctuation of

solar radiation. The hot working fluid is accumulated in a high temperature liquid–vapor separator. The fluid is retrograde,

and thus when saturated vapors are expanded they superheat. A regenerative ORC is used to generate power in (#9) and

heating (#21). Power is only generated during the daytime. The system is set such that during the day time at most one-third

of the generated power can be consumed whereas two-thirds or more are diverted toward the electrolyser (#10) to generate

hydrogen (#14) which is stored in metal hydrides.

During nighttime, hydrogen is consumed (#16) and converted to power (#17) by the PEM fuel cell. The system includes a

water treatment unit for makeup water (#12) and a water recycling subsystem that recovers water (#18) from the PEM fuel

cell while warming-up (#19) the metal hydride tank for hydrogen release. It is assumed that the system is cooled with water

circulated through a ground loop that acts as heat sink.

The thermodynamic modeling of the system is done based on balance equations which are written for each of the

subsystems. The exergy and energy flows are evaluated at each state point indicated in the diagram from Fig. 7.2. The AM

1.5 solar spectrum is assumed for incident light based on ASTMG 173-03 [6] for tilted surface at 37�. The global radiation is

7 Energy and Exergy Analyses of Solar-Driven ORC Integrated with Fuel Cells and Electrolyser. . . 83



taken 1,800 MWh/m2 year which is representative for many locations where single house residences with sufficient roof

surface (100 m2) may exist; the roof must be southward oriented.

Note that the modeling here is made for annual averaged values. If one denotes IT the incident global irradiation (annual

average) on tilt surface, then the incident light is _E1 ¼ ITA, where A is the total surface of solar collectors. Table 7.1 gives

the energy balance equations for each of the subsystems.

The ORC system is described in Fig. 7.3. A thermally insulated vessel is used to keep the working fluid as saturated

liquid–vapor mixture with high temperature. Liquid (#1), which is heavier, flows downwards and reached the solar collector.

Since the liquid is hot and close to saturation it boils (#2) in the evacuated tube placed at the CPC aiming spot according to

the fluctuating intensity of solar radiation. The generated vapor separates from the liquid and flows (#3) and expands in the

turbine. The superheated vapors (#4) of the retrograde working fluid cool and start to condense (#6) reaching liquid in (#9).

Some vapor is extracted in (#5) for cogeneration where they condensate according to the heat demand in (#8). The cycle is

modeled based on balance equations written for steady operation.
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Table 7.1 Energy balance equations, efficiency definition, and description

Component Energy balance equation and description Efficiency

CPC _E1 ¼ _E2 þ _E3 where _E2 ¼ θ0:5
2π

_E1, only a fraction of the incident light

is harvested depending on the acceptance angle
ηCPC ¼

_E2

_E1

SR (solar receiver) _E2 ¼ _E4 þ _E5 where _E5 ¼ U A
C TSRð -T0Þ, with U being the heat

loss coefficient, TSR receiver temperature, C concentration
ηSR ¼

_E4

_E2

TMS (thermo-mechanical

energy storage)

_E4 ¼ _E6 þ _E7 where _E6 ¼ _mTMS � Δhlv with _mTMS the mass flow rate

of working fluid through thermosiphon loop, x vapor quality at receiver exit,

Δhlv the latent heat of boiling. Heat loss _E7 ¼ UAð Þloss T6ð -T0Þ
ηTMS ¼

_E6

_E4

ORC _E6 ¼ _E8 þ _E9 the ORC is described separately in Fig. 7.3. The pump

and turbine isentropic efficiency is assumed 0.8
ηORC ¼

_E8

_E6

PIC (power inverter

and control)

_E8 þ _E17 ¼ _E10 þ _E20 the inverter produces a.c. current in #20 to supply

the local grid, whereas it processes d.c. current at #8, #10, #17. When demand

is high, fuel call and ORC can work together during the day. ORC never

operates nighttime

ηPIC ¼
_E10

_E8

¼
_E20

_E8 þ _E17

PEME (electrolyser) _E10 ¼ _E14 þ _Qloss heat loss is released into the environment
ηPEME ¼

_E14

_E10

FC (fuel cell) _E16 ¼ _E17 þ _Eloss where _Eloss ¼ _Q19 heat released through the water

is recovered and used to heat the hydride tank
ηFC ¼

_E17

_E16

HR (heat recovery) _E9 ¼ _E21 þ _E22 a part of the heat rejected by the ORC is recovered

and used for water (or space) heating
ηHR ¼

_E21

_E9

SYS (overall) _E1 ¼ _E20 þ _E21 þ _E loss η ¼
_E20 þ _E21

_E1

3

45

11

6

7

8

9
10

Thermosiphon loop

CPC

1

2

Regenerator

Condenser

Hot water tank
(cogeneration)

Southward
roof

11

Fig. 7.3 The ORC system and

the thermosiphon configuration

of solar collector
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Results and Discussion

For a case study with the ORC/electrolyser/fuel cell system described in Figs. 7.2 and 7.3 a set of reasonable values for

modeling parameters is assumed as given in Table 7.2. The core of the system is formed by the ORC and its thermosiphon

look. Henceforth, the ORC is calculated first and the thermodynamic cycle is determined. This cycle operates between the

ground loop temperature and the solar collector temperature. This imposes a condensation at T6 ¼ T9 ¼ 20 �C and a boiling

temperature T1 ¼ T2 ¼ T3 ¼ 120 �C (see Table 7.2).

The thermodynamic cycle is illustrated in Fig. 7.4. The cycle efficiency is ηORC ¼ 28 % if no heat is cogenerated.

The ORC efficiency depends on the amount of cogenerated heat (the heat demand). Note that the ORC self-regulates

according to the heat demand. When there is no heat demand there is no cooling in the branch 7–8 of the system (Fig. 7.3).

Vapor accumulates and the extracted fraction must reduce because the pressure on the branch tends to increase. When there

is heat demand, then there is also good condensation and the extraction fraction tends to increase.

We introduce the parameter HWR—heat to work ratio—which represents the ratio between heat cogenerated and the

work generated. When this parameter is varied from 0 to 3 the ORC power efficiency degrades but more heat is recovered

and delivered as useful product. Therefore the cogeneration efficiency increases. Figure 7.5 shows this parametric study. In

addition is indicated the variation of extraction fraction f. When there is no extraction, then there is no cogeneration.

If extraction fraction is ~0.5 then the cogeneration efficiency becomes more than 80 % even though the ORC efficiency

for power generation degrades to 22 %.

As mentioned in a previous study by Zamfirescu et al. [4] the power demand in a typical residence in Ontario is of the

order of 22 kWh/day whereas the annually averaged heating demand is of 53 kWh/day. Therefore, if one assumes HWR ffi 2

we have according to Fig. 7.4 that ηORC ¼ 25 %, ηHR ¼ 70 %, and the vapor extraction fraction is f ¼ 38 %.

Table 7.2 System parameters

assumed for a case study
Half acceptance angle of CPC θ0.5 ¼ 60�

Average reflections number nr ¼ 1.1

Concentration ratio CPC C ¼ 5

Total aperture area A ¼ 100 m2

Annual irradiation amount IT ¼ 1, 800 MWh/m2 year

Water heating temperature T8 ¼ 60 �C (Fig. 7.3)

Collector temperature T1 ¼ T2 ¼ T3 ¼ 120 �C
Condensation temperature T6 ¼ T9 ¼ 20 �C
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Fig. 7.4 Thermodynamic cycle

of the cyclohexane-based ORC
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Due to the high expansion ratio a three-stage scroll expander is necessary. The expansion ration is simple to calculate

from the thermodynamic cycle analysis; it is of five per stage. The first stage corresponds exactly to the vapor extraction

point and the other two stages are cascaded. The built-in-volume ratio of the scroll expander can be estimated as indicated in

Oralli et al. [9]. The BVR depends on the rolling angle of the scroll φe and the initial angles for the inner φi0 and outer φo0

involute, respectively. The built-in-volume ratio is given by:

BVR ¼ 2φe � φi0 þ φo0 � 3π

5π � φi0 þ φo0

The calculated parameters that define the scroll geometry for each stage are shown in Table 7.3. In the table the initial

involute angles, the rolling angle, the vane height, the base (rb), and the orbiting (ro) radii are given.

For estimation of the overall system efficiency, the required balance equations are solved for each system component. In

Table 7.4 the efficiency results are given. For the CPC the required half acceptance angle has been taken as 60�. Henceforth,
one-third of the diffuse radiation is accepted by the CPC. Since the global radiation is assumed to 1,800 MWh/m2 year and

for AM 1.5 the direct beam radiation is 90 % of the global radiation, it results that the CPC will accept 180 MWh/m2 year

diffuse radiation. The CPC orientation is toward equator in tilt position. Since the average daylight is from 6 am to 6 pm it

means that the CPC sees the sun from 8 am to 4 pm, therefore it accepts two-thirds of the direct beam radiation. Therefore,

1,200 MWh/m2 year are received from direct beam and 1,380 MWh/m2 year is the total accepted radiation. Henceforth, the

CPC efficiency is 1,200/1,800 ¼ 66.6 %.

On the basis of 1,800 MWh/m2 year the generated power can be calculated if one assumes that one-third of it is produced

during daylight with an efficiency of ηPG ¼ 14.9 % while two-thirds are generated with an efficiency of ηODPG ¼ 3.7 %.

Therefore, one calculates for 10 m2 collector area 0.149 � 0.667 � 1, 800 � 10 ¼ 1, 790 MWh power generation.

For heat generation one obtains 5,652 MWh/ year. Therefore the system efficiency that use both direct power production

during daylight and fuel cell power generation at nighttime is 41.3 %, whereas the power only efficiency of the system

calculated in similar way is 9.94 %.
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Fig. 7.5 Energy efficiency

of ORC, heat recovery, and

cogeneration and the vapor

extraction fraction vs the heat

to work ratio

Table 7.3 The calculated

geometrical parameters for

the required three-stage

scroll expander

Parameter Stage 1 Stage 2 Stage 3

φo,0 (rad) 0.1 0.1 0.2

φi,0 (rad) 1.3 1.4 1.5

φe (rad) 18 π 18 π 18 π

hvane (mm) 20 40 40

rb (mm) 2 5 10

ro (mm) 4 10 20
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Concluding Remarks

In this chapter an integrated system that combines ORC, electrolyser, and fuel cell technology is investigated for energy

harvesting from a fluctuating renewable source—the solar energy. The preferred choice of solar collector is CPC because

it does not require solar tracking, it is of non-imaging type, and therefore it is able to harvest a good amount of diffuse

radiation. The calculations for the system have been done for 1 year average, rather than hourly. It results that the

combined efficiency of power and heat production is 41.3 % whereas the power only efficiency is approx. 10 %. In

conclusion, as compared to other systems, the proposed integration scheme is promising and it is worth further

investigation.

Nomenclature

A Area, m2

BVR Built-in volume ratio

C Concentration ratio
_E Energy rate, kW

I Irradiance, W/m2

n Refraction index

r Radius, m

T Temperature, K

U Overall heat transfer coefficient, W/m2 K

Acronyms

CPC Compound parabolic concentrator

FC Fuel cell

HR Heat recovery

ORC Organic Rankine cycle

PEME Proton exchange membrane electrolyser

PIC Power inverter and control center

SR Solar receiver

SYS Overall system

TMS Thermo-mechanical storage

Greek Letters

θ Half acceptance angle

η Energy efficiency

ϕ Rolling or involute angle

Table 7.4 Energy efficiencies of the system and its components

Component Assumptions and remarks Efficiency

CPC AM 1.5 spectrum at 120� acceptance angle ηCPC ¼ 66.7 %

SR Heat loss coefficient U ¼ 3 W/m2 K ηSR ¼ 95 %

TMS Assume 1 % heat loss ηTMS ¼ 99 %

ORC Determined according to Fig. 7.5 ηORC ¼ 25 %

PIC Assume electrical losses of 5 % as shown

in Yilanci et al. [1]

ηPIC ¼ 95 %

PEME Assume practical value at optimal current density

as in Yilanci et al. [1]

ηPEME ¼ 50 %

FC Assume practical value at optimal current density

as in Naterer et al. [12]

ηFC ¼ 50 %

HR Determined according to Fig. 7.5 ηHR ¼ 50 %

SYS The following system efficiencies are calculated:

• Power generation efficiency ηPG ¼ ηCPCηSRηTMSηORCηPIC

ηPG ¼ 14.9 %

• Hydrogen generation efficiency ηH2
¼ ηPGηPEME ηH2

¼ 7:5%
• On-demand power generation efficiency ηODPG ¼ ηH2

ηFC ηODPG ¼ 3.7 %
• Heat generating efficiency ηHG ¼ ηCPCηSRηTMSηHR ηHG ¼ 31.4 %
• Cogeneration efficiency ηSYS ¼ ηODPG + ηHG ηSYS ¼ 35 %
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Subscripts

0 Reference state

1 Initial

b Base

i Inner

loss Losses

o Outer, orbiting

T Tilt surface
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Application of Scroll Expander in Cryogenic Process
of Hydrogen Liquefaction 8
Md. Ali Tarique, I. Dincer, and C. Zamfirescu

Abstract

Hydrogen is a clean energy carrier and can be a potential alternative of fossil fuels. Its use in energy systems needs

efficient storage for on-demand distribution to the facilities. However, storage of hydrogen as a gas needs large storage

tank which is not feasible due to a high volume to energy ratio. By liquefying hydrogen this barrier of storing can be

solved. In this paper, a modification to Claude liquefaction process of hydrogen is proposed for increased efficiency.

More specifically, the Joule–Thompson valve of the typical Claude cycle is replaced with an expander for work recovery.

In addition, the integration of an additional expander is found suitable to recover more work from the expanding

hydrogen. However, consideration was made in selecting expanders as it involves two-phase flow. Scroll expander

being capable of operating with two-phase fluid is suitable to use in this cycle for cryogenic hydrogen liquefaction. This

paper presents an analytical feasibility study of the scroll expanders integration with a modified Claude cycle. The result

shows that a 2–3 % work recovery is possible with the integration of the expanders which justifies further study on the

process with more detailed analysis and optimization methods. The expansion power that is recoverable is of the order of

1–5 kW. The paper concludes that the scroll expander can be used for work recovery in other cryogenic applications

which becomes increasingly more important.

Keywords

Liquefied hydrogen � Modified Claude cycle � Scroll expander � System integration

Introduction

Hydrogen being a promising energy carrier of the future requires suitable methods of storage which have to be as compact

form as possible. Due to its large specific volume, either very high pressures or cryogenic temperatures are required for

hydrogen storage as compressed gas or as liquid, respectively.

The gas liquefaction technology emerged in the last decades of the nineteenth century and became mature at

the beginning of the twentieth century. According to Nandi and Sarangi [1] the followings are the main industrial processes

to obtain liquefied hydrogen: (1) the Precooled Linde–Hampson process; (2) the Claude process; and (3) the

helium–hydrogen cycle.

Hydrogen has its normal boiling point at 20.3 K with the density of the saturated liquid of 70.77 kg/m3. Some peculiar

problems occur in the liquefaction process, namely: (1) hydrogen has a positive Joule–Thompson coefficient at temperature

higher than 190 K, (2) there is an ortho–para hydrogen conversion process that happens at 20 K and adds to the latent heat of

450 kJ/kg, an amount of 530 kJ/kg, (3) the latent heat of boiling of para hydrogen at 20 K is relatively very low; therefore,

any small heat penetration can generate important amounts of hydrogen vapor.

M. Ali Tarique � I. Dincer � C. Zamfirescu (*)

Faculty of Engineering and Applied Science, University of Ontario Institute of Technology (UOIT),

2000 Simcoe Street North, Oshawa, ON, Canada L1H 74K

e-mail: calin.zamfirescu@uoit.ca

I. Dincer et al. (eds.), Progress in Exergy, Energy, and the Environment,
DOI 10.1007/978-3-319-04681-5_8, # Springer International Publishing Switzerland 2014

91

mailto:calin.zamfirescu@uoit.ca


In a typical process hydrogen is cooled to 80 K with the help of liquid nitrogen. For further cooling hydrogen itself is used

as working fluid in a cryogenic refrigerator. Due to the auxiliary systems and irreversibility the energy required to liquefy

hydrogen is as high as approx. 50 MJ/kg which represents about a third of the higher heating value.

It is becoming increasingly important to devise methods and technologies for hydrogen liquefaction from small to large

scale with improved efficiency and less energy consumption. Some recent efforts of development of large-scale liquid

hydrogen production and long-term storage are presented by Domashenko et al. [2]. An innovative method which uses the

latent heat of natural gas for hydrogen liquefaction is disclosed in Ogawa et al. [3]. Kanoglu et al. [4] studied the ways of

using geothermal energy for hydrogen liquefaction. It is suggested that the best way of doing this is by using a part of the

geothermal energy to drive an absorption cycle which pre-cools the hydrogen gas, and a second part of the geothermal

energy to generate electricity which drives the liquefaction plant.

The use of renewable energy to drive the process brings definitely substantial environmental advantages. The renewable

energy is most relevant at small and intermediate scale of hydrogen liquefaction. In such system, 1–5 kW of recovery of

compression work may be very beneficial as it enhances the system efficiency while reducing the cryogenic hydrogen cost.

The selection of the thermodynamic cycle is based on the size of the plant, the available technology, the cost of the

equipments, and above all the efficiency of the cycle.

Recent advancement on prime movers brings to attention the scroll expanders which have the ability to efficiently

expand two-phase flows and produce net power in a range from few hundreds watts to few kW. As argued in Quoilin

et al. [5] the use of scroll expanders in this power range is more advantageous than the use of turboexpander especially

when the expansion occurs well in the two-phase region. Hung [6] showed that the positive displacement expanders

could be built with high pressure ratio per stage. Scroll machine, a form of positive displacement machine is widely

used in refrigeration industry mainly as a compressor. However, with a little modification it can easily work in reverse

as an expander. Oralli et al. [7] performed an analysis on conversion of refrigeration scroll compressor to work as an

expander for power generation. They demonstrated that scroll expander converted from refrigeration compressor is

quite suitable to work as an expander.

Scroll machine consists of two identical intermeshing spiral elements placed in a drum-like, air-tight chamber with a

phase difference of 180�. One of the scrolls is rigidly attached to the drum, while the other one orbits within it during the

operation. A rotor shaft is attached to the moving scroll and may be coupled to the load (compressor/generator). The set

orbiting position of the moving scroll is maintained by a special device known as “Oldham coupling.”With the movement of

the moving scroll, the outer periphery forms a line of contact with the fixed scroll forming a crescent shaped pocket. This

pocket acts as the cavity of the gas.

The high pressure gas enters through a port in the scroll center. This high pressure gas generates forces on the scroll vanes

which translates into torque and produces an orbiting movement. The orbiting movement of the scroll transfers the gas to two

adjacent vanes and forms two symmetrical pockets. The trapped gas pockets further expand, forcing the orbiting scroll to

move around the center of the fixed scroll thus transmitting the rotating motion to an eccentric shaft. The pockets finally

break up at the periphery of the scroll and discharge through the exhaust port. Several pairs of symmetrical pockets of

increasing volumes co-exist at any time during the expander operation. Advantage of scroll expander over turbine is that the

scroll machine is compact, with less rotating parts and at single stage, the volume ratio is higher.

The efficiency of the whole hydrogen liquefaction process is determined by the thermodynamic efficiency of the cycle

and the performance of the equipments used. The selection of the equipments, their cost, influence highly the system

performance and viability of the system. In this paper, analysis has been made on the use of scroll expander as an expansion

device instead of a Joule–Thompson valve for work recovery integrated with Claude liquefaction process.

System Description and Modeling

In Fig. 8.1 the modified Claude cycle which includes two-scroll expanders for work recovery is shown. The first expander is

positioned between states #3 and #4 in the diagram and the second expander replaces the typical Joule–Thompson valve of

the basic Claude, process 6–7. The expansion processes in this way can recover maximum work but has more chances to face

two-phase expansion or in extreme cases wet expansion in the second expander.

The process starts with precooled hydrogen at 190 K (1 bar) which is obtained using the cooling effect of liquid nitrogen.

As it results from the schematics hydrogen is compressed to 40 bar in #2, then cooled in subsequent processes #3 ! #5
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! #6 ! #7 until it reaches 1 bar and 20 K, and is in the two-phase region. The cryogenic liquid separates gravitationally

(#8) while the cold vapors are extracted and used to cool the liquid in the process #9 ! #10.

Some vapors are extracted from high pressure stream #3 at 100 K and expanded to 1 bar to generate cooling effect in #4

and power. The cold stream resulted from mixing #4 and #10 is further used for a cooling effect in process #100 !
#11 ! #12. The vapors are recycled by recompressing and mixing with makeup stream #2.

For process modeling the heat exchangers inlet and outlet temperatures are assumed to comply with the original Claude

process. Therefore, the temperature in state #7 is set to 20.24 K while the temperature at state #3 is 100 K and the
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with work recovery
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compression/expansion ratio is PR ¼ 40. Table 8.1 gives the balance equation for each system components which are used

for modeling.

Results and Discussion

First we determined the thermodynamic cycle of the modified liquefaction process aiming at finding the required built-in

volume ratio for the expanders and implicitly the number of expansion stages. Figure 8.2 shows the thermodynamic cycle

with state points in the T-s diagram. The volume ratios must be around 16 for both expanders. Therefore two-cascaded

expanders can be used with built-in volume ratio of 4 each.

A parameter of interest is the specific work required by the compressors to liquefy 1 kg of hydrogen, net. This is of order

of 8 kJ/kg and decreases to 4.5 kJ/kg if the inlet pressure could be increased eight times by external means. The exergy and

energy efficiencies of the system are also dependent of makeup gas parameters. As seen in Fig. 8.3 the efficiencies increase if

the temperature of the makeup gas could be reduced. In Fig. 8.4 exergy efficiency and reversible work input are plotted

against inlet temperature of hydrogen. There is a clear trade-off between the exergy efficiency and the work input which

have the opposite trends with the makeup gas temperature.

Figure 8.5 illustrates the variation of energy and exergy efficiency with compressor inlet pressure. Both the efficiencies

increase with inlet pressure. If pressurized hydrogen is available from the generation plant, the cycle efficiency of this system

can be improved. Note that hydrogen generation by some methods of electrolysis has higher output pressure.

Figure 8.6 depicts the scroll expander work output at varying inlet temperature. The optimum work output is noticed at

around inlet temperature of 58 k. This supports the scroll expander’s capability to work efficiently at low inlet temperature.

However the work output drops sharply above this temperature. This is because of the reduction of mass flow rate due to

higher temperature.

Figure 8.7 represents the variation of the specific work developed by the two expanders with respect to pressure P3.

Expander’s inlet pressure is an important parameter to optimize the expander work output. Up to 40 bar the work increases

steadily and after that the curve flattens as shown in Fig. 8.7.

Variation of work recovery by the expanders is proportional to mass flow rate through expanders. It is noted that

expander 1 recovers higher work output, and sharing mass flow to expander 2 does not generate equivalent amount of work.

This is because of the fact that expander 2 is located at the downstream of the fluid flow. Expander works are generated

within 3–4 and 6–7. Expansion process 3–4 occurs in the gaseous phase region while in the second expander the exhaust gas

converts to a mixture of liquid and vapor. This liquid–vapor mixture generates relatively less work.

Table 8.1 Modeling assumptions and equations for system components

Component Assumptions Equations

Makeup compressor (process 1–2) Ideal gas behavior.

Above the ortho–para transition

T1 ¼ 190 K, P1 ¼ 1 bar, PR ¼ 40

_m1h1 þ _W1:2 ¼ _m1h2

_W 1:2 ¼ k

k � 1
R T1ln PR

k�1
k � 1

� �
¼ Cp T2 � T1ð Þ

Recycle compressor (12-20) Ideal gas behavior.

Above the ortho–para transition

T12 ¼ 190 K, P12 ¼ 1 bar, PR ¼ 40

Operates under similar states as makeup

_m1h1 þ _W1:2 ¼ _m1h2

_W 12:2 ¼ k

k � 1
R T12ln PR

k�1
k � 1

� �
¼ Cp T2 � T12ð Þ

Cooler (process 2-20) Heat exchanger network cooled

with air and water sequentially; T2 0 ¼ 400 K

_m2h2 ¼ Q20 :2 þ _m
2
0 h20

_m20 ¼ _m2 þ _m12

Cryo-cooler (process 20-3-11-12) Cooling with liquid nitrogen; T3 ¼ 100 K m20h20 þ _m11h11 ¼ _m3 þ _m3ð Þh3 þ _m12h12
Cryo-regenerator (process 3-5-100-11) Regenerative heat exchanger. Isobaric processes. _m3h3 þ _m

10
0 h

10
0 ¼ _m5h5 þ _m11h11

Cryo-regenerator (process 5-6-9-10) Regenerative heat exchanger. Isobaric processes.

T6 ¼ 40 K

_m5h5 þ _m9h9 ¼ _m6h6 þ _m10h10

Expander 1 (process 40-4) Isentropic efficiency of 0.7 _m
4
0 h

4
0 ¼ _W e:1 þ _m4h4

Expander 2 (process 6–7) Isentropic efficiency of 0.7 _m6h6 ¼ _W e:2 þ _m7h7
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Concluding Remarks

In this study, thermodynamic analysis is used to analyze the modified Claude cycle for hydrogen liquefaction. The analysis

of the expanders is performed on the basis of assumed process parameters. The heat exchangers, compressors, and the

expander performance are considered ideal and the losses are not determined. The work recovery in both the expanders

depends on the inlet temperature, mass flow rate, and the inlet pressure. The overall investigation validates the use of scroll

expanders as a suitable expansion device and justifies the use of second expander in the two-phase region for work

extraction. However, an experimental analysis with precisely designed heat exchangers and selected scroll expanders of

the compatible sizes can be conducted in future. The experimental data may be used to optimize the work extraction and

maximize the hydrogen liquefaction performance by adjusting the system parameters.

Nomenclature

Cp Specific heat, kJ/kg K

k Adiabatic exponent

h Specific enthalpy

_m Mass flow rate, kg/s

P Pressure, bar

PR Pressure ratio

T Temperature, K

w Specific work, kJ/kg
_W Work rate, W

Greek Letter

η Efficiency

Subscripts

e Expander

en Energetic

ex Exergetic
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Energy and Exergy Analyses of an Integrated Solar Based
Hydrogen Production and Liquefaction System 9
Tahir A.H. Ratlamwala and Ibrahim Dincer

Abstract

The present paper concerns studies on energy and exergy analyses of a new integrated system with heliostat field, Cu–Cl

cycle, Isobutane cycle, and Linde–Hampson system. The present system is capable of producing liquefied hydrogen for

easier storage than hydrogen gas. A parametric study is conducted to investigate the effects of variation in solar light

intensity, ambient temperature, and flow rate of makeup water required by the Cu–Cl cycle on hydrogen production rate,

hydrogen liquefaction rate, and overall energy and exergy efficiencies. The results show that an increase in solar light

intensity has positive effect on hydrogen production rate and hydrogen liquefaction rate as they increase from 205 to

492.5 L/s, and 43 to 103 L/s, respectively. The overall energy and exergy efficiencies are observed to be increasing from

4.1 % to 7.3 %, and 4.9 % to 8.2 %, respectively with increase in solar light intensity from 600 to 750 W/m2. The rise in

ambient temperature from 290 to 330 K affects the performance of the system in the positive manner. The increase in

supplied rate of makeup water to the Cu–Cl cycle from 0.05 to 0.15 L/s results in increase in the overall exergy efficiency

of the integrated system from 8.2 % to 9.6 %.

Keywords

Energy � Exergy � Hydrogen � Cu-Cl � Liquefaction

Introduction

Increased emissions of harmful greenhouse gasses due to the extensive use of fossil fuels have made researchers and

organizations around the world re-think about potential solutions for a major energy carrier. These fossil fuels have

caused some critical local and global issues through increased CO2, NOx, and SO2 emissions. In this regard, the world

has started alarming “accelerated global warming,” while the need for the clean and renewable energy has become

inevitable [1]. One alternative to present energy carrier is hydrogen. Hydrogen offers great advantages as a fuel and

working fuel over the conventional ones. In the future, the role of hydrogen may become more important, as some

researchers suggest that the world’s energy systems may undergo a transition to an era in which the main energy carrier

will be hydrogen [2–5]. At present, the use of hydrogen as a fuel is limited to the transportation due to the lack of proper
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infrastructure for supply or production of hydrogen. Dufour et al. [6] mentioned that presently 96 % of the hydrogen is

produced using the steam methane reforming (SMR) technology. The other major technologies which are being

currently used or developed for production of hydrogen are (a) the water electrolysis, (b) the coal gasification, and (c)

the thermochemical water splitting cycles (TWSCs). Among all the above mentioned technologies which are being

studied for hydrogen production, TWSCs have an edge.

The study conducted by Giaconia et al. [7] concluded that TWSCs represent an appealing carbon-free option for

hydrogen production powered by alternative (carbon-free) energy sources. Aghahosseinin et al. [8] explained that a

thermochemical cycle is a process consisting of a closed loop of thermally driven chemical reactions, where all intermediate

compounds are recycled, while water is decomposed into the hydrogen and the oxygen. Among the TWSCs, Cu–Cl cycle

holds an edge because of its lower operating temperatures (around 530 �C) which results in reduced material and

maintenance cost as mentioned by [9, 10]. Another benefit associated with Cu–Cl cycle is that it has one of the highest

energy efficiencies among other TWSCs as studied by [11–13].

The heat required by TWSCs can be supplied by the use of advanced solar energy systems. The use of solar energy

systems will ensure that the overall hydrogen production process is environmentally benign as energy is generated using

renewable energy source and hydrogen is produced using TWSCs which are environmentally benign systems, as they

recycle all the chemicals within the process. The use of high temperature solar technologies is governed by the temperature

which they can generate. In a study, Kalogirou [14] presented the working temperature range of different solar thermal

technologies which are parabolic trough collector (60–300 �C), solar dish (100–500 �C), and heliostat field (150–2,000 �C).
Studies conducted by several researchers [15–17] concluded that using high temperature solar thermal collectors

are beneficial from both heat production and efficiency perspectives. Within the high temperature solar technologies, the

heliostat field system has an advantage of catering to wide temperature range which can be useful for operating the integrated

system that requires multiple operating temperatures.

In this paper, we study a novel system integrated with heliostat field, Cu–Cl cycle, isobutane cycle, and Linde–Hampson

cycle. The system presented is capable of producing hydrogen and later liquefying it for better storage and handling.

A parametric study is carried out to investigate the effects of varying the operating conditions such as solar light intensity,

ambient temperature, and flow rate of makeup water required by the Cu–Cl cycle on hydrogen production rate, hydrogen

liquefaction rate, and overall energy and exergy efficiencies.

System Description

The integrated system presented in this paper is shown in Fig. 9.1. The system utilizes the solar energy to produce

hydrogen using the Cu–Cl cycle (Fig. 9.2) and later liquefy it using the Linde–Hampson cycle (LH). The solar energy is

harnessed with the help of Heliostat field system. The molten salt passes through the receiver of the Heliostat system to

Solar Flux

Receiver
Supply

Molten Salt
Line

Return
Molten Salt

Line

Isobutane Liquid

Isobutane Cycle
Power

Linde-Hampson Cycle

Liquefied
Hydrogen
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Isobutane Steam

Superheated
Steam

High
Temperature

Heat
Exchanger

Oxygen

Cu-Cl Cycle

Hydrogen Gas

Hot Water
Line

Makeup
Water Power from

Grid Power

Return
Water Line

Kalina Cycle

Fig. 9.1 Schematic of an integrated system
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carry energy extracted from the solar light in the form of heat. The high temperature molten salt then enters the high

temperature heat exchanger where it releases heat to the water coming from the Cu–Cl cycle and isobutane liquid coming

from the binary power plant. The heat carried by the water coming from the Cu–Cl cycle is supplied to the heat exchanger

network of the Cu–Cl cycle as shown in Fig. 9.3. The water stream leaving the heat exchanger network of the Cu–Cl cycle

is later supplied to the Kalina cycle to recover excess heat in the form of power. The power produced is supplied to the

Cu–Cl cycle in order to decrease its energy demand from the grid. The high temperature isobutane steam leaving the high
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Fig. 9.2 Schematic of the Cu–Cl cycle

Fig. 9.3 Schematic of the heat exchanger network for the Cu–Cl cycle
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temperature heat exchanger is supplied to the turbine of the isobutane cycle (Fig. 9.4) in order to produce power. The

power produced by the isobutane cycle is supplied to the Linde–Hampson (LH) cycle (Fig. 9.5) for liquefying hydrogen

produced by the Cu–Cl cycle. In the LH system, makeup gas is mixed with the hydrogen gas coming from the Cu–Cl

cycle, and the mixture at state 1 is compressed to state 2 from 101 kPa to 10 MPa. Heat is rejected from compressed gas to

a coolant. The high pressure gas is cooled to state 3 in a regenerative counter flow heat exchanger (I) by the uncondensed

gas, and is cooled further by flowing through two nitrogen baths (II and IV) and two regenerative heat exchanger (III and

V) before being throttled to state 8, where it is a saturate liquid–vapor mixture. The liquid is collected as the desired output

for further usage and the vapor is routed through the bottom half of the cycle. The detailed system description of the Cu–Cl

cycle can be found elsewhere [12].

Energy and Exergy Analyses

This section provides energy and exergy analyses of the integrated system studied in this paper.

Fig. 9.4 Schematic

of the isobutane cycle
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Heliostat System

The heliostat field energy model is taken from the study conducted by Xu et al. [17]. The rate of heat received by the solar

light intensity is calculated as

_Qs ¼ I � Afield ð9:1Þ
The total rate of heat received by the receiver is defined as

_Qrec ¼ _Qrec,abs þ _Qrec,em þ _Qrec, ref þ _Qrec,conv þ _Qrec,cond ð9:2Þ

where

_Qrec,em ¼
εavg � σ T4

rec, surf � T4
0

� �
Afield

C

_Qrec, ref ¼ _Qrec � ρ� Fr

Afield

_Qrec,conv ¼
hair, fc, insi � Trec, surf � T0

� �þ hair,nc, insi � Trec, surf � T0

� �� �
Afield

C� Fr

_Qrec,cond ¼
Trec, surf � T0

� �
Afield

∂insu

λinsu
þ 1

hair,o

� �
C� Fr

The rate of heat absorbed by the molten salt passing through the receiver is found using

_Qrec,abs ¼ _mmscp Tms,o � Tms, inð Þ ð9:3Þ

The exergy rate carried by the solar light is calculated as

_Exs ¼ 1� T0

Tsun

� �
_Qs ð9:4Þ

Cu–Cl Cycle

The specific enthalpy at any given state in the Cu–Cl cycle is calculated as

hi ¼
X k

m¼1
mf mhm ð9:5Þ

The specific entropy at any given state in the Cu–Cl cycle is calculated as

si ¼
X k

m¼1
mf msm ð9:6Þ

The exergy rate at any given state in the Cu–Cl cycle is

_Exi ¼ _mi hi � h0ð Þ � T0 si � s0ð Þð Þ ð9:7Þ

The thermal exergy rate in each heat exchanger is defined as

_Exthi ¼ 1� T0

Ti

� �
_Qi ð9:8Þ
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The heat supplied to the generator of the Kalina cycle is defined as

_Qg ¼ _mnw hnw 16½ � � hnw 0½ �
� � ð9:9Þ

The net power output that can be obtained from the Kalina cycle is

_Wnetk ¼ _Wturb � _Wpk � _Wparasitic

where

_Wturb ¼ _mk8 hk8 � hk9ð Þ

_Wpk ¼ _mk1 hk2 � hk1ð Þ

_Wparasitic ¼ 0:2 _Wturb � _Wpk

� �

Isobutane Cycle

The net power that can be obtained from the binary isobutane plant is expressed as

_Wnetgeo ¼ _Wturb � _Wpiso � _Wparasitic ð9:10Þ

where

_Wturb ¼ _miso h3 � h4ð Þ

_Wpiso ¼ _miso h2 � h1ð Þ

_Wparasitic ¼ 0:2 _Wturb � _Wpiso

� �

Linde–Hampson Cycle

The ideal specific work required to compress the hydrogen from 101 kPa to 10 MPa is given as

wcompideal ¼ R� T0 � ln
P2

P1
ð9:11Þ

The actual specific work input to the liquefaction cycle per unit mass of the hydrogen is stated as

wcompactual ¼
wcompideal

ηcomp

ð9:12Þ

The total specific power required by the LH cycle is calculate as

wtotalLinde�Hampson
¼ wcompactual þ wNitrogen

fliq
ð9:13Þ
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where

fliq ¼ h9 � h6

h9 � hf
ð9:14Þ

where fliq represents the fraction of liquefied hydrogen which is taken out of the cycle.

The amount of hydrogen liquefied is then calculated using

_mH2liquefied
¼ fliq � _mH2

ð9:15Þ

Efficiencies

The overall energy and exergy efficiencies are defined as

ηoven ¼
_mH2

HHVH2
ð Þliq þ _m22h22

_Qin þ _m1h1 þ
_Welec� _Wnetk

þ _Wp1þ _Wp2þ _Wp3þ _Wp4þ _WLHð Þ
ηconvr

0
B@

1
CA ð9:16Þ

where _Qin ¼ _QHE8�C þ _QHE10�C þ _QS1 þ _QS2 þ _QS4 þ _QS:

ηexov ¼
_ExH2

� �
liq

þ _Ex22

_Exin þ
_Welec� _Wnetk

þ _Wp1þ _Wp2þ _Wp3þ _Wp4þ _WLHð Þ
ηconvr

0
B@

1
CA ð9:17Þ

where _Exin ¼ _ExHE8�C þ _ExHE10�C þ _ExS1 þ _ExS2 þ _ExS4 þ _Ex1 þ _ExS:

Results and Discussion

This paper presents an integrated system capable of producing and liquefying hydrogen using solar energy source. The

integrated system studied consists of Heliostat field system, Cu–Cl cycle, Kalina cycle, Isobutane cycle, and

Linde–Hampson cycle. The heliostat field system modeled introduced by Xu et al. [17] is used in the present study. The

energy efficiency of the heliostat field system obtained by Xu et al. [17] was 75 % as compared to 80 % in the present study.

The efficiency of the Cu–Cl cycle in this study is found to be 52 % as compared to 55 % reported by Lewis et al. [11].

Effect of Solar Light Intensity

The continuous variation in solar light intensity throughout the day makes it very important to study the effect of variation in

solar light intensity on the performance of the system. The effect of rise in solar light intensity on the hydrogen production and

liquefaction rate is studied and is shown in Fig. 9.6. The hydrogen production rate and hydrogen liquefaction rate are

observed to be increasing from 205.3 to 492.5 L/s, and 42.84 to 102.8 L/s, respectively with rise in solar light intensity from

600 to 750 W/m2. Such behavior is observed because increase in solar light intensity results in the higher rate of heat

production by the Heliostat field system. As the rate of heat generated by the Heliostat system increases, the hydrogen

production capability of the Cu–Cl cycle and the power generating capability of the isobutane system increase. The Cu–Cl

cycle is mostly heat dependent and with the increase in the rate of heat supplied, the hydrogen production capacity of the

Cu–Cl cycle increases for the constant operating temperatures. The increase in the rate of heat supplied to the isobutane

system results in higher temperature of isobutane fluid entering the turbine. As the temperature of the fluid entering the

turbine increases, the power produced by the turbine increases. The increase in hydrogen liquefaction is directly related to

the increase in power supplied to the LH cycle and as a result of increase in power produced by the isobutane system due

to rise in solar light intensity, the hydrogen liquefaction rate increases. The overall energy and exergy efficiencies are found to

be increasing from 4.1 % to 7.3 % and 4.9 % to 8.2 %, respectively, with rise in solar light intensity as shown in Fig. 9.7.
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The increase in the overall energy and exergy efficiencies is directly associated with the increase in the hydrogen liquefaction

capability of the integrated system. These results show that the performance of the integrated system studied in this paper

enhances with the rise in solar light intensity for the given operating conditions.

Effect of Makeup Water Supplied to the Cu–Cl Cycle

The makeup water supplied to the Cu–Cl is an important parameter to study because the supplied makeup water helps in

achieving the desired concentration of different chemicals circulating in the Cu–Cl cycle. The hydrogen production and

liquefaction rate are observed to be increasing from 492.1 to 503 L/s and 102.7 to 105 L/s, respectively with increase in

water flow rate at state cc[1] from 0.05 to 0.15 L/s as shown in Fig. 9.8. The increase in makeup water helps achieving
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the desired concentration of aqueous HCl based on the chemical balance. This aqueous HCl then enters the electrolyzer

where it reacts with Cu–Cl to produce hydrogen and CuCl2. As the availability of the hydrogen ions in the HCl solution

entering the electrolyzer increases with increase in the makeup water supplied, the hydrogen production rate also

increases. The overall energy and exergy efficiencies of the integrated system are found to be increasing from 7.2 % to

7.3 % and 8.2 % to 9.6 %, respectively with increase in supplied makeup water rate at state cc[1] as shown in Fig. 9.9. It

is noticed that the overall energy efficiency hardly changes with increase in makeup water flow rate but the overall

exergy efficiency increases by almost 1.5 %. Such behavior is noticed because energy analysis doesn’t take into

consideration the gains or losses occurring in the system due to the interactions between the chemicals whereas, exergy

analysis does take into consideration all the gains or losses happening due to the interactions of the chemical

compounds. This difference between energy analysis and exergy analysis makes it essential to study system from

exergy perspectives as it provides with better picture with regards to real life operation of the system in comparison to

the energy analysis.
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Effect of Ambient Temperature

The ambient temperature plays a major role in the performance of any system which interacts with the environment due to

the temperature difference between the system and the surroundings. The temperature difference between the system and the

surrounding can either lead to better performance of the system or degrading performance of the system based on the system

being used. For the systems which require high temperatures to achieve its output, the increase in ambient temperature

is beneficial as it results in lower heat loss from the system to the environment. The hydrogen production and liquefaction

rate are seen to be increasing from 473.3 to 571.8 L/s, and 98.7 to 119.3 L/s, respectively with the rise in ambient

temperature from 290 to 330 K as shown in Fig. 9.10. The integrated system studied in this paper is highly dependent on

the temperature for the production of hydrogen and power. The rise in ambient temperature helps to facilitate the

performance of the system because of the lower temperature differences between the system boundary and the environment.

This decrease in the temperature difference leads to lower losses from the system to the surrounding in the form of

heat. The effect of rise in ambient temperature on the overall energy and exergy efficiencies is displayed in Fig. 9.11.
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The overall energy and exergy efficiencies are observed to be increasing from 7.2 % to 7.5 % and 8.1 % to 8.6 %,

respectively with the rise in ambient temperature. This increase in energy and exergy efficiencies is directly related to the

higher rate of hydrogen liquefaction and lower heat loses due to the lower temperature difference between the system

boundary and surrounding with rising ambient temperature.

Conclusions

In this paper, we have presented an integrated system consisting of heliostat field system, Cu–Cl cycle, Kalina cycle,

Isobutane cycle, and Linde–Hampson cycle for hydrogen production and liquefaction. Parametric studies are carried out to

see the effect of variation in solar light intensity, makeup water flow rate and ambient temperature on hydrogen production

rate, hydrogen liquefaction rate, and overall energy and exergy efficiencies. The results obtained show that the hydrogen

production and liquefaction rate are found to be increasing from 205 to 492.5 L/s, and 43 to 103 L/s, respectively with the

increase in solar light intensity from 600 to 750 W/m2. The overall energy and exergy efficiencies are observed to be

increasing from 4.1 % to 7.3 %, and 4.9 % to 8.2 %, respectively with the increase in solar light intensity. The increase in

supplied rate of makeup water to the Cu–Cl cycle from 0.05 to 0.15 L/s results in the increase in overall exergy efficiency of

the integrated system from 8.2 % to 9.6 %. Also, the overall exergy efficiency increases from 8.1 % to 8.6 %, respectively,

with rise in ambient temperature.
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Nomenclature

A Area

C Concentration ratio

d Diameter, m

Ex
:

Exergy destruction rate, kW

f Fraction

Fr View factor

h Specific enthalpy, kJ/kg; Heat transfer

coefficient, W/m2 K

hw Hot water

HHV Higher heating value

I Solar light intensity, W/m2

_m Mass flow rate, kg/s

M Molecular weight, kg/mol

mf Mass fraction

P Pressure, kPa
_Q Heat flow rate, kW

T Temperature, K

s Specific entropy, kJ/kg K

w Specific work, kJ/kg
_W Work rate, kW

Greek Letters

η Efficiency

ε Receiver surface emissivity

σ Stefan-Boltzmann constant, W/m2 K4

ρ Density, kg/m3

∂ Thickness, m

λ Thermal conductivity, W/m K

Subscripts

abs Absorbed

avg Average

ch Chemical

cond Conduction

conv Convection

convr Conversion

comp Compressor

elec Electrolyzer

em Emissive

en Energy

ex Exergy

fc Forced convection

H Heliostat

H2 Hydrogen

HE Heat exchanger

i Inner

iso Isobutane

insi Inner side of receiver
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insu Insulation

i ith state

k kth state

liq Liquid

m mth state

ms Molten salt

nc Natural convection

o Outer

ov Overall

p Pump

ph Physical

rec Receiver

ref Reflection

S Solar

surf Surface

sys System

th Thermal

turb Turbine

w Wall surface

0 Ambient state
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Energy and Exergy Analyses of Copper–Chlorine (Cu–Cl)
Based Integrated Systems for Hydrogen Production 10
Ahmet Ozbilen, Ibrahim Dincer, and Marc A. Rosen

Abstract

Hydrogen production via thermochemical water splitting using the Cu–Cl cycle is a promising alternative to conventional

hydrogen production methods. Multi-generation systems are often attractive due to their higher energy and exergy

efficiencies than individual cycles (e.g. steam or gas turbine cycles). An increase in efficiency often allows, for the same

output, less resources (or exergy) to be used. This, in return, reduces the extraction from the environment of energy

resources (e.g. fossil fuels), and decreases the associated environmental impacts. In this study, comprehensive thermo-

dynamic analyses of two Cu–Cl based integrated systems for hydrogen production are reported. The systems considered

here are developed to produce hydrogen and provide cooling. Hot water, drying air and oxygen are also by-products of the

system. The first system also has the capability of generating electricity using a two-stage steam turbine cycle. The main

sub-units of the system are the Cu–Cl thermochemical water splitting cycle and a LiBr–H2O absorption cooling system.

Solar energy drives the first system using a heliostat solar tower, whereas waste/process heat from a Generation IV

nuclear supercritical water cooled reactor (SCWR) is the energy source of the second system. The energy efficiency of the

first system is found to be approximately 70 %, while the exergy efficiency is approximately 58 %. The second system, on

the other hand, has an energy efficiency of 63 % and an exergy efficiency of 41 %.

Keywords

Hydrogen production � Thermochemical water splitting � Cu–Cl cycle � Exergy � Multi-generation

Introduction

Global energy demand tends to increase due to the increasing living standards and a growing world population. Concerns

about the energy supply security are increasing due to the reductions in supplies of fossil fuel resources which increase

energy carrier prices. These resources contribute to air pollution and global climate change. Petroleum is a central concern,

with a share of more than one third of global primary energy consumption and more than 95 % of the energy consumption in

the transport sector. The negative environmental impact of coal mining and use combined with the large contribution of coal

usage to global carbon dioxide emissions, as well as potential future risks of the declining reserves of natural gas, are other

factors of concern [1].

Hence, alternatives to fossil fuels have been sought. Increases in energy demand will likely lead to a growth in nuclear

and renewable energy utilization, partly to meet the objective of sustainability. The shift from fossil fuels to nuclear and

renewable resources is expected due to the increase in energy demand as well as concerns over environmental issues such as

A. Ozbilen (*) � I. Dincer � M.A. Rosen

Faculty of Engineering and Applied Science, University of Ontario Institute of Technology,

2000 Simcoe Street North, Oshawa, ON, Canada L1H 7K4

e-mail: Ahmet.Ozbilen@uoit.ca; Ibrahim.Dincer@uoit.ca; Marc.Rosen@uoit.ca

I. Dincer et al. (eds.), Progress in Exergy, Energy, and the Environment,
DOI 10.1007/978-3-319-04681-5_10, # Springer International Publishing Switzerland 2014

111

mailto:Ahmet.Ozbilen@uoit.ca
mailto:Ibrahim.Dincer@uoit.ca
mailto:Marc.Rosen@uoit.ca


global warming. In the future, energy systems are expected to be hybrid systems when it is economically feasible. Hybrid

systems combine various energy resources and energy conversion methods to help increase efficiency while reducing wastes

and associated environmental impact. Hydrogen is a promising candidate as an energy carrier that helps expand markets for

renewable and nuclear energy resources and contributes to sustainability and environmental stewardship, and that can act as

a link between these technologies when they are utilized in hybrid systems [2, 3]. Integrated energy conversion systems can

help fulfill the increasing need for energy sustainability.

Hydrogen exists in abundance in nature in the form of water. However, pure hydrogen needs to be produced and there are

several methods of achieving this including steam reforming of natural gas, coal gasification, water electrolysis and

thermochemical water decomposition. Dufour et al. [4] indicate that 96 % of world’s hydrogen is produced using fossil

fuels, and steam reforming of natural gas is the most commonly used method.

Hydrogen production using thermochemical water splitting cycles has the potential to be cleaner and more cost-effective

than other production methods. Although hydrogen production systems using thermochemical cycles have not yet been

commercialized, studies have shown that such systems can be expected to compete with conventional H2 production

methods including steam methane reforming [5, 6]. Due to its lower temperature requirements (around 530 �C), the Cu–Cl
thermochemical water decomposition cycle has some advantages over other cycles [7].

Multi-generation systems are often attractive due to their higher energy and exergy efficiencies than individual cycles (e.

g. steam or gas turbine cycles). An increase in efficiency often allows, for the same output, less resources (or exergy) to be

used. This, in return, reduces the extraction from the environment of energy resources (e.g. fossil fuels), and decreases the

associated environmental impacts. The objective of this study is to conduct a comprehensive thermodynamic analysis of a

novel Cu–Cl based integrated system for multi-generation, to improve understanding of the system and its potential

applications.

System Description

The systems discussed here produce hydrogen as the main output. Product hydrogen is considered to be exported as a

commodity for industry and/or as a fuel. All systems also have the capability of hydrogen storage for energy management.

Thus, the produced hydrogen is always a product; and when energy management is needed, some of the hydrogen will be

stored and converted to electricity using fuel cells. Oxygen as an output of the Cu–Cl cycle is also treated as byproduct which

is sufficiently pure for use or sale [8]. All the systems also have the capability of providing cooling, hot water and drying air.

A LiBr–H2O absorption refrigeration system is considered in the study for both systems which uses the excess energy of

solar/nuclear heat transfer fluid (HTF) to obtain cooling effect. The absorption cooling system (ACS) is used instead of a

conventional cooling system to utilize surplus heat. A steam turbine cycle (STC) is included in System I to generate power.

Further details on the ACS and STC are presented elsewhere [9, 10]. Hot water at 42 �C is supplied to a community by the

integrated system. Also, drying air is obtained by heating ambient air to drying temperature (50 �C) using excess heat of the
exhaust gases. Drying air can be used in many applications, mainly drying fruits and vegetables.

System I: Cu–Cl Based Multi-Generation System Using Solar Energy

Solar thermal energy, concentrated using a heliostat solar tower, is the energy source of System I (Fig. 10.1). Molten salt

(which has composition of 60 % NaNO3 and 40 % KNO3, on a mass basis) is considered as the HTF to supply heat to the

Cu–Cl cycle. Molten salt has an advantage in that the solar heat can be stored for tens of hours for use at night, or when

sunlight is not available [11]. First, heat is supplied to the copper oxychloride decomposition step (step 4) since this step has

the highest temperature heat requirement (530 �C) in the cycle. Second, the heat is transferred to the hydrolysis step (step 3)
of the Cu–Cl cycle and then hydrogen production (step 1) and drying (step 2). The temperature of the molten salt is increased

to 650 �C, so as to match the heat requirements of the Cu–Cl cycle [11]. The temperature of the molten salt in a low

temperature storage tank is higher than 250 �C which is about 30 �C higher than the melting point of the molten salt.

A hydrogen storage tank and fuel cell unit are also integrated to the Cu–Cl cycle for energy management. Energy

management with a hydrogen storage option is promising, since hydrogen can be converted to electricity efficiently via

fuel cells during peak hours. System I also comprises a STC, which has a low pressure and a high pressure steam turbine, and
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a LiBr–H2O ACS. The STC and absorption system also use the solar energy, while the ORC utilizes waste heat from the

STC. Figure 10.1 shows the system diagram, and Table 10.1 identifies the flows in the system. Water streams in Table 10.1

are differentiated in terms of its use:

• 13–30: H2O is working fluid of the STC.

• 37–40: H2O is working fluid of the ACS.

• 41–44: H2O is for heat rejection from ACS.

• 47–49: H2O is used in hot water production.

• 51–52: H2O is feed to the Cu–Cl cycle.

System II: Cu–Cl Based Multi-Generation System Using Nuclear Energy

The second Cu–Cl based integrated system considered here utilizes nuclear power. A Generation IV supercritical water

cooled reactor (SCWR) is a suitable match for the Cu–Cl cycle. The HTF can be both water and molten salt in this case.

Unlike solar based systems, nuclear power does not have intermittent characteristics. The nuclear plant can continuously

supply heat to the Cu–Cl cycle using water as the HTF. The coolant (water) inlet and exit temperatures are defined as 350 and

625 �C, respectively. Also, the coolant pressure and mass flow rate are 25 MPa and 1,320 kg/s [12]. Thus, water is selected as

HTF for System II. The LiBr–H2O ACS is also introduced to provide cooling, so there are multiple outputs in System II.

Absorption cooling
system

42 41

40

44 43

55
54

56 57

58

50
51

52
53

313639

38

35 32

33
9

8 7 6

4
13

26

29
30

49

27
48

47

19

2017

18

16

15

143

5

211211

2324
25 2122

28

34

37

10

4645

O2

Cu-Cl cycle

H2

H2O
QQ Steam turbine cycle (STC)

Low T
storage tank

HEX HEX HEX

High T
storage tank

HP
Turbine

LP
Turbine City

water

Condenser

Hot water
tank

Hot water

Fuel
Cell

H2 storage
tank

H2 
(storage)

H2 
(commodity)

Water
(heat

rejection)

Water
(cooling)

Evaporator Absorber

Regenerator

GeneratorCondenser

Drying airAmbient air

S1 & S2 S3 S4

S1: Hydrogen production
S2: Drying
S3: Hydrolysis
S4: Copper oxychloride decomposition

Expansion
valve

Deaerator

Solar
tower

Fig. 10.1 Schematic diagram of System I

Table 10.1 Flows in System I

Sub-unit Solar tower

Steam turbine

cycle (STC) Absorption cooling system (ACS) Drying air Hot water Cu–Cl cycle

Stream number 1–12 13–30 31–36 37–40 41–44 45–46 47–49 51, 52 54–57 58

Stream material Molten salt H2O LiBr–H2O H2O H2O Air H2O H2O H2 O2
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A hydrogen storage and fuel cell unit are also used in System II. Figure 10.2 shows the system diagram, and Table 10.2

identifies the flows in the system. Similarly, water streams in Table 10.2 are differentiated in terms of its use:

• 1–6: H2O is HTF.

• 13–16: H2O is working fluid of the ACS.

• 17–20: H2O is for heat rejection from ACS.

• 23–25: H2O is used in hot water production.

• 27–28: H2O is fed to the Cu–Cl cycle.

Analysis

Analyses of the components in the systems (Figs. 10.1 and 10.2) are conducted using mass, energy, entropy and exergy

balances. The assumptions considered throughout the analysis are as follows:

• Constant ambient temperature and pressure.

• Steady-state operation.
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Fig. 10.2 Schematic diagram of System II

Table 10.2 Flows in System II

Sub-unit Nuclear HTF Absorption cooling system (ACS) Drying air Hot water Cu–Cl cycle

Stream number 1–6 7–12 13–16 17–20 21–22 23–25 27, 28 30, 33 34

Stream material H2O LiBr–H2O H2O H2O Air H2O H2O H2 O2
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• Adiabatic compressors, turbines and heat exchangers.

• Isentropic efficiency for turbines and compressors of 0.9.

• Heat exchanger effectiveness of 0.85 for all heat exchangers.

• Hydrogen storage and fuel cell unit are not included to the thermodynamic calculations. Since, only steady-state

operations are considered.

• Efficiency values of heliostat solar tower and SCWR are not taken into account. Hence, inputs for both systems are

considered to be the energy content of the HTF.

The energy balance used in the analysis considering each component is given as follows:

_Qcv � _Wcv ¼
X

in
_mihi �

X
out

_mihi ð10:1Þ

where _mi and hi represent the mass flow rate and specific enthalpy of the flow stream into and out from each component

in the system.

Exergy is defined as the maximum amount of work which can be produced by a system or a flow of matter or energy as it

comes to equilibrium with a reference environment. Exergy is a measure of the potential of the system or flow to cause

change as a consequence of not being in stable equilibrium with the reference environment [13, 14]. The exergy balance used

in the analysis follows:

0 ¼ _ExQ,cv � _Wcv þ
X

in
_miexi �

X
out

_miexi � _Exdi ð10:2Þ

The exergy quantities in an exergy balance are described below by Dincer and Rosen [13]:

Exergy of thermal energy (ExQ): The exergy associated with a thermal energy transfer Q can be expressed as:

ExQ ¼
Xn

i¼1
Qi � 1� T0

Ti

� �� �
ð10:3Þ

Specific exergy of a matter flow (exi): The exergy of flow can be expressed in terms of physical, chemical, kinetic and

potential components. Neglecting the kinetic and potential energy changes in the components considered in this study, exi of

flow streams can be defined as

exi ¼ hi � hoð Þ � To si � soð Þ þ exch, i ð10:4Þ

where exch,i is the specific chemical exergy of flow stream i.
Exergy destruction (Exd): Exergy destruction in a component is proportional to the entropy generation due to irreversi-

bilities and can be written as

Exdi ¼ To � Sgen, i ð10:5Þ

where Sgen,i denotes the entropy generation in each component.

The energy efficiency of System I can be expressed as follows:

ηen ¼
_mH2

� LHVH2
þ _Wnet þ _Qcooling þ _mair � hair � hair, 0ð Þ þ _mhotwater � hhotwater � hhotwater, 0ð Þ

_mhtf � h1 � h12ð Þ ð10:6Þ

where _Wnet ¼ _Wnet,STC � _Win,CuCl

The exergy efficiency of System I can be expressed as follows:

ηex ¼
_ExH2

þ _Wnet þ _ExQcooling
þ _mair � exair � exair, 0ð Þ þ _mhotwater � exhotwater � exhotwater, 0ð Þ

_mhtf � ex1 � ex12ð Þ ð10:7Þ
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Similarly, the energy and exergy efficiencies respectively of System II follow:

ηen ¼
_mH2

� LHVH2
þ _Qcooling þ _mair � hair � hair, 0ð Þ þ _mhotwater � hhotwater � hhotwater, 0ð Þ

_mhtf � h1 � h12ð Þ þ _Win,CuCl

ð10:8Þ

ηex ¼
_ExH2

þ _ExQcooling
þ _mair � exair � exair, 0ð Þ þ _mhotwater � exhotwater � exhotwater, 0ð Þ

_mhtf � ex1 � ex12ð Þ þ _Win,CuCl

ð10:9Þ

Results and Discussion

The results of the comprehensive thermodynamic analysis of the Cu–Cl based integrated multi-generation system are

presented in this section. Engineering Equation Solver (EES) software is used to study the performance of the system and its

components. The parametric studies are carried out by varying some of the system parameters.

Figure 10.3 shows the energy and exergy efficiencies of System I and its sub-units. The energy efficiency of the overall

system is 70 % whereas the exergy efficiency is 57 %. However, if the heat released by the condenser of the STC is not

utilized as hot water, the energy efficiency value would be 51 %. The COP of the ACS is 0.77 and the exergetic COP is 0.30.

The exergy efficiency of the STC is greater than its energy efficiency, since the exergy of output power is the power itself

although exergy of input heat is lower than the energy of the heat input.

The energy and exergy efficiencies of the System II and its sub-units are shown in Fig. 10.4. The overall energy efficiency

of System II is 51 % and the exergy efficiency is 41 %. The ACS and the Cu–Cl cycle used in System II have similar

efficiency values as the ones in System I.

Figures 10.5 and 10.6 show the percentage contributions of System I and System II outputs to flows of (a) total energy and

(b) total exergy. The energy percentages of all outputs for both systems are close to each other. The exergies of power and

hydrogen dominate the System I exergy share, whereas the exergy of the output is 94 % of total exergy output for System II.

Energy of cooling is defined as the amount of heat extracted from the cooling HTF (water for both systems).

Figure 10.7a and 10.7b show the impact of heat exchanger effectiveness on energy and exergy efficiencies. In both figures

variation of efficiencies with ‘no hot water’ cases is also presented. Both energy and exergy efficiencies increase with

increasing effectiveness due to reduction in lost energy to the environment. Figure 10.7a and 10.7b also show that utilizing

the rejected heat out of the system as a system product, hot water significantly increases the energy efficiencies of the

systems. Exergy efficiency results, however, are very close for the both ‘utilized hot water’ and ‘no hot water’ cases in

Systems I and II.
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Fig. 10.5 Percentage contributions of System I outputs to (a) total energy and (b) total exergy flow

Fig. 10.6 Percentage contributions of System II outputs to (a) total energy and (b) total exergy flow
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Conclusions

Thermodynamic analyses based on energy and exergy are successfully performed to investigate the performance of the

Cu–Cl based, integrated multi-generation systems. The overall energy efficiency of System I is 70 % whereas the exergy

efficiency is 57 %. The overall energy efficiency of System II is 51 % and its exergy efficiency is 41 %. The produced

hydrogen is the main contributor to the exergy output flows of both systems. It is concluded that utilizing rejected heat as hot

water to the utilities significantly increases the energy efficiency, but does not have a major impact on exergy efficiency,

mainly since the temperature of the hot water is close to reference-environment temperature.
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Nomenclature

ex Specific exergy, MJ/kg

Exd Exergy destruction, MJ

exch Specific chemical exergy, MJ/kg

ExQ Exergy of thermal energy, MJ

h Specific enthalpy, kJ/kg

LHV Lower heating value, MJ

_m Mass flow rate, kg/s

ηen Energy efficiency

ηex Exergy efficiency

Q Heat, MJ

Sgen Entropy generation, MJ/K

Ti System temperature, K

T0 Reference-environment temperature, K

W Work, MJ
_Wnet Net power output, MW

Acronyms

ACS Absorption cooling system

EES Engineering equation solver

HP High pressure

HTF Heat transfer fluid

LP Low pressure

SCWR Supercritical water cooled reactor

STC Steam turbine cycle
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Simulation and Exergy Analysis of a Copper–Chlorine
Thermochemical Water Decomposition Cycle
for Hydrogen Production

11

Mehmet F. Orhan, Ibrahim Dincer, and Marc A. Rosen

Abstract

In this study, a simulation model is developed to design and analyze a five-step Cu–Cl cycle using the Aspen PlusTM

chemical process simulation package. Based on the developed simulation results, an exergy analysis is conducted of a

Cu–Cl cycle and its relevant chemical reactions. The reaction heat, exergy destruction, and efficiencies for each chemical

reaction vary with the reaction temperature and reference-environment temperature. Energy and exergy parameters and

the yield effectiveness are examined for the process, based on five-step cycle. The overall energy efficiency of the cycle

varies from 42 to 44 % and exergy efficiency from 72 to 75 %. Sensitivity analyses are performed to determine the effects

of various operating parameters on the efficiencies and yields. A parametric study is conducted and possible efficiency

improvements are discussed.

Keywords

Hydrogen production � Thermochemical water decomposition � Nuclear � Thermoeconomic analysis � Copper–chlorine
cycle � Simulation � Aspen Plus � Design

Introduction

The world faces problems with depleting energy resources and the harmful impact of present energy consumption patterns

on the environment, and consequently on the global climate and humanity. The concerns regarding global climate change

have led to extensive research and development on clean energy sources and technologies. While many of the available

natural energy resources are limited due to their reliability, quality, quantity, and density, nuclear energy has the potential to

contribute a significant share of large-scale energy supply with little contributions to climate change. Hydrogen production

via thermochemical water decomposition is a potentially important process for direct utilization of nuclear thermal energy.

Thermochemical water splitting with a copper–chlorine (Cu–Cl) cycle is a promising process that could be linked with

nuclear reactors to decompose water into its constituents, oxygen, and hydrogen, through intermediate copper and chlorine

compounds; the net inputs are water and heat. The process involves a series of closed-loop chemical reactions that do not

produce or emit to environment any greenhouse gases.
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The Cu–Cl cycle is a hypothetical process that has not yet been constructed. However, many studies of the Cu–Cl cycle

are available in the literature. For example, Lewis et al. [1, 2] have indicated that the Cu–Cl cycle is chemically viable,

feasible with respect to engineering, and energy-efficient. A conceptual process incorporating the Aspen Plus mass and

energy flows has been developed and the hydrogen production cost has been estimated as $3.30 per kg hydrogen.

Naterer et al. [3, 4] have reported recent Canadian advances in nuclear-based hydrogen production and the thermochemi-

cal Cu–Cl cycle. Developments have been described of relevant process and reactors, thermochemical properties, materials,

controls, safety, and reliability for the Cu–Cl cycle. Further, the economics of electrolysis at off-peak hours and the

integration of hydrogen plants with Canada’s nuclear plants have been explained.

One of the most challenging steps in the thermochemical Cu–Cl cycle is the hydrolysis of CuCl2 into Cu2OCl2 and HCl

while avoiding the need for excess water and the undesired thermolysis reaction, which yields CuCl and Cl2. Argonne

National Laboratory has designed a spray reactor where an aqueous solution of CuCl2 is atomized into a heated zone,

in which a steam/Ar flow is injected in co- or counter-current flow [5]. Also, an experimental study using a spray reactor with

an ultrasonic atomizer has been carried out [6].

Although some preliminary technical studies of the Cu–Cl cycle have been reported and some small lab scale

experiments of individual reactions in the cycle carried out, there is still a need to link all the sub-steps of the cycle and

build a pilot plant, to facilitate eventual commercialization. Such an experimental set up of overall cycle is lacking,

especially to evaluate the behavior of the complete cycle such as energy and exergy parameters and cost effectiveness.

Simulation packages, such as Aspen Plus, are useful tools to provide system designer and operators with design, optimiza-

tion, and operation information that can assist in designing and building a pilot plant.

The objective of this study is to develop a simulation model to design and analyze a five-step Cu–Cl cycle using the Aspen

Plus™ chemical process simulation package. An exergy analysis is conducted based on the simulation that developed the

cycle and its relevant chemical reactions. Energy and exergy parameters and the yield effectiveness are examined.

Sensitivity analyses are performed to study the effects of various operating parameters on the efficiencies and yields.

A parametric study is conducted and possible efficiency improvements are discussed.

System Description

The Cu–Cl cycle consists of a set of reactions with the net result of splitting of water into its constituents, hydrogen, and

oxygen: H2O (g) �! H2 (g) + 1/2O2 (g). The Cu–Cl cycle uses a series of intermediate copper and chloride compounds.

These chemical reactions form a closed internal loop that recycles all chemicals on a continuous basis, without emitting

greenhouse gases.

The Cu–Cl cycle has been shown [1-9] to be a potentially attractive option for generating hydrogen from nuclear energy.

Compared with other hydrogen production options, the thermochemical Cu–Cl cycle is expected to have a higher efficiency,

to produce hydrogen at a lower cost, and to have a smaller impact on the environment by reducing airborne emissions, solid

wastes, and energy requirements.

The five-step Cu–Cl cycle (Fig. 11.1) is the first and main conceptual design developed. All the other configurations (such

as four- and three-step Cu–Cl cycles) are obtained by combining one or more steps in the five-step cycle. The five-step

Cu–Cl cycle has three thermochemical reactions and one electrochemical reaction (see Table 11.1), and involves five steps:

1. HCl(g) production, using such equipment as a fluidized bed,

2. Oxygen production,

3. Copper (Cu) production,

4. Drying, and

5. Hydrogen production.

As illustrated in Fig. 11.1, only water and nuclear-derived heat enter the cycle and only H2 and O2 are produced. There are

no greenhouse gas emissions. Liquid water at ambient temperature enters the cycle and passes through several heat

exchangers where it evaporates and increases in temperature to 400 �C. Heat for this process is obtained from cooling the

hydrogen and oxygen gases before they exit the cycle. Steam at 400 �C and solid copper chloride (CuCl2) at 400
�C from

the dryer enter the fluidized bed (S1), where the following chemical reaction occurs:

2CuCl2 sð Þ þ H2O gð Þ ������!CuO�CuCl2 sð Þ þ 2HCl gð Þ ð11:1Þ
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This reaction is endothermic and yields hydrochloric acid gas (HCl) and Cu2OCl2. The hydrochloric acid gas is

compressed and the Cu2OCl2 is transferred to another process step after its temperature is increased to the oxygen production

reaction temperature of 500 �C.
In the oxygen production step (S2), an endothermic chemical reaction takes place:

CuO�CuCl2 sð Þ ������!2CuCl lð Þ þ 1=2O2 gð Þ ð11:2Þ
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Fig. 11.1 Conceptual flow chart of the five-step Cu–Cl cycle

Table 11.1 The main steps in the five-step Cu–Cl cycle with their corresponding reactions

Step Name Reaction Temperature (�C)
1 Hydrolysis 2CuCl2(s) + H2O(g) �! Cu2OCl2(s) + 2HCl(g) 400

2 O2 production Cu2OCl2(s) �! 2CuCl(l) + 1/2O2(g) 500

3 Electrolyzer 4CuCl(s) + H2O �! 2CuCl2(aq) + 2Cu(s) 25

4 Dryer CuCl2(aq) �! CuCl2(s) 80

5 H2 production 2Cu(s) + 2HCl(g) �! 2CuCl(l) + H2(g) 450
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in which Cu2OCl2 is heated, and O2 and copper monochloride (CuCl) are produced. Liquid copper monochloride is solidified

by cooling it to 25 �C, after which it enters the copper production step (S3) together with the solid copper monochloride from

the fifth step. In the third process step solid copper monochloride and water react endothermically at 25 �C as follows:

4CuCl sð Þ þ H2O������!2CuCl2 aqð Þ þ 2Cu sð Þ ð11:3Þ

However in this reaction water acts as a catalyst and does not react with the other elements or compounds. Another

specification for this third reaction that differentiates this step from others and makes it the most expensive, based on the

price of electricity, is that electrolysis occurs. In this reaction, solid copper and a copper–chloride–water solution are

produced. A mixture of copper–chloride and water is transferred to the dryer (S4), and solid copper enters the fifth step after

its temperature is increased to that step’s operating temperature. A physical reaction takes place in the dryer as follows:

CuCl2 aqð Þ ������!CuCl2 sð Þ þ H2O lð Þ ð11:4Þ

In the hydrogen production step (S5), hydrochloric gas and copper enter and are converted to gaseous hydrogen (H2) and

solid copper monochloride (CuCl). The reaction takes place at 450 �C at steady state as follows:

2Cu sð Þ þ 2HCl gð Þ ������!2CuCl lð Þ þ H2 gð Þ ð11:5Þ

Process Design of the Five-Step Cu–CI Cycle

In order to determine the potential of the Cu–Cl cycles, an Aspen Plus flowsheet is developed for this process design and the

cycle’s efficiency is calculated. Energy and mass balances, stream flows and properties, heat exchanger duties, and shaft

work requirements are calculated, and heat recovery is optimized using a sensitivity analysis. An integrated heat exchange

network is designed to use heat from the process streams efficiently and decrease the external heat demand.

To assist the simulation of the Cu–Cl cycles, the thermodynamic database in Aspen Plus is updated. To develop realistic

simulations, values of the enthalpy of formation, the free energy of formation, and the heat capacity as a function of

temperature for Cu2OCl2 are needed. Since Cu2OCl2 is not commercially available, a new experimental method for

synthesizing it was developed by Lewis et al. [1, 2]. The enthalpy of formation at 25 �C was measured using two different

methods and compared with data in the literature. A value of 380 � 3 kJ/mol was determined to be the most reliable. The

heat capacity was measured over three temperature regions: (1) from about 4 (liquid He temperature) to 64 K (liquid N2

temperature), (2) from 64 to 360 K, and (3) from 298 to 700 K. The low temperature heat capacities are used to calculate the

entropy. The free energy of formation is then derived from the experimental values for the enthalpy of formation and entropy

values. Also, CuCl undergoes a solid–solid transition and then a solid–liquid transition. The specific enthalpy and Gibbs

energy of formation of CuCl(s) at the standard temperature of 298.15 K are �37.0 and �120.0 kJ/mol, respectively. The

Gibbs energy of formation of CuCl(s) is obtained by subtracting the product of the entropy of formation of CuCl at 298.15 K

and the absolute temperature, 298.15 K, from the enthalpy of formation of CuCl at 298.15 K.

In this study, all thermodynamic data for the various chemical species are drawn from the literature and included in the

physical property database of Aspen Plus (see Table 11.2). The reliability of the data for the other compounds is also verified

by comparing data in various sources such as HSC Chemistry software.

An Aspen Plus simulation of the five-step Cu–Cl cycle is developed for the conditions discussed. Based on the five main

reactions in Table 11.1 and the conceptual flow diagram in Fig. 11.1, an Aspen Plus flowsheet of the Cu–Cl cycle is

Table 11.2 Thermodynamic data used in the Aspen Plus database

Compound DHSFRM (kJ/mol) DGSFRM (kJ/mol)

CuCl2(s) �217.4 �173.6

CuO(s) �162.0 �129.4

CuCl(s) �137.0 �120.0

Cu(s) 0 0

Cu2OCl2(s) �381.3 �310.45

Source: [9]
DHSFRM Enthalpy of formation at 298.15 K and 1 bar, DGSFRM Gibbs free energy of formation

at 298.15 K and 1 bar
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developed (see Fig. 11.2). This work represents one of the first completed and closed-loop flowsheet simulations of

the Cu–Cl cycle.

In the process flow diagram in Fig. 11.2, hydrolysis occurs in the S1 block at 400 �C based on the equation given in

Table 11.1. The products of reactor S1 are transferred to SEP1 where HCl is separated from Cu2OCl2. Reactor S2 is used to

simulate the oxy-decomposition reaction, where oxygen gas is released and separated using the SEP2 block. The electrolysis

step (block S3 in Fig. 11.2) is carried out independently and the results are linked back to the entire cycle, to avoid the

problem of recycling in the electrolyzer. The drying step of the cycle is performed in unit operation S4. Finally, reactor S5

performs the hydrogen generation process through the reaction of Cu and HCl. The hydrogen gas generated is separated by

unit operation SEP3, and other products are recycled.

Heaters, coolers, and heat exchangers are used to supply or recover heat for each process in the cycle. Mixers and splitters

are used to combine and split the streams. Pumps are used to pressurize flows and transfer them among blocks, and to supply

the required water to and within the cycle. Using the thermodynamic methods and specifying the operating conditions from

experimental data in literature, the Cu–Cl cycle is simulated successfully. The reactors calculate the heat of reactions at the

specified conditions. The results are presented per mol of hydrogen in this study. The corresponding heat requirements,

recovered heat, work requirements, and other data for the processes at various transfer points are shown in Table 11.3. Based

on data given in this table, an energy balance of the cycle and the corresponding efficiency are evaluated. Note that all the

exothermic heats are denoted by a negative sign.

From Table 11.3, the total heat requirement for the endothermic processes is 501.9 kJ, and the heat recovery from the

exothermic processes is 210.8 kJ per mol of hydrogen. Using the recovered heat within the cycle to meet the thermal needs of

endothermic processes, the net heat requirement is 291.1 kJ.
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Fig. 11.2 Simplified Aspen Plus process flowsheet of the five-step Cu–Cl cycle
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The electrical energy requirement for the electrolysis step is calculated, as is the auxiliary work to operate pumps,

compressors, and other electrical devices. Assuming a 40 % conversion efficiency from heat to electricity, 97.6 kJ of work in

Table 11.3 accounts for 244 kJ heat per mol of hydrogen produced.

Analysis

The overall energy efficiency of the Cu–Cl cycle, ηe, indicates the fraction of energy supplied that is converted to the energy
content of H2 based on its lower heating value:

ηe ¼
Eout

Ein

¼ LHVH2

Qnet þW
� �

in

ð11:6Þ

where LHVH2
is the lower heating value of hydrogen (240 kJ/mol H2), W is the electrical work required for electrolyzer

and auxiliary work required for pumps, compressors, etc., andQnet is the net heat (after subtracting the recovered heat) used

by the process to produce a unit amount of product hydrogen, all per mole of hydrogen produced. Equation (11.6) can

be rewritten as follows to evaluate the effect of the effectiveness of the heat exchangers (ε) on the overall efficiency of the

cycle (ηe):

ηe ¼
LHVH2

Qrequired

ε � εQrecovered

� �
þW

ð11:7Þ

Table 11.3 Energy balance of the five-step Cu–Cl cycle process simulation

Block Description Process

ΔH Endothermic

(kJ/mol H2)

ΔH Exothermic

(kJ/mol H2)

W

(kJ/mol H2)

S1 Step 1 2CuCl2(s) + H2O(g) ������!400�C
Cu2OCl2(s) + 2HCl(g) 120.2 – –

S2 Step 2 Cu2OCl2(s) ������!500�C
2CuCl(l) + 1/2O2(g)

125.5 – –

S3 Step 3 4CuCl(s) + H2O ������!25�C
2CuCl2(aq) + 2Cu(s) – – 53.2

S4 Step 4 CuCl2(aq) ������!80�C
CuCl2(s)

– – 33.2

S5 Step 5 2Cu(s) + 2HCl(g) ������!450�C
2CuCl(l) + H2(g)

– �41.6 –

HE1 Heat exchanger H2O (25 �C) �! H2O (400 �C) 80 – –

HE2 Heat exchanger CuCl2 (80
�C) �! CuCl2 (400

�C) 61.3 – –

HE3 Heat exchanger Cu2OCl2 (400
�C) �! Cu2OCl2 (500

�C) 20.8 – –

HE4 Heat exchanger HCl (400 �C) �! HCl (450 �C) 4.0 – –

HE5 Heat exchanger CuCl2/H2O (25 �C) �! CuCl2/H2O (80 �C) 57.6 – –

HE6 Heat exchanger H2O (80 �C) �! H2O (25 �C) – �30 –

HE7 Heat exchanger CuCl (500 �C) �! CuCl (25 �C) – �64 –

HE8 Heat exchanger CuCl (450 �C) �! CuCl (25 �C) – �60.6 –

HE9 Heat exchanger Cu (25 �C) �! Cu (450 �C) 32.5 – –

HE10 Heat exchanger H2 (450
�C) �! H2 (25

�C) – �9 –

HE11 Heat exchanger O2 (500
�C) �! O2 (25

�C) – �5.6 –

SEP 1 Separator (Cu2OCl2, HCl)mix ������!400�C
(Cu2OCl2) + (HCl) – – 0.87

SEP 2 Separator (CuCl, O2)mix ������!500�C
(CuCl) + (O2)

– – 1.2

SEP 3 Separator (CuCl, H2)mix ������!450�C
(CuCl) + (H2)

– – 1.8

SEP 4 Separator (Cu, CuCl2(aq))mix ������!25�C
(Cu) + (CuCl2(aq))

– – 2

P1 Pump Water feed to the cycle – – 3

P2 Pump Water handling within the cycle – – 1.93

MIX 1 Mixer Mixing CuCl from stream 11 and 12 – – 0.4

Total 501.9 �210.8 97.6
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The overall exergy efficiency of the Cu–Cl cycle can be expressed as

ηex ¼
exout
exin

ð11:8Þ

where exout and exin are output and input molar exergies. Using an exergy balance for the Cu–Cl cycle, the exergy efficiency

in Eq. (11.8) can be written alternatively as

ηex ¼
exH2

W þ
X
i

1� T0

Ti

� �
Qi

ð11:9Þ

where exH2
is the molar exergy of the hydrogen produced, which is given as 236.12 kJ/mol [10]. The reference environment

is taken to be at a temperature of 298.15 K and atmospheric pressure (1 atm). For the overall cycle, we obtain the total input

exergy of the cycle by adding the total work requirement and the exergy content of net heat input to the cycle. In the

summation of the input exergies, the exothermic reaction (i.e., the hydrogen production reaction of five-step Cu–Cl cycle) is

taken as negative, assuming this energy can be used for other endothermic reactions.

Results and Discussion

Figure 11.3 shows the variations of energy (ηe) and exergy (ηex) efficiencies of the Cu–Cl cycle with the temperature of the

hydrolysis reactor, based on Aspen Plus simulation results. The expected values of temperatures of the steps of the cycle

are given in Table 11.1. When we vary a step temperature in the analysis, the other steps temperatures remain constant, at the

value in Table 11.1. For example, to investigate the relation between T1 (reaction temperature of step 1) and efficiencies,

T2, T3, T4, and T5 (reaction temperatures of steps 2, 3, 4, and 5, respectively) are fixed at the values in Table 11.1.

Figure 11.4 shows the variations of energy and exergy efficiencies of the five-step Cu–Cl cycle with the temperature

of the oxy-decomposition reactor. The overall energy efficiency of the cycle varies from 42 to 44 % and exergy efficiency

from 72 to 75 %.

Figure 11.5 shows the variations of energy and exergy efficiencies of the Cu–Cl cycle with the temperature of the

electrolysis process. The overall energy efficiency of the cycle varies from 42 to 44 % and exergy efficiency from 71 to 75 %

Fig. 11.3 Variation of

efficiencies of the Cu–Cl cycle

with the reaction temperature

of step 1 (hydrolysis reactor)
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(see Fig. 11.5). The effect of the reaction temperature of step 3 on the energy and exergy efficiencies is significant. The

energy efficiency of the cycle increases with increasing reaction temperature for step 3, and the overall exergy efficiency of

the cycle increases with decreasing reaction temperature for step 3. Figure 11.6 shows the variations of energy (ηe) and
exergy (ηex) efficiencies of the Cu–Cl cycle with the temperature of the dryer.

Figure 11.7 shows the variations of energy and exergy efficiencies of the Cu–Cl cycle with the temperatures of the H2

Production reactor. In all cases presented, the energy efficiency of the cycle increases with increasing reaction temperature

for steps 1 and 3, and decreasing reaction temperature for steps 2, 4, and 5. Also, the overall exergy efficiency of the cycle

Fig. 11.4 Variation of

efficiencies of the Cu–Cl cycle

with the reaction temperature

of step 2 (oxy-decomposition

reactor)

Fig. 11.5 Variation of

efficiencies of the Cu–Cl cycle

with the reaction temperature of

step 3 (electrolysis reactor)
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increases with increasing reaction temperature for steps 2, 4, and 5, and decreasing reaction temperature for steps 1 and 3.

The effect of reaction temperature of steps 3 and 4 on the energy and exergy efficiencies is significant while the effect of

reaction temperature of other steps is minor.

The variation of the overall efficiencies of the Cu–Cl cycle with heat exchangers effectiveness is shown in Fig. 11.8.

Both energy and exergy efficiencies of the cycle increase using more effective heat exchangers in the cycle. This is because

heat exchangers with higher effectiveness enhance heat recovery within the cycle and thus decrease the external heat

requirements.

Fig. 11.6 Variation of

efficiencies of the Cu–Cl cycle

with the process temperature

of step 4 (dryer)

Fig. 11.7 Variation of

efficiencies of the Cu–Cl cycle

with the reaction temperature

of step 5 (H2 production)
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The results given here presume that all recovered heat could be used within the Cu–Cl cycle for endothermic processes.

However, as can be seen in Table 11.4, most of the endothermic heat exchangers require high grade energy (above 400 �C)
while most of the exothermic heat exchangers produce heat below 400 �C. Figure 11.9 shows the variation of the Cu–Cl

cycle overall efficiencies with the recycling ratio of recovered energy, which is defined as the ratio of the recovered energy to

the total energy from the exothermic processes within the cycle.

Fig. 11.8 Variation of the Cu–Cl

cycle overall efficiencies with

the effectiveness of the heat

exchangers

Table 11.4 Temperature profiles of heat exchangers in the five-step Cu–Cl cycle

Exothermic heat exchangers Endothermic heat exchangers

Block ΔH (kJ/mol H2) Tin (
�C) Tout (

�C) Block ΔH (kJ/mol H2) Tin (
�C) Tout (

�C)
HE6 �30 80 25 HE1 80 25 400

HE7 �64 500 25 HE2 61.3 80 400

HE8 �60.6 450 25 HE3 20.8 400 500

HE10 �9 450 25 HE4 4.0 400 450

HE11 �5.6 500 25 HE5 57.6 25 80

HE9 32.5 25 450
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Conclusions

A design scheme for the overall Cu–Cl cycle and its components are investigated, which should allow the identification of

potential performance improvements. The implications of these configurations are described in detail. The process simula-

tion models are developed using the Aspen Plus simulation package and are being used in conjunction with experimental

work carried out at the University of Ontario Institute of Technology and elsewhere. Energy and mass balances, stream flows

and properties, the heat exchanger duties and shaft work needs are considered. The design and analysis results suggest that

the Cu–Cl thermochemical water decomposition cycle is a potentially attractive option for hydrogen production.
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Energy and Exergy Analyses of a Combined
Multigeneration System 12
Janette Hogerwaard and Ibrahim Dincer

Abstract

A renewable energy-based system is proposed in the present study which will produce electricity, hot water, space

heating and cooling, fresh water, and hydrogen. Thermodynamic modeling including energy and exergy analyses is

performed to evaluate the feasibility of the system under the proposed operating conditions, and parametric study is

performed to assess the system performance for varying conditions. The performance of the baseline system results in

energy and exergy efficiencies of 0.28 and 0.25, and for the multigeneration system, efficiency values of 0.69 and 0.54 are

achieved. In an additional study using actual Canadian offshore wind speed data and ocean current conditions, the

multigeneration efficiencies for the present system range between the values of 0.32–0.48 energetically and 0.22–0.35

exergetically.

Keywords

Combined system � Multigeneration � Energy � Efficiency � Exergy

Introduction

Renewable energy systems are a necessary part of the solution to reducing dependence on fossil fuels. Resources such as

solar, wind, biomass/biofuel, and ocean are widely available worldwide as clean energy (fuel) suitable for various systems.

There are many challenges that must be addressed in order to make renewable energy systems comparable to fossil fuel-

based systems in terms of providing consistent, reliable power production, and economic feasibility. To maintain the

necessary power demand, renewable energy systems are often arranged in combination with fossil fuel systems to either

augment or offset production by the fossil fuel-based system.

One such system is proposed by Mousavi [1], combining an offshore wind turbine, ocean tidal turbine, and a natural gas

fuelled Micro gas turbine for electricity production and battery storage. The study performed in the research focuses

primarily on the power management and control aspects of the combined system and addresses generation of electricity

only. The system offers a good platform for integrating additional processes to produce valuable commodities from the

waste heat produced by the Micro gas turbine. Multigeneration of both power and commodities through system integration

is an effective method of meeting demands and can improve resource utilization efficiency when compared to simpler,

stand-alone systems.

Mini- and micro gas turbine units offer a great deal of flexibility in design, with a wide range of generation capacities [2]

and fuel/heat source flexibility. Various fuel combinations are possible, such as combined gas and concentrated solar

heating, and various alternate fuels, such as biofuel(s) or landfill gas [3–5] reduce the overall consumption of the primary

fuel. Exhaust heat from these turbines may be utilized in many different applications, depending on the quality of the waste
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heat. Most gas turbine units incorporate preheating of air, precombustion, from recuperated heat of the turbine exhaust gases.

If this heat is not used, it represents a major exergy—and energy—loss for the system. The exhaust gas heat energy can also

be applied as process heat for multigeneration processes—for example, low-to-mid temperature organic Rankine cycles, or

to direct heating processes such as desalination, or space heating and cooling systems [6–8].

Wind turbines installed in offshore locations have certain advantages over inland installations. First, offshore wind

velocity tends to be higher than inland wind velocities. The relationship between the electricity produced is proportional to

the cube of the velocity—that is, _WWT / V3
W—thus, a small increase in the velocity can have a large effect on the amount of

electricity generated. Second, the wind velocity over the ocean tends to be more constant than that of inland winds. Tidal

stream turbines generate electricity from the kinetic energy of the tidal currents. These types of turbines generate power from

streams at much lower velocities—in the range of 0.8–3 m/s [9].

In this study, the system will be adapted to include multigeneration of several commodities, specifically: electricity, hot

water, space heating and cooling, fresh water, and hydrogen. An adapted system is proposed and objectively assessed in the

following sections through the application of energy and exergy analyses. A parametric study of the system and subsystems

is conducted to observe the performance under varying conditions, based on Canadian resource data.

Systems Description

The Reference System

The investigated system is based on the renewable energy system described by Mousavi [1] (Fig. 12.1). There are three main

subsystems considered: an offshore wind turbine, a tidal turbine, and a micro gas turbine. In the reference case, all of the

turbines are assumed to operate at rated capacity. The turbines are connected to a main AC bus where the converted power

can be distributed to consumers or to a specific application. The various control systems of the reference system are not

described but can be found in the reference work.

The Adapted Multigeneration System

For this work, the addition of subsystems for hot water, space heating and cooling, fresh water, and hydrogen production are

considered as shown in Fig. 12.2, which provide multigeneration of power and heat for the required commodity production.

Power generated from the system is shared between direct electricity conversion and electricity provided to the electrolysis

of water for hydrogen (H2) production. Hot exhaust gases from the micro gas turbine pass through a heat exchanger,

transferring heat to incoming salt water for a single stage flash desalination process for fresh water production. The heated

salt water is then flashed to a pressure at or just below the saturation pressure of water at the inlet temperature and passed into

a chamber at the same pressure. Water vapor and brine mist rise in the chamber, where demister baffles remove any salt

water droplets suspended in the rising vapor. Pure water vapor ( _ms) is condensed on cooling tubes and collected for both

fresh water storage and hot water production. The water for hot water production is heated in the secondary exhaust gas

heat exchanger and stored in an insulated tank. Warm waste brine leaves the desalination unit, where it is then coupled in

a heat exchanger with the condenser and evaporator of vapor-compression units for cooling and heating, respectively.

Analysis

The thermodynamic analysis; energy, entropy, and exergy balance equations; and efficiency definitions are described in this

section. The analysis of auxiliary components (pumps, valves, etc.) is not included in the analysis.

Offshore Wind Turbine

The optimum power output and torque are defined by Mousavi [1] by the following, with the variable CP as the power

coefficient of the turbine, which is the overall efficiency of the turbine, product of the mechanical and energetic efficiencies

of the turbine:
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PWT ¼ 1

2
ρ � A � CP � r � ωopt

λopt

� �3

ð12:1Þ

where the ratio of the optimal rotational velocity, ωopt, to the tip-speed ratio, λopt, is equal to the ratio of the wind velocity,

Vw, to the radius of the turbine blade.

VW ¼ r � ωopt

λopt
ð12:2Þ

The relationship for power is given by Mousavi [1] as a function of the wind velocities by

PWT VWð Þ ¼
V2
W � V2

cin=V
2
ra � V2

cin

� � � Pra; Vc:in � VW � Vra

Pra; Vra � VW � Vc:off

0; Vc:in � VW � Vc:off

8><
>: ð12:3Þ

where the subscripts ra, c.in, and c.off refer to rated, cut-in, and cutoff velocities of the turbine. The energy and exergy

balances for the wind turbine are given by Dincer and Rosen [10] in the following set of equations, where the subscripts

POT

PWT
T

CC

WAC
Ocean Tidal Turbine Offshore Wind Turbine

AC Bus

Vwind

Vwater

Micro Gas Turbine

•

WGT
•

mf
•

ma
• mex

•

Fig. 12.1 Original system (adapted from [1])
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1 and 2 refer to the inlet and outlet sides of the wind turbine.

Δ _EWT ¼ _m cp T2 � T1ð Þ þ 1

2
V2
2 � V2

1

� �� �
ð12:4aÞ

Δ _ExWT ¼ ΔKEþ _m � cp T2 � T1ð Þ � To cp � ln T2

T1

� �
� R � ln p2

p1

� �� �� �
þ _Ex

_QL

WT þ _Exd,WT ð12:4bÞ

In the energy equation, _WWT is equal to the change in the kinetic energy due to the change in the wind velocity across

the turbine, defined as _WWT ¼ 1
2
_mW V2

2

�
-V2

1Þ.The exit velocity, V2, and pressure on either side of the wind turbine, pi,

are equal to

V2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Epotential � Δke
� �

_m

3

s
ð12:5Þ

pi ¼ po �
ρ

2
� V2

i ð12:6Þ
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136 J. Hogerwaard and I. Dincer



The energy and exergy efficiencies of the wind turbine are defined based on the useful output—in both efficiencies, this is

the power generated—over the total change in energy or exergy across the unit.

CPWT ¼ ηWT � ηm ð12:7Þ

ψWT ¼ PWT=Δ _ExW ð12:8Þ

From the equations, it is clear that the way in which the reference state is defined is important in assessing the

performance of the turbine, since this is a main source of loss in the efficiency of the turbine. The efficiency of the

conversion process from generated power to user-ready electricity, ηel, is addressed in the efficiency of the overall system.

Tidal Turbine

The balances for the tidal turbine are much the same as those of the wind turbine, replacing the properties such as density, ρ,
and specific heat, cp, with those for water and defining the velocity of the flow through the turbine as the velocity of the tidal

current, Vt.

POT ¼ 1

2
ρw � A � CP � V3

t ð12:9Þ

Typical values of CP for tidal turbines are in the range of 0.35–0.5, which are higher than the typical values for wind

turbines, which range from 0.25 to 3 [11]. The balances for energy, entropy, and exergy are given by the same equations for

the wind turbine, using the appropriate fluid properties of water in place of air properties. The energy and exergy efficiencies

of the tidal turbine are similar to those for the wind turbine and for the associated tidal turbine values.

Micro Gas Turbine

The energy balances for the main components of the Micro gas turbine system, compressor, combustion chamber, and gas

turbine, are given by the following set of equations, for which the mass balance _mex ¼ _ma þ _mf applies. No heat losses are

considered in the analysis but should be included in practical applications:

_WC ¼ _ma h2 � h1ð Þ ð12:10aÞ

_QCC ¼ _mf � LHVf ¼ _mexh3 � _mah2 ð12:10bÞ

_WGT ¼ _mex h3 � h4ð Þ ð12:10cÞ

The entropy and exergy balances for the Micro gas turbine system are defined for each component by the equations for

exergy destruction, which account for internal and external losses of the components.

_Exd,C ¼ _WC þ _ma ex1 � ex2ð Þ ð12:11aÞ

_Exd,CC ¼ _Ex
_Q

CC þ _maex2 � _mexex3 ð12:11bÞ

_Exd,GT ¼ _mex h3 � h4ð Þ � _WGT ð12:11cÞ

The energy and exergy for the Micro gas turbine system are defined below for the initial case of single generation. It will

be redefined for multigeneration in a later equation to include the various additional outputs:

ηGT ¼ _WGT= _QCC ð12:12Þ
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ψGT ¼ _WGT= _Ex
_Q

CC ð12:13Þ

Energy and exergy efficiencies of any individual component are defined as the ratio of the rates of change in useful energy

for that component (i.e., heat, work) to that of the input energy.

Electrolysis

The hydrogen production process is based on the process defined by Levene et al. [12] for hydrogen production from wind-

source electricity as input for an electrolyser. According to the authors, the process requires 53 kWh/kg of hydrogen (H2)

produced and has a specific (per kg) energy efficiency of 0.74, based on a higher heating value for H2 of 141.8 MJ/kg

(39.3 kWh/kg) [13]. Therefore, the equation for the production of H2 ( _mH2 ) is defined for this system by the specified

efficiency of ηH2 ¼ 0.74 as

ηH2
¼ _mH2 � HHVH2

_W el

ð12:14Þ

where _W el refers to the portion of the electricity produced by the turbines (wind, tidal, and/or gas) directed to the electrolysis

process.

Desalination Process

Fresh water produced from desalination of sea water is used for both fresh water storage and hot water production.

The overall energy and exergy balance equations are given for the desalination process, with the boundary defined as the

low-pressure chamber, by Eq. (12.16), and mass balance defined for fresh water production rate, _mFW.

_mFW ¼ _mSW � _mB ð12:15Þ

_mFWh12 ¼ _mSW h7 � h8ð Þ þ _msw, ih11 � _mBh13 ð12:16aÞ

_Exd,FW ¼ _mFWh12 þ _mSW ex7 � ex8ð Þ þ _msw, iex11 � _mBex13 ð12:16bÞ

Heat is transferred to the portion of the salt water stream to be flashed, _msw, i, in the exhaust gas heat exchanger. The

process is described by the following equations for energy and exergy:

Δ _QHX1 ¼ _msw, i h9 � h10ð Þ þ _mex h4 � h5ð Þ ð12:17aÞ

_Exd,HX1 ¼ _msw, i ex9 � ex10ð Þ þ _mex ex4 � ex5ð Þ � _Ex
Δ _Q

HX1 ð12:17bÞ

The rates of production of fresh water for storage, and for hot water production, are defined by the mass balance of the

total fresh water production rate:

_mFW ¼ _mHW � _mFWS ð12:18aÞ

_mFW ¼ α � _mFW þ 1� αð Þ _mFW ð12:18bÞ

From the equation, water for storage collects at a rate of (1�α) _mFW in the storage tank, and the mass fraction of fresh

water for hot water production ( _mHW) is defined as α _mFW, which passes through the second exhaust gas heat exchanger.

Δ _QHX2 ¼ _mHW h12 � h12bð Þ þ _mex h5 � h6ð Þ ð12:19aÞ

_Exd,HX2 ¼ _mHW ex12 � ex12bð Þ þ _mex ex5 � ex6ð Þ � _Ex
Δ _Q

HX2 ð12:19bÞ
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Space Cooling and Heating

The condenser of the cooling cycle is defined by energy balance of with the exiting waste brine stream from the desalination

process by the equation:

Δ _QCond ¼ _mB h13 � h13að Þ þ _mc hc, i � hc, oð Þ ð12:20aÞ

_Exd,Cond ¼ _mB ex13 � ex13að Þ þ _mc exc, i � exc,oð Þ � _Ex
Δ _Q

Cond ð12:20bÞ

The evaporator of the heat pump is similarly defined by the following:

Δ _Qev ¼ _mB h13a � h14ð Þ þ _mh hh, i � hh,oð Þ ð12:21aÞ

_Exd, ev ¼ _mB ex13a � ex14ð Þ þ _mh exh, i � exh,oð Þ � _Ex
Δ _Q

ev ð12:21bÞ

For the system both the cooling cycle and the heat pump are designed for a specified coefficient of performance (COP),
where the useful energy for the cooling cycle and heat pump are the evaporator and condenser quantities for the refrigerant,

respectively.

COPi ¼
_QUseful

_WC, i

ð12:22Þ

The overall efficiency for the entire system is given based on the same principle of a ratio of useful outputs to total inputs.

Net electrical output for the system is given by the following equation, which includes a term for the conversion from DC to

AC, ηem, which is an assumed value of 0.95.

ηOverall ¼
_WAC þ _HH2 þ _HFWS þ _HHW þ _QHeat þ _QCool

Δ _HWT þ Δ _HOT þ _QCC þ _HSW

ð12:23Þ

ψOverall ¼
_WAC þ _ExH2 þ _ExFW þ _ExHW þ _Ex

Q

Heat þ _Ex
Q

Cool

Δ _ExW þ Δ _Exw þ _Ex
Q

CC þ _ExSW
ð12:24Þ

Results and Discussion

The characteristics of the wind turbine, tidal turbine, and micro gas turbine are given in the following tables (Tables 12.1,

12.2, and 12.3). These data are used in the modeling of the system as described in the Analysis section. The fuel used in the

micro gas turbine is assumed to be CH4, with a lower heating value of 50 MJ/kg, but could be any gaseous fuel for an internal

combustion or solid fuel for an external combustion application.

Baseline Model Results

The wind and tidal turbines are assumed to operate under the defined rated conditions. The rated values are used to determine

characteristic values for the energy efficiency, ηi, and mechanical efficiency, ηm. The product of these two efficiencies is the
ratio of the converted power (PiT) to the total change in energy (or exergy) for that stream across the turbine blades and equal

to the power coefficient, CP.
The power generated is plotted as a function of velocity, giving the characteristic curve for the turbines. The velocity

ranges are from the cut-in to the cutoff velocity for the wind turbine (Fig. 12.3), and for the tidal turbine, from the cut-in

velocity to a reasonable high-end velocity of 5 m/s (Fig. 12.4).

The energy and exergy efficiencies, using the captured wind energy as the useful output, is equal to the ratio of power

[calculated from the velocity relationships given in Eq. (12.3)] to the change in energy of the air passing through the turbine
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Table 12.1 Wind and tidal turbine characteristicsa

Wind turbine Tidal turbine

Model VestasWT Generator Type V-25-200 Verdant power KHPS

Rotor diameter, d (m) 21 5.0

Swept area, A (m2) 415.5 19.6

RPM (rated) 14 ~35

Tip speed, Vtip (m/s) 16.75 9

Cut in speed, Vc.in (m/s) 3.8 0.8

Cut off speed, Vc.off (m/s) 25 –

Rated velocity, Vi (m/s) 13.8 2.1

Rated power, Pra (kW) 200 35

Drive train (mechanical) eff., ηm – 0.86

Total height, Ht (m) 41.5 6

Total lengthb, Lt (m) – 4.82

System mass (in air), (kg) – 3,629

aTurbine data obtained from Mousavi [1], Kalantar and Mousavi [14] for wind, Natural Resources

Canada [9] for tidal
bTotal length refers to the distance from inlet to outlet across the turbine blades

Table 12.3 Characteristic efficiency values for wind and tidal turbines

Wind turbine (WT) Tidal turbine (OT)

Energy efficiency ηi 0.33 0.45

Drive train (mechanical) efficiency ηm 0.91 0.86

Power coefficient, CPi 0.30 0.39

Exergy efficiency ψ i (rated conditions) 0.15 0.33

Table 12.2 Micro gas turbine characteristicsa

Micro gas turbine

Rated power, Pra (kW) 250

Rated voltage, V (V) 660

Frequency, f (Hz) 60

Friction factor 0

aTurbine data obtained from Mousavi [1], Kalantar and Mousavi [14]
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Fig. 12.3 (a) Turbine power and (b) energy and exergy efficiencies of offshore wind turbine power generation as a function of wind velocity
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sweep. The efficiencies in both turbines drop off drastically after the rated conditions are surpassed, since the operational

characteristics do not allow the turbines to generate more than the specified capacity (for mechanical/functional reasons),

while the kinetic energy available in the flow continues to increase.

Micro Gas Turbine and Subsystems

In order to determine the required state conditions for the micro gas turbine system, the loads to be met are defined. These

details are provided in Table 12.4 and include required fresh water and hot water supply rates, hot water storage temperature,

heat required for desalination of seawater (to meet required total fresh water production), and the space heating and cooling

requirements. For the analysis, auxiliary components of the subsystems (such as pumps, vapor-compression cycle expansion

valves, and fans) are not included and are considered in terms of the major heat loads and major work quantities

(i.e., compressors, turbines). Furthermore, heat losses are limited to those associated with the streams leaving the sys-

tem—that is, the subsystems are assumed to have no external heat loss.

The required loads for the water and sensible heating and cooling applications are determined from basic thermodynamic

analyses, based on the assumed fresh water production requirements and space (room) conditions for the heating and cooling

applications. These loads are used to determine minimum performance characteristics for the micro gas turbine system,

which operates at the rated output of 250 kW (Table 12.5).

Hydrogen is produced by the electrolysis of steam, requiring heat input to produce saturated steam and electricity input

(supplied from wind or tidal power, as mentioned). These loads are determined based on the hypothetical hydrogen

electrolysis process discussed in the analysis section. The resulting output loads (heat, energy, and net power) are shown

with the flow paths for the systems in Fig. 12.5 for the rated cases of the wind, tidal, and micro gas turbine.

In both cases, the fuel is considered the only external input, since the potential power of thewind and tidal currents not captured

by the turbines. Thus, for the initial case, the three systems are given their own efficiency values. For the rated case, these are the

CP values for the wind and tidal turbines. The efficiencies for single andmultigeneration cases are shown graphically in Fig. 12.6.

An overall energetic and exergetic efficiency for the initial case is given as the total power generated divided by the fuel

input; however, this value is more of an evaluation of valuable outputs to valuable (in terms of cost, environmental, and

exergetic value) input. These values are η ¼ 0.28 and ψ ¼ 0.25.
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Fig. 12.4 (a) Turbine power and (b) energy and exergy efficiencies of ocean tidal turbine power generation as a function of water current velocity

Table 12.4 Fresh water production and sensible heating and cooling load data

Fresh water production (desalination) Space heating and cooling

HW FWS Heating Cooling

Temperature, T (�C) >70 �C T0 COP 2.5 2.5

Total daily prod. 5,000 L/day (5 m3/day) Volume (m3); ACH 200; 6 50; 0.5

HW volume Fr., αHW 0.75 ΔT (supply air) T0 � 40 �C T0 � 0 �C
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Parametric Study

Performance of the system is tested under Canadian environmental conditions. Typical values are used as inputs to the

model, and the system performance is observed. Offshore wind speed and wind energy data are generated using the

Canadian Wind Energy Atlas tool [15] for 30 m elevation. The data for wind speed for the offshore region of eastern

Canada show speeds ranging from 7 to 10 m/s. Ocean current velocities are obtained from [16]. Surface currents are

considered, since the depth is not specified. The data of interest is for the northwest region of the Atlantic, around the

Canadian east coast. For the same geographical region as that used for the wind values, the surface ocean current ranges from

WWT = 200 kWWOT = 35 kW WGT = 250 kW

QCC = 568 kW

Qex = 330 kW

Wel,H2 = 25 kW

WC = 163 kW
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Fig. 12.5 Flow path of energy with rated case values

Table 12.5 Operating conditions, micro gas turbine system

Parameter Value

Fuel (gas) Methane, CH4

Micro gas turbine, _WGT (kW) 250

Air flow rate, _ma (kg/s) 0.985

Fuel flow rate, _mf (kg/s) 0.015

Exhaust flow rate, _mex (kg/s) 1.0

Exhaust temperature, T4 (
�C) 800

Lower heating value, LHV (MJ/kg) 50

Higher heating value, HHV (MJ/kg) 55.4

Isentropic efficiency (ηs,C ¼ ηs,T) 0.85
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0.3 to 1.0 m/s; however, mean current velocities at maximum passage depth(s) for high tidal power density regions such as

the Bay of Fundy are reported in the range of <1.0–5.25 m/s [17].

The efficiencies of the tidal and wind turbines are plotted against varying tidal current up and wind speeds and shown

graphically in Fig. 12.7. The tidal current speed is considered up to the rated value for the turbine. The plot shows, as expected,

that the performance of the wind turbine at varying velocities has a more significant impact on the system performance due to

its capacity within the system. Because the wind speeds encountered in the considered region are generally below the

rated wind speed for the turbine considered, the efficiency is lower for both the single and multigeneration cases.

Concluding Remarks

In this chapter, a renewable energy power generation system using offshore wind and ocean tidal turbines integrated with a

micro gas turbine system is proposed and investigated. The system provides sensible heating and cooling, desalination of

seawater for fresh water storage and hot water, and hydrogen. The baseline system, operating at full rated capacity, results in

energetic and exergetic efficiencies of 0.28 and 0.25. For the multigeneration case with commodity production, the

efficiency values of 0.69 and 0.54 are achieved.

Nomenclature

A Area, m2

ACH Air changes per hour

cp Specific heat, kJ/kg�K
COPi Coefficient of performance (i ¼ H

for space heating, i ¼ C for cooling)

CP Power coefficient

d Rotor diameter, m

ex Specific exergy, kJ/kg

Ex
:

Exergy rate, kW

h Specific enthalpy, kJ/kg

_H Enthalpy rate, kW

K _E Kinetic energy, kW

_m Mass flow rate, kg/s

p Pressure, kPa

P Power, kW
_Q Heat rate, kW

T Temperature, K

V Velocity, m/s; voltage, V
_W Shaft work rate, kW

Greek Letters

α Mass fraction

η Energy efficiency

λ Tip-speed-ratio

ρ Density, kg/m3

ψ Exergy efficiency

ω Rotational speed, rad/s
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Fig. 12.7 System energy and exergy efficiencies vs. (a) tidal current, (b) wind velocity
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Subscripts

a Air

C Compressor

CC Combustion chamber

C,C Cooling cycle compressor

C,H Heat pump compressor

Cond Condenser

d Destruction

des Desalination

el Electric

em Electromechanical

ev Evaporator

ex Exhaust

f Fuel

FW Fresh water

FWS Fresh water storage

GT Micro gas turbine

H2 Hydrogen

HW Hot water

i{i ¼ 1,2,3,. . .,n} State points (or inlet)

opt Optimal

OT Ocean tidal turbine

st Steam

SW Salt water

sw Fraction salt water

t Tidal

WT Wind turbine

W Wind

w Water

Superscripts

a Air
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Energy and Exergy Analyses of a Zero Emission Power
Plant for Coproduction of Electricity and Methanol 13
Canan Acar and Ibrahim Dincer

Abstract

In this study, we study and evaluate a zero emission integrated system, as taken from the literature, for coproduction of

electricity and methanol. The investigated integrated system has three subsystems: water electrolysis, Matiant power

plant (oxy-fuel combustion of pure methane), and methanol production unit. The system and its components are analyzed

energetically and exergetically. The rates of exergy destructions, relative irreversibilities, and sustainability indexes of

each subunit of each subsystem, as well as the overall system are analyzed to identify the greatest exergy losses and

possible future research directions. The total rate of exergy destruction of the overall system is calculated to be around

280 MW. The greatest rate of exergy destruction, therefore the greatest irreversibility, occurs within the power plant unit

(about 60 % of the total rate of exergy destruction). The energy efficiencies of electrolysis, power plant, and methanol

synthesis unit are found to be 30 %, 76 %, and 41 %, respectively. The exergy efficiencies of electrolysis, power plant,

and methanol synthesis unit are found to be 30 %, 64 %, and 41 %, respectively. Depending on the utilization of the heat

rejected from the different units of each subsystem, the overall system could have energy and exergy efficiencies up to

68 % and 47 %, respectively.

Keywords

Methanol � Carbon capture � Cogeneration � Electricity � Energy � Exergy � Efficiency

Introduction

During the twentieth and the beginning of the twenty-first century, world’s energy consumption has increased steadily due to

global rise in population and standards of living. The increasing trend in world’s energy need is expected to continue in the

future. As a result, a growth in energy generation capacity will be needed [1]. One of the main sources of CO2 emissions is

power generation [2]. Therefore, reduction of fossil fuel utilization by increasing efficiency and decreasing emissions by

converting CO2 into valuable products offer some potential solutions to world’s current energy-related problems.

There have been several studies focusing on coproduction of fossil fuels with CO2 utilization. A comparative study of

electricity and hydrogen production systems by CO2 capture and storage has been presented by Damen et al. [3]. Minutillo and

Perna [4] studied a tri-reforming process in fossil fired power plants to generate a synthesis gas for production of chemicals

including methanol. Energy analysis, economy, and policy scenarios of electricity/methanol synthesis coproduction systems’

are taken into account in Guang-jian et al. and Chen et al.’s [5, 6] work. Katayama and Tamaura [7] and Takeuchi et al. [8]
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considered methanol synthesis via CO2 recovery and renewable hydrogen from water electrolysis unit by renewable energy

sources as a zero emission integrated system. Mignard et al. [9] proposed an integrated system for coproduction of electricity

and methanol in small scale/partial carbon capture in common fossil fuel power plants. The utilization of renewable hydrogen

for methanol production is investigated by Cifre and Badr [10].

This chapter aims to study and evaluate a zero emission integrated system for coproduction of electricity and methanol

as originally proposed and studied by Soltanieh et al. [11]. The characteristics and performance of electricity–methanol

cogeneration system with water electrolysis, Matiant power cycle, and methanol synthesis unit are energetically and

exergetically evaluated. Energy, exergy, and sustainability analyses of every component of the system as well as the overall

system are performed. The performance of the system is assessed for various environmental parameters such as relative

irreversibility and sustainability index. In the end, recommendations for better performance in terms of environmental and

sustainability issues are provided.

System Description

Overall System

The integrated system, as originally developed and published by Soltanieh et al. [11], is presented in Fig. 13.1. It has three

subsystems: water electrolysis for H2 and O2 production, the matiant-cycle power plant to produce electricity via oxy-

combustion, and methanol synthesis unit fed by the CO2 from power plant and renewable H2. In this study, all processes are

assumed to be steady state and steady flow (SSSF), where potential and kinetic energy changes are neglected. It is also

assumed that no chemical reactions occur except the water electrolysis modules, combustion chambers, and methanol

reactor. Heat loss and pressure drop in tubing, valves, and connections are ignored. All equipments except the heat

exchangers are assumed to be adiabatic. Compressors and turbines are assumed to operate at an isentropic efficiency of

85 %, and the efficiency of heat exchangers is assumed to be 90 %.

Water Electrolysis Unit

Figure 13.2 shows the water electrolysis unit. The electrolysis unit uses wind (renewable) energy to provide the necessary

energy for the electrolysis reaction is 3H2O ! 3/2O2 + 3H2 (ΔH ¼ 286 kJ/mol H2) [12]. The technical criteria used for the

unit is selected based on Soltanieh et al.’s [11] study. The water feed (stream 1) is assumed to undergo complete electrolysis.

The product H2 (streams 2–10) is either stored or sent to the methanol synthesis unit. The product O2 (streams 11–19) is

either stored or sent to the matiant power plant. The inlet molar flow rate of water to the electrolysis unit is 1.4 kmol/s at

Fig. 13.1 Integrated system

block diagram (modified

from [11])
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80 �C and 1 bar. 0.75 kmol/s of this amount comes from the power plant and methanol synthesis units while 0.65 kmol/s is

the fresh feed. H2 and O2 are desired to be stored at 140 �C and 10 bar. O2 is sent to the power plant at 160 �C and 40 bar.

Then, H2 is sent to the methanol synthesis at 180 �C and 50 bar.

Matiant-Cycle Power Plant

The Matiant-cycle power plant is presented in Fig. 13.3. In this subsystem, the fuel (pure methane) is burned with pure oxygen

from the electrolysis unit and undergoes complete combustion. The combustion reaction is CH4 + 2O2 ! CO2 + 2H2O

(ΔH ¼ �800 kJ/mol CH4) [12]. The technical criteria used for the plant is selected based on Soltanieh et al.’s [11] study. The

products of two combustion chambers (CO2 and H2O) are separated; the H2O is sent back to the electrolysis unit, and about

92 % of the CO2 is used as a thermodynamic fluid within the Matiant cycle while the remaining part is sent to the methanol

synthesis unit. 70 % of the O2 from the electrolysis unit is sent to the combustion chamber H, and the remaining is sent to the

combustion chamber K. The CH4 inlet temperature and pressure are 30 �C and 2 bar, respectively. The output temperature and

pressure of water from the flash drum are 80 �C and 2 bar. CO2 is sent to the methanol synthesis unit at 180 �C and 50 bar.

Methanol Synthesis Unit

Figure 13.4 presents the methanol synthesis unit. The methanol reactor converts CO2 to CH3OH according to the following

reaction: CO2 + 3H2 ! CH3OH + H2O (ΔH ¼ �49.51 kJ/mol CH3OH). The technical criteria used for the unit are

selected based on Soltanieh et al.’s [11] study. 0.25 kmol/s CO2 is fed to the unit from the power plant. The CO2 to

CH3OH conversion ratio in the methanol reactor is 20 %. Methanol and water are leaving the distillation column at 1 bar and

40 �C and 80 �C, respectively.
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Analysis

The operating conditions and production capacities of each subsystem as well as the overall system are selected based on the

literature work [11]. The general mass, energy, entropy, and exergy balance equations can be summarized as:

Mass Balance Equation (MBE): X
_min ¼

X
_mout ð13:1Þ

Energy Balance Equation (EBE): X
_Ein ¼

X
_Eout ð13:2Þ

Entropy Balance Equation (EnBE): X
_Sin þ _Sgen ¼

X
_Sout ð13:3Þ

Exergy Balance Equation (ExBE): X
_Exin ¼

X
_Exout þ _Exdest ð13:4Þ

Specific exergy of a stream is comprised of two components, namely physical and chemical exergy, and defined as

follows [13, 14]:

ex ¼ exph þ exch ð13:5Þ

exph ¼ h� hoð Þ � T0 � s� soð Þ ð13:6Þ

exch ¼
X

xi exch
0 � RT0 �

X
xiln xið Þ ð13:7Þ

Ex
: ¼ _m � ex ð13:8Þ

where T0 is the ambient temperature, R is the specific gas constant, h/h0 and s/s0 are the specific enthalpy and entropy of a

stream at a given state/at ambient state, and xi is the mol fraction of component i. Relative irreversibilities (RI) and

sustainability indexes (SI) of each unit of each subsystem as well as the subsystems themselves and the overall system are

calculated based on the following equations:

RIi ¼
_Ex

dest

i

_Ex
dest

total

ð13:9Þ

SIi ¼ 1

1� Ψ i
ð13:10Þ

In order to study the system energetically and exergetically, each stream is defined by its state, components, temperature,

and pressure. After the states were defined, the specific enthalpy, entropy, exergy, and energy and exergy flow rates of each

stream is calculated based on the specified inlet data given elsewhere [11] mentioned in section “System Description” or via

balance equations. Ambient state is taken to be 20 �C and 1 bar, respectively. The thermodynamic properties of H2O, H2, O2,

CH4, CO2, and CH3OH are found using the Engineering Equation Solver (EES) software package.
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Results and Discussion

Water Electrolysis Unit

Overall, the electrolysis unit needs 1.4 kmol/s of water (in total 0.75 kmol/s of this water comes from the matiant power

cycle and methanol production units). After the complete electrolysis, 0.75 kmol/s of H2 is sent to the methanol production

unit while 0.65 kmol/s of H2 is sent to the storage tank. Similarly, 0.35 kmol/s of O2 is sent to the matiant power cycle unit

while 0.35 kmol/s of O2 is sent to the storage tank.

Table 13.1 summarizes the energy and exergy efficiencies as well as the energy input/output (either work or heat) of

electrolysis modules and compressors and heat exchangers and the overall subsystem itself. The empty cells can be assumed

to be 0 or “not applicable.”

The electrolysis unit’s total work input is around 46 MW; this amount is required to drive the electrolysis reaction and

compress the products H2/O2. Heat exchangers’ load indicates the total amount of cooling required following the compres-

sion processes. The system has an energy and exergy efficiency of 30 %. The overall sustainability index of the water

electrolysis subsystem is 1.43. These energy and exergy efficiencies are calculated by the following equations:

η ¼
_EO2

þ _EH2

_Ewater þ _Welectrolysis þ _Wcompressors

ð13:11Þ

Ψ ¼
_ExO2

þ _ExH2

_Exwater þ _Welectrolysis þ _Wcompressors

ð13:12Þ

Figure 13.5 shows that 49 % of the system irreversibility, therefore the exergy destruction, occurs in the electrolysis

modules. This means when the heat exchangers and compressors are combined together, they have about the same exergy

destruction rates with the electrolysis modules alone. When compared, the total exergy destruction rate in compressors is

very close to the one of heat exchangers in total. However, on average, compressors are exergetically more efficient than the

heat exchangers. This might be due to the high temperature differences between the inlet and outlet of heat exchangers.

Initially, the ambient state is taken to be 20 �C and 1 bar, respectively. In order to find how the electrolysis unit performs

exergetically under different ambient conditions, the system is run under various ambient temperatures. The exergy

efficiency and exergy destruction rate of the electrolysis modules, compressors, and heat exchangers as well as the overall

electrolysis unit at different ambient temperatures are shown in Fig. 13.6.

Table 13.1 Summary of the major components and the overall electrolysis unit

Description η Ψ _Q(kW) _W (kW)

Electrolysis modules 51% 38% 7,514

Heat exchangers 90% 64% 27,904

Compressors 85% 80% 38,652

Overall electrolysis unit 30% 30% 27,904 46,166

Compressors
26%

Heat
Exchangers

25%

Electrolysis
Modules

49%

Fig. 13.5 Relative irreversibilities of the major components of the electrolysis subsystem
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Figure 13.6 shows that, with increasing ambient temperature, a slight increase is observed in the exergy destruction rate of

heat exchangers and compressors. This increase is less than 6 % when the ambient temperature is increased from 2 to 28 �C.
However, there is a slight decrease in the exergy destruction rate of electrolysis modules. This decrease is less than 2 % when

the ambient temperature is increased from 2 to 28 �C. The overall system’s exergy destruction rate increases with increasing

ambient temperature. This increase is less than 2 % as the ambient temperature is increased from 2 to 28 �C.
Furthermore, it can be seen from Fig. 13.6 that an increase in the ambient temperature has a negligible effect on the

exergy efficiencies of the electrolysis modules and the compressors (1 % change as the ambient temperature increased from

2 to 28 �C). However, the exergy efficiency of the heat exchangers decreases with increasing ambient temperature (3 %

decrease as the ambient temperature increased from 2 to 28 �C), and the exergy efficiency of the overall electrolysis unit

increases with increasing ambient temperature (2 % increase as the ambient temperature increased from 2 to 28 �C). Taking
the small percentage of the change of rate of exergy destructions and the exergy efficiencies, it can be concluded that the

ambient temperature doesn’t have a dramatic effect on exergetic performance of the system within the studied temperature

interval.

Matiant-Cycle Power Plant

In power plant, 0.5 kmol/s of the O2 from the electrolysis unit is used for complete combustion of 0.25 kmol/s of natural gas

(pure methane). As a result, 0.50 kmol/s of H2O is produced and sent back to the electrolysis unit. About 0.25 kmol/s of

the CO2 is sent to the methanol synthesis unit while about 3 kmol/s of CO2 is used as thermodynamic working fluid in

the system.

Table 13.2 summarizes the energy and exergy efficiencies, as well as the energy input/output (either work or heat) of the

major components and the overall system itself. The empty cells can be assumed to be 0 or “not applicable.” From
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Fig. 13.6 The effect of ambient temperature on exergy destruction rates and exergy efficiencies of major components of the electrolysis unit

Table 13.2 Summary of the major components and the overall matiant-cycle power plant

Description η Ψ _Q(kW) _W (kW)

Heat exchangers 95% 78% 35,579

Expanders (turbines) 85% 80% 132,588

Combustion chambers 79% 69%

Compressors and pumps 85% 75% 11,426 16,710

Flash drum 95% 78%

Overall unit 76% 64% 47,005 115,878
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Table 13.2, it can be seen that the matiant-cycle power plant has an overall energy efficiency of 76 % and an exergy

efficiency of 64 %. The sustainability index of the overall power plant is around 2.76. The total heat removal (from the heat

exchanger used before the flash drum and the compressor stage) is about 47 MW, and the network output (the work output of

the turbines—the work required by compressor and pumps) is around 115 MW. The total exergy destruction rate is about

168 MW. The energy and exergy efficiency of the matiant-cycle power plant unit is calculated based on the following

equations:

η ¼
_Wturbines

_Emethane þ _Wcompressors,pumps

ð13:13Þ

Ψ ¼
_Wturbines

_Exmethane þ _Wcompressors,pumps

ð13:14Þ

Figure 13.7 shows that the greatest irreversibilities occur at combustion chambers (combined together, 58 % of the exergy

destruction happens at the combustion chambers). The temperature and pressure difference in combustion chambers is

significant; also the chemical exergy destruction has a considerable effect on the irreversibility at the combustion chambers.

Following the combustion chambers, turbines, compressors and pumps, and heat exchangers have similar relative irreversi-

bilities, between 11 and 15 %. Flash drum has a small effect on the system’s irreversibility. One of the reasons of this result

might be because almost no temperature/pressure change is observed between the inlet/outlet streams of the flash drum.

From Fig. 13.8, it can be seen that as ambient temperature is increased from 2 to 28 �C, the total exergy destruction rate of
the turbines increases by 2.7 %. Combustion chambers’ total exergy destruction rate also increases by 5.9 %. Overall, the
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total exergy destruction rate of the power plant system increases by 1.6 %. The different effect of the ambient temperature on

exergy destruction rates of various major components can be explained by the different temperature and pressures of inlet/

outlet streams of each component. Since each stream’s exergetic potential depends on how close/far they are to/from the

ambient (dead) state, some streams’ exergetic potential increases as the ambient temperature is increases, while some of

them decrease. A decrease in exergy efficiency with increasing ambient temperature occurs in combustion chambers. Within

the defined temperature range, the decrease in exergy efficiency of combustion chambers is about 1 %. The turbines’ exergy

efficiency decreases by about 0.4 % as the temperature increased within the defined range. Overall, the power plant’s exergy

efficiency decreases by 2 % within the defined ambient temperature range.

Methanol Synthesis Unit

The methanol synthesis unit uses the H2 from the water electrolysis unit and the CO2 from the power plant. Overall, the

methanol synthesis unit needs 0.25 kmol/s of CO2 (from power plant unit) and 0.75 kmol/s H2 (from electrolysis unit). As a

result, 0.25 kmol/s of H2O is produced and sent back to the electrolysis unit. The methanol synthesis unit produces

0.25 kmol/s of CH3OH.

Table 13.3 summarizes the energy and exergy efficiencies, as well as the energy input/output (either work or heat) of the

major components and the overall system itself. The empty cells can be assumed to be 0 or “not applicable.”

Overall, the methanol synthesis unit requires about 2 MW of heat and about 2.2 MW of work input. At given ambient

conditions (20 �C and 1 bar), the synthesis unit has an energy and exergy efficiency of around 41 %. As a result, the

sustainability index of the methanol synthesis unit is 1.7. The energy and exergy efficiency of methanol synthesis unit is

calculated based on the following equations:

η ¼
_Emethanol þ _Ewater

_ECO2
þ _EH2

þ _Wcompressor þ _Qinput

ð13:15Þ

Ψ ¼
_Exmethanol þ _Exwater

_ExCO2
þ _ExH2

þ _Wcompressor þ _Qinput 1� T0

Tavg

� � ð13:16Þ

During the process, the rate of exergy destruction is about 80 MW, and Fig. 13.9 shows that 25 % of the irreversibility

occurs at the methanol reactor. However, combined together, heat exchangers have a significant effect on exergy destruction

rate of the overall system, which means the greatest irreversibility occurs at heat exchangers, combined. Following the heat

exchangers, methanol reactor has the second highest irreversibility. Compressors, distillation tower, and the flash drum have

similar relative irreversibilities, around 12–14 %. One of the reasons of the low irreversibility at flash drum and distillation

column is almost no temperature/pressure change is observed between the inlet/outlet streams of the flash drum and

distillation tower. The compressor’s pressure difference is not significant either. The overall system requires additional

heat, which is provided by the rejected heat and is not mentioned here.

Figure 13.10 shows that ambient temperature has different effects on different major units of the methanol synthesis unit.

For instance, as ambient temperature is increased from 2 to 28 �C, the exergy destruction rate of heat exchangers (combined)

decreases by about 6 %. The exergy destruction of the reactor increases by 12 %. Overall, the exergy destruction rate of

the methanol synthesis unit increases by about 1 % within the given ambient temperature range. The different effect of the

ambient temperature on exergy destruction rates of various major components can be explained by the different temperature

and pressures of inlet/outlet streams of each component. Since each stream’s exergetic potential depends on how close/far

Table 13.3 Summary of the major subunits and the overall methanol synthesis unit

Description η Ψ _Q(kW) _W (kW)

Heat exchangers 87% 78% 1,934

Methanol reactor 68% 68%

Flash drum 90% 82%

Compressor 85% 76% 2,284

Distillation tower 89% 90%

Overall synthesis unit 41% 41% 1,934 2,284
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they are to/from the ambient (dead) state, some streams’ exergetic potential increases as the ambient temperature increases,

whereas some of them decrease. From Fig. 13.10, it can be seen that the decrease in exergy efficiency of heat exchangers

is about 2 %. The reactor’s exergy efficiency decreases by about 0.11 % as the temperature increased within the defined

range. Overall, the methanol synthesis unit’s exergy efficiency increases by about 0.2 % within the defined ambient

temperature range.

Overall System Analysis

Overall, the integrated system has three major units: the electrolysis, the matiant-cycle power plant, and methanol synthesis

units. In Soltanieh et al.’s [11] study wind energy is proposed as the required power input required for water electrolysis, and

the work required by compressors is provided by the output of the power plant unit. The system has ten compressors, nine

heat exchangers that require heat removal by a different process, three turbines, two heat exchangers that use different

streams of the same unit to provide heat/cold to one another, two combustion chambers, two flash drums, two storage tanks

(one for H2 and one for O2), one electrolysis unit, one heat exchanger that requires heat input from a different process, one

methanol reactor, one distillation tower, and one pump. In this study, each unit is examined within its boundary limits, in
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order to see where the greatest irreversibilities occur and how the ambient temperature affects the system exergetically; the

overall system is also investigated.

Figure 13.11 shows that the greatest irreversibility in the overall system occurs at the power plant; this is mainly because

of the effect of two combustion chambers in the power plant. The combustion chambers’ effect on exergy destruction rates is

discussed earlier in section “Matiant-Cycle Power Plant”. Temperature difference has an important effect on exergy

destruction rates; therefore, any improvement to reduce the temperature difference between inlet and outlet streams

would improve the system’s overall performance by reducing the exergy destruction rates, therefore irreversibilities.

The energy and exergy efficiencies of the system can be defined in several ways. Table 13.4 summarizes the results based

on the three different methods mentioned below:

1. Heat rejected from the system is not considered as a useful output, but some of this heat is used to provide the necessary

input required for the distillation column input of the methanol synthesis unit. The work input required for the

compressors and pumps are provided by the work output of turbines. The work input required for the electrolysis

modules is provided externally:

η1 ¼
_EH2, stored þ _EO2, stored þ _EMethanol þ _Wturbines � _Wcompressors,pumps

_Ewater þ _EMethane þ _Welectrolysis

ð13:17Þ

Ψ 1 ¼
Ex:H2, stored

þ _ExO2, stored þ _ExMethanol þ _Wturbines � _Wcompressors,pumps

_Exwater þ _ExMethane þ _Welectrolysis

ð13:18Þ

2. Heat rejected from the system is considered as a useful output; some of this output is used to provide the necessary input

required for the distillation column input of the methanol synthesis unit. The work input required for the compressors and

pumps are provided by the work output of turbines. The work input required for the electrolysis modules is provided

externally:

η2 ¼
_EH2, stored þ _EO2, stored þ _EMethanol þ _Wturbines�compressors,pumps þ _Qrejected � _Qinput

_Ewater þ _EMethane þ _Welectrolysis

ð13:19Þ

Ψ 2 ¼
_ExH2, stored þ _ExO2, stored þ _ExM þ _Wturbines�compressors,pumps þ _Ex Q, rejected�Q, inputð Þ

_Exwater þ _ExMethane þ _Welectrolysis

ð13:20Þ

Electrolysis
11%

Power Plant
60%

Methanol
29%

Fig. 13.11 Relative

irreversibilities of the

electrolysis, power plant, and

methanol synthesis unit

Table 13.4 Summary of different scenarios with corresponding energy and

exergy efficiencies

Case η Ψ
1 35% 42%

2 64% 46%

3 68% 47%
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Case Study Soltanieh et al. [11] propose to use the work output of the turbines for the work required in compressors and

pumps. The paper uses wind energy to run the electrolysis unit. If electrolysis unit also used the work output of the turbines,

the energy and exergy efficiencies become

η3 ¼
_EH2, stored þ _EO2, stored þ _EMethanol þ _Wturbines�compressors,pumps�electrolysis þ _Qrejected�input

_Ewater þ _EMethane

ð13:21Þ

Ψ 3 ¼
_ExH2

þ _ExO2
þ _ExMethanol þ _Wturbines�comp,pumps�electrolysis þ _Ex Q, rejected�Q, inputð Þ

_Exwater þ _ExMethane

ð13:22Þ

Conclusions

The integrated system, as modified from a literature work, electrolyzes water using wind energy and stores 46 % of the

produced H2 and 28 % of the produced O2. The remaining O2 is sent from the electrolysis unit to the Matiant-cycle power

plant and goes into complete combustion with natural gas (pure methane). The combustion product water is sent back to the

electrolysis unit, and CO2 is sent to the methanol synthesis unit. In the methanol synthesis unit, CO2 reacts with the H2

coming from the electrolysis unit and produces methanol. The overall system does not release CO2 to the environment, and

the heating requirement of the system is met by the rejected heat within the integrated system. Exergy efficiency of the

overall system increases by 2 % if the rejected heat is used as a product, such as water or space heating. This amount

increases by 1 % if the work requirements of not only the compressor and pumps but also the electrolysis modules are met by

the work output of the turbines. The integrated system’s outputs are about 133 MW of electricity energy (60 MW, if the

pumps, compressors, and electrolysis modules’ input is provided) and 0.25 kmol/s methanol. By converting the CO2 to

methanol, the methanol synthesis unit avoids the release of 0.25 kmol/s CO2 into the atmosphere. If the system is assumed to

work 8,000 h, the avoided CO2 emissions could reach around 160 tons.
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Thermodynamic Analysis of Geothermally
Driven High-Temperature Steam Electrolysis
System for Hydrogen Production

14
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Abstract

Hydrogen production by high-temperature steam electrolysis (HTSE) has been receiving increasing attention worldwide

due to its high efficiency and carbon-free operation. Although it is still considered in its early developmental stage, it

offers a promising solution for highly efficient hydrogen production. From the thermodynamic viewpoint of water

decomposition, it is more advantageous to electrolyse water at high temperatures because the energy is supplied in mixed

form of electricity and heat. In this study, a HTSE process coupled with and powered by a geothermal power plant is

considered for analysis and assessment and as a case study. In this regard, its thermodynamic analysis through energy and

exergy is conducted for performance evaluation and comparison purposes. As a result, compared to conventional water

electrolysis, the operation at high temperatures reduces the electrical energy requirement for the electrolysis and also

increases the efficiency.

Keywords

Energy � Exergy � Efficiency � Geothermal � Hydrogen � High-temperature steam electrolysis

Introduction

Increasing population, rapid urbanization, and development lead to high and continuous increase in energy demand.

Nowadays world’s energy demands are almost supplied by carbon-containing fossil sources such as natural gas, oil, and

coal, which have been formed during many millions of years from plant biomass. Global consumption of these nonrenew-

able resources for energy demand is resulting in critical environmental issues, such as greenhouse effect, climate change,

ozone depletion, and global warming. In addition to these environmental issues, there are other critical concerns, such as

energy, economic, and political crises. New and more efficient energy conversion systems are required in the near future, due

to the increase in oil prices and demand as well as global warming [1].

Primary energy resources, such as fossil fuels, are diminishing and must be regarded as a finite resource. Therefore, water

may be considered to be the cleanest fuel source instead of fossil fuels. By developing hydrogen energy system, one can

transfer energy consumption to the water cycle rather than the hydrocarbon-based cycle. It is important to highlight that

hydrogen has substantial environmental benefits if it is produced through renewable energy sources.
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Department of Energy Systems Engineering, Yaşar University, 35100 Bornova, Izmir, Turkey

I. Dincer et al. (eds.), Progress in Exergy, Energy, and the Environment,
DOI 10.1007/978-3-319-04681-5_14, # Springer International Publishing Switzerland 2014

157

mailto:mustafatolgabalta@aksaray.edu.tr


Although many scientists propose a large variety of solutions, one of the important solutions is implementing the

hydrogen economy. Hydrogen is probably the preferred energy carrier for a future zero-carbon economy, but several

research efforts are required in order to supply inexpensive and plentiful amounts of fuel. Hydrogen economy offers a

compelling vision of an energy future for the nation and the world that is at once abundant, clean, flexible, and secure [2].

Hydrogen is usually found as a compound combined with other elements, and thus, the production of hydrogen

always requires energy [1]. Currently, the most mature and inexpensive way to produce hydrogen is through steam

reforming, partial oxidation of heavy hydrocarbons, gasification, and conventional alkaline water electrolysis. Figure 14.1

illustrates that 96 % hydrogen is produced directly from fossil fuels, while about 4 % is produced indirectly by electricity

utilization.

The conventional hydrogen production methods are not considered renewable since these processes consume natural

resources and also release high levels of CO2. Therefore, it will not be a potential solution to combat with environmental

issues [4, 5]. Clearly, we urgently need to find alternative, eco-friendly ways for hydrogen production technologies to ensure

the future generations receive a cleaner and sustainable energy-based economy and society. Several researchers have been

investigating a wide range of technologies to produce hydrogen economically from a variety of resources in environmentally

friendly ways [6]. In this regard, renewable energy resources have attracted great interest in recent years. Alternative clean

and efficient pathways for the production of pure hydrogen are water electrolysis and thermochemical water-splitting cycles

with renewable energy sources.

Hydrogen can be produced from water or steam electrolysis using much simpler technology through the following

reaction:

H2Oþ Energy ) H2 þ½ O2 ð14:1Þ

Water electrolysis process is one of the environmentally benign hydrogen and oxygen production methods without

emitting greenhouse gases if the required electricity is supplied from renewable energy sources. Electrolytic hydrogen

production has many advantages such as it yields the highest-purity hydrogen (up to 99.999 %). This technology is well

developed, but overall system efficiency is too low, about 27 %. The main disadvantage of water electrolysis is that

electricity is an expensive “fuel”. The concept of integrating renewable energy with hydrogen production systems was given

some serious consideration in the 1970s [7, 8]. The aim of the above-mentioned concept was not only to improve the

performance of existing hydrogen production systems but also to integrate the hydrogen production systems effectively with

renewable energy sources. When considering the use of renewable energy for hydrogen production, geothermal resources

seem to be an important option [9].

Geothermal energy is treated as a reliable and promising renewable energy. The use of geothermal energy through hybrid

or integrated systems for sustainable hydrogen production appears to be an environmentally benign and sustainable option

for the countries having abundant geothermal energy resources. In this study, a HTSE process coupled with and powered by

a geothermal power plant is considered for analysis and assessment and as a case study. In this regard, its thermodynamic

analysis through energy and exergy is performed for performance evaluation and comparison purposes.

Electrolysis
3.9%

Coal 
Gasification

18.0%

Oil Reforming
30.0%

Methane Steam
Reforming

48.0%

Other
0.1%

Fig. 14.1 Feedstock used in the

global hydrogen production

(based on the data taken from

Ewan and Allen [3])
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High-Temperature Steam Electrolysis

High-temperature steam electrolysis (HTSE) is still considered in the early developmental stage. The HTSE offers a

promising method for highly efficient hydrogen production. From the thermodynamic viewpoint of water decomposition,

it is more advantageous over electrolyse water at high temperature (800–1,000 �C) because the energy is supplied in a

mixed form of electricity and heat. The steam to be dissociated enters on the cathode side. After the steam has been divided

into hydrogen gas and oxygen ions, the oxygen ions are transported through the ceramic material to the anode where they

discharge and form oxygen gas. The most common ceramic material is zirconia, ZrO2 [10]. Compared to conventional

water electrolysis, operation at high temperatures reduces the electrical energy requirement for the electrolysis and also

increases the efficiency. The effect of temperature on the energy requirement for HTSE is shown in Fig. 14.2, as related to

the enthalpy of the water splitting process. The enthalpy is given as the sum of the minimum work needed and the

temperature–entropy term:

ΔH ¼ ΔGþ TΔS ð14:2Þ

where ΔH is the enthalpy change or total energy demand, ΔG is the Gibbs free energy or the minimum work, T is the

absolute temperature, and ΔS is the entropy change. The term TΔS can be considered as the total amount of thermal energy

needed to split water [10]. The electrical energy demand decreases with increasing temperature leading to increased direct

heat requirements, the decrease in electrical energy demand drives to thermal to hydrogen energy conversion efficiency to

higher values. This is one of the advantages of HTSE. The temperature dependence of the thermodynamic functions for

splitting of the fluid is shown in Fig. 14.2.

The energy and exergy efficiencies of the overall system are generally defined as follows:

ηoverall ¼
energy in products

total energy input

� �
ð14:3aÞ

ψoverall ¼
exergy in products

total exergy input

� �
ð14:3bÞ

Here, the overall efficiencies of the HTSE system were analyzed by Mingyi et al. [11]. A thermodynamic model of the

HTSE system efficiency was well established, and the effects of electrical, thermal, and overall efficiencies of the HTSE

system were investigated. The overall efficiencies of the HTSE system under different conditions ranged from 33 % to a

maximum of 59 % at a temperature of 1,000 �C, which was over two times higher than that of the conventional alkaline

water electrolysis.

Note that analyses of experimental and computational model of high-temperature steam electrolysis were presented by

Herring et al. [12]. Computational model and experimental results were compared favorably. Hydrogen production

efficiency of high-temperature electrolysis coupling with high-temperature gas cooled reactor was evaluated by Fujiwara

et al. [13]. Hydrogen production efficiency at high-temperature electrolysis for operating temperature of 800 �C was
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calculated over 53 %. A research and development program has been underway at the Idaho National Laboratory (INL) on

high-temperature electrolysis for hydrogen production from steam [14]. The electrolysis was coupled with an advanced

reactor and power cycle, and the efficiency of the system was calculated 45–50 %, respectively.

Energy and exergy analyses of a water-electrolysis process for producing hydrogen were investigated by Rosen and Scott

[15] and Rosen [16]. Three driving energy inputs were considered: (1) electricity, (2) the high-temperature heat used to

generate the electricity, and (3) the heat source used to produce the high-temperature heat. The analyses indicated where the

losses were occurred.

Electrolysis currently accounts for a very small portion of the hydrogen generated in developed countries that have a

commercial hydrogen infrastructure. However, electrolysis can be economic for small-scale generation in areas with

inexpensive electricity which was generated by renewable such as geothermal resources.

System Description

Many studies have recently appeared concerning future hydrogen demand; for example, one was presented by Sigurvinsson

et al. [17], considering a HTSE process coupled with a geothermal source at Nasjavellir site in Iceland. The geothermal

source was about at 230 �C and 15 bar. In this section, energy and exergy analyses of a high-temperature electrolysis are

performed for comparison purposes, of which detailed description is given in Sigurvinsson et al. [17]. The schematic flow

diagram of the HTSE process along with its main components is shown in Fig. 14.3, while their thermodynamic properties

are listed in Table 14.1.
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Analysis

Before conducting energy and exergy analyses, the following assumptions are made:

• The values for the reference environment (dead state) temperature (T0) and pressure (P0) are 25 �C and 100 kPa,

respectively.

• All processes are considered steady state and steady flow with negligible potential and kinetic energy effects in an

adiabatic form.

For a general steady state, steady flow process, the three balance equations, namely mass, energy, and exergy balance

equations, are employed to find the work input, the rate of exergy destruction, and overall energy and exergy efficiencies.

Since mass is conserved in chemical reactions, the mass of products and reactants are equal and in general, the mass

balance equation can be expressed in the rate form asX
_min ¼

X
_mout or

X
_mR ¼

X
_mP ð14:4Þ

where _m is the mass flow rate and the subscript in stands for inlet and out for outlet.

The general energy balance is written as

_Ein � _Eout ¼ Δ _Es ð14:5Þ

Table 14.1 The HTSE system data, thermodynamic properties, and energy and exergy values

State no. Substance Description T (K) P (kPa) _m (kg/s) h (kJ/kg) s (kJ/kg K)

exph

(kJ/kg)

_Exph

(kW) _E (kW)

0 H2O Reference state 298 101.325 – 104.8 0.3669 – – –

00 H2 Reference state 298 101.325 – 0 64.82 – – –

000 O2 Reference state 298 101.325 – 0 6.407 – – –

1 H2O H2O inlet LT-H2 503 1,500 11.400 2,874 6.613 908 10,350 32,764

2 H2O H2O outlet LT-H2/H2O inlet MT-H2 753 1,500 11.400 3,429 7.513 1,195 13,619 39,091

3 H2O H2O outlet MT-H2/H2O inlet HT-H2 978 1,500 11.400 3,932 8.096 1,524 17,373 44,825

4 H2O H2O outlet HT-H2 1,185 1,500 11.400 4,421 8.549 1,878 21,408 50,399

5 H2O H2O inlet LT-O2 503 1,500 4.000 2,874 6.613 908 3,631 11,496

6 H2O H2O outlet LT-O2/H2O inlet MT-O2 693 1,500 4.000 3,299 7.332 1,119 4,474 13,196

7 H2O H2O outlet MT-O2/H2O inlet HT-O2 983 1,500 4.000 3,944 8.108 1,532 6,129 15,776

8 H2O H2O outlet HT-O2 1,185 1,500 4.000 4,421 8.549 1,878 7,512 17,684

9 H2O Electrolyser inlet 1,185 1,500 15.400 4,421 8.549 1,878 28,920 68,083

10 H2 H2 inlet HT-H2 1,223 10,000 1.147 13,653 66.51 13,149 15,076 15,653

100 H2O H2O inlet HT-H2 1,223 10,000 5.082 4,486 7.731 2,187 11,113 22,798

11 H2 H2 outlet HT-H2 987 10,000 1.147 10,056 63.24 10,527 12,069 11,529

110 H2O H2O outlet HT-H2 987 10,000 5.082 3,903 7.202 1,761 8,951 19,835

12 H2 H2 inlet MT-H2 987 2,000 1.147 10,056 69.88 8,548 9,800 11,529

120 H2O H2O inlet MT-H2 987 2,000 5.082 3,950 7.982 1,576 8,009 20,074

13 H2 H2 outlet MT-H2 782 2,000 1.147 7,016 66.43 6,536 7,494 8,044

130 H2O H2O outlet MT-H2 782 2,000 5.082 3,488 7.457 1,270 6,456 17,726

14 H2 H2 inlet LT-H2 782 7,000 1.147 7,016 61.27 8,074 9,257 8,044

140 H2O H2O inlet LT-H2 782 7,000 5.082 3,432 6.826 1,402 7,127 17,441

15 H2 H2 outlet LT-H2 577 7,000 1.147 4,030 56.84 6,408 7,347 4,620

150 H2O H2O outlet LT-H2 577 7,000 5.082 2,854 5.958 1,083 5,504 14,504

16 O2 O2 inlet HT-O2 1,223 10,000 9.200 955.3 6.634 888 8,166 8,789

17 O2 O2 outlet HT-O2 987 10,000 9.200 725.9 6.428 720 6,621 6,678

18 O2 O2 inlet MT-O2 987 2,000 9.200 725.9 6.816 604 5,557 6,678

19 O2 O2 outlet MT-O2 782 2,000 9.200 406.6 6.474 387 3,557 3,741

20 O2 O2 inlet LT-O2 782 7,000 9.200 406.6 6.149 483 4,448 3,741

21 O2 O2 outlet LT-O2 569 7,000 9.200 258.2 5.917 404 3,719 2,375

State numbers refer to Fig. 14.3
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which becomes

QþW ¼
X

nP h
o

f þ h� h
o

� �
P
�
X

nR h
o

f þ h� h
o

� �
R

ð14:6Þ

and the exergy balance for the process, involving chemical reactions, becomesX
_Exin �

X
_Exout � _Exd ¼ Δ _Exs ð14:7Þ

For a steady state system, Δ _Exs is zero. The exergy associated with a process at a specified state is the sum of two

contributions: physical and chemical.

Thus, the specific exergy of the process is calculated by

ex ¼ h� h0ð Þ � T0 s� s0ð Þ þ exch ð14:8Þ

where h is enthalpy, s is entropy, and the subscript zero indicates properties at the reference (dead) state of P0 and T0.

The exergy rate is then calculated by

_Ex ¼ _mex ð14:9Þ

Combining Eqs. (14.7) and (14.8) yields

exd ¼
X

h� h0ð Þ � T0 s� s0ð Þ þ exch
� ��X

h� h0ð Þ � T0 s� s0ð Þ þ exch
� �

out
þWe, in ð14:10Þ

After writing mass, energy, and exergy balances for the system, enthalpy values of H2, O2, and H2O are evaluated with

Shomate equations as follows:

h� h0 ¼ A � T þ B � T
2

2
þ C � T

3

3
þ D � T

4

4
� E � 1

T
þ F� H ð14:11Þ

where T is 1/1,000 of the specified temperature (in K) of compound and A, B, C, D, E, F, G, and H are constants, as given in

Table 14.2 for H2, O2, and H2O.

The chemical exergy based on a typical exergy reference environment exhibiting standard values of the environmental

temperature T0 and pressure P0 such as 298 K and 100 kPa is called standard chemical exergy. The values of the chemical

exergies for the reactants and products are taken from the literature [19], as listed in Table 14.3.

The exergy destructions in the heat exchangers and electrolyses are calculated as

_Exd, HE ¼ _Exin � _Exout ð14:12Þ

Table 14.2 Enthalpy of formation and Shomate constants for H2, O2, and H2O

Compound h
o

f (kJ/kmol) A B C D E F G H

H2O (g) �241,830 30.0920 6.832514 6.793435 �2.534480 0.082139 �250.881 223.3967 �241.8264

O2 (g) 0 29.6590 6.137261 �1.186521 0.095780 �0.219663 �9.861391 237.9480 0

H2 (g) 0 33.0661 �11.36340 11.432816 �2.772874 �0.158558 �9.980797 172.7079 0

Source: Adopted from NIST [18]

Table 14.3 Gibbs free energy and standard chemical exergy of H2, O2, and H2O

Compound

Specific Gibbs free energy

of formation go
f (kJ/kmol)

Standard chemical exergy

exch (kJ/kmol)

H2O (g) �228,638 9,437

H2 (g) 0 236,090

O2 (g) 0 3,970
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_Exd,el ¼ _We � _Exout � _Exin
� 	 ð14:13Þ

The exergy efficiency of the heat exchanger is determined by the increase in the exergy of the cold stream divided by the

decrease in the exergy of the hot stream on a rate basis as follows:

ψHE ¼
_Excold,out � _Excold, in
_Exhot, in � _Exhot,out

¼ _mcold excold,out � excold, inð Þ
_mhot exhot, in � exhot,outð Þ ð14:14Þ

The expressions of energy and exergy efficiencies for the geothermal assisted HTSE system are based on the above

definitions. The theoretical overall energy and exergy efficiencies of the system can be expressed as

ηoverall ¼
HHV

ΔG=ηelηes þ Q=ηth
ð14:15Þ

ψoverall ¼
ExH2

ΔG=ηelηes þ ExQ
ð14:16Þ

ExQ ¼ 1� T0

T

� �
Q

ηth
ð14:17Þ

Here, the theoretical overall efficiency can be affected by three key parameters. These parameters are the efficiency of the

high-temperature steam electrolysis cell (ηes), the electricity generation efficiency by the geothermal power plant (ηel), and
thermal efficiency (ηth) and also these parameters are closely related to the temperature.

Heat Exchanger Networks

In the study of Sigurvinsson et al. [17, 21], counter current heat exchangers were used while the inlet temperature of the

electrolyses was kept as 950 �C. The temperatures in the geothermal case ranged from 200 to 950 �C. The heat exchangers
were classified into three groups according to the ranges of the temperatures since this temperature range could not be

covered with one type of heat exchangers. Therefore,

• Low temperature (LT): stainless heat exchanger, T < 600 �C and 7 MPa,

• Medium temperature (MT): nickel-based heat exchanger, 600 �C < T < 850 �C and 7 MPa,

• High temperature (HT): ceramic-based heat exchanger, T > 850 �C and 10–50 MPa.

The fluid in the first heat exchanger network is only oxygen. In the second heat exchanger, the fluid is a steam and

hydrogen mixture. This mixture depends on the recycling ratio, which is taken to be 0.33 in these analyses. The mass flow

rates of hydrogen and oxygen are calculated by

_mout,H2
¼ 1� rð Þ � _mH2O � MH2

MH2O
þ r � _mH2O ð14:18Þ

_mout,O2
¼ 1� rð Þ

2
� _mH2O � MO2

MH2O
ð14:19Þ

Table 14.4 The assumed typical values

Parameter ηel (%) ηes (%) ηth (%)

Typical values 10–20 80–100 80–100

Adopted from Zhang et al. [20]
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Results and Discussion

The temperature, pressure, and mass flow rate data on water, hydrogen, and oxygen are given in Table 14.1 according to their

state numbers specified in Fig. 14.3. The specific physical exergy and energy rates are calculated for each state, as presented

in Table 14.1. In this study, the reference state is taken to be 25 �C at the pressure of 100 kPa. The thermodynamic properties

of water, hydrogen, and oxygen are obtained using Engineering Equation Solver (EES) software package program. Note that

state 0 indicates the restricted dead state for the water, hydrogen, and oxygen.

The chemical exergy is associated with the departure of the chemical composition of a system from that of the

environment. For the simplicity, the chemical exergy considered in the analysis is rather a standard chemical exergy, based

on the standard values of the dead state temperature of 25 �C and pressure of 100 kPa. Generally, these values are in a good

agreement with the calculated chemical exergy, relative to alternative specifications of the environment. In the analyses,

the values of the chemical exergies of the reactants and products for electrolyser are taken from Orhan et al. [22, 23].

The energy and exergy efficiencies of the high-temperature steam electrolyser unit are also calculated, depending on

the given parameters. It is found that energy and exergy efficiencies of the HTSE are 87 % and 86 %, respectively. These are

considerably consistent with the practical efficiencies. One of the main factors affecting the hydrogen production cost is

the temperature of electrolyser. Figure 14.4 illustrates the effects of the electrolyse temperature on the energy and exergy

efficiencies.

The energy efficiency values for the HTSE unit vary between 80 % and 87 % while exergy efficiency values for that range

from 79 to 86 %. Also, it is clear from this figure that energy and exergy efficiencies increase with the electrolysis

temperatures ranging from 473 to 1,173 K. The details about the system studied here for the performance analysis may

be obtained from Sigurvinsson et al. [17, 21].

The overall theoretical energy and exergy efficiencies of the HTSE system are calculated and given in Tables 14.5

and 14.6.
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Fig. 14.4 Energy and exergy

efficiencies of the HTSE unit

Table 14.5 The overall theoretical energy efficiency values of various conditions for HTSE

ηel (%)

ηes (%) ηth (%)

80 90 100 80 90 100

10 14.10 15.82 17.53 17.41 17.48 17.53

11 15.48 17.36 19.23 19.09 19.17 19.23

12 16.85 18.89 20.92 20.76 20.85 20.92

13 18.21 20.42 22.61 22.41 22.52 22.61

14 19.57 21.94 24.28 24.05 24.18 24.28

15 20.92 23.44 25.95 25.69 25.83 25.95

16 22.27 24.95 27.60 27.31 27.47 27.60

17 23.61 26.44 29.25 28.92 29.10 29.25

18 24.95 27.93 30.89 30.52 30.72 30.89

19 26.28 29.41 32.51 32.11 32.33 32.51

20 27.60 30.89 34.14 33.69 33.94 34.14
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Tables 14.5 and 14.6 show the calculation results of the ηoverall and ψoverall of different ηel, ηes, and ηth. As given in this

table, the ηoverall and ψoverall are increased by increasing ηel, ηes, and ηth. The overall theoretical energy and exergy

efficiencies of the system are calculated as 14.10–34.14 %, and 11.87–29.44 % respectively, compared to the energy

efficiency of the well-developed conventional alkaline water electrolysis, which is about 27 %. In the system studied,

exergy destruction and exergy efficiency of heat exchangers were also calculated. The values for exergy destruction and

exergy efficiency of heat exchangers are given in Table 14.7. The results in this table indicate that heat exchangers operate at

relatively high exergy efficiencies and that most exergy destructions in the overall system are due to heat exchanger network.

It is seen from this table that the maximum exergy destructions in the heat exchanger system occur at HT-H exchanger

as 1,133 kW.

Table 14.2 lists the enthalpy of formation values and the Shomate constants while Table 14.3 shows the Gibbs free energy

and standard chemical exergy of H2, O2, and H2O. The thermodynamic parameters in the range of 473–1,173 K were

basically calculated using Eq. (14.2), as shown in Fig. 14.5.

Here, the results show that the total energy demand increases slightly with the increase in temperatures while electrical

energy demand decreases due to the increasing heat demand. The decrease in the demand of electrical energy increases the

thermal to hydrogen energy conversion efficiency. The exergy demand of the system is illustrated in Fig. 14.6.

Table 14.6 The overall theoretical exergy efficiency values of various conditions for HTSE

ηel (%)

ηes (%) ηth (%)

80 90 100 80 90 100

10 11.87 13.34 14.82 14.79 14.80 14.82

11 13.05 14.67 16.29 16.26 16.27 16.29

12 14.23 15.99 17.76 17.72 17.74 17.76

13 15.40 17.32 19.22 19.18 19.21 19.22

14 16.58 18.64 20.69 20.64 20.67 20.69

15 17.76 19.96 22.15 22.10 22.13 22.15

16 18.93 21.27 23.61 23.56 23.59 23.61

17 20.10 22.59 25.07 25.01 25.05 25.07

18 21.27 23.91 26.53 26.46 26.50 26.53

19 22.45 25.22 27.99 27.91 27.95 27.99

20 23.61 26.53 29.44 29.35 29.40 29.44

Table 14.7 Exergy efficiency and exergy destruction rate values of heat exchangers

Heat exchanger _Exdest, Hex (kW) ηHex (%)

LT-H2 263 92.55

MT-H2 106 97.26

HT-H2 1,133 78.08

LT-O2 114 86.51

MT-O2 345 82.75

HT-O2 163 89.43
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The total exergy demand of the system is constant with an increase in the temperature while electrical demand decreases

due to the exergy inlet of the steam. The decrease in the electrical demand increases the thermal to hydrogen exergy

conversion efficiency, as illustrated in Fig. 14.6.

Conclusions

We have evaluated the overall theoretical energy and exergy efficiencies of the HTES process coupled to the geothermal

power plants to produce hydrogen in this study. We can expect a higher hydrogen production yield at the high operation

temperature. The promising research results of HTSE in developed countries highlight the fact that it can be a suitable

process for the next decades to consider massive production of hydrogen. A well-developed HTSE might also be a promising

potential technology to resolve the long-term energy requirements in developed countries.

From this study, we can extract the following concluding remarks:

• Geothermal steam-assisted high-temperature electrolysis in countries, which are abundant due to geothermal sources,

could possibly reduce the hydrogen production cost.

• The energetic and exergetic efficiencies of the overall system are obtained to be 87 % and 86 %, respectively.

• The overall theoretical energy and exergy efficiencies of the system are calculated as 14.10–34.14 % and 11.87–29.44 %

respectively, compared to the energy efficiency of the well-developed conventional alkaline water electrolysis, which is

about 27 %.

• The maximum exergy destruction rate occurs within the HT-H2 exchanger with 1,133 kW.

• The overall system exergy destruction rate is found as 9,008 kW.

• For a geothermal temperature range of 500–600 �C, the system consumes less electricity.

• It is confirmed from the exergetic point of view that the electrolyse temperature is one of the basic parameters that affects

the efficiency. Increase in the electrolyse temperature leads to an increase in the exergy efficiency and a decrease in the

exergy destruction rate.
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Thermodynamic Analysis of a Solar Driven Tri-generation
System for Building Applications 15
Hasan Ozcan and Ibrahim Dincer

Abstract

Energy and exergy analyses and sustainability assessment of a conceptual solar driven tri-generation system with thermal

energy storage option for power, water heating and air cooling are performed. The present tri-generation system includes

parabolic trough solar collectors (PTC), an organic Rankine cycle for power generation (ORC), an absorption chiller for

cooling (AC) and a thermal energy storage system (TES). The effects of solar collector dimension variations, system

parameters, environmental conditions and system integration on system energy and exergy efficiencies are parametrically

studied. The largest irreversibility occurs in solar collectors due to very high exergy input to solar panels and less

conversion of exergy to working fluid. Energy and exergy efficiencies of the present system become 77.1 % and 27 %

during day time and 37.6 % and 18.7 % during night time, respectively. The proposed system performs better

performance at lower ambient temperature and higher solar radiation and PTC concentration ratio.

Keywords

Solar energy � Tri-generation � Storage � Energy � Exergy � Efficiency

Introduction

Environmental problems associated with energy use span a growing spectrum of pollutants, hazards, and accidents and

degradation of environmental quality and natural ecosystems. Over the past few decades, the increasing use of energy has

expanded our concerns from what were once primarily local or regional issues to a growing awareness of the international

and global nature of major energy-related environmental problems [1]. Economic and environmental problems related to

unsustainable energy systems have been a growing concern particularly after Kyoto Protocol in 1997 and Stern Review in

2006. Hence, relationship between the energy demands and environmental impacts should be carefully analysed [2]. It is

reported by International Energy Agency [3] that global energy supply by fossil fuels is 81.3 % by 2010.

Renewable energy technologies have become increasingly important as environmental concerns increase. Development of

advanced renewable energy technologies can serve as cost-effective and environmentally responsible alternatives to

conventional energy generation [4]. There are many alternative energy sources that can be used instead of fossil fuels.

The decision as to what type of energy source should be utilised must, in each case, be made on the basis of economic,

environmental and safety considerations. Because of the desirable environmental and safety aspects, it is widely believed that

solar energy should be utilised instead of other alternative energy forms, even when the costs involved are slightly higher [5].

In order to deliver high temperatures with good efficiency, high-performance solar collectors are required. Systems with

light structures and low-cost technology for process heat applications up to 400 �C could be obtained with parabolic trough

collectors (PTCs) [5, 6]. Tyagi et al. [7] performed a comprehensive exergy analysis and parametric study on PTCs and
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investigated effect of PTC design and environmental conditions and specified optimal value for concentration ratio of PTCs.

Other parametric studies to optimise PTCs can be found in Manikandan et al. [8] and Huang et al. [9]. Garcia et al. [10]

investigated a new performance model for PTC-based power plants with thermal energy storage. Giostri et al. [11] compared

various solar plants driven by PTCs.

Tri-generation usually refers to the simultaneous production of cooling, heating and power from a single energy source. It

is known as combined cooling, heating and power (CCHP). Sometimes combined heating and power (CHP) refers to tri-

generation. In other words, if the heat produced from CHP is used for cooling as well as heating, the plant is called a tri-

generation plant. CHP could refer to a cogeneration plant if it produced heat and power only [12]. Zhai et al. [13] proposed a

novel tri-generation system to be used in remote areas producing power, heating and cooling and carried out a comprehen-

sive thermodynamic and economic analysis to validate applicability of such system. Marques et al. [14] presented a generic

tri-generation scheme for office building and carried out first law analysis. Al-Suleiman et al. [15, 16] performed a

thermodynamic assessment of solar driven tri-generation system with thermal energy storage and specified best system

efficiencies considering system and environmental parameters.

The main objective of this study is to perform a comprehensive thermodynamic analysis of a solar driven tri-generation

plant for power, cooling and heating. Energy and exergy analysis and irreversibilities of each sub-unit and components are

evaluated; best system efficiencies are determined by parametric studies. PTC, ORC and AC parameters and environmental

conditions are considered to optimise the proposed plant. A comparative study is performed for solar mode and TES mode.

Detailed explanation and discussion of thermodynamic analysis are presented in next sections.

System Description

Proposed tri-generation plant is represented in Fig. 15.1. Therminol-66 that is suitable to work up to 345 �C at liquid phase is

used as the working fluid for the solar cycle [17]. Working fluid is heated up to 250 �C through the PTCs and release its heat

to TES heat exchanger, ORC evaporator and AC heat exchanger. To provide a steady-state working condition for the plant,

heat is stored at TES to be utilised when the sun is out. Heat is initially stored in hot storage tank, and after utilisation of

stored heat, it is stored in the cold storage tank. However, the performance assessment is performed for solar system only to

evaluate TES integration.

Transport fluid is pumped at 28–30 bar at ORC pump and gains heat at ORC evaporator from solar cycle. Evaporated and

superheated fluid expands at ORC turbine, and the power production is achieved. After condensing at ORC condensing the

ORC loop is completed [18]. Here, we consider residential water at 20 �C as heat sink for the ORC plant. Heat rejected from
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ORC condenser heats residential water up to 50 �C, and water is stored in a water tank for later use. R245fa is selected as the
transport fluid for the ORC plant. R245fa has a satisfactory thermal efficiency and production of mechanical work and most

important of all is ozone safe as well as follows all the environmental regulations and commercially produced [19]. However,

R123 is also considered as an optional working fluid for a comparative assessment. Some thermophysical, thermodynamic

and environmental properties of R123 and R245fa is given in Table 15.1. Considering environmental indicators given

in Table 15.1, R245fa is considered as the working fluid for the baseline model, and R123 is used for comparison only.

The weak Li–Br water solution is first heated up to desired temperature with the heat provided by water cycle and higher

temperature strong solution Li–Br water. The strong solution rejects its heat to weak solution in regenerator, expands to low

pressure side and turns back to absorber. Some of the water content evaporates in the generator and condenses in the AC

condenser. The heat rejected in the condenser and absorber is transmitted to cooling tower water cycle [20, 21].

The condensed water is than expanded into a lower pressure with expansion valve and its temperature decreases up to

4 �C. The performance investigation of the absorption chiller model is performed with mass, energy, exergy and entropy

balances and defined in the next subsection.

System Analysis

In order to thermodynamically model the present tri-generation system, mass, energy and exergy balance equations for

analysis and performance evaluation are presented in this section. The following assumptions are made for system analysis

and assessment:

• Steady-state steady-flow conditions are considered for overall system except for TES and water tank.

• Pressure drops through piping are negligible.

• System components work adiabatically.

• Changes in kinetic and potential energies and the pressure drops in the piping and components of the system are negligible.

• Input parameters for the overall system and range of variations are given in detail in Table 15.2.

Energy and Exergy Analyses

The performance evaluation of all subunits and the overall system is performed using mass, energy, exergy, and entropy

balances. The generalised balance equations for the system are defined with the following definitions [22]:

Mass :
X

_mi�
X

_mo ¼ Δmsys ð15:1Þ

Energy :
X

_mihi �
X

_moho ¼ ΔEsys ð15:2Þ

Exergy :
X

_miexi �
X

_moexo � _Exdes � _Ex
Q ¼ ΔExsys ð15:3Þ

Entropy :
X

_misi �
X

_moso þ _Sgen þ
X _Q

T

� �
r

¼ Δssys ð15:4Þ

Here, indices i, o, des, gen, sys and r represent inlet, outlet, destruction, generation, system and control region. ex

represents specific exergy and s represents entropy. Ex:des and Ex: Q are destructed exergy rate and exergy due to heat

Table 15.1 Some properties of R123 and R245fa (modified from [19])

Working

fluid

Critical

temperature (�C)
Critical

pressure (Bar)

Molecular

weight (kg/mol) ODPa
GWP

(for 500 years)b
Ashrae 34

safety groupc

R123 183.7 36.6 152.9 0.02 36 B1

R245fa 157.6 36.4 134.05 0 300 A1

aODP: ozone depletion potential, expresses the contribution to ozone depletion, based upon R11 ¼ 1
bGWP: global warming potential, potential to warm to planet related to CO2 emission during production
cASHRAE 34: (A) means low toxicity, (B) means high toxicity, (1) means no flammability propagation
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transfer. Since the system is assumed as steady state and steady flow, mass, energy, entropy and exergy of control volume of

the components are equal to zero.

The specific exergy of a stream is comprised of two components, namely physical and chemical exergy, and defined as

follows:

ex ¼ exph þ exch ð15:5Þ

exph ¼ h� h0ð Þ � T0 � s� s0ð Þ ð15:6Þ

exch ¼
X

xiexch
0 � RT0 �

X
xi ln xið Þ ð15:7Þ

Ex
: ¼ _m � ex ð15:8Þ

_Ex
Q ¼ Q � 1� TL

TH

� �
ð15:9Þ

_Exdes ¼ _I ¼ T0 � _Sgen ð15:10Þ

where indices 0, ch and ph represent ambient conditions, chemical and physical, respectively. Further details on system

analysis through energy and exergy can be found elsewhere [22, 23].

Thermal Energy Storage

Thermal energy storage (TES) generally involves the temporary storage of high- or low-temperature thermal energy for later

use. TES systems achieve benefits by fulfilling one or more of the following purposes: Increasing generation capacity, enable

better operation of cogeneration plants, shift energy purchases to low-cost periods, increase system reliability and integra-

tion with other functions [22]. Energy balance for overall storage process considering Fig. 15.1 is given as follows:

H6 � H7ð Þ � �
H9 � H12

� �þ Ql

� ¼ ΔE ð15:11Þ

Table 15.2 System operating conditions and parameters

Unit Value

Parameter
Dead state temperature (T0)

�C 20–30
Dead state pressure (P0) bar 1
Heat exchanger efficiencies (ηhex) % 85

PTC
Global solar radiation (St) kW/m2 0.4–0.8
Heat loss coefficient (UL) W/m2K 8
Concentration ratio – 30–50
Absorptivity, reflectivity and emissivity – 0.9
Receiver effectiveness (ηr) % 90
Collector efficiency % 90
Sun temperature K 5,700
Stephan Boltzmann constant W/m2K4 5.67 � 10�8

ORC
Pressure ratio (PR) – 4.2
Working fluid – R245fa
Condensing temperature �C 68
Turbine isentropic efficiency (ηs) % 90
Turbine mechanical efficiency (ηm) % 90
Turbine electrical efficiency (ηel) % 95

AC
Chilled air inlet/outlet temp. �C 18/7
Cooling water inlet/outlet temp. �C 32/35
Condenser temp. �C 40
Evaporator temp. �C 7
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ΔE ¼ Ef � Ei ð15:12Þ

Ql ¼
X3

j¼1
Ql, j ð15:13Þ

where Ql represents total heat loss during charging, storage and discharging process and j ¼ 1,2 and 3 indicate charging,

storage and discharging processes. Energy balance for overall storage process considering Fig. 15.1 is given as follows:

Ex6 � Ex7ð Þ � �
Ex9 � Ex12

� �þ ExQl
�� I ¼ ΔEx ð15:14Þ

ΔEx ¼ Exf � Exi ð15:15Þ

ExQl ¼
X3

j¼1
ExQj ð15:16Þ

I ¼
X3

j¼1
Ij ð15:17Þ

where Exl
Q is exergy loss associated with heat transfer for all three processes and Ij donate irreversibilities during charging,

storage and discharging processes.

Parabolic Trough Collectors

Actual useful heat gain from PTCs is defined with Hottel–Whillier equation considering radiation loses as follows [5, 7]:

_Qu ¼ Fr � Aa C ραð ÞSt � UL Tcol � Toð Þ � εσ T4
col � To

4
� �� � ð15:18Þ

Here, Fr is collector heat removal factor, Aa is absorber area, C is concentration ratio, ρ, α, ε and σ are reflectivity,

absorptivity and emissivity and Stephan Boltzmann constant, UL is overall heat loss coefficient, St is global solar radiation

and Tcol is collector temperature. The collector temperature can be determined using numerical solutions proposed in [7].

Heat removal factor of the collectors and concentration ratio can be defined through Eqs. (15.19) and (15.20):

Fr ¼ _m � Cp

Ar � UL
� 1� exp

�Ar �UL �F
_m �Cp

h i
ð15:19Þ

C ¼ w� Dcð Þ � L
Aa

ð15:20Þ

where F, _m,Cp and Ar are collector efficiency, working fluid mass flow rate and specific heat and reflector area, respectively.

L is collector length; w is collector width and Dc is collector cover diameter. Actual heat gain can also be determined as

follows:

_Qu ¼ mCp Tout � Tinð Þ ð15:21Þ

For desired outlet temperature, solar parameters can be specified using Eqs. (15.18) and (15.21). Exergy gain from PTCs

and collector exergy associated with sun temperature is given as in [24] as

_Exi�o ¼ mCp Tout � Tin � ln
Tout

Tin

� 	
ð15:22Þ

_ExPTC ¼ ArSt 1� 1

3

To

Tsun

� �4

� 4

3

To

Tsun

� �" #
ð15:23Þ
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System Performance

Considering efficiencies of all subunits and overall system, a general definition of rate of useful energy/exergy to inlet

energy/exergy can be used for determination of system performances. Energy and Exergy efficiencies for the subunits shown

in Fig. 15.1 are written as

ηen,ORC ¼
_Wnet,ORC

_Qevap,ORC

ð15:24Þ

ηex,ORC ¼
_Wnet,ORC

_Ex30 � _Ex33
ð15:25Þ

COPen,AC ¼
_Qevap,AC

_Qgen,AC

ð15:26Þ

COPex,AC ¼
_Ex25 � _Ex26
_Ex30 � _Ex33

ð15:27Þ

ηen,TES ¼
H9 � H12

H6 � H7

ð15:28Þ

ηex,TES ¼
Ex9 � Ex12
Ex6 � Ex7

ð15:29Þ

ηen,PTC ¼
_Qu

ArSt
ð15:30Þ

ηex,PTC ¼
_Exi�o

_ExPTC
ð15:31Þ

where _Wnet,ORC is net power produced in ORC plant and _Qevap,AC and _Qgen,AC are heat loads in AC evaporator and

generator, respectively. Subscripts en and ex are defined as energy and exergy. Finally, overall energy and exergy

efficiencies of the plant can be defined as follows:

ηen,ov ¼
_Wnet,ORC þ _Ex25 � _Ex26

� �þ H9�H12ð Þ
Δt þ _E35 � _E34

� �
ArSt

ð15:32Þ

ηex,ov ¼
_Wnet,ORC þ _Qevap,AC þ Ex9�Ex12

Δt þ _Ex35 � _Ex34
� �

_ExPTC
ð15:33Þ

Results and Discussion

The results of the thermodynamic analysis of the proposed tri-generation plant are presented and discussed in this section.

EES (Engineering Equation Solver) software is used to study the performance of the system and its components.

Energy and exergy efficiencies, as well as irreversibility rates of plant sub-units and overall plant are represented in

Fig. 15.2a. The energy and exergy efficiencies of ORC are 12.27 % and 52 %, respectively. The energetic and exergetic

COPs of AC are 77.07 % and 30.06 %. The energy and exergy efficiencies for water heating are 86 % and 24 %. Also, the

energy and exergy efficiencies for TES are 60.1 % and 35.2 % and PTC are 6.7 % and 29.4 %. The PTC energy and exergy
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efficiencies are in agreement with works in the literature. Low-energy efficiency is due to very high reflector area requirement

in order to provide tri-generation and thermal energy storage for continuous production. 11,812m2 of reflector area is needed to

provide tri-generation and TES with a concentration ratio of 40. When no TES is considered, the reflector area needed is

3,726 m2. When determining overall efficiencies, night time plant performance is also considered by using TES energy as plant

input. Overall energy and exergy efficiencies of solar mode and TES mode are 61–21.2 % and 37.6–18.7 %, respectively. The

energy storage option through a TES system is considered as useful output for the solar mode.

The largest irreversibility occurs in PTC due to very high input exergy associated with sun temperature as defined in

Eq. (15.23). Irreversibility rates of ORC, AC, water heating, TES, PTC, solar mode and TES mode are 119, 78, 79, 639,

3,420, 4,335 and 796 kW, respectively. Energy stored during the day time in TES is considered as the energy input for the tri-

generation plant at night time. Thus, irreversibility of TES mode is considerably lower than that of Solar Mode as exergy of

PTC associated with sun temperature is not used for TES mode.

Energy and exergy output ratios are represented in Fig. 15.2b. Tri-generation plant produces 125.4 kW power, 557 kW

cooling load and 709 kW of residential water heating. As exergy of power is same as its energy, it remains the same in exergy

basis; however, cooling and heating exergy corresponds to 33.6 and 24.3 kW. Considering energy output ratios, power

production generates only 9 % of total production, and it increases up to 69 % by considering exergy outputs.

A comparative energy, exergy and exergy destruction variations considering ORC parameters and ambient temperature

are represented in Fig. 15.3a–c. A pressure ratio increment slightly increases exergetic and energetic efficiencies and has an

influential effect on specific work of turbine. A 20 �C change in assumed pump inlet temperature decreases exergy efficiency

by 25 % and brings a 6 kJ/kg increase in irreversibility, whereas no considerable change occurs in energy efficiency.

Ambient temperature increase also slightly increases exergy efficiency of ORC plant and decreases total irreversibility. ORC

plant working with R123 shows slightly better energy and exergy performance and lower irreversibilities than that of

R245fa. However, R245fa is the most promising working fluid considering environmental and safety challenges. R245fa is

selected as the transport fluid for the ORC plant.

Absorption chiller condensing temperature effect on energetic and exergetic COP for various evaporator temperatures are

illustrated in Fig. 15.4. Since the solution fractions of Li–Br water are strongly dependent on saturation pressures for

condensing and evaporating temperatures of AC, a more careful investigation should be performed to optimise the AC

performance. Energetic COP is higher at higher evaporating temperatures, and exergetic COP is higher at lower evaporating

temperatures. Both energy and exergy COPs decrease at higher condensing temperatures.

Global solar radiation is a strong influential environmental parameter on solar plants. Solar radiation effect on collector

and overall efficiencies are represented in Fig. 15.5. Solar global radiation changes in a sunny day from 0.4 to 0.8 kW/m2. In

this study, instead of considering the solar data from a specific region, we parametrically illustrated the effect of solar

radiation on system performance. PTC energy efficiency increases up to 10 %, even if solar global radiation is used as a

denominator for PTC energy performance.

Ambient temperature effect on exergy efficiencies and irreversibility rates of generated energy products are illustrated in

Fig. 15.6. Exergy efficiencies of ORC and AC plant increases with ambient temperature increase whereas water heating

exergy efficiency decrease by almost 40 %. Irreversibility rates of ORC and AC decrease proportional to their exergy

efficiencies with increasing ambient temperatures. Irreversibility rate of water heating increase at higher ambient
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Fig. 15.3 ORC pump pressure

ratio (a), ORC pump inlet

temperature (b) and ambient

temperature (c) effect on

efficiencies, irreversibilities

and specific work output of

ORC plant
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temperatures due to higher condensing energy input to residential water as mentioned in Fig. 15.1. Considering exergy

output ratios of energy forms, power ratio will increase among other forms of energy at higher ambient temperatures. It can

be concluded from the figure that proposed system would show better performance with power and cooling production

especially in summer seasons.

Finally, exergy efficiency and sustainability index comparison of overall system considering solar and TES mode at

varying ambient temperature and global solar radiation conditions are illustrated in Fig. 15.7. As known, sustainable

development requires not just that sustainable energy resources be used but that the resources to be used efficiently. Exergy

methods are essential in improving efficiency, which allows society to maximise the benefits it derives from its resources

while minimising the negative impacts. By noting that energy can never be “lost” as it is conserved according to the first law

of thermodynamics, while exergy can be lost due to internal irreversibilities, the study suggests that exergy losses,

particularly due to the use of non-renewable energy forms, should be minimised to obtain sustainable development. Thus,

sustainability should be considered together with exergy analysis. Overall system shows better sustainability and efficiency

at higher solar radiation and lower environmental temperature. However, these conditions cannot be optimised, and this

illustration is to show the impact of environmental conditions on system performances.
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Thermodynamic analysis results show that plant performance is strongly dependent on environmental conditions

and collector design conditions as well as plant parameters such as mass flow rate, pressure ratios and specified

temperature ranges.

Conclusions

Energy and exergy analyses and sustainability assessment of a conceptual solar driven tri-generation system for power,

water heating, air cooling and thermal energy storage are performed. The following findings are obtained from the

present study:

• Highest irreversibility occurs at solar collectors due to very high exergy input considering solar temperature.

• AC energy efficiency and ORC exergy efficiency appear to be highest among other system sub-units.

• Exergy output ratios of cooling and heating are considerably lower than that of energy output ratios due to low exergy

quality of corresponding energy forms.

• Energy and exergy performance of ORC plant using R123 as working fluid is slightly higher than that of R245fa.

However R245fa is selected for the baseline model due to toxicity and ozone depleting potential of R123.

Fig. 15.6 Ambient temperature

effect on efficiencies and

irreversibilities

Fig. 15.7 Effect of

environmental parameters

on plant exergy efficiency

and sustainability
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• It is of importance to select proper condensing and evaporation temperatures for absorption chiller, since these values are

strongly influencing fraction of Li–Br in water and effecting system performance.

• Environmental parameters such as ambient temperature and solar global radiation strongly influence system

performances and exergetic sustainability.

• Exergy efficiency of TES mode at night time is better than that of solar mode at day time.

• Energy stored at TES during day time is considered as useful energy output; thus, energy efficiency of overall system is

comparatively higher than that of TES mode.

• TES integration brings around 8,000 m2 additional solar panel installation to provide a steady-state tri-generation; thus, a

thermo-economic optimisation may be performed for the proposed system to find out flow and investment costs.

However, TES option integration is inevitable to provide steady-state operation of the plant.

• Higher collector concentration ratio, ORC pump pressure ratio and pump inlet temperature, and lower absorption chiller

evaporating and condensing temperatures are recommended to provide better energetic and exergetic performance and

lower plant irreversibility.

Nomenclature

Ex
:

Exergy rate, kJ/s
_I Irreversibility rate, kJ/s
_Q Heat transfer rate, kJ/s
_W Work rate, kJ/s
_m Mass flow rate, kg/s
Aa Absorber area, m

2

Ar Reflector area, m
2

C Concentration ratio
ex Specific exergy, kJ/kg
Fr Collector heat removal factor
SI Sustainability index

St Global solar radiation, kW/m2

Greek Letters

α Absoptivity

ε Emissivity

η Efficiency

ρ Reflectivity

σ Boltzmann’s constant, 5.67 � 10�8, W/m2K4

ω Collector width, m

Subscripts

ch Chemical

col Collector

des Destruction

i Inlet

o Outlet

ph Physical

Acronyms

AC Absorption chiller

ORC Organic rankine cycle

PTC Parabolic trough collectors

TES Thermal energy storage
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Thermodynamic and Cost Analyses of a Residential Hybrid
PV–Fuel Cell–Battery System for a Canadian House 16
Mehdi Hosseini, Ibrahim Dincer, and Marc A. Rosen

Abstract

A residential photovoltaic (PV)-based hydrogen fuel cell system is analyzed using energy and exergy methods, and its

monthly performance is investigated. The PV system is accompanied by a water electrolyser for hydrogen production, a

lead acid battery pack, and a solid oxide fuel cell (SOFC) for reconverting the hydrogen produced to electricity during

periods of solar unavailability. The solar irradiance is based on a monthly average in Toronto in 2011. The energy and

exergy analysis results reported include the PV power output and the shares attributable to the battery and the SOFC in

meeting the electrical demand. The exergy destructions of the main components and the overall efficiencies are presented.

A cost analysis is performed to determine the electricity unit cost over the system lifetime.

Keywords

Photovoltaic � Hydrogen � Fuel cell � Energy � Exergy

Introduction

Solar photovoltaic (PV) systems are capable of converting 10–20 % of solar energy into electricity with zero greenhouse gas

emissions during their operation. These systems can be implemented in residential applications for electricity generation.

However, solar radiation is intermittent, and supplying the electricity of a house requires the use of some energy storage

options. While the PV system supplies the electricity demand of the house, the surplus electricity generated can be used in a

water electrolyser for hydrogen production. Hydrogen is stored in compressed hydrogen tanks, to be fed to a fuel cell later in

the night or during periods of solar unavailability. With this hybrid system, not only the power demand is supplied, but a

certain amount of the thermal demand is also met.

This type of hybrid PV–fuel cell–battery system is the focus of several studies [1–4]. The use of solar energy in a

renewable electricity generation system for a residential area in Italy is studied by Santarelli et al. [5], with solar energy

being one of three main renewable energy resources considered. The result revealed that wind energy is not capable of

meeting the demand, for that specific area. Since solar availability is more constant rather than micro-hydro energy

throughout the year, smaller hydrogen storage capacity is required. Uzunoglu et al. [6] investigate a renewable energy

power generation system which utilizes hydrogen and ultra-capacitors as energy storage options. The power generation

system provides the electricity demand of a house based on the solar irradiance data in Turkey. The main contribution is the

modeling and analysis of a renewable-based energy resource in a residential fuel cell hybrid system with short- and

long-term storage options. The parametric design and dynamic behavior of the hybrid system are examined.
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The components of the PV–fuel cell–battery system have been modeled separately by researchers. Sukamongkol et al.

[7] study the performance of a PV system with simulation. Chenni et al. [8] and Nordin and Omar [9] validate the results of

detailed mathematical models with I–V characteristic and maximum power point of real PV modules. A direct coupling

of photovoltaic systems to water electrolysers for hydrogen production is the main focus of the study by Clarke et al. [10],

who found that the system cost and therefore hydrogen production cost decrease with their proposed configuration. This is

achieved while retaining minimum energy loss and maximum safety for the system. Solid oxide fuel cells (SOFC) are

increasingly being applied in stationary power generation, especially in combined heat and power (CHP) systems and in

remote areas. These systems have been studied comprehensively, in terms of experimentation, modeling, thermodynamic

analysis, and implementation [11–14].

The performance of the PV–fuel cell system depends on weather conditions; here, the system is analyzed for a Canadian

house with relevant solar data. The investigation of the hybrid PV–fuel cell system based on energy and exergy (quality of

energy) determines the rates of energy and exergy flows in each component. The results of the analyses are used for

calculating system outputs, efficiencies, and exergy destruction rates. The main contribution of the present research is the

analysis of the hybrid PV–fuel cell system on a monthly basis. The daily average solar irradiance during each month of

operation is taken as the input to the PV modules. The total daily average outputs of the system components are reported,

along with system efficiencies. The annual total exergy destructions of the system’s main components are presented, and the

electricity unit cost is calculated for the system lifetime.

System Description

The configuration of the hybrid PV–fuel cell–battery system, shown in Fig. 16.1, is selected to meet the electricity

requirement of a Canadian house. Solar energy is converted to electricity by the PV modules. The electricity generated is

directed to a load controller, which makes the decision of energy distribution within the system components and the house.

The load controller directs a part of the electricity generated to meet the power demand. The electrolyser converts the surplus

electricity to hydrogen, which is stored in a pressurized hydrogen tank. During periods of solar unavailability, the fuel cell

and battery cover the load. The operation of the battery is limited to the conditions where the electric load exceeds the solid

oxide fuel cell (SOFC) nominal power.

The SOFC is fed with the hydrogen (the fuel, which is stored in the storage tank) and ambient air as the oxidant. Hydrogen

is preheated via heat transfer from an external source, while air preheating is performed utilizing the heat from the SOFC
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stack gases, which have adequate energy for recovery for heating or hot water production. This is accomplished using a heat

recovery steam generator (HRSG), which generates low pressure saturated steam. As shown in Fig. 16.1, the steam

generated in the HRSG can be used in an absorption chiller for cooling purposes, or it can be used for hot water production.

The operational algorithm is simplified and illustrated in Fig. 16.2. Once the PV output power and the load demand are

calculated, the control system decides on the operation of the system components. A lower demand than the PV output

results in the operation of the electrolyser or the charging of the battery pack. If the demand is higher than the electric power

of the photovoltaic system, the fuel cell and the battery will be in operation.

Energy and Exergy Analyses

The modeling and energy and exergy analyses of the hybrid PV–fuel cell–battery system are briefly presented in this section.

Photovoltaic System

A previous paper [4] reported energy and exergy analyses of a residential PV–fuel cell–battery for a Canadian detached

house. That analysis is used in this work. The current–voltage characteristics are calculated as a function of light current and

reverse saturation current. The cell temperature and series resistance affect the I–V characteristics, as well. The general

equation to obtain the I–V characteristics of the PV modules can be expressed as [8]

I ¼ G

Gref

� �
IL, ref þ kt Tcell � Trefð Þð Þ � I0 exp

q V þ IRsð Þ
γkTcell

� �
� 1

� �
ð16:1Þ

where G is solar insolation W/m2, Gref is the solar insolation at the design condition, IL,ref is calculated based on the

manufacturer data for short circuit and maximum point currents, and kt is the manufacturer supplied temperature coefficient

of short-circuit current (A/�C). The maximum power output of the PV modules is at a point where voltage and current have

their maximum values. The control system for the PV system is designed so that the system operates at the maximum power

point. The energy and exergy efficiencies of the PV cell at maximum power point are given by

ηPV,mp ¼
Pmp

_Ensolar
¼ Imp � Vmp

G� Acell

ð16:2Þ

ψPv,mp ¼
Pmp

_Exsolar
¼ Imp � Vmp

G� Acell � 1� 4
3

T0

Tsun
þ 1

3
T0

Tsun

� �4
� � ð16:3Þ
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Fig. 16.2 Solving algorithm for providing the detached house with electricity
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Water Electrolyser

For surplus electricity from the PV system, Pin,el, the energy efficiency relation of the electrolyser is used to calculate the

produced hydrogen flow rate:

ηel ¼
_mH2

LHVH2

Pin, el
ð16:4Þ

Solid Oxide Fuel Cell

The Butler–Volmer equation is used to relate the current and voltage output of the solid oxide fuel cell. Relevant voltage drops

due to ohmic, activation, and concentration losses are considered in the calculation of SOFC electric power output according

to Colpan et al. [12] and Motahar and Alemrajabi [13]. The energy and exergy efficiencies for the fuel cell system are

ηSOFC ¼
_W net�SOFC

_mH2,SOFC LHVH2
þ _QH2�preheat

ð16:5Þ

ψSOFC ¼
_Wnet�SOFC

_mH2,SOFC exH2
þ _ExH2�preheat

ð16:6Þ

The purpose of the hybrid system is to provide a detached house with zero-emission electricity. The system also provides

a part of the heating/cooling demand. This is performed through heat recovery from the fuel cell stack gases.

Heat Recovery Steam Generator

The HRSG is treated as a heat exchanger. Subcooled water enters the economizer section and receives heat from the gases

leaving the HRSG. After it heats up to the saturation temperature at the boiler pressure, water vapor is formed inside the

pipes. The saturated steam generated in the HRSG leaves the unit for hot water production or cooling purposes.

Hybrid PV–Fuel Cell–Battery System

The overall efficiencies of the hybrid system consider all the useful outputs and the inputs to the system. The electric power

demand of the house and the heat recovered from the fuel cell exhaust gases are considered as outputs. The inlets to the

overall hybrid PV–Fuel Cell–Battery system are solar irradiance and the heat required to preheat the fuel feed to the SOFC.

Both enenrgy and exergy efficiencies of the overall system are then defined as follows:

ηtotal ¼
Pdemand þ _mH2

LHVþ _Qs,HRSG

_Ensolar þ _QH2�preheat

ð16:7Þ

ψtotal ¼
Pdemand þ _mH2

exH2
þ _Exs,HRSG

_Exsolar þ _ExH2�preheat

ð16:8Þ

Assumption and Data

The thermodynamic and cost analyses are based on the following assumptions and data:

• The average daily demand is used of a 140 m2 detached house (22.2 kWh/day).

• The solar irradiance is based on a monthly average in Toronto in 2011. The calculations are for each month, separately.

• The Proton Exchange Membrane (PEM) electrolyser is selected to operate at 30 bar and 65 % efficiency.

• The hydrogen generated by the electrolyser process is stored at 25 bar on a seasonal storage basis. The size of the storage

tank is determined based on the seasonal need for hydrogen.
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• The fuel cell is an atmospheric SOFC.

• The fuel cell nominal power is 1 kW (after accounting for 4 % internal consumption). The size of the fuel cell determines

the size of the PV array, the hydrogen storage tank, and the battery.

• The annual amount of the stored hydrogen must be positive; therefore, a PV panel with 86 modules is selected.

The nominal power output of each module is 210 W [at standard test conditions (STC)].

Figure 16.3 shows the daily electricity demand of the house. These sets of data are used in the previous work of the

authors [4] for comparison of the performance of the system in summer and winter of 2011. Here, the data, which are

adopted from the study for International Energy Agency [14], are used to perform the thermodynamic analysis and cost

evaluation of the system for each month of operation.

The University of Toronto publishes solar irradiance data in Toronto over the past 6 years. Here, the 2011 solar irradiance

presented in Fig. 16.4 is used [15]. Although the average monthly solar radiation on 24 h basis is used in the analyses,

Fig. 16.3 Hourly electric power

demand of the detached house

broken down by hour of the

day [14]

Fig. 16.4 Average daily solar

irradiance over each month

of 2011 (adapted from [15])
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Fig. 16.5 is presented to illustrate the significant difference between the summer and winter solar availability.

The performance of the PV modules, and as a result the hybrid system components, are strongly dependent on the solar

irradiance, as discussed further in section “Results and Discussion”. The cost model considers only the purchase, installation

labor, and operation and maintenance of the system components. The details are provided in Table 16.1.

Results and Discussion

The load profile depends on the instantaneous demand, which requires precise measurement of electricity consumption.

However, the thermodynamic analyses can be performed based on average values to determine the initial sizes of the system

components, the pattern of energy flow in the electricity generation system, and the sources of losses. The results can also

help developing a control strategy and dynamic model for further investigations.

Fig. 16.5 Electric power output

of the PV–fuel cell system

component on a daily basis

as a monthly average

Table 16.1 Equipment purchase and operation and maintenance costs

System and component Nominal size Unit cost Cost

PV system [16]
PV system 18.06 kW 5,156 $/kW US$ 93,113.66
O&M [17] 47 $/kW/year US$/year 848.82

Fuel cell system [18]
SOFC, balance of plant (BOP) 1 kW 2,296.73 $/kW US$ 2,296.73
O&M 5 % of purchase US$/year 114.84
Stored hydrogen 117.29 kg (3,909.28 kWh)
Hydrogen storage tank 58.12 m3 at 25 bar, 300 K 4 $/kWh US$ 15,636.73
O&M 3 % of purchase US$/year 469.10

Electrolyser
PEM electrolyser, BOP, installation 14.45 kW 586.5 $/kW US$ 8,474.93
O&M 5 % of purchase US$/year 423.75
Battery, BOP, installation 5 kWh 185 $/kWh US$ 937.50
O&M 3 % of purchase US$/year 28.12

Total hybrid system capital cost US$ 120,459.55

Operation and maintenance US$/year 1,888.63

Total O&M cost over the system lifetime (25 years) US$ 47,115.75

Total estimated system cost over 25 years US$ 167,575.30
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In this study, the hourly solar irradiance and load demand are considered in the analyses. The data for solar irradiance are

derived from the average values over each month of the year 2011. However, the presented results only show the total daily

generation/consumption of each system component. The system is considered to perform the same throughout the month.

The electric power supply by each component of the hybrid PV–fuel cell–battery system (in kWh per day) is presented in

Fig. 16.5. The results are reported for each month, considering average values of solar irradiance in each month. Figure 16.5

presents the daily share of power supply of the PV modules, fuel cell, and batteries in each month. With the increase in solar

irradiance in the summer months (Fig. 16.4), the PV electric power output increases significantly. Therefore, most of the

electricity demand is directly met by the PV output, and the fuel cell has its minimum share in supplying the demand.

To quantify this significant difference, the power penetrations of the PV system and the fuel cell–battery are shown in

Fig. 16.6. Due to less solar irradiance in Fall-Winter months, the fuel cell–battery penetration in demand is as high as 80 %

in January and December. The supply share of the fuel cell–battery of the demand decreases with the rise in solar availability

in summer months.

The surplus electricity generated by the PV modules is directed to the electrolyser. The daily hydrogen production rate is

shown in Fig. 16.7, with July having the maximum production rate as 2.33 kg/day. The fuel cell hydrogen consumption is

related to its power output rate; therefore, more hydrogen is consumed by the SOFC during winter days. The difference

between the electrolyser hydrogen production rate and the SOFC fuel consumption rate is taken as the amount of the

hydrogen which needs to be stored in or provided by the hydrogen storage tank. The positive values for hydrogen storage in

Fig. 16.5 illustrate more production than what is consumed by the fuel cell. The negative values mean that the electrolyser

is not capable of producing enough hydrogen for the SOFC, and hydrogen is supplied by the storage tank. The hydrogen

storage tank must be large enough to cover the total consumption during the months with more consumption than

production.

The annual exergy destructions in the hybrid PV–fuel cell–battery system are given in Table 16.2, which shows that the

PVmodules are the main source of exergy destruction in the system. Improving the efficiency of the PV cells leads to a lower

exergy destruction. Exergy destruction in the fuel cell is caused by several phenomena, e.g., electrochemical reactions and

high temperature preheating of the air and hydrogen flows.

The efficiencies of the system components change when their operating conditions deviate from the nominal conditions.

The variations of the efficiencies of the PV and fuel cell systems are presented in Fig. 16.8. In summer days, the average

daily solar irradiance is closer to the standard test condition of the photovoltaic cells. However, the fuel cell appears to work

at its nominal power rate throughout the year. Higher values are obtained for exergy efficiency because solar exergy, the

input to the PV module, is less than solar energy. In the case of the fuel cell, the exergy of the required heat for hydrogen

preheating is less than its energy content, which results in higher efficiencies based on exergy rather than energy.

Fig. 16.6 PV and SOFC–battery

power penetration
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Table 16.2 Total yearly exergy destruction in the major hybrid system components

Component PV Electrolyser SOFC HRSG

Exergy destruction, kWh/year 81,974.77 4,734.40 5,249.03 510.18

Fig. 16.8 Energy and exergy

efficiencies of the PV and SOFC

systems

Fig. 16.7 Monthly hydrogen

storage/consumption
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However, interesting results are obtained for the overall efficiencies of the hybrid PV–fuel cell–battery system.

According to Fig. 16.9, the efficiencies differ significantly with month. Higher values are reported for Fall-Winter months

in which the fuel cell–battery penetration is a maximum, and lower values are reported for Spring-Summer months in which

the PV modules provide a greater portion of the demand. The difference in the efficiencies of PV and fuel cell systems is the

cause of such results.

The unit cost of electricity is a function of the total estimated cost and the total electricity production over 25 years of

operation. The total annual electricity production is the sum of the daily production over 365 days of the year. Therefore, the

electricity unit cost (EUC) is 0.83 US$/kW. However, another analysis is made to estimate the cost of electricity in each year

of operation of the system. If the capital costs are assumed to be paid off in 10 years, considering the inflation rate (3 %), the

electricity unit cost will follow the trend shown in Fig. 16.10. A significant drop is observed for the 11th year of operation,

since the only costs of the system are associated with operation and maintenance costs.

Fig. 16.9 Energy and exergy

efficiencies of the hybrid PV–fuel

cell–battery system

Fig. 16.10 Annual electricity

unit cost during the hybrid system

lifetime
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Conclusions

Several conclusions can be drawn from the thermodynamic and cost analyses reported here of a hybrid PV–fuel cell–battery

system as applied to a Canadian house. The nominal maximum power output of the PV modules is 18.06 kW, which is five

times higher than the demand maximum power. The photovoltaic system is sized to meet the demand either directly or

by storage of hydrogen generated in the electrolyser. Due to less solar irradiance in Fall-Winter months, the fuel cell–battery

penetration in supplying of the demand is as high as 80 % in January and December. The supply share of the fuel

cell–battery in meeting the demand decreases with the rise in solar availability in Summer months. The maximum H2

production rate is in July (2.3 kg/day), and the hydrogen consumption is maximum in January (0.99 kg/day).The efficiencies

differ significantly with the time of the year. Higher values are observed for fall-winter months in which the fuel cell–battery

penetration is a maximum, and lower values are observed for Spring-Summer months in which the PV module provides a

greater portion of the demand. The electricity unit cost is 0.83 $/kWh based on a 25-year economic evaluation period of the

hybrid PV–fuel cell–battery system.

Acknowledgment The authors acknowledge the support provided by the Natural Sciences and Engineering Research Council of Canada.

Nomenclature

ex Specific exergy, kJ/kg

En
:

Energy flow rate, kW

Ex
:

Exergy flow rate, kW

G Solar irradiance, W/m2

IL PV light current, A

I0 Reverse saturation current, A

I PV electric current, A

k Boltzmann constant

kt Manufacturer supplied temperature

coefficient of short-circuit current, A/�C

LHV Lower heating value, kJ/kg

_m Mass flow rate, kg/s

P Power, kW
_Q Heat transfer rate, kW

Rs Series resistance of the PV cells, Ohm

T Temperature, K

V Voltage, V
_W Work rate, kW

Greek Letters

γ PV cell shape factor

η Energy efficiency, %

ψ Exergy efficiency, %

Subscripts

0 Ambient condition

cell PV cells

H2 Hydrogen

in, el Input to the electrolyser

mp Maximum power

SOFC Solid oxide fuel cell

Acronyms

CHP Combined heat and power

PV Photovoltaic

SOFC Solid oxide fuel cell

STC Standard test condition
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Thermodynamic Assessment of Waste Heat Operated
Combined Compression–Absorption Refrigeration System 17
Abdul Khaliq and Ibrahim Dincer

Abstract

An industrial waste heat operated combined refrigeration cycle is proposed, which integrates the Rankine cycle and

compression–absorption refrigeration cycle. This combined cycle produces higher coefficient of performance than the

conventional refrigeration cycle. An analysis through energy and exergy is performed to guide the thermodynamic

improvement for this cycle, and a comprehensive parametric study is conducted to investigate the effects of exhaust gas

inlet temperature, pinch point, and gas composition on energetic and exergetic COP and exergy destruction in each

component of the combined refrigeration cycle. The results show that the exhaust gas inlet temperature and pinch point

have significant effects on exergy destruction in most of the components of the cycle. Effects of increasing the exhaust

gas temperature and pinch point were found negligible for exergy destruction in solution pump and throttling valve. Both

energetic and exergetic COPs increases with the increase in exhaust gas temperature and decreases with the increase in

pinch point and oxygen content of the gas. Modeling the exhaust gas as an air underestimates the energetic performance

and overestimates the exergetic performance of the combined refrigeration cycle. This study contributes important

information to the role of operating variables influence on the thermodynamic performance of low temperature source

combined compression–absorption refrigeration system.

Keywords

Combined refrigeration system � Vapor compression � Absorption � Energetic � Exergetic � Irreversibility

Introduction

A significant amount of heat is wasted as flue gases from industries. The flue gases on the virtue of being at a higher

temperature (400–500 �C) relative to the surroundings and having a higher mass flow rate possess considerable amount of

available energy, which if not utilized properly will lead to huge undesirable energy loss and increase in environmental

pollution. In recent years a great deal of attention is focused on to utilize the waste heat for various applications and to

analyze the units which are used to absorb heat from waste flue gases [1, 2]. There is a greater scope to recover waste heat

from various industries and produce power, useful heat, and refrigeration, using a HRSG [3].

Thermodynamics permits the behavior, performance, and efficiency to be described for systems for the conversion of

energy from one form to another. Conventional thermodynamic analysis is based primarily on the first law of thermody-

namics, which states the principle of conservation of energy. An energy analysis of an energy-conversion system is
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essentially an accounting of the energies entering and exiting. The exiting energy can be broken down into products and

wastes. Efficiencies are often evaluated as ratios of energy quantities, and are often used to assess and compare various

systems. Power plants, heaters, refrigerators, and thermal storages, for example, are often compared based on energy

efficiencies or energy-based measures of merit. However, energy efficiencies or energy-based coefficient of performance

values are often misleading in that they do not always provide a measure of how nearly the performance of a system

approaches ideality. Further, the thermodynamic losses which occur within a system (i.e., those factors which cause

performance to deviate from ideality) often are not accurately identified and assessed with energy analysis. The results of

energy analysis can indicate the main inefficiencies to be within the wrong sections of the system, and a state of

technological efficiency different than actually exists. Exergy analysis permits many of the shortcomings of energy analysis

to be overcome. Exergy analysis, by stemming from the second law of thermodynamics, is useful in identifying the causes,

locations, and magnitudes of process inefficiencies. The exergy associated with an energy quantity is a quantitative

assessment of its usefulness or quality. Exergy analysis acknowledges that although energy cannot be created or destroyed,

it can be degraded in quality, eventually reaching a state in which it is in complete equilibrium with the surroundings and

hence of no further use for performing tasks [4].

Industrial waste heat utilization for the production of power and refrigeration and its exergy analysis has been the subject

of many investigators. Butcher and Reddy [3] conducted the second law analysis of a waste heat recovery-based power

generation system. Liu and Zhang [5] proposed a waste heat operated ammonia water cycle for the cogeneration of power

and refrigeration. They introduced a splitting/absorption unit into the combined power and refrigeration system. Zhang and

Lior [6] proposed a new ammonia water system for the cogeneration of refrigeration and power. They investigated the

effects of the key thermodynamic parameters on both energy and exergy efficiencies. Khaliq et al. [7] presented the exergy

analysis of cogeneration cycle for the combined production of power and refrigeration that provide effective utilization of

waste heat with reduced emissions. They investigated the effects of the industrial waste heat gas composition, specific heat,

pinch point, and gas inlet temperature to heat recovery steam generator (HRSG) on thermodynamic performance parameters

of the cycle, and summarized some guidelines for integration of waste heat operated power and refrigeration system to for

higher energy and exergy efficiencies. Khaliq et al. [7] also reported the exergy analysis of waste heat recovery-based

multiple output thermodynamic system for simultaneous production of power, heat, and refrigeration.

To meet out the cooling load demand caused by high air-conditioning requirement during summer time HVAC and

refrigeration industry adopted the combined compression absorption refrigeration cycles. Absorption refrigeration machines

are commercially available and they exhibit continuous and stable operation under part load conditions from 0 to 100 %, but

their COP values are relatively low compared with vapor compression refrigeration system. However, absorption refrigera-

tion cycle combined with compression refrigeration cycle provide high system performance over heat engine-driven

compression refrigeration cycle because it uses the waste heat from HRSG to meet the cooling load resulting in the

reduction of grid peak load caused by high air-conditioning demand [8, 9].

In order to utilize the industrial waste heat for its potential in meeting the cooling load demand and alleviating

environmental problems, a combined compression–absorption refrigeration cycle is proposed in which the steam generated

in HRSG through waste heat runs the turbine that directly drives the vapor compression refrigeration cycle, feed water pump,

and solution pump of absorption cycle. The waste heat at the exit of HRSG (stack gases) is used to drive LiBr–H2O absorption

refrigeration system. This combined cycle can produce two refrigeration outputs simultaneously from industrial waste heat.

In the present study, a thermodynamic analysis is conducted using combined first and second law approach to evaluate the

performance of this combined refrigeration cycle, and the parametric analysis is performed to examine the effects of key

thermodynamic parameters; waste heat gas composition, specific heat, pinch point temperature difference, and gas inlet

temperature on the cycle performance. In addition, a ranking among the components of the cycle is achieved with exergy

destruction as a function by means of irreversibility analysis. Exergy analysis usually aims to determine the maximum

performance of the system and identify the component in which major exergy loss occurs and indicates the possibilities of

thermodynamic improvement of the cycle under consideration.

System Description and Assumptions

The proposed cycle combines the Rankine cycle and the compression–absorption refrigeration cycle which can produce two

refrigeration outputs simultaneously with single heat source. Figure 17.1 illustrates the waste heat operated combined

compression–absorption refrigeration system.

The waste heat from the industry enters the HRSG in which high pressure and temperature vapor is generated by utilizing

waste heat. The high pressure and temperature vapor is expanded in the turbine to produce power which is required
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by compressor of vapor compression system, feed water pump, and solution pump of absorption refrigeration system.

The turbine exhaust enters the condenser where it condenses from vapor to a liquid by rejecting heat to the surroundings.

The liquid pressure is then increased to the HRSG pressure by pump where it is again vaporized. The high pressure

refrigerant R134a at the exit of compressor enters the condenser where it rejects heat to the surroundings. The refrigerant

leaving the condenser enters the evaporator after passing through the expansion valve. In evaporator, the refrigerant R134a is

vaporized by absorbing heat from the cooling media where the first cooling effect is produced. The stack gases at the exit of

HRSG enter the generator of vapor absorption system. The refrigerant (H2O) is separated from LiBr–H2O mixture in the

evaporator by means of heat driven by stack gas. The solution circulation ratio f ¼ _ms2=
_mr

� �
depends on the temperature to

which the solution is heated. After reaching the desired temperature the refrigerant passes through the condenser and enters
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the evaporator through the throttling valve. In evaporator the refrigerant H2O is vaporized by absorbing heat from the

cooling media and the second cooling effect is produced in the cycle. The saturated steam at the exit of the evaporator enters

the absorber where it mixes with the weak solution, generating heat that has to be dissipated to increase the efficiency of the

mixing process. The heat released in the condenser and in the absorber is rejected to the cooling water. The mixing process

results in strong solutions that exit the absorber and is then pumped to the upper pressure of the cycle. The high pressure

strong solution in the generator is again heated to high temperature.

The following assumptions are made in the analysis [7, 10]:

• The system operates at steady state.

• No pressure drops exist on the steam side.

• Pressure drop on gas side does not affect its temperature.

• Lithium bromide solution in the generator and the absorber are assumed to be in equilibrium at their respective

temperatures and pressures.

• Refrigerant (water) at condenser and evaporator exit in saturated states.

• Strong solution of the refrigerant leaving the absorber and the weak solution of refrigerant leaving the generator are

saturated.

• Pressure losses in all the heat exchangers and the pipelines are neglected.

• To avoid crystallization of the solution, the temperature of the solution entering the throttling valve should be at least

7–8 �C above crystallization temperature.

• The system uses waste heat of industry to generate steam and then to drive the turbine of Rankine engine.

• Refrigerant compressor (RC), feed water pump and solution pump are powered by the Rankine engine.

• All heat exchangers are assumed to be counter flow devices.

• Heat losses towards the surroundings air are not been taken into account, as they are generally a minute fraction of the

other energy transfers.

Thermodynamic Analysis

Here we first need a property evaluation before getting into analysis. The exhaust gas is considered as air in one case and the

actual gas composition in other cases. The specific heat of air is calculated using standard thermodynamic tables. The

specific heat of the actual exhaust gas is determined using the relation [11].

CP ¼ R

M
αþ βT þ γT2 þ δT3 þ εT4
� � ð17:1Þ

where T is the gas temperature in K, and the equation is valid from 300 to 1,000 K. R is the universal gas constant, M is the

molar mass of the gas, and α, β, γ, δ, ε are gas constants for various ideal gases.
The specific heat of a mixture of gases [CP(T)] is expressed as the sum of the specific heats of each component [CPi(T)]

and their mass fractions yi.

CP Tð Þ ¼
Xn
i¼1

yiCPi Tð Þ ð17:2Þ

The entropy change for an ideal gas mixture between states 1 and 2 is expressed as

s2 � s1 ¼
Xn
i¼1

yi s2 � s1ð Þi ð17:3Þ

Using the temperature profile and pinch point, the stack gas temperature of HRSG can be calculated by [12].

Tg2 ¼ TP þ PPð Þ � Tg1 � TP þ PPð Þ� � hf � hc
hg � hf

� �
ð17:4Þ

where TP is the process heat temperature of steam leaving the HRSG and PP stands for a pinch point.
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The steam generation rate in the HRSG is obtained by performing the energy balance as

_ms1 ¼ _mg

CPTg1
Tg1 � CPTg2

Tg2

hs4 � hw3

� �
ð17:5Þ

where _mg is the mass flow rate of exhaust gas from industry, CP is the specific heat of exhaust gas, hs4 and hw3 are the

enthalpies of steam at the HRSG outlet and feed water at the HRSG inlet, respectively.

The rate of heat input _Qin to the system is given by

_Qin ¼ _mg CPTg1
Tg1 � CPTg, leavingGEN

Tg, leavingGEN

h i
ð17:6Þ

The power output of steam turbine is equal to the power consumed by the refrigerant compressor, feed water pump (P1),

and solution pump (P2).

_WST ¼
_WRC

ηRC
þ

_WP1

ηP1
þ

_WP2

ηP2
ð17:7Þ

where ηRC is the refrigerant compressor efficiency and ηP1, ηP2 are the pump efficiencies.

The rate of cold production (refrigeration capacity) of vapor compression evaporator _QE1

� �
may be obtained after

applying the energy balance on the evaporator as

_QE1 ¼ _mVCR h21 � h20ð Þ ¼ _mE1 hj � hk
� � ð17:8Þ

where _mVCR is the mass flow rate of the refrigerant R134a used in vapor compression refrigeration cycle.

The rate of cold production (refrigeration capacity) at the evaporator of vapor absorption refrigeration _QE2

� �
may be

obtained in the similar fashion and is given by

_QE2 ¼ _mr h11 � h10ð Þ ¼ _mE2 hc � hdð Þ ð17:9Þ
The enthalpy and entropy values of LiBr–H2O mixture at the inlet and outlet of the evaporator of absorption refrigeration

can be obtained from [13, 14].

Performance Parameters

The system performance can be evaluated by the energetic COP which may be defined as the useful energy output divided by

the total energy input and is given by

COPI ¼
_QE1 þ _QE2

_Qin

ð17:10Þ

where _QE1 is the refrigeration output of vapor compression system, _QE2 is the refrigeration output of vapor absorption

refrigeration system, and _Qin is the heat rate added to the cycle.

From the view point of first law of thermodynamics, energy conservation used to determine the overall thermal

performance, quantity and quality are equivalent. On the other hand, based on the second law of thermodynamics, exergy

quantifies the difference between quality and quantity in terms of irreversibility and it is defined as the maximum amount of

work which can be produced by a system when it comes to equilibrium with a reference environment. Therefore, the exergetic

COP evaluates the cycle performance from the energy quality and it is chosen as a criterion for the performance evaluation.

Exergetic COP is defined as the exergy output divided by exergy input to the cycle. The exergy input is taken as the

available energy change of the heat source. The exergy output is the exergy of refrigeration associated with _QE1 and
_QE2.

COPII ¼
_EE1 þ _EE2

_Ein

ð17:11Þ
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where

_EE1 ¼ _QE1

T0 � TE1

TE1

� �
ð17:12Þ

_EE2 ¼ _QE2

T0 � TE2

TE2

� �
ð17:13Þ

and

_Ein ¼ _mg h Tg1

� �� h T0ð Þ� �� T0 s Tg1

� �� s T0ð Þ� �� 	 ð17:14Þ

which is the exergy of the exhaust gas entering the HRSG with reference to the environment. T0 is the environmental

temperature and s(T) is specific entropy.

Irreversibility Analysis

Irreversibility analysis of a complex system can be performed by analyzing each component of the system separately using

combined first and second law approach. Identifying the equipment in which main exergy loss occurs shows the direction for

potential improvement.

The general exergetic balance applied to a fixed control volume is given by

X
_Qj 1� T0

Tj

� �
� _W þ

X
in

_minein �
X
out

_mouteout � _ID ¼ 0 ð17:15Þ

where _Qj is the heat transfer rate to the system,W
:
the mechanical power produced by the system, _ID the irreversibility rate,

and e is the flow exergy associated with the stream of matter.

The kinetic and potential energies are usually neglected in the case of air, because the velocity of the fluid and the height

changes are small, and since there is departure of chemical substances from the cycle to the environment, the chemical

exergy is taken as zero if there is no change in chemical composition (e.g., for the air approximation). Therefore, the specific

exergy e can be evaluated as

e ¼ h� h0ð Þ � T0 s� s0ð Þ ð17:16Þ

The exergy destruction or irreversibility rate in each component of combined compression-absorption refrigeration

system may be obtained with the application of Eq. (17.15) and appear in the form of following expressions:

• HRSG

The stack gas temperature at the exit of the HRSG (Tg2) and mass flow rate of steam _ms1ð Þare calculated in Eqs. (17.4) and
(17.5), respectively. The irreversibility rate in the HRSG can be evaluated using exergy balance and may be reported as

ID,HRSG ¼ _mg h Tg1

� �� h Tg2

� �� �� T0 s Tg2

� �� s Tg1

� �� �� 	� _ms1 hs4 � hw3ð Þ � T0 ss4 � sw3ð Þ½ � ð17:17Þ

• Steam turbine (ST)

The exergy destruction or irreversibility rate in the steam turbine is given by

_ID,ST ¼ _ms1 hs4 � h5ð Þ � T0 ss4 � s5ð Þ½ � � _WST ð17:18Þ

• Condenser-1 (C1)

_ID,C1 ¼ _ms1 h5 � h6ð Þ � T0 s5 � s6ð Þ½ � ð17:19Þ
The exergy destruction associated with the change in state of cooling water has not been included because it has found to

be negligible.
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• Pump-1 (P1)

_ID,P1 ¼ _WP1 � _mw hw3 � h6ð Þ � T0 sw3 � s6ð Þ½ � ð17:20Þ
• Refrigerant compressor (RC)

The exergy destruction in refrigerant compressor (RC) is given by

_ID,RC ¼ _WRC � _mVCR h18 � h21ð Þ � T0 s18 � s21ð Þ½ � ð17:21Þ
• Condenser 2 (C2)

The refrigerant vapor goes to condenser 2 (C2) from the refrigerant compressor (RC). The irreversibility rate or exergy

destruction rate in the condenser 2 (C2) is given by

_ID,C2 ¼ T0 _mVCR s19 � s18ð Þ þ _mC2 si � shð Þ½ � ð17:22Þ

• Expansion valve (EV1)

The condensed refrigerant from condenser (C2) goes to the expansion valve (EV1) where its pressure reduces to the

evaporator (E1) pressure. The irreversibility rate is given by

_ID,EV1 ¼ _mVCR T0 s20 � s19ð Þ ð17:23Þ
• Evaporator1 (E1)

The condensed refrigerant from the condenser goes to the expansion valve1 (EV1), and after expansion it goes to the

evaporator1 (E1). Therefore, the irreversibility rate in the evaporator1 (E1) is given by

_ID,E2 ¼ T0 _mVCR s21 � s20ð Þ þ _mE1 sk � sj
� �� � ð17:24Þ

• Generator (GEN)

Energy and mass balances allow us to determine the heat transferred by the external fluid to the solution within the

generator. The irreversibility in the components of vapor absorption refrigeration part of the system used for cooling is

evaluated starting with exergy balance on the generator.

We obtain the exergy destruction rate because of the irreversibilities due to heat transfer between the external fluid and

the solution and is given by

_ID,GEN ¼ T0 _mr s8 � s15ð Þ þ _mS2 s15 � s14ð Þ½ � þ _mgT0 s7 � s2ð Þ ð17:25Þ
The first two terms are positive while the third is negative. The overall exergy destruction is positive.

• Solution heat exchanger (SHE)

In the similar fashion, the irreversibility rate or exergy destruction rate in the SHE, solution pump (P2), condenser (C2),

evaporator (E1), and expansion valve (EV2) can be obtained in the form of following equations. The irreversibility rate in

the SHE is given by

_ID,SHE ¼ T0 _mS2 s14 � s13ð Þ þ _mS2 � _mrð Þ s16 � s15ð Þ½ � ð17:26Þ
• Pump-2 (P2)

The pump transports the diluted solution in liquid state from the absorber to the generator, raising its pressure.

The irreversibility rate in the pump (P2) is given by

_ID,P2 ¼ _mS2 T0 s13 � s12ð Þ ð17:27Þ

• Throttling valve (TV)

The throttling valve (TV) reduces the pressure of the concentrated solution from the high pressure in the generator to the

low pressure in the suction side of the absorber. The irreversibility rate in the throttling valve (TV) may be given as

_ID,TV ¼ _mS2 � _mrð ÞT0 s17 � s16ð Þ ð17:28Þ

where _ID,TV is higher than zero, since the difference is positive.
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• Absorber (A)

The absorber (A) absorbs the refrigerant vapor at low pressure and low temperature, which condenses in the solution. By

means of mass, energy, and exergy balances, the irreversibility rate in the absorber (A) may be defined as

_ID,A ¼ T0 _mS2s12 � _mS2 � _mrð Þs17 � _mrs11 þ _mA sf � se
� �� � ð17:29Þ

• Condenser3 (C3)

The refrigerant vapor goes to condenser (C3) from the generator (GEN). The irreversibility rate or exergy destruction rate

in the condenser is given by

_ID,C3 ¼ T0 _mr s9 � s8ð Þ þ _mC sb � sað Þ½ � ð17:30Þ

• Evaporator (E2)

The condensed refrigerant from the condenser goes to the expansion valve, and after expansion it goes to the evaporator2

(E2). Therefore, the irreversibility rate in the evaporator is given by

_ID,E2 ¼ T0 _mr s11 � s10ð Þ þ _mE2 sd � scð Þ½ � ð17:31Þ

• Expansion valve 2 (EV2)

The condensed refrigerant from condenser (C3) goes to the expansion valve (EV2) where its pressure reduces to the

evaporator pressure. The irreversibility rate is given by

_ID,EV2 ¼ _mr T0 s10 � s9ð Þ ð17:32Þ

Results and Discussion

A parametric analysis is performed to assess the effect of exhaust gas inlet temperature, gas composition, and pinch point

temperature difference on the combined first and second law performance of waste heat operated combined compressio-

n–absorption refrigeration system. Inclusion of exergy destruction in an irreversibility analysis approaches the performance

of a real cycle. Operating conditions were individually varied in a straight forward thermodynamic analysis to study the

effect of an exergy destruction and energetic and exergetic COPs of the combined refrigeration cycle. The parametric

analysis gave insight into the behavior of the cycle and showed that analysis of the cycle would be adequate with the

application of combined first and second law of thermodynamics.

The exhaust gas composition of the fuel i.e., natural gas and the operating details of the present analysis are listed in

Tables 17.1 and 17.2, respectively. The combustion products, mass fraction of each gas, and the test parameters used in the

parametric analysis of combined refrigeration cycle are also shown in above two tables.

Figure 17.2 shows the effect of change in exhaust gas inlet temperature (Tg1) and gas composition on energetic COP of

waste heat operated combined compression–absorption refrigeration cycle for a fixed pinch point of 30 �C. It is found that as
exhaust gas inlet temperature increases, the energetic COP increases correspondingly. This is because higher exhaust gas

temperature boosts the power output of the Rankine engine resulting in higher referigeration capacity of the compression

system. The waste heat at the exit of HRSG which increases with the increase in Tg1 for fixed pinch point is being recovered

in combined refrigeration system to produce additional cooling through vapor absorption system. Therefore, increase in

Table 17.1 Exhaust gas composition [3]

Combustion products

Mass fraction (%)

Gas I Gas II Air

CO2 4.42 10.28 –

H2O 3.43 8.41 –

O2 16.55 7.48 20.95

N2 75.6 73.82 78.08

Ar – – 0.93

Other – – 0.01
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exhaust gas inlet temperature causes a significant improvement in the energetic COP of the combined refrigeration system. It

is also observed that the energetic COP of combined refrigeration cycle varies with the change in gas composition and

oxygen content of the exhaust gas and it is found that the energetic COP decreases with the increase in oxygen content of the

exhaust gas. Figure 17.2 clearly shows that air standard approach to cycle analysis underestimates its energetic COP and

hence actual gas composition needs to be considered for accurate prediction of energetic performance.

Figure 17.3 shows the effect of pinch point temperature and gas composition on energetic COP of the combined

compression absorption refrigeration system for a given exhaust gas temperature Tg1 ¼ 500∘C. It is found that energetic

COP decreases with the increase in pinch point and oxygen content of the exhaust gas. This is because a higher pinch point

causes reduced power output due to low steam generation in HRSG which results in lower cold production at the evaporator

of vapor compression system and higher refrigerating effect at vapor absorption system due to large flue gas temperature.

Since the contribution of vapor compression system towards total cold production of the cycle is greater, therefore, the

energetic COP of the combined refrigeration cycle decreases with the increase in pinch point temperature difference of

HRSG. Reduction in power to cold ratio is more pronounced at a lower pinch point as demonstrated in Fig. 17.3.

The effect of change in exhaust gas inlet temperature and gas composition on exergetic COP of the system for a fixed

pinch point is shown in Fig. 17.4. It is observed that exergetic COP increases with increase in exhaust inlet temperature.

This is because higher gas inlet temperature increases the steam generation rate in the HRSG which boosts the power output

of the Rankine engine, resulting in higher cooling effect at vapor compression system. Increase in exhaust gas inlet

Table 17.2 System test parameters [7]

Test parameter

Gas mass flow rate (kg s�1) 100.00

Gas inlet temperature (K) 723–823

Saturation temperature (K) 549.73

Steam pressure (bar) 60.00

Steam outlet temperature (K) 623.00

Pinch point (K) 10–50

Pressure loss (bar) 5.00

Steam turbine isentropic efficiency (%) 85.00

Pumps (P1, P2) isentropic efficiency (%) 85.00

Refrigerant compressor (RC) isentropic efficiency (%) 85.00

Condenser (C1) pressure (bar) 0.10

Condenser (C3) pressure (bar) 9.00

Environmental temperature (K) 293.00
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temperature for a fixed pinch point results in higher stack temperature which is utilized to produce additional cooling

through vapor absorption system, resulting in increased exergetic COP with the increase in exhaust gas inlet temperature. It

is known that exergy of waste heat which is heat input to the cycle is higher at higher exhaust temperature. This is why the

increase in exergetic COP of the combined refrigeration cycles is not significant. The gas composition also influences

exergetic COP of the combined refrigeration cycle, and hence exergetic COP is different for different gas compositions. This

clearly demonstrates that treating gas as air and doing the exergy analysis based on air result is prediction of the combined

refrigeration cycle performance on low or the higher side. Modeling the exhaust gas as an air can significantly overestimate

the exergetic COP of combined refrigeration cycle.

The effect of variation of pinch point and gas composition on exergetic COP of the combined refrigeration cycle for a

particular exhaust gas inlet temperature is shown in Fig. 17.5. It is found that as the pinch point increases, the exergetic COP

decreases. It also decreases with the increase in oxygen content of the exhaust gas. This is because increase in pinch point

causes reduced exergy of refrigeration at evaporator of vapor compression system due to low steam generation rate in

HRSG. Larger flue gas temperature at the exit of HRSG due to increase in pinch point produce large exergy of refrigeration

through vapor absorption part of the cycle. Since the exergy of cold production through vapor compression is greater than the

same through vapor absorption, therefore the exergetic COP of the combined refrigeration cycle decreases with the increase

in pinch point.
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Combined first and second law of thermodynamic analysis has been performed to evaluate the exergy destruction or

irreversibility in each component of the waste heat operated combined refrigeration cycle. The irreversibility of each

component is calculated based on the assumptions reported in Tables 17.1 and 17.2. It is found that largest irreversibility

occurs in the HRSG. The major irreversibility is due to heat transfer over a finite temperature difference. Since the exergy

destruction in the HRSG is largest in the combined refrigeration cycle, it influences the exergetic COP remarkably.

Decreasing the exergy destruction in HRSG can increase the exergetic COP. Generator, condenser; evaporator, and absorber

are exchanging heat over a finite temperature difference. The exergy destruction in the steam turbine, refrigerant compres-

sor, and throttling valve is due to friction losses of the flow inside these components and due to non-adiabatic compression/

expansion and the corresponding irreversibilities.

The parameters including exhaust gas inlet temperature (Tg1) and pinch point in HRSG could influence the irreversibility

in each component as shown in Tables 17.3 and 17.4. The variation of exhaust gas inlet temperature influences exergy

destruction in HRSG and generator significantly because the heat transfer temperature difference increases in these two heat

exchangers with the increase in Tg1. Increase in exhaust gas inlet temperature leads to insignificant variation of exergy

destruction in rest of the components of the combined refrigeration cycle. Increasing pinch point temperature difference

results in sharp increase in exergy destruction in generator, absorber, condenser, and evaporator of vapor absorption system

due to increase in the heat transfer temperature difference. Variation of pinch point has little effect on the exergy destruction

in HRSG, steam turbine, pump, condenser, and refrigerant compressor of the cycle. There is no effect of pinch point

variation on exergy destruction in throttling valve. Exergy destruction SHE increases significantly with the pinch point but

decreases with the increase in exhaust gas inlet temperature.

The proposed combined cycle can be used as the refrigeration cycle to meet the cooling load demand during summer-

ambient conditions using waste heat from industry, results in meeting the refrigeration and air-conditioning requirement of
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Table 17.3 Variation of exergy destruction rate (%) in each component of the combined compression-absorption refrigeration cycle with

the change in exhaust gas inlet temperature at PP ¼ 30 �C

Tg1 IHRSG IST IC1 IP1 IGEN IC2 IEV2 IE1 IA IP2 ISHE ITV IRC IC3 IEV1 IE2

450 20.88 8.89 8.53 0.08 10.97 1.94 0.12 1.50 2.92 0.01 0.58 0.01 7.28 10.13 8.72 17.44

475 22.56 9.48 9.04 0.09 7.51 1.43 0.09 1.10 2.15 0.01 0.43 0.01 7.72 10.64 9.25 18.48

500 23.91 9.89 9.44 0.10 4.90 1.01 0.06 0.77 1.51 0.01 0.30 0.01 8.05 11.13 9.64 19.27

525 24.75 10.10 9.64 0.18 2.88 0.64 0.04 0.50 0.97 0.01 0.19 0.01 9.18 11.37 9.85 19.69

550 25.25 10.20 9.74 0.27 1.35 0.34 0.02 0.32 0.54 0.01 0.10 0.01 10.2 11.81 9.95 19.89

Table 17.4 Variation of exergy destruction rate (%) in each component of the combined compression-absorption refrigeration cycle with

the change in pinch point temperature (PP) at Tg1 ¼ 500 �C

PP (�C) IHRSG IST IC1 IP1 IGEN IC2 IEV2 IE1 IA IP2 ISHE ITV IRC IC3 IEV1 IE2

10 22.56 10.91 10.41 0.11 1.54 0.38 0.02 0.30 0.58 0.01 0.11 0.01 8.89 12.26 10.65 21.26

20 23.35 10.40 9.93 0.10 3.10 0.69 0.04 0.54 1.04 0.01 0.20 0.01 8.47 11.72 10.14 20.26

30 23.91 9.89 9.44 0.09 4.90 1.01 0.06 0.77 1.52 0.01 0.30 0.01 8.05 11.13 9.64 19.27

40 24.25 9.37 8.95 0.08 6.94 1.32 0.08 1.01 1.98 0.01 0.39 0.01 7.63 10.54 9.14 18.30

50 24.35 8.87 8.46 0.07 9.18 1.62 0.10 1.25 2.44 0.01 0.48 0.01 7.22 9.91 8.65 17.38
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the user, and hence reduces the additional load on power grid. Owing to lack of experimental data for this combined

refrigeration cycle, the experimental study will be carried out to validate the feasibility of the waste heat operated combined

compression–absorption refrigeration cycle in future.

Conclusions

Exergy analysis, which is a method that uses conservation of mass and conservation of energy principles together with the

second law of thermodynamics, has been applied to the proposed waste heat operated combined compression–absorption

refrigeration cycle. The performance was evaluated by both energetic and exergetic COPs, with the latter providing good

guidance for system improvement. Parametric analysis is conducted to investigate the effects of key thermodynamic

parameters on the performance and irreversibility in each component.

From the discussions above, it can be concluded that variation of exhaust gas inlet temperature influences the exergy

destruction in HRSG and generator while increase in pinch point results in sharp increase of exergy destruction in the

generator, absorber, condenser, and evaporator of the absorption system. Exergy destruction in SHE increases significantly

with the increase in pinch point but decreases with the increase in exhaust gas temperature.

Analysis of the results further shows that exergetic COP significantly varies with the oxygen content in the exhaust gas

while energetic COP shows small variation with oxygen content. Modeling the exhaust gas as an air underestimates the

energetic COP and overestimates the exergetic COP of waste heat operated combined refrigeration cycle.

Nomenclature

cp Specific heat (kJ kg�1 K�1)
_E Exergy transfer rate (kW)

h Specific enthalpy (kJ kg�1)

HRSG Heat recovery steam generator

_m Mass flow rate (kg s�1)

M Molar mass (kg kmol�1)

P Pressure (bar)

PP Pinch point (K)
_Q Rate of heat transfer (kW)

R Universal gas constant (kJ kmol�1 K�1)

s Specific entropy (kJ kg�1 K�1)

ST Steam turbine

T Temperature (K)

W
:

Rate of work output (kW)

Symbols

ηI Energy efficiency (or first law efficiency)

ηex The second law efficiency or exergetic efficiency

ηp Pump isentropic efficiency

ηt Turbine isentropic efficiency

Subscript

0 Environmental

f Solution circulation ratio

g Exhaust gas

GEN Generator

p Pump

r Refrigerant

s Steam

t Turbine

w Water
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Thermoeconomic Optimization of Scroll-Based Organic Rankine
Cycles with Various Working Fluids 18
Emre Oralli and Ibrahim Dincer

Abstract

In this study, thermoeconomic optimization method is applied to an organic Rankine cycle system to evaluate the cost of

the system and net generated revenue as a function of exergy efficiency to be able to generate most economical electricity,

depending on market conditions and fuel prices. Thermoeconomic optimization can serve as one of the most important

stages in the design procedure which, for defined boundary conditions, makes it possible to find the optimal values of

independent variables. The values that minimize or maximize the chosen optimization criteria are considered to be

optimal in this case. It may be the annual net profit, time of return of investment, or any other economic profitability

criterion. Here, the cost per unit of net electric power generated by the cycle is chosen as the primary measure of the

performance of the system. It is considered to be the most universal optimization criterion since the other two mentioned

are dependent on price at which electricity can be sold. This price may vary depending on the country and the type of

application. It is found that best possible solutions can be obtained for the exergy efficiency of approximately 55 % in

terms of cost of the system and net revenue.

Keywords

Energy � Exergy � Thermoeconomics � Efficiency � Scroll device � Organic rankine cycle

Introduction

Generation of electricity from low temperature heat sources has became more popular in the last decade depending on its

potential use for different types of applications such as solar thermal, waste heat and small-scale cogeneration for residential

purposes. Low capacity heat engines require appropriate selection of the thermodynamic cycle and of the prime mover.

The Rankine cycle has a relatively higher efficiency by using low temperature heat sources compared to other cycles [1].

Solar energy and combustion heat can be used as a low temperature heat source for the cycle. In traditional power plants,

Rankine cycle is used to produce useful work from expander mostly using water as a working fluid. The working fluid is

pumped to a boiler where it is evaporated, then passes through an expander generating shaft work, and then finally condensed

to be pumped again. Unlike conventional working fluids such as water, organic fluids that have lower boiling temperatures

are more appropriate for low temperature Rankine cycle in terms of efficiency and environmental conditions. Water has a

high vaporization because of its higher specific volume, which imposes larger installations and therefore higher cost.
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There are several kinds of prime movers namely turbomachines and positive displacement machines. However, when it is

about low capacity, positive displacement machines (scroll, screw, rotary vane expanders) become more attractive than

turbomachines for power cycles [2].

In this study, low temperature heat generation process is investigated for certain thermodynamic cycle and prime mover.

The goal is to achieve waste heat recovery for different purposes such as residential domestic heat supply when there is an

electrical breakdown, which will decrease the fragility of the centralized large-scale power generation systems. A crucial

part of the system is the design of the scroll expander especially regarding the geometric and thermodynamics calculations in

order to increase the efficiency to make it an alternative to conventional turbomachines.

The Rankine cycle takes advantage of the small amount of work required to pump a liquid and the amount of energy that

can be extracted from latent heat. An organic Rankine cycle (ORC) differs from the basic Rankine cycle in that the working

fluid is organic. Hajabdollahi et al. [3] modeled 31 different working fluids in different ORC configurations. Types of

organic working fluids modeled included alkanes, fluorinated alkanes, ethers, and fluorinated ethers. These fluids can behave

differently when used in an ORC and it is important to discuss the different configurations and working fluid characteristics

together. Organic working fluids have performance advantages over water-steam at low power levels but these advantages

disappear at 300 kW or more because of the poor heat transfer properties of organic fluids.

The irreversibilities such as friction and leakage losses in the cycle cause reduction of cycle efficiency and of net work

output. Friction and leakage losses from expander contribute the highest portion of the irreversibilities with pressure drops

and inefficiencies from the heat exchanger. The improvements regarding the geometry of the scroll machine will directly

affect the cycle efficiency not only because of reducing the leakages but also to obtain appropriate built-in ratio for the

compression/expansion process.

An ORC has inherent irreversibilities as many processes. The losses may come in the form of friction-heat loses in the

expander and pump. This is accounted in the isentropic efficiencies of each device. Valves, pipes, and pressure drops are

other sources of energy and exergy losses. Hung [4] stated that the largest source of irreversibility in the system is caused by

the evaporator. The mismatch between the working fluid and the heat source causes this type of loss. Larjola [5] showed that

the organic working fluids due to their low latent heat match the source temperature profile better than water-steam.

There are some practical solutions to reduce losses for ORC. The liquid entering the pump should be subcooled to prevent

cavitations. The fluid should be superheated when using turbines with regular working fluids to prevent droplet formation

during expansion. Mago et al. [6] stated that the quality at the turbine exit can be kept at 90 %. Both cavitation and high

speed droplets will corrode the pump and expander.

There are a limited number of ways to improve the thermal efficiency of the cycle after the cycle configuration and fluid

have been specified. Increasing the average high side temperature or decreasing the average low side temperature is one of

the approaches that can be used. The high side temperature is fixed in low temperature heat recovery and decreasing the

condenser temperature below atmospheric conditions is not practical. Other approaches include increasing the isentropic

efficiencies of the pump and expander. The pump work is significantly less than the expander work in a Rankine cycle.

Therefore improvement of the efficiency of the expander will provide the greatest degree of cycle improvement.

Badr et al. [7] modeled an ORC and performed a sensitivity study to show which of these parameters had the greatest

effect on thermal efficiency. They varied the isentropic expander efficiency, evaporator temperature, and condenser

temperature. They modeled both a basic and regenerative ORC with R113 as the working fluid.

In this study, the feasibility of converting a scroll compressor into an expander as to be used in heat recovery Rankine

cycle of low capacity is modeled. The specific objectives of this study are given as follows:

• To characterize the scroll machine in expander mode and searching the relation between the total cost of the system and

the ORC energy efficiency.

• To evaluate the cost parameters of the scroll expander powered ORC by optimization process and investigate the effect of

fuel cost on total system cost for various exergy efficiencies.

• To select an appropriate organic working fluid such as R404a, Toluene, R123, R141b, R134a, and NH3 in terms of cost

which will ensure suitable temperature and pressure range to make the cycle realizable when converting scroll

compressor to an expander.

System Description

Here, an exergy analysis of the ORC is conducted. The performance of an ORC will be analyzed for different working fluids

under diverse working conditions using the second law of thermodynamics. There will be assumptions regarding the system

as follows: steady-state conditions, no pressure drop in the evaporator, condenser and pipes, and isentropic efficiencies for

the turbine and pump. The heat engine to produce electrical power with ORC is shown in Fig. 18.1a. There are four different
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processes in ORC as can be observed from Fig. 18.1b which shows a T–s diagram of the typical ORC: process 1–2 (constant-

pressure transfer of heat), process 2–3 (expansion process), process 3–4 (constant-pressure heat transfer), and process 4–1

(pumping process).

Analysis

The capital costing equations generated in the model [8] have been used to yield approximate capital and maintenance

expenditures and to reflect the consequences of changing the system’s variables on these costs. The form of these equations

expresses equipment costs in terms of stream and performance variables. In all cases a Capital Recovery Factor (CRF) is

used to account for the cost of capital (i ¼ 15 %) and estimated useful life (n ¼ 40 years). The approach taken to develop

these costing equations was to single out the most important parameters that influence cost, and use them to yield a base cost,

designating them with a prime. This base cost is then adjusted by multiplication factors so as to incorporate the influence of

other factors. The form of these equations has been suggested in the literature [9] and by experienced engineers, then curve

fit to available data. The costing equations for this system are listed in Table 18.1 [2].

Fixed Charges

The costing equations previously discussed determine the cost associated with each component of the system. The total

system cost is composed of the sum of the component costs plus any other charges attributable to the system.

These other charges, called fixed charges, include such costs as the piping between components, foundation charges,

building charges, operating personnel charges, etc. Fixed charges are estimated at 1.5 times the sum of the component costs.

These costs are considered constant for a specified heat and work output requirement. Because the optimization scheme is at

fixed product, these costs do not need to be incorporated into this part of the optimization. However, these charges must be

considered in order to select the optimum exergy efficiency from the set of optimizations (each at constant product).

Comparison with Alternative System and Selection of Overall Optimum Cost

The alternative to the system is typically taken as a low pressure boiler and purchasing electricity from the utility. It is when

the economy of the optimally designed system is compared to the alternative, that a system’s true potential can be shown.

The amortized capital cost attributable to the low pressure boiler is estimated using the relation

Boiler

Thermal Storage

Heat Exchanger

qin

Wp
We

State 2

State 1

State 5 State 6

T
 [

°C
]

S [kJ/kg-K]

a b

State 4

State 3

1

2

3

4

Fig. 18.1 (a) Rankine cycle configuration and (b) T–s diagram of a general organic Rankine cycle
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Zf ¼ CRF� 153:964� 100:89476 log HP ð18:1Þ

where the boiler horsepower is given by

HP ¼ 33500� Q ð18:2Þ

The fixed charges for the low pressure furnace, FCf, are estimated in the same manner as the system, at one and a half

times the equipment cost. The fuel cost of producing hot fluid, CFUELf, is estimated using the unit cost of fuel, CF, the heat

input to the fluid, Q, and the estimated boiler efficiency:

CFUELf ¼ CF� Q=ηb ð18:3Þ

where the boiler efficiency, ηb is taken to be 0.80. The total cost of producing the hot fluid by the low pressure furnace,

CT0Tf, is estimated by

CTOTf ¼ CFUELf þ FCf þ Zf ð18:4Þ

Table 18.1 Costing equations for the Rankine cycle

Component Function

Boiler CB ¼ f(STM,P3,T3,AN,AR)

CB ¼ X11 � FAP � FAM � FAT � FAN � FAR

X11 ¼ CRF � C11

FAP ¼ e(B11�P3)

FAM ¼ e(B12�log STM)

FAT ¼ 1.0 + C12 � e[(T3�T3S)/B13]

FAN ¼ 1.0 + [(1.0 � ANS)/(1.0 � AN)]B14

FAR ¼ 1.0 + [(1.0 � ARS)/(1.0 � AR)]B15

Expander CE ¼ f(STM,P3,P4,T3,T4,BN)

CE ¼ X21 � FBW � FBT � FBN

T3R ¼ T3 + 460

T4R ¼ T4R + 460

X21 ¼ CRF � C21

FB1 ¼ B22 � BN � STM

F2T ¼ CPS � (T3R � T4R) � T4R � log(T3R/T4R)

F2P ¼ R � T4R � log(P3/P4)

FBW ¼ e{B21�log[FB1�(F2T�F2P)]}

FBT ¼ 1.0 + (C22 � e[(T3�T3S)/B23])

FBN ¼ 1.0 + [(1.0 � BNS)/(1.0 � BN)]B24

Condenser CC ¼ f(CA,P1,P4,PB,PC,T4,TB)
CC ¼ X31 � FCA1 � FCR � FCPW � FCP � FCB

for 100 < CA < 3,000 ft2

CC ¼ X31 � FCA2 � FCR � FCPW � FCP � FCB

for CA > 3,000

X31 ¼ CRF

FCA1 ¼ CA � C31 � e(B31�logCA)

FCA2 ¼ CA � C36

FCR ¼ [(P1 � (1/CR) � 1.0)/C35]B32

FCPW ¼ [(PC � PB)/C35]B33

FCP ¼ C32 + C33 � P4 + C34 � (P42)

FCB ¼ exp(B34/(T4 � TB � 5))

Pump CP ¼ f(STM,P1,P2,DN)

CP ¼ X42 � FD1 � FDN

X41 ¼ CRF � C41

Y2 ¼ B42 � STM � V34 � (P2 � P1)/DN

FD1 ¼ exp[B41�logY2]

FDN ¼ 1.0 + [(1.0 � DNS)/(1.0 � DN)]B43

Fuel CF ¼ CF � HF
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The cost per unit of electricity produced, CE, can be calculated as the difference of the total cost of the system and the cost

allocated to the hot fluid, all divided by the amount of electricity produced:

CE ¼ ZTOT þ FC� ZTOTf

� �
=E ð18:5Þ

In order to select the electricity production that maximizes the profit returned from its sale, the market price of electricity,

MPE, must be known. The net revenue generated by the sale of the generated electricity, NRG, is then expressed as

NRG ¼ MPE � CFð Þ � E ð18:6Þ

For a particular hot water requirement the optimal work output will correspond to the point where net revenue generated

is a maximum.

Multi-objective Optimization

Amulti-objective problem consists of optimizing (i.e., minimizing or maximizing) several objectives simultaneously, with a

number of inequality or equality constraints. Hajabdollahi et al. [3] mentioned that the problem can be formally written as

follows:

Find x ¼ xi,

8i ¼ 1, 2, . . . ,Nparam such as f i xð Þ is a minimum respectively maximumð Þ ð18:7Þ

8i ¼ 1, 2, . . . ,Nobj subject to : ð18:8Þ

gj xð Þ ¼ 0, 8j ¼ 1, 2, . . . ,M, ð18:9Þ

hk xð Þ < 0, 8k ¼ 1, 2, . . . ,K, ð18:10Þ

where x is a vector containing the Nparam design parameters, (fi)i¼1,. . .,Nobj the objective functions, and Nobj the number of

objectives. The objective function (fi)i¼1,. . .,Nobj returns a vector containing the set of Nobj values associated with the

elementary objectives to be optimized simultaneously.

Schuster et al. [10] gave the definition that an individual X(a) is said to constrain-dominate an individual X(b), if any of the

following conditions are true,

1. X(a) and X(b) are feasible with

(a) X(a) is no worse than X(b) in all objective and

(b) X(a) is strictly better than X(b) in at least one objective

2. X(a) is feasible while individual X(b) is not.

3. X(a) and X(b) are both infeasible, but X(b) has a smaller constraint violation.

Objective Functions

The aim of the optimization is to minimize the total cost of owning and operating the system (at fixed product output) while

maximizing the exergy efficiency of the system. Two objective functions including exergy efficiency (to be maximized), the

total cost rate of product (to be minimized) are considered for multi-objective optimization. The objective function for this

analysis is considered as:

Exergy efficiency of the expander:

ηex ¼
h3 � h4ð Þ � ne

ne�1
� P4

ρ4

� �
� �

2φe�φiþφ0�3π
5π�φiþφ0

� � ne
ne�1 � 1

�� 	

h3 � h2ð Þ � 1� T0

T3

� � ð18:11Þ
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where

• h1 ¼ f(T1, P1)

• h2 ¼ f(T2, P2)

• h3 ¼ f(T3, P3)

• h4 ¼ f(T4, P4)

Total cost of the Rankine cycle system

Ctotal ¼ Cboiler þ Cexpander þ Ccondenser þ Cpump þ Cfluid ð18:12Þ

where

Cboiler ¼ f STM,P3, T3,AN,ARð Þ

Cexpander ¼ f STM,P3,P4, T3, T4,BNð Þ

Ccondenser ¼ f CA,P1,P4,PB,PC, T4, TBð Þ

Cpump ¼ f STM,P1,P2,DNð Þ

Cfluid ¼ f HFð Þ

Constraint Equations

The selection of fixed parameters and decision variables is given in Table 18.2. The equations of constraint link the cost

estimate through the system’s thermodynamic performance to fuel costs. The thermodynamic analysis must relate the

variables used to describe the system’s performance to those used in the cost estimate. In this problem, costing equations are

used which are generally in terms of stream and performance variables. Thus the thermodynamic analysis need only to be in

terms of these variables. Sixteen equations of constraint have been developed from a thermodynamic analysis of the cycle,

and are given in Table 18.3. Some constraints use stream variables to describe the thermodynamic state of the working fluid.

The problem has now been reduced to five independent variables. The form of the constraint equations has been arranged

such that each state variable can be obtained explicitly and the order selected such that the resulting matrix is diagonalized.

In order to obtain equations for the solution of the shadow and marginal prices, various derivatives of the constraint equation

Table 18.2 Fixed parameters and decision variables for a cogeneration system

Code Fixed parameters (yf)

TB Condenser hot water outlet temperature

TC Condenser hot water inlet temperature

PB Condenser hot water outlet pressure

PC Condenser hot water inlet pressure

HWM Required hot water mass flow rate

WA Net turbine shaft work output

CR Condenser shell-side pressure loss coefficient

X2 Expander exit quality

U Condenser overall heat transfer coefficient

CPW Specific heat of water at constant pressure

CN Condenser first law efficiency

Decision variables (yk)

AN Boiler efficiency

AR Boiler pressure drop coefficient

P3 Expander inlet pressure

P4 Condenser inlet pressure

DN Pump isentropic efficiency
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matrix should be evaluated. However, because not all the constraints are in algebraic form (those constraints that are

functions of steam table properties) numerical derivatives must be evaluated. One other note, there are two condenser

costing equations. This means that two separate derivatives must be taken and the derivative corresponding to whichever

costing equation is valid for that value of condenser area, is the one that should be used.

The solution procedure requires the designer to select a feasible set of decision variables (yk) for the first iteration.

Once this initial set of five decision variables has been chosen, entire design (for that iteration) is fixed and the set of state

variables (xi) and cost estimates are determined.

Results and Discussion

The procedure generated by [8] used to optimize the Rankine cycle operating in one of the two modes. When a particular set

of decision variables is far from the optimal set, there will be a large difference in the total operating cost between two

successive iterations. This difference can be used as a measure of the distance from the optimum. When the difference is

large, the entire set of decision variables is changed based on the input set of marginal prices. When the difference is smaller

than some predetermined value, only one decision variable is changed and a new set of state variables, shadow prices, and

marginal prices are evaluated. Using this new set of marginal prices, another decision variable is changed and a new set of

marginal prices is computed. This is automatically repeated until all the decision variables have been changed. Each time a

complete set of new decision variables is generated, the program displays the parameters necessary to evaluate the system

design. This procedure can be used to generate a variety of data. It is possible to parametrically vary any or all of the fixed

decision variables. The parameters that were varied (Table 18.4) included fuel cost, exergy efficiency, and boiler tempera-

ture. The stratagem was to monitor the change in the optimal design by changing fuel cost and work output for several hot

water requirements.

The trends in stream and performance variables associated with increasing fuel costs are that of increasing the system’s

performance. As the cost of fuel increases, the boiler efficiency, pump isentropic efficiency, as well as the expander

isentropic efficiency also increases. The condenser’s thermodynamic performance increases because the steam’s condensing

temperature (or pressure as can be seen in Fig. 18.2) decreases, approaching to the required hot water temperature. This

general increase in performance allows the steam mass flow rate, boiler pressure, and expander work to decrease. As an

example of this increase in the system’s performance, Figs. 18.3 and 18.4 clearly show the increase in boiler efficiency and

expander isentropic efficiency associated with the increasing fuel costs for different values of the work/heat ratio. Figure 18.5

shows the cost per unit electricity produced by the Rankine cycle as a function of exergy efficiency for various fluids.

Figures 18.6, 18.7, and 18.8 illustrate net revenue curves as a function of the exergy efficiency for a required hot fluid

temperature of 250 �F and for various market conditions. Examination of these curves shows an increase in the optimal

amount of electricity as the MPE increases. Also, as fuel costs rise, the optimal amount of electricity production decreases.

Table 18.3 Equations of constraint for the cogeneration system

State variable (xi) Thermodynamic constraint defining relation (Φi)

H4 f(P4,X4)

T4 f(P4,quality)

P1 P4 � CR

H1 f(P1,SAT,LIQ)

P2 P3/AR

H2 H1 + CF3 � V34 � (P2 � P1)/DN

STM HWM � CPW � (TB � TC)/[CN � (H4 � H1)]

WP STM � (H2 � H1)

H3 (WA + WP)/(STM + H4)

T3 f(H3,T3)

H4S f(P3,P4,T3)

BN (WA + WP)/[STM � (H3 � H4S)]

HF STM � (H3 � H2)/AN

T1 f(P1,SAT,LIQ)

TM [(T1 � TC) � (T4 � TB)]/log[(T1 � TC)/(T4 � TB)]

CA HWM � CPW � (TB � TC)/(TM � U)
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Table 18.4 Parametrically varied fixed system parameters of the Rankine cycle

Parameter varied Range varied Increment

Specific fuel cost ($/MJ) 2–4 1

Exergy efficiency (%) 0.4–0.6 0.1

Boiler temperature (K) 380–421 14
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Conclusions

In this paper, thermoeconomic optimization of an ORC system has been performed to evaluate the cost of the system and net

generated revenue as a function of exergy efficiency to be able to generate most economical electricity, depending on market

conditions and fuel prices. The findings show that it is possible to improve the efficiency of the cycle by adjusting the scroll

geometry for all fluids. R404a clearly gives the best results for a modified geometry, and the energy efficiency increases to

25 % from 19 % while the exergy efficiency increases to 61 % from 50 %, respectively. It can be said that the rolling angle

should be reduced to have an optimum built-in volume ratio for the cycle in terms of appropriate temperature and pressure

range that will ensure higher energy and exergy efficiency. It is found that best possible solutions can be obtained for the

exergy efficiency of approximately 55 % in terms of cost of the system and net revenue.

Nomenclature

Ex Exergy, J
_Ex Exergy rate, J/s

h Specific enthalpy, J/kg

P Pressure, Pa

Q Heat, J
_Q Heat rate, J/s

s Specific entropy, J/kg K

T Temperature, �C
Vee Expander expansion chamber volume, m3

Vei Expander intake chamber volume, m3

W Work, J
_W Work rate, J/s

Greek Letters

η Efficiency

θ Orbiting angle, rad

ρ Density, kg/m3

φ Involute angle, rad

φe Rolling angle (involute ending angle), rad

φi,s Starting angle of the inner involute, rad

φi0 Initial angle of the inner involute, rad

φo,s Starting angle of the outer involute, rad

φo0 Initial angle of the outer involute, rad
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Subscripts

CB Cost of boiler

CC Cost of condenser

CE Cost per unit of electricity produced

CF Cost of fuel

CFUELf Fuel cost of producing hot fluid

cp Compressor

CT0Tf Cost of producing the hot fluid by the low

pressure furnace

CV Control volume

ex Exergy

exp Expander

FCf Fixed charges for the low pressure furnace

fix Fixed

MPE Market price of electricity

Nobj Number of objectives

Nparam Number of parameters

NRG Net revenue generated by the sale of the generated

electricity
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Efficiency Assessment of Crude Oil Distillation Systems 19
Sayem Zafar and Ibrahim Dincer

Abstract

The assessment of energy and exergy efficiencies is conducted on a crude oil distillation system for three different cases.

Each case defines efficiency in a unique way with different inputs and outputs. First case treats the heat transfer rate as

useful output and the heat gained from the heaters as input. For the second case, we consider the heat provided by the

heaters as input and the heat transfer rate in the distillation system as output. The third case treats the heat provided by the

heaters as input and heat transfer rate along with the heat of exhaust gases as useful output. The system efficiencies are

studied parametrically by changing the amount of heat transfer rate and the ambient temperatures. The results show that

case 1 has the baseline energy and exergy efficiencies at 53 % and 25.3 % respectively. Case 2 has the efficiencies at 40 %

for energy and 23.3 % for exergy efficiency. Case 3 efficiencies are at 72 % for energy while exergy efficiency is at 65 %.

Case 1 has the highest efficiencies, followed by case 3 then the least efficient is case 2. Utilizing the unused energy, as a

useful input to some other system, improves the overall efficiency of the plant and saves operating cost while making the

system more environmentally friendly.

Keywords

Energy � Exergy � Efficiency � Crude oil � Distillation

Introduction

Energy is defined as the maximum work producing ability by a system or a flow of matter as it comes to equilibrium. The

exergy of an energy form or a substance is a measure of its usefulness or quality or potential to cause change [1]. Exergy

analysis is an effective thermodynamic method for design and analysis of thermal systems while it is an efficient technique

for revealing the improvement capacity of thermal systems [2]. With energy and exergy precisely known, it becomes easier

to evaluate their efficiency for any given system.

In thermodynamics, efficiency is a concept utilized to specify the effectiveness of the energy conversion process.

Efficiency is often misused and is a cause of confusion [3]. This confusion exists because efficiency is often used without

being properly defined first [4]. Basically, efficiency can be described as the ratio of output against the input. This definition

of efficiency holds true for all thermodynamic systems and is clearly understood. However the output and input parameters

are specific to a system or a component which needs to be specified clearly for efficiency assessment.

Although, efficiencies change with the operating and environmental conditions, the overall efficiency can also be

improved if the exhaust energy is used as an input to some other system. For large plants and systems, the recovered energy

can add up to large values and can cause significant increase in the system’s overall efficiency [5]. Even economically, it is

feasible to recover a large proportion of the waste heat generated, rather than reject it to the atmosphere [6].
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Improving the energy efficiency of crude oil distillation plant is of great interest since they consume almost 2 % of the

total crude processed energy [7, 8]. Crude oil distillation system is a part of crude oil refining process where crude oil

compounds convert to gases when heated at high temperature. These gases become cooler as they move along the vertical

column. When gaseous compounds cool below their boiling point, they condense to be drawn off the distillation column at

various heights [9]. The crude oil is processed in two towers for which the atmospheric tower separates the light

hydrocarbons while the vacuum tower separates the heavier hydrocarbons. The products of the crude oil distillation plant

can be either final products or feedstock to other plants for further processing [10].

Numerous researchers have studied the efficiencies of crude oil distillation systems. Al-Muslim et al. [2] have

conducted an energy and exergy study to precisely evaluate the exergy losses in a one-stage and a two-stage crude oil

distillation unit. The energy and exergy efficiencies are studied for the units composed of a heating furnace and

atmospheric distillation column. The crude oil distillation system was further evaluated to see the effects of reference

states on exergy and energy efficiencies [10].

The present paper conducts a combined energy and exergy study to propose three different efficiencies at different case

scenarios and make evaluations and comparisons. Each case represents the possibility of using the input and output in

different perspectives. Anything exiting or entering the distillation system cannot be treated as useful output or input,

respectively, without proper assessment. Efficiency is seen through usefulness-perspective. Multiple exergy and energy

definitions, for the overall distillation system, is described in the paper and evaluated for a range of surrounding conditions.

Exergy destruction for each component in each case is also presented.

System Description

The crude oil distillation system, considered for a comprehensive efficiency assessment, is taken from Al-Muslim et al.,

as a part of the petroleum refining process [2, 10]. The system taken from this literature has two columns, namely,

atmospheric distillation unit (ADU) and vacuum distillation unit (VDU). ADU separates the lighter hydrocarbons under

atmospheric pressure. Before being fed to ADU, crude passes through heater 1 (stations 1 and 2) where its temperature

increases. Superheated steam enters from the bottom of the column (station 18) to reduce the partial pressure in the column

and thus enhancing vaporization and separation of the crude oil. The gaseous hydrocarbons get extracted at their

corresponding trays while the heavier hydrocarbons get collected at the bottom of the column as residue. The atmospheric

residue (station 10) passes through heater 2 before entering the VDU (station 11). Steam is also added in the VDU (station

20) for the same purpose as in ADU. Figure 19.1 shows the schematic of the studied system. Further details are available

elsewhere [2, 10].

Analysis

A study is conducted to assess the efficiencies of overall crude oil distillation system by considering different scenarios as

input and output. The first case represents the heated crude oil as input while the heat consumed in the distillation process, to

convert the compounds to gases, as output. It is assumed that the unabsorbed heat from the heater is used as an input to some

other system hence does not get wasted. The heat transfer rate, in the distillation system, is considered useful output whereas

the heat from exhaust gases is considered useless. The energy efficiency for case 1 can be defined as follows:

ηC1 ¼
_Qcv

_E2 þ _E11 � _E1 � _E10

ð19:1Þ

where _E is the energy rate which is the total enthalpy rate and the numbers in subscript correspond to the station numbers

shown in Fig. 19.1 and it values tabulated in Table 19.1. The heat transfer rate, _Qcv, represents the heat rate utilized in the

distillation process to convert the compounds to gases.

The equation describing the exergy efficiency is given as follows:

ΨC1 ¼
1� T0

T

� �
_Qcv

_Ex2 þ _Ex11 � _Ex1 � _Ex10
ð19:2Þ
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where the exergy rate is denoted by _Ex and the total exergy destruction, in the system, is denoted by _Itotal. The surface mean

temperature is defined as T while T0 is the ambient temperature.

The second case treats heat provided by the heaters as input while the heat transfer rate in the distillation process as

output. This case assumes the unabsorbed heater heat gets wasted hence not considered as a useful output. The energy

efficiency of case 2 can be written as follows:

ηC2 ¼
_Qcv

_EH1 þ _EH2

ð19:3Þ

Fig. 19.1 A schematic diagram of the two-stage crude oil distillation system (crude heating furnace, E1, is heater 1 and E2 is heater 2.

Atmospheric distillation unit (ADU) is shown as T1 and vapor distillation unit (VDU) is shown as T2. PA is pump-around circuits which are used

to control the temperature profile) [10]

19 Efficiency Assessment of Crude Oil Distillation Systems 221



where the subscripts ADU stands for atmospheric distillation unit and VDU for vacuum distillation. The subscripts H1 and

H2 represent the heater before ADU and heater before VDU, respectively. The exergy efficiency equation can be described

as follows:

ΨC2 ¼
1� T0

T

� �
_Qcv

_ExH1 þ _ExH2
ð19:4Þ

The third case presents in which all the exhaust is considered as useful output while heater heat is assumed to be the input.

This case treats the exhaust gases as well as the unused heat from the heaters as a useful input to some other system. The

energy efficiency equation for case 3 is described as:

ηC3 ¼
_Qcv þ _Eout

_EH1 þ _EH2

ð19:5Þ

where _Eout represents the sum of energy from all the exiting gases, defined as follows:

_Eout ¼ _E3 þ _E4 þ _E5 þ _E6 þ _E7 þ _E8 þ _E12 þ _E13 þ _E14 þ _E15 þ _E16 þ _E17 ð19:6Þ
The exergy of exhaust gases, Exout, is the defined as the sum of exergy of all exhaust gases below:

_Exout ¼ _Ex3 þ _Ex4 þ _Ex5 _Ex6 þ _Ex7 þ _Ex8 þ _Ex12 þ _Ex13 þ _Ex14 þ _Ex15 _Ex16 þ _Ex17 ð19:7Þ
Hence, the exergy efficiency equation becomes

ΨC3 ¼
1� T0

T

� �
_Qcv

� �þ _Exout
_ExH1 þ _ExH2

ð19:8Þ

Table 19.1 Operating condition parameters at different stations [2, 10]

# T (�C) P (kPa) m (kg/s) s (kJ/kg K) h (kJ/kg)

1 25 102 507.6221 4.440448 34.39055

2 352.3746 102 507.6221 6.615505 1,040.125

3 68.00522 206.6044 1.09E�12 4.216201 760.3895

4 68.00522 206.8148 0.566983 2.509089 164.5537

5 68.91907 208.4696 15.56693 3.039461 348.8646

6 68.86612 211.7791 32.14957 2.323762 182.8285

7 91.4 215.91 75.812 4.2661 186.98

8 157.1815 219.2254 53.9682 5.015905 323.7495

9 261.4419 223.3622 58.0393 5.878275 555.9205

10 342.2222 228.8781 260.1879 6.557474 750.3401

11 408.8889 228.8781 260.1879 6.858651 945.6614

12 203.2595 11.10056 10.21269 6.830466 1,125.868

13 203.2595 11.10056 0.834219 5.768256 398.4854

14 219.95 11.1 22.617 5.8602 438.4

15 286.3149 11.92794 39.7135 6.238811 602.1979

16 312.649 13.16899 46.74861 6.426736 666.1357

17 299.5011 15.23742 142.2034 6.386489 628.2944

18 353.3333 515.0106 5.415384 7.651651 3,172.316

19 68.00522 206.8148 0.517354 0.96201 284.4449

20 768 413.6856 2.141962 8.831165 4,075.276

21 0 0 0 0 0

22 1,100 102 600 7.986952 1,180.016

23 353.3333 102 600 7.100531 329.1276

24 1,100 102 60 7.986952 1,180.016

25 357 102 60 7.106715 333.0128
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The corresponding thermodynamic properties of each station in the distillation system are tabulated in Table 19.1.

The ambient conditions for pressure and temperature are 102 kPa and 298 K respectively.

Table 19.2 shows the baseline values for enthalpy, _H, heat transfer rate in the distillation columns, _Qcv, exergy, _Ex, and

exergy destruction, _I. Heater 1 is the heater that provides the heat to the crude feed entering the ADU while heater 2 heats the

crude entering the VDU. These values are used as baseline figures to conduct the parametric studies on the system.

Results and Discussion

The exergy and energy efficiency assessment is conducted on crude oil distillation system. The efficiency assessment is

conducted on the overall system which consists of ADU and VDU together. The crude oil distillation system is assessed

based on the model presented by Al-Muslim et al. [2, 10]. Throughout the process, the crude oil feed gets heated twice by

two heaters. During the process, some heat is utilized to produce desired compounds and when the crude exits, it exits with

high temperature and pressure. The study is conducted to assess the efficiencies by comparing different energy utilization

scenarios.

Figure 19.2 shows the change in exergy and energy efficiency for case 1. This case treats the heat transfer rate in the

distillation column as useful output and the heated incoming crude feed as input. Heated crude feed included the absorbed

heat from the heaters. As the heat transfer rate, in the distillation column increases, the efficiency increases. Heat transfer rate

can increase if distillation involves higher amount of compounds that require higher heat for distillation. For the baseline

conditions, as shown in Table 19.2, the energy and exergy efficiency comes out to be 53 % and 25.3 % respectively. More

heat transfer rate in the distillation plant means more heat is being used to separate compounds. The trend shows the linear

increase in the efficiencies with energy efficiency increases faster than exergy efficiency. Exergy efficiency change is slower

than energy efficiency since consumed exergetic heat rate is compared with the ambient temperature.

Exergy and energy efficiency for case 2 are shown in Fig. 19.3. In this case, the heat transfer rate in the distillation column

is considered as useful output. The heat, provided by the two heaters, is treated as input. The input is higher in this case as

compared to case 1 since in this case, the provided heat is considered as input whereas in the case 1, just the absorbed heat is

input. As the system heat rate consumption increases, the efficiency increases. More heat transfer rate in the distillation plant

means more heat is being used to separate compounds. For the baseline conditions, energy efficiency is 40 % while exergy

efficiency is 23.3 %. Case 2 has lower efficiencies as compared to case 1 since case 2 assumes heaters’ input unlike case 1

which assumes only the absorbed heat from heaters as input. The trend shows the linear increase in the efficiencies with

energy efficiency increases faster than exergy efficiency.

Exergy and energy efficiencies for case 3 are shown in Fig. 19.4. In this case, the heat provided by the two heaters is

treated as input. The heat transfer rate in the distillation column and heat from exhaust gases is considered as useful output.

The graph in Fig. 19.4 shows that as the heat transfer rate increases, the efficiency increases. For the baseline conditions,

energy efficiency is 72 % while exergy efficiency is 65 %. The trend shows the linear increase in the efficiencies with energy

efficiency increase faster than exergy efficiency. Case 3 has highest efficiencies as compared to all the other cases. The

efficiencies are higher because the useful output is not just the heat transfer rate but it also includes the exhaust gas heat.

Figure 19.5 shows the energy and exergy efficiency for all three cases when ambient temperature changes. The ambient

temperature changes with respect to season, time of day, and location of the distillation plant. Ambient temperature does not

have a direct effect on the energy efficiency hence the energy efficiencies remain constant at 53 %, 40 %, and 72 % for case

1, case 2, and case 3 respectively. Ambient temperature directly affects the exergy efficiency because exergetic heat is

related to ambient temperature as exergy efficiency is defined. The baseline exergy efficiencies are 25.3 %, 23.3 %, and 65 %

Table 19.2 The baseline values used in the study [2, 10]

Heater 1 ADU Heater 2 VDUX
_Hin (kW) 725,467 545,170 266,030 287,044X
_Hout (kW) 725,467 270,692 266,030 166,148

_Qcv (kW) 0 274,478 0 120,896X
_Exin (kW) 589,496 500,365 223,817 248,621X
_Exout (kW) 484,221 216,749 213,858 124,560.5

_I (kW) 105,275 366,121 9,960 167,033
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for case 1, case 2, and case 3 respectively. When compared with energy efficiencies, case 1 has the highest difference

whereas case 3 has the lowest. As the ambient temperature increases, the exergy efficiency decreases linearly. This decrease

in exergy efficiency is understandable since higher ambient temperature means lower amount of useful heat can be extracted

from the output. The ambient temperature affects the case 1 efficiency the most as it has the highest decline for the studied

temperature. Case 1 gets affected the most since its output solely relies on exergetic consumed heat in the system.

Figure 19.6 shows the exergy destruction of each component of the distillation system. ADU has the highest exergy

destruction, followed by VDU, then heater 1 and heater 2. Heater 1 is the heater that heats the feed before it enters the ADU

while heater 2 heats the feed before it enters the VDU. ADU has higher exergy losses since it has greater number of trays

compared to VDU. Since the oil feed interacts with more number of trays and deals with heavier compounds, the exergy

destruction is greater. Heater 1 has higher exergy destruction since it has higher mass flow rate to heat and secondly the feed

to be heated is at a lower temperature as compared to what heater 2 secures.
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Conclusions

The paper introduces three different exergy and energy efficiencies and discusses them for various inputs and outputs. For all

the different cases of inputs and useful outputs, a parametric study is conducted to show the change in efficiencies when

consumed heat and ambient temperature changes. Case 3 has the highest baseline energy and exergy efficiencies at 72 % and

65 %, respectively. Case 1 efficiencies are the second highest at 53 % for energy while exergy efficiency is at 25.3 %. Case

2 has the lowest baseline efficiencies at 40 % for energy and 23.5 % for exergy efficiency. Case 3 has the highest baseline

efficiencies since this case treats the heat transfer rate as well as the exhaust gases as useful output. The heater heat is

considered as the only input. Case 2 treats the heater heat as the input while heat transfer rate, in the distillation columns, as

the output. This case has low magnitude output as the exhaust gases are not considered useful hence it has the lowest

efficiency. Case 1 also treats the heat transfer rate, in the distillation columns, as the only output but it has a better efficiency

compared to case 2 because it takes the absorbed heat by crude as input, not the total provided heat by the heaters.

The unabsorbed heat from the heater is assumed to be utilized as a useful output. Overall, this paper concludes that by

using the unabsorbed heat from the heaters, the overall plant efficiency can be improved. The paper also suggests that by

utilizing the exhaust gases as useful input to some other system, the efficiencies can be further improved for the overall plant.

The improvement in efficiency helps reduce the energy wastage, in turn, reduces the operational cost of the plant. The

increase in efficiencies means reduction in dumped heat to the surrounding. This translates to lowered adverse effects of heat

dumping to the environment and is a step towards sustainability.

Nomenclature

ADU Atmospheric distillation unit
_E Energy rate, W
_Ex Exergy rate, W
_I Exergy destruction rate

PA Pump-around circuit

_QCV Heat rate consumed in the distillation system, W

T Temperature, K

T0 Ambient temperature, K

VDU Vacuum distillation unit

Greek Letters

η Energy efficiency Ψ Exergy efficiency

Subscripts

1–17 States

C Case for efficiencies

H Heater
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Performance Assessment of a Hybrid Solid Oxide Fuel
Cell-Gas Turbine Combined Heat and Power System 20
Pouria Ahmadi, Mohammad Hassan Saidi, and Ibrahim Dincer

Abstract

In this chapter, a comprehensive thermodynamic modeling of a hybrid solid oxide fuel cell-gas turbine (SOFC-GT) is

conducted. A heat recovery steam generator is used to produce saturated water for the heating purpose. This saturated hot

water can be used in an absorption chiller system tomeet the cooling load of the system. In order to model the hybrid system,

chemical and electrochemical analyses of SOFCs and other components are carried out through energy and exergy analyses.

The results of a hybrid system are compared to a gas turbine power generation system in order to investigate the effect of

fuel cell on the system performance. Based on the model results, exergy efficiency of a hybrid SOFC-GT is higher than the

one for conventional gas turbine and steam generator cycle. To enhance the understanding of the results in this study, a

complete parametric study is performed and the results are presented. The results of this study, show that an increase in fuel

cell stack temperature and compressor pressure ratio increases the efficiency; however an increase in fuel cell current

density and gas turbine inlet temperature (GTIT) decreases the efficiency. In addition, an increase in HRSG steam pressure

and a decrease in HRSG pinch point temperature results in an increase in system exergy efficiency.

Keywords

Energy � Exergy efficiency � Hybrid system � SOFC fuel cell � Combined heat and power system

Introduction

Energy is considered by many as one of the humanity’s crucial problems in the next decade or so. Energy is used almost

everywhere in a variety of applications, such as heating, cooling, power generation, desalination plant, and so forth. Fuel cells

have been considered as relevant options for power generation, for their high efficiency and low emission. Among various

types of fuel cells, solid oxide fuel cells (SOFCs) are of the greatest interest and used solely or as a part of gas turbine (GT)

cycles. Solid oxide fuel cell-gas turbine (SOFC-GT) cycles have received most attention due to their high efficiency. In

addition, the combinations of fuel cells and conventional cycles are used widely due to their high efficiency and low emission.

Hybridization and integration of energy system first came up with the application of cogeneration heat and power. In this

simple energy system energy of waste heat is used to produce heat for heating or hot water applications. It may also be used

for cooling purposes. In general, cogeneration can be said as a potential technique to produce heat and electricity in one

process that can save considerable amounts of energy. It is often associated with the combustion of fossil fuels, but can also
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be carried out using some renewable energy sources and by utilizing waste heat. The trend recently has been to use cleaner

fuels for cogeneration such as natural gas. Note that the strong long-term prospects for cogeneration in global energy

markets are related to its ability to provide a multitude of operational, environmental, and financial benefits. The product

thermal energy from cogeneration can be used for domestic hot water heating, pool and space heating, laundry processes,

and absorption cooling. The more the product heat from cogeneration can be used year round in existing systems the more

financially attractive is cogeneration. Cogeneration helps overcome the main drawback of conventional electrical and

thermal systems: the significant heat losses which detract greatly from efficiency. Heat losses are reduced and efficiency is

increased when cogeneration is used to supply heat to various applications and facilities. The overall energy efficiency of a

cogeneration system is the percent of the fuel converted to both electricity and useful thermal energy. Typical cogeneration

systems have overall efficiencies ranging between 45–60 %.

Cogeneration is a technique for producing heat and electricity in one process that can save considerable amounts of energy.

Cogeneration is often associated with the combustion of fossil fuels, but can also be carried out using some renewable energy

sources and by burning wastes. The trend recently has been to use cleaner fuels, such as natural gas, for cogeneration.

Note that the strong long-term prospects for cogeneration in global energy markets are related to its ability to provide a

multitude of operational, environmental, and financial benefits. Cogeneration often reduces energy use cost-effectively and

improves security of energy supply. In addition, since cogeneration installations are usually located close to consumers,

electrical grid losses are reduced when cogeneration is applied; cogeneration increases competition among producers and

provides opportunities to create new enterprises; and cogeneration is often well suited for use in isolated or remote areas.

Cogeneration is treated as a very attractive option for facilities with high electric rates and buildings that consume large

amounts of hot water and electricity every month. The higher the electric rates are the greater the savings with cogeneration

and the faster the savings pay for the initial capital investment. The product thermal energy from cogeneration can be used

for domestic hot water heating, space heating, pool and spa heating, laundry processes, and absorption cooling. The more the

product heat from cogeneration can be used year round in existing systems the more financially attractive it becomes.

Cogeneration helps overcome the main drawback of conventional electrical and thermal systems: the significant heat

losses that detract greatly from efficiency. Heat losses are reduced and efficiency is increased when cogeneration is used to

supply heat to various applications and facilities. The overall energy efficiency of a cogeneration system is the percent of the

fuel converted to both electricity and useful thermal energy. Typical cogeneration systems have overall efficiencies ranging

from 65 to 90 % [1].

Cogeneration is treated as a proven technology that has been around for over 100 years. Early in the twentieth century,

before there was an extensive network of power lines, many industries had cogeneration plants. In the United States, the first

commercial cogeneration plant was designed and built by Thomas Edison in 1882 in New York [1]. Primary fuels commonly

used in cogeneration include natural gas, oil, diesel fuel, propane, coal, wood, wood waste, and biomass. These “primary”

fuels are used to make electricity a “secondary” energy form. This is why electricity, when compared on a kilowatt hour to

kilowatt hour basis is typically three to four times more expensive than primary fuels such as natural gas. The thermal

cogeneration product is normally in the form of steam and/or hot water and the energy source is often a fossil fuel or

uranium. Cogeneration has been used, particularly in industry, for approximately a century. A cogenerator can be a utility, an

industry, a government, or any other party. Cogeneration systems are often based on thermal electrical generating stations

(such as fossil fuel and nuclear plants), where the energy content of a resource (normally a fossil or nuclear fuel) is converted

to heat (in the form of steam or hot gases), which is then converted to mechanical energy (in the form of a rotating shaft),

which in turn is converted to electricity. A portion (normally 20 and 45 %) of the heat is converted to electricity, and the

remainder is rejected to the environment as waste.

Cogeneration systems are similar to thermal electricity generation systems, except that a percentage of the generated heat

is delivered as a product (normally as steam or hot water) and the quantities of electricity and waste heat produced are

reduced. Overall, cogeneration efficiencies of over 80 % are achievable [1]. Other advantages generally reported from

cogenerating thermal and electrical energy rather than generating the same products in separate processes include reduced

energy consumption, reduced environmental emissions (due to reduced energy consumption and the use of modern

technologies in large central installations), and more economic operation. Most thermal systems for large-scale electricity

generation are based on steam and/or gas turbine cycles and can be modified relatively straightforwardly for cogeneration.

Two main categories of heat demands can normally be satisfied by cogeneration as follows:

• Residential, commercial, and institutional processes, which require large quantities of heat at relatively low temperatures

(e.g., for air and water heating) and

• Industrial processes, which require heat at a wide range of temperatures (e.g., for drying, heating, boiling, chemical

processing, manufacturing, metal processing, mining, and agriculture).
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Many general descriptions and studies of cogeneration systems have been reported and the basic technology is well

understood and proven. Numerous examples exist of large cogeneration systems: (1) a steam turbine plant in Switzerland

generates 465 MW of thermal power and 135 MW of electrical power, with an overall efficiency of 75 % [2]; (2) a nuclear

power plant in Michigan left incomplete due to lack of funding was eventually completed as a gas-fired, combined-cycle

cogeneration plant having 12 heat recovery steam generators (HRSGs) and gas turbines and two steam turbines, producing

1400 MW of electrical power and 285,000 kg/h of steam; and (3) approximately ten plants are used to generate 240 MW of

electrical power and to supply 90 % of the 1,500 MW thermal demand for the city of Malmo, Sweden (population 250,000).

The size and type of a cogeneration systems are normally selected to match as optimally as possible the thermal and

electrical demands. Many matching schemes can be used. Systems can be designed to satisfy the electrical or thermal base

loads or to follow the electrical or thermal loads. Storage systems for electricity (e.g., batteries) or heat (e.g., hot water or

steam tanks) are often used to overcome periods when demand and supply for either electricity or heat are not coincident.

Cogeneration systems are sometimes used to supply only the peak portions of the electrical or thermal demands. The thermal

product of a cogeneration system often offsets the need for heating plants, where energy in the form of a fossil fuel or

electricity is converted to heat (in the form of hot gases or another heated medium), often with an energy conversion

efficiency of over 80 %. The practical usage of cogeneration is as old as the generation of electricity. When classification of

broad areas was devised to replace gas and kerosene lighting in residences and commercial facilities the concept of central

station power generation plants was born. The prime movers that drove electric generators emit waste heat that is normally

blown to atmosphere. By capturing that heat and its utilization and making low pressure steam that steam could be piped

throughout the district for heating homes and businesses. Thus, cogeneration on a fairly large scale was born [2]. In the past

most of the generated electricity was on site in large industrial plants. After, with that generation there is no doubt that much

waste heat was captured and utilized in industrial processes as a natural offshoot. Probably the word cogeneration was not

even used in conjunction with those efforts.

Gas turbines are one of the most suitable prime movers for combined heating and power energy systems. A gas turbine,

also called a combustion turbine, is a type of internal combustion engine which has an upstream rotating compressor coupled

with a downstream turbine, and a combustion chamber in between. Energy is added to the gas stream in the combustion

chamber, where fuel is mixed with hot air and then ignited. In the high pressure environment of the combustor, combustion

of the fuel increases the temperature. The products of the combustion are forced into the turbine section to produce shaft

work. There, the high velocity and volume of the gas flow is directed through a nozzle over the turbine blades, spinning the

turbine that powers the compressor and, for some turbines, drives their mechanical output. The energy given up to the turbine

comes from the reduction in the temperature and pressure of the exhaust gas. In a practical gas turbine, gases are first

accelerated in either a centrifugal or radial compressor. These gases are then slowed down using a diverging nozzle known as

a diffuser; these processes increase the pressure and temperature of the flow. In an ideal system this process is isentropic.

However, in practice, energy is lost in the form of heat, due to friction and turbulence. Gases then pass from the diffuser to a

combustion chamber or similar device, where heat is added. In an ideal system this occurs at constant pressure [3]. As there

is no change in pressure, the specific volume of the gases increases. In practical situations this process is usually

accompanied by a slight loss in pressure due to friction. Finally, this larger volume of gases is expanded and accelerated

by nozzle guide vanes before energy is extracted by a turbine.

Micro-gas turbines are kind of gas turbine that has become widespread in distributed power generation units, combined

heat and power applications and trigeneration systems. They are one of the most promising technologies for powering hybrid

electric vehicles. They range from hand held units producing less than a kilowatt, to commercial sized systems that produce

tens or hundreds of kilowatts. The basic principles of micro-turbines are based on micro-combustion [1]. Gas turbines have

the following advantages:

• Very high power-to-weight ratio compared to reciprocating engines.

• Smaller than most reciprocating engines of the same power rating.

• Moves unidirectional, with far less vibration than a reciprocating engine.

• Fewer moving parts than reciprocating engines.

• Low operating pressures.

• High operation speeds.

• Low lubricating oil cost and consumption.

• Can run on a wide variety of fuels.

Although gas turbines have various advantages, they have some disadvantages:

• Cost is very high.

• Less efficient than reciprocating engines at idle speed.
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• Longer start up than reciprocating engines.

• Less responsive to changes in power demand compared to reciprocating engines.

Figure 20.1 shows a micro-gas turbine used in a CHP system. This system has two major parts. The main part is a gas

turbine Brayton cycle and the bottoming cycle is a single pressure HRSG. Hot flue gases from the gas turbine enter the

HRSG to produce saturated water at P ¼ 20 bar and _m ¼ 33 kg=s. The net power output of this gas turbine is 50 MW. As

Fig. 20.1 shows, the thermal efficiency of the CHP system is higher than in a simple gas turbine cycle because the waste

energy of hot flue gases is being utilized in a heat exchanger (HRSG) to produce the heating load, which in this case is

saturated water.

Selection of the HRSG is based on the size of the gas turbines; large capacity gas turbines have the ability to produce

steam in double or triple pressure levels of HRSG. These gas turbines are usually used for power generation purposes.

Therefore, gas turbines can be considered a good candidate for CHP energy systems according to the advantages discussed

above.

Another prime mover which is used for cogeneration application is fuel cell. A fuel cell is a device that generates

electricity by a chemical reaction. Every fuel cell has two electrodes, one positive and one negative called, respectively, the

anode and cathode. The reactions that produce electricity take place at the electrodes. Each fuel cell also has an electrolyte,

which carries electrically charged particles from one electrode to the other, and a catalyst, which speeds the reactions at the

electrodes. Hydrogen is the basic fuel; however fuel cells also require oxygen. One of the greatest advantages of fuel cells is

that they can generate electricity with very little pollution, since much of the hydrogen and oxygen used in generating

electricity ultimately combines to form a harmless by product: water. There are various types of fuel cells:

• Alkaline

• Molten carbonate

• Phosphoric acid

• Proton exchange membrane

• Solid oxide

Thermodynamic modeling of the SOFC-GT cycles is the first step to evaluate their performance. Chan et al. [4] simply

modeled a SOFC-GT cycle. They considered a fuel cell with tubular geometry which is a common case and their

characteristics have been investigated extensively. For example Sanchez et al. [5] modeled thermal and electrochemical
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behavior of tubular SOFCs. Various geometries and fuels are used in these fuel cells. Fuels have significant effects on the

thermodynamic and environmental behavior of fuel cells and various fuel compositions are considered in literatures. As an

example, Van Herle et al. [6] simulate a SOFC operated with biogas. In the case of methane or natural gas, reforming process

plays a crucial role in performance of SOFCs. Various reforming models are investigated in [7] and the performance of a fuel

cell which operates with a reformed natural gas based on a two-dimensional simulation method by Jafaraian et al. [8].

In addition to thermal and electrochemical modeling, the exergetic analysis is performed on single SOFCs [9] or SOFC-

GT cycles [10]. Haseli et al. [11, 12] investigated the thermodynamic and exergetic performance characteristics of

SOFC-GTs. To simulate the SOFC-GT hybrid cycles, a complete set of chemical and electrochemical relations and models

are needed. To have such relations and models one may find elsewhere [12]. Over potential are discussed in [13, 14] and

details on chemical modeling can be found in [15]. Cogeneration cycles are other options to be joined with SOFCs. CHP

units as it was analyzed by Verda and Quagalia [16] can be combined with SOFCs and the result will be a significant increase

in efficiency. Such cycles are so interesting and extensive works have been performed to analyze the performance of theses

cycles. Cali et al. [17] investigated the SOFC-CHP 100 kW unit experimentally. Optimization of this cycle was performed

based on regression models [18]. The main objective of this chapter is to see the effect of fuel cell on the performance of gas

turbine hybrid system. To achieve this objective, the following steps are performed:

• To model and simulate the hybrid SOFC-GT system.

• To perform both energy and exergy analyses and assessments of the system.

• To compare the results of a conventional gas turbine power generation system with hybrid SOFC-GT system in terms of

energy and exergy efficiencies.

• To conduct a comprehensive parametric study to investigate the effects of some major design parameters on the system

performance.

System Description

Figure 20.2 illustrates a hybrid fuel cell-gas turbine system containing a compressor, a combustion chamber (CC), a fuel cell,

a preheater, a gas turbine, a HRSG to produce superheated steam. Air at ambient conditions enters the air compressor at point

1 and exits after compression (point 2). The hot air enters the air preheater to increase the required air temperature for the

fuel cell. Hot air leaves the air preheater and enters a SOFC fuel cell where both electricity and heat are produced by

electrochemical reaction. Hot air with a temperature around fuel cell stack temperature leaves the fuel cell and then enters a

combustion chamber (CC) at point 4 where natural gas is injected into the CC in order to increase the temperature to produce

shaft work by rotating the gas turbine blades and generate power at point 8. The hot gas expands in the gas turbine to point 7.

Hot flue gases enter the single pressure HRSG to provide high pressure vapor at points 17. High pressure vapor can be

considered for the heating purpose later on or to be utilized in an absorption chiller to provide the cooling load of the system

in summer.

Thermodynamic Modeling

In order to model the chemical reaction, equilibrium reforming and shifting processes are considered. Standard voltage is

considered time dependent as the details are given in [4, 5]. Fuel utilization factor is about 0.85 %. Fuel is natural gas with

97 %methane, 1.5 % carbon dioxide, and 1.5 % nitrogen [4]. Air is considered 79 % nitrogen and 21 % oxygen [4, 15]. If air

is warmed up in a single preheater with gas turbine outlet flue, temperature of gases which inter the HRSG will be low and

steam generation rate will be considerably low, so air is warmed up in two preheater, as it is shown in Fig. 20.2. SOFC-GT

cycle components models are discussed as follows:

Solid Oxide Fuel Cell

SOFC model is developed based on data taken from [4] which is related to a tubular geometry. Both reforming and shifting

processes can be written as follows:

Reforming:

CH4 þ H2O $ H2 þ CO ð20:1Þ
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Shifting:

COþ H2O $ H2 þ CO2 ð20:2Þ

Electrochemical reaction which produces heat and work is defined as follows:

H2 þ 1

2
O2 $ H2O ð20:3Þ

Chemical reactions are considered in equilibrium and equilibrium constants expressed by following equations

[4, 5, 7, 10]:

Kreforming ¼
x3H2

xCO

xCH4
xH2O

P2 ð20:4Þ

Kshifting ¼ xH2
xCO2

xCO xH2O
ð20:5Þ

ln K ¼ AT4 þ BT3 þ CT2 þ DT þ E ð20:6Þ
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The constants for this equation are listed in Table 20.1. The cell voltage can be evaluated by Nernst equation as

VN ¼ V0 � RT

2F
ln

xH2O

xH2

ffiffiffiffiffiffiffi
xO2

p
 !

ð20:7Þ

Note that due to irreversibilities, the cell voltage is less than the Nernst voltage. These irreversibilities can be summarized

in three main over voltages, known as ohmic, activation, and concentration losses. Then the real cell voltage is written as

follows:

V ¼ VN � Vohm � Vact � Vcon ð20:8Þ

The ohmic overvoltage can be evaluated from equation [14, 15]:

VOhmic ¼ Rcontact þ
X

ρkLk
� �

i ð20:9Þ

where

ρa ¼ 8:114� 10�6exp
600

T

� �
ð20:10Þ

ρe ¼ 2:94� 10�6exp
10350

T

� �

ρc ¼ 2:94� 10�6exp
�1392

T

� �

ρi ¼ 125:6� 10�6exp
4690

T

� �

The activation loss can be obtained by [15]:

Vact ¼ Vact,a þ Vact,c ¼ RT

F
sinh�1 i

2io,a

� �
þ RT

F
sinh�1 i

2io,c

� �
ð20:11Þ

The concentration over voltage can be obtained as follows [15]:

Vconc ¼ V a
conc þ V c

conc ¼ �RT

2F
ln 1� i

ias

� �
þ RT

2F
ln 1þ xH2

� i

xH2O � ias

� �� �
þ RT

4F
ln 1� i

ics

� �� �
ð20:12Þ

The anode and cathode limiting currents are discussed thoroughly in [5].

The output power of the fuel cell can be expressed as follows:

_WFC ¼ I:V ð20:13Þ

Table 20.1 Constants for

Eq. (20.6) [4, 5, 7]
Constant Reforming Shifting

A �2.6312E�11 5.47E�12

B 1.2406E�07 �2.5748E�08

C �0.00022523 0.000046374

D 0.19503 �0.03915

E �66.1395 13.2097
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The thermodynamic model of SOFC is written as

X
anode

mihi þ
X

cathod
mihi

� �
in
¼ _WFC þ

X
anode

mihi þ
X

cathod
mihi

� �
out

þ _QFC ð20:14Þ

Exergy destruction of any component can be evaluated as

_ED ¼ _Q 1� T0

T

� �
� _W þ

X
in
_E �

X
out

_E ð20:15Þ

Here, the exergy rate becomes the total exergy rate as

_E ¼ _Ech þ _Eph ð20:16Þ

Compressor

The thermodynamic model of air compressor is the relation based on the isentropic efficiency and pressure ratio:

Tout ¼ Tin 1þ 1

ηAC
rc

γa�1

γa � 1
h i	 


ð20:17Þ

Gas Turbine

The gas turbine modeling equation sets can be expressed as follows:

Tout ¼ Tin 1� ηGT 1� pin
pout

� �1�γg
γg

2
4

3
5

8<
:

9=
; ð20:18Þ

Combustion Chamber

In the combustion chamber the fuel cell outlet gases and natural gas react and the molar flow rate of gases at the outlet at the

specific outlet temperature can be determined by using the combustion equation and energy balance. In this case outlet gases

from SOFC first are cooled in secondary air preheater and then inter the combustion chamber.

Air Preheater

The air preheater thermodynamic model is written as

ηAP m hin � houtð Þð Þg ¼ m hin � houtð Þð Þa ð20:19Þ

Heat Recovery Steam Generator

Heat recovery steam generation produces saturated steam in a specific pressure (Pmain). Pinch point plays a crucial role in

HRSG performance. To model the HRSG the following equations are used:

Evaporator:

Tout ¼ Tsat þ PP ð20:20Þ

_msteam hout � hinð Þsteam ¼ _mgCPg Tin � Toutð Þg ð20:21Þ

Economizer:

_msteam hout � hinð Þsteam ¼ _mgCPg Tin � Toutð Þg ð20:22Þ

The net output work and total exergy efficiency of the cycle can be evaluated from these equations:

_Wnet ¼ _WFC þ _WGT � _WAC �WPump ð20:23Þ

ηtotal ¼
_Wnet þ _Esteam

mfuel � 1:06� LHV
ð20:24Þ
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Exergy Analysis

Exergy analysis can help develop strategies and guidelines for more effective use of energy and has been applied to various

thermal processes, especially power generation, CHP, trigeneration and multigeneration. The exergy of a substance is often

divided into four components. Two common ones are the physical and chemical exergy. The two others, kinetic and

potential exergy, are assumed to be negligible here, as the elevation changes are small and speeds are relatively low [1, 3].

Physical exergy is defined as the maximum useful work obtainable as a system interacts with an equilibrium state [1].

Chemical exergy is associated with the departure of the chemical composition of a system from its chemical equilibrium.

The chemical exergy is an important in processes involving combustion and other chemical changes [1]. Applying the first

and the second laws of thermodynamics, the following exergy balance is obtained:

_ExQ þ
X

i
_miexi ¼

X
e
_meexe þ _ExW þ _ExD ð20:25Þ

Here, subscripts i and e denote the control volume inlet and outlet flow, respectively, _ExD is the exergy destruction, and

other terms are given as follows:

_ExQ ¼ 1� T0

Ti

� �
_Qi ð20:26Þ

_Exw ¼ _W ð20:27Þ

ex ¼ exph þ exch ð20:28Þ

where _ExQ and _ExW are respectively the exergy of heat transfer and work which cross the boundaries of the control

volume, T is the absolute temperature and the subscript 0 refers to the reference environment conditions respectively.

In Eq. (20.28), term exph is defined as follows:

exph ¼ h� h0ð Þ � T0 s� s0ð Þ ð20:29Þ

The mixture chemical exergy is defined as follows [3]:

exchmix ¼
Xn

i¼1
xiex

ch
i þ RT0

Xn

i¼1
xi ln xi

h i
ð20:30Þ

In this exergy analysis, the exergy of each flow is calculated at all states and the changes in exergy are determined for each

major component. The cause of exergy destruction (or irreversibility) in the combustion chamber is mainly combustion

or chemical reaction and thermal losses in the flow path [3]. However, the exergy destruction in the system heat exchangers

(i.e., condenser and HRSG) is due to the large temperature differences between the hot and cold fluids.

Results and Discussion

Table 20.2 shows the comparative results of these two cycles. The total efficiency of the SOFC-GT-SG cycle is significantly

higher than single GT-SG cycle. The SOFC hybrid cycle exergy efficiency is almost double than the efficiency of a GT cycle

and this can be the reason of higher exergy efficiency of the SOFC-GT-SG cycle.

The mass flow rates in both cases are compared. For the same power output, the mass flow rates in GT compared to

SOFC-GT-SG cycle are relatively higher which in turn requires more steam to be produced in HRSG. The largest exergy

destruction rate takes place in HRSG, combustion chamber and SOFC. In Fig. 20.3 the effect of steam pressure on the exergy

efficiency and steam mass flow rate are shown. Increase in steam pressure reduces the HRSG flue gas outlet temperature

which causes exergy destruction to increase.

The pinch point effect on steam generation and exergy efficiency is shown in Fig. 20.4. Increase in pinch point

temperature results in a higher flue gas outlet in HRSG, and consequently decreases in exergy efficiency and steam

generation rate. The compressor pressure ratio has a strong effect on GT cycle and hence its outlet temperature. This effect
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is clearly shown in Fig. 20.5. While gas turbine inlet temperature (GTIT) increases, combustion chamber fuel mass flow rate

increases and GT cycle work output increases consequently.

An increase in the GT cycle output power results in an obvious decrease in exergy efficiency, for more power generation

is generated by less efficient cycle. This effect is shown in Fig. 20.6.

The SOFC stack temperature is one of the main characteristics of the SOFC. Increase in SOFC stack temperature

increases the irreversibility’s of the SOFC. At a constant current density fuel flow rate of SOFC is constant but the air flow

rate decreases which results in compressor work output decreases and total output work of the cycle decreases. In addition,

increase in stack temperature reduces the fuel injected to the combustion chamber which results in a higher efficiency.

When air flow rate decreases preheater flue gases temperature to the HRSG increases which reduces the exergy efficiency of

the HRSG. Steam generation rate increases due to increase in inlet temperature to the HRSG. These effects are illustrated

through Figs. 20.7, 20.8, 20.9, and 20.10.

An increase in the current density reduces the efficiency of SOFC significantly which result in total exergy efficiency to

reduce. Furthermore, flue gases mass flow rates decrease which results in more steam generation. The effect of current

density is shown in Fig. 20.11.

Table 20.2 Results of simulation for SOFC-GT and gas turbine cycles

SOFC-GT-SG cycle Gas turbine cycle

Air compressor 24.97 kW Air compressor 133.87 kW

Combustion chamber 220.27 kW Combustion chamber 836.45 kW

Gas turbine 24.36 kW Gas turbine 126.47 kW

SOFC 1,004.79 kW – – –

HRSG 145.24 kW – – –

Total exergy efficiency 0.61 Total exergy efficiency 0.31

CC fuel mass flow rate 0.02 kg/s CC fuel mass flow rate 0.13 kg/s

_Wnet 2,090.92 kW _Wnet 2,090.92 kW

_WFC 1,783.34 kW Air mass flow rate 7.28 kg/s

SOFC air mass flow rate 1.36 kg/s – – –

SOFC fuel mass flow rate 0.06 kg/s – – –

Steam mass flow rate 0.31 kg/s – – –
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Conclusions

In this chapter, a comprehensive thermodynamic modeling of a hybrid SOFC fuel cell and gas turbine cycle is carried out. In

this regard, an exergy analysis is performed in order to determine the exergy efficiency and exergy destruction of each

component as well as the overall exergy efficiency of the system. The results show that for a fixed output power, the steam

mass flow rate for gas turbine cycle is significantly higher than a hybrid cycle. However, the exergy efficiency of the hybrid

SOFC cycle is higher than the conventional gas turbine cycle. This is due to a decrease in a fuel mass flow rate injected into

the combustion chamber as the SOFC can increase the air temperature entering the combustion chamber. Furthermore, the

present results provide a good insight for the comparison of conventional gas turbine cycle and hybrid system.

Nomenclature

A B, C, D, E Constants in Eq. (20.6)
_E Exergy rate (kW)

F Faraday constant (C/kmol)

h Enthalpy (kJ/kg)

I Current (A)

i Current density (A/cm2)

ia,s Anode limiting current density (A/cm2)

io Exchange current density (A/cm2)

K Equilibrium constant

L Length (m)

LHV Lower heating value (kJ/kg)

m Mass flow rate (kg/s)

P Pressure (bar)

Pmain Steam pressure (bar)
_Q Heat rate (kJ)

R Universal gas constant (kJ/(kmol K))

rc Compressor pressure ratio

T Temperature (K)

TIT Gas turbine inlet temperature (K)

To Ambient temperature (K)

Tsat Saturation temperature (K)

V Voltage (Volt)

Vo Standard voltage
_W Power (kW)

x Concentration

Greek Letters

γ Specific heat ratio

η Efficiency

ρ Ohmic resistance per length (Ω/m)

Subscripts

a Air anode

AC Air compressor

act Activation

AP Air preheater

c Cathode

ch Chemical

conc Concentration

D Destruction

e Electrolyte

FC Fuel cell

g Flue gas

GT Gas turbine

i Components index in mixture or interconnector

in Inlet

N Nernst

Ohm Ohmic

out Outlet
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Performance Assessment of a Small Solar Pond Stratified
with Magnesium Chloride Water 21
Sibel Deniz, Ismail Bozkurt, Mehmet Karakilcik, and Ibrahim Dincer

Abstract

In this study, we present an experimental investigation of energy and exergy efficiencies of a small solar pond stratified

with magnesium chloride water. The solar pond system is filled with varying density magnesium chloride water in order

to form layers of the respective inner zones. A data acquisition system is employed to measure the hourly temperatures at

various locations in the inner zones. It is found that the gradient of the different density layers considerably affect the

energy storage performance of the solar pond. Thus, the energy and exergy efficiencies of the solar pond are decreased

with the increasing the erosion of layers. The efficiencies of the inner zones are defined in terms of temperatures as the

average representative solar energy from August to November of the year. As a result, the maximum and the minimum

energy efficiencies of the solar pond are observed in August as 27.41 % and 12.64 % in November, respectively. Also, the

maximum and the minimum exergy efficiencies of the solar pond are observed in August as 26.04 % and 12.62 % in

November, respectively.

Keywords

Solar energy � Solar pond � Energy and exergy efficiencies � Magnesium chloride water

Introduction

Due to a wide range of global problems, a wide range of potential energy solutions are then needed to reduce environmental

impact and increase sustainable development. Many of the renewable energy resources are of limited applicability due to

their reliability, quality, quantity, and density [1]. For these reasons, renewable energy sources, solar energy in particular,

have gained greater importance. Solar energy has several uses like heating water, warming greenhouses, drying, water

desalination, power generation, and so on. Therefore, research in the development and application of solar energy systems is

essential. One of these systems is solar ponds. In this regard, a lot of studies have been undertaken on solar ponds by various
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researchers [2–8]. Bozkurt and Karakilcik [9] investigated an integrated system that is a combination of a solar pond and

collectors. Heat energy obtained from solar collector is transferred to the solar pond storage zone through a heat exchanger

system that is placed in storage zone. The integrated solar pond efficiencies were calculated experimentally and theoretically

according to the number of collectors. Karakilcik et al. [10] investigated a solar pond performance with and without shading

effect and comparison of the energy efficiencies for the upper convective zone (UCZ), non-convective zone (NCZ), and

lower convective zones, as well as determination of the shading area each zone of the experimental solar pond. Thus, the

shading effect and its ratios and losses work out to determine energetic performance of system components.

Sodium chloride salt has been used in most of these studies. In few studies, however, magnesium chloride salt has been

used. Subhakar and Murthy [11] constructed an experimental saturated solar pond by using magnesium chloride salt.

Subhakar and Murthy [12] studied magnesium chloride and potassium nitrate salt ponds located at Madras (India) for the

experimental and parametric assessment. A comparison was also made with an unsaturated solar pond. Subhakar and

Murthy [13] constructed an experimental saturated solar pond by using magnesium chloride salt. The temperature and

concentration gradients were developed by heating the pond from the bottom and adding finely powdered salt from the top.

The development of a temperature distribution in the pond depends on the direct sunlight and its daily variation.

Many experimental and theoretical works have generally focused on to investigate the thermal efficiencies of various

types of solar ponds, especially, salt gradient solar pond. The present work becomes the first work in the area dealing with the

investigation of energetic and exergetic performance analyses of the magnesium chloride water solar pond and comparison

with the corresponding energy efficiencies during the months (for summer season) of the year.

Experimental Apparatus and Procedure

A solar pond is stored with heat energy in salty water for a long period of time by preventing heat loss by convection. They

consist of different density zones, UCZ, NCZ, and heat storage zone (HSZ). UCZ is the fresh water layer at the top of the

pond. This zone is fed with fresh water to maintain its density as close as possible to the density of fresh water in the upper

part and to meet the water loss due to evaporation. NCZ is composed of salty water layers whose brine density gradually

increases toward bottom of the pond. The density gradient of NCZ is very important to prevent heat loss by convection. In

order to maintain the density gradient of NCZ an auxiliary operating system on a feedback principle was developed. The

system is first proposed by Akbarzadeh and MacDonalds [14]. HSZ is composed of salty water with highest density. The

high amount of the solar energy is absorbed and stored in this zone. An experimental model solar pond with the area of

0.72 m2 and a depth of 1.1 m was built in University of Cukurova, Turkey (i.e., 35�180 E longitude, 37�050 N latitude). The

pond’s bottom and side wall was insulated by using 0.10 m thick glass wool. The pond temperature was measured at seven

points, starting from the bottom, at 0.25, 0.40, 0.55, 0.65, 0.75, 0.85, and 1.05 m heights by using thermocouples with an

accuracy of about �1 �C. Density distributions were also measured and analyzed by taking samples from the same point of

the temperature sensors. The pond was filled in August 2012 and worked. The thicknesses of the UCZ, NCZ, and HSZ are

0.1, 0.5, 0.40 m, respectively. The range of salt gradient in the inner zones is such that the density is 1,000–1,020 kg/m3 in

UCZ, 1,030–1,200 kg/m3 in NCZ, and 1,170–1,200 kg/m3 in HSZ. In the present study, we report the experimental data that

were measured from August to December. Figure 21.1 shows a schematic representation of the experimental solar pond

system by using magnesium chloride salt.

Energy and Exergy Analyses

The energy and exergy values of the solar pond are calculated using conservation of mass and energy principles as well as

second law analysis. Therefore, in this section, energy and exergy analyses of the solar pond are presented. The energy

efficiency of the magnesium chloride solar pond (MCSP) can be defined as

ηMCSP ¼ Qstored

Qsolar

¼ 1� Qdown þ Qup þ Qside

� �
Qsolar

ð21:1Þ

where Qstored is stored heat energy in the HSZ of the solar pond, Qsolar is the amount of net solar energy which is coming from

the sun, Qdown is the total heat loss to the down wall from HSZ, Qup is the heat loss from HSZ to the above zone, and Qside is

the total heat loss to the side walls of the solar pond. Substituting equations for each parameter in Eq. (21.1) provides us with
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the following energy efficiency of MCSP:

ηMCSP ¼ 1�
kswA

Δxdown Tdown � Tað Þ þ ksA

ΔxHSZ‐NCZ THSZ � TNCZð Þ þ ksw2 π rLHSZ

Δxside THSZ � Tað Þ
n o

βEAHSZ 1� Fð Þ h x� δð Þ½ � ð21:2Þ

where E is the total solar energy reaching the solar pond surface, AHSZ is the area of the HSZ which is subjected to solar

insolation, F is the fraction of energy absorbed at a region of δ-thickness, h is solar radiation ratio, A is the surface area of the

solar pond, Ta is the ambient air temperature, ksw is the thermal conductivity of the side and bottom walls, ks is the thermal

conductivity of the salty water, LHSZ is the thickness of the HSZ (m), r is the inner radius of the cylindrical solar pond,

Δxdown is the thickness of the down wall, Δxside is the thickness of the side wall, ΔxHSZ-NCZ is the thickness of the HSZ’s

middle point and the NCZ’s middle point, and β is the fraction of the incident solar radiation that actually enters the pond and
is given by Hawlader [15] as follows:

β ¼ 1� 0:6
sin θi � sin θr
sin θi þ sin θr

� �2
� 0:4

tan θi � tan θr
tan θi þ tan θr

� �2
ð21:3Þ

Here, θi and θr are the incidence and refraction angles. h represents the ratio of the solar energy reaching the depth in

the layer I to the total solar incident falling on to the surface of the pond and is given by Bryant and Colbeck [16] as

hI ¼ 0:727� 0:056ln xI�δð Þ
cos θr

h i
(here xI is the thickness of the layer, δ, thickness of the layer in the UCZ where long-wave solar

energy is absorbed).

As shown in Fig. 21.2, the exergy flows in UCZ can be illustrated. We first write the exergy balance equation for

HSZ as

Exr,NCZ � Exd,HSZ � Exl,HSZ þ Exsw,HSZ þ Exb,HSZ½ � ¼ ΔEst ð21:4Þ

Heat Strage Zone (HSZ)

Non-Convective Zone (NCZ)

Upper Convective Zone (UCZ)

r=1180 kg/m3

r=1150 kg/m3

r=1120 kg/m3

r=1090 kg/m3

r=1060 kg/m3

r=1030 kg/m3
r=1000 kg/m3

Fig. 21.1 A schematic

representation of the magnesium

chloride layers of the solar pond
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Here, Exr,NCZ is the recovered exergy from NCZ for HSZ, Exd,HSZ is the exergy destruction in HSZ, Exl,HSZ is the exergy

loss from HSZ to NCZ, Exsw,HSZ is the exergy loss through side walls. Exb,HSZ is the exergy loss through bottom wall and

also, Exst is the exergy stored in HSZ. Here Exd,HSZ is the exergy destruction in HSZ which can be written as:

Exd,HSZ ¼ T0 ΔSnet,HSZð Þ ð21:5Þ

where ΔSnet is the net entropy change of NCZ which is defined asΔSnet ¼ ΔSsys + ΔSsurr. Then, the exergy losses, including
exergy destructions, within NCZ can be derived as follows:

Exd,HSZ ¼ T0 mHSZCp,HSZln
THSZ

T0

� Qg,HSZ

THSZ

þ Qsw,HSZ

T0

� �
þ Qb

T0

� �� �
ð21:6Þ

Exl,HSZ ¼ mHSZCp,HSZ THSZ � Tm,NCZð Þ � T0 ln
THSZ

Tm,NCZ

� �� �
ð21:7Þ

Here, mHSZ ¼ ρHSZVHSZ is the mass of salty water in HSZ; ρHSZ is the averaged density as given earlier []; and VHSZ is

the volume of the salty water in HSZ. Cp,HSZ is the specific heat of HSZ; T0 is the reference environment temperature; THSZ

is temperature of HSZ, and Tm,NCZ denotes the average temperature of NCZ. We can now define the exergy efficiency for

HSZ as the ratio of the exergy recovered from UCZ to the total exergy input to HSZ:

Exsw,HSZ ¼ mHSZCp,HSZ THSZ � Tsw,HSZð Þ � T0 ln
THSZ

Tsw,HSZ

� �� �
ð21:8Þ

where Tsw,HSZ denotes the side wall of the average temperature for HSZ.

Exsolar

Exd,UCZ

Exd,NCZ

Exd,HSZ

Exb,HSZ

Exr,NCZ

Exr,UCZ Exg,NCZ

Exsw,UCZ

Exsw,NCZ

Heat Storage Zone (HSZ)

Non-Convective Zone (NCZ)

Upper Convective Zone (UCZ)

Exsw,HSZ

Exg,HSZ

Exa,UCZFig. 21.2 Exergy flows in the

inner zones of magnesium

chloride solar pond (MCSP)
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Furthermore, Exb,HSZ ¼ Exsw,HSZ; this is due to the fact that both side wall and bottom layer have the same insulating

materials and are surrounded by the ambient air. We can now define the exergy efficiency for HSZ as the ratio of the exergy

stored in HSZ to the total exergy input to HSZ which is essentially the exergy recovered from NCZ:

ψHSZ ¼ ΔExst
Exr,NCZ

¼ 1� Exd,HSZ þ Exl,HSZ þ Exsw,HSZ þ Exb,HSZ

Exr,NCZ
ð21:9Þ

Results and Discussion

The density gradient is an important part of the maintenance of the solar pond as it affects the heat storage performance.

Figure 21.3 shows the alteration of the experimental salty solution densities with height from bottom to surface of the pond,

throughout the 4 months. Here, density differences are observed between the density variation measured for these 4 different

months, essentially due to increase of the inner zone’s temperature and to diffusion of the salt molecules. As seen in

Fig. 21.3, the density gradient in the solar pond is kept approximately stable. Some erosion is observed at the top of HSZ.

The density erosion is prevented by using salt gradient protection system.

Regarding the experimental temperature distributions in Fig. 21.4, the average temperature of HSZ is observed to be a

maximum of 52.42 ºC in August, a minimum of 24.46 ºC in November. Similarly, the average temperature of NCZ is

observed to be a maximum of 44.29 ºC in August, a minimum of 23.17 ºC in November. The average temperature of UCZ is

observed to be a maximum of 30.31 ºC in August, a minimum of 15.16 ºC in November.

Figure 21.5 shows both averaged energy and exergy distribution from August to November. As seen in the figure, the

energy and exergy contents are determined to be a maximum of 114.77 MJ and 106.88 MJ in August, a minimum of 54.90

and 51.33 MJ in November, respectively. Difference of the energy and exergy is due to the fact that energy is conserved, but

not exergy.

Figure 21.6 shows the variation of the exergy input, exergy stored, and destruction and losses from August to November.

The exergy content distributions were calculated by using temperature distribution of the solar pond and the reference air

temperature. As seen in Fig. 21.6, the exergy inputs are equivalent to the summation of exergy stored and exergy destruction

and losses. The exergy stored appears to be a maximum of 27.84 MJ in August and a minimum of 6.48 MJ in November,

respectively. The exergy destruction and losses appear to be a maximum of 79.05 MJ in August and a minimum of 44.84 MJ

in November, respectively.

The energy and exergy efficiency variations are given in Fig. 21.7 for comparison purposes. As seen in the figure, the

maximum and the minimum energy efficiencies of the solar pond are observed in August as 27.41 % and 12.64 % in

November, respectively. Also, the maximum and the minimum exergy efficiencies of the solar pond are observed in August

as 26.04 % and 12.62 % in November, respectively.
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Conclusion

In this paper, we have studied both energetic and exergetic performances of a MCSP through efficiency analysis. Exergy

efficiencies of a magnesium choloride water solar pond were found. The exergy efficiencies determined for storage zone

using the experimental data are compared with the corresponding energy efficiencies. As expected, the exergy efficiencies

appear to be little less than the energy efficiencies for storage zone of the solar pond due to the small magnitudes of exergy

destructions in the storage zone and losses to surroundings. These results openly demonstrate the effect of the insulation

materials and ambient temperature on the performance of the solar pond. It is important that exergy is a potential to help

achieve better efficiency of the solar pond.

Acknowledgment The authors are thankful to University of Cukurova for financial support of the present work (Grant No. FEF2010BAP5
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Nomenclature

A Surface area, m2

C Specific heat, J/kg K

E Total solar energy reaching to the pond,

MJ/m2

Ex Exergy, J

F Absorbed energy fraction at a region

of δ-thickness
h Solar radiation ratio

HSZ Heat storage zone

k Thermal conductivity, J/m �C

L Thickness of the inner zones, m

m Mass, kg

MCSP Magnesium chloride solar pond

NCZ Non-convective zone

Q Heat, J

r Inner radius, m

S Entropy, J/K mol

T Temperature, �C
UCZ Upper convective zone

V Volume, m3

Greek Letters

η Energy efficiency

δ Thickness where long-wave solar energy

is absorbed, m

β Incident beam entering rate into water

θ Angle, rad

ρ Density, kg/m3

ψ Exergy efficiency
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Subscripts

a Ambient

b Bottom

d Destruction

dw Down wall

g Gained

HSZ Heat storage zone

i Incident

in Energy input

m Mean

NCZ Non-convective zone

net Net irradiation

out Energy output

r Refraction

rec Recovered

surr Surrounding

sw Side wall

sys System
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Performance Assessment of a Recuperative
Helium Gas Turbine System 22
Rami Salah El-Emam and Ibrahim Dincer

Abstract

Helium is considered an ideal working fluid for closed cycle gas turbines powered by the heat of nuclear reactors or solar

concentrators. Energetic and exergetic based thermodynamic analyses are applied to an actual 120 MW recuperative

closed gas turbine operating with helium with two compression stages. The maximum pressure and temperature of the

plant are taken as 70 bar and 850 �C at the turbine inlet. Parametric studies are performed to investigate the effects of

different parameters on the plant performance and the irreversibilities associated with the system operation. In the exergy

analysis, internal and external irreversibilities are considered. At the optimal pressure ratio, the energy and exergy

efficiencies obtained here are found as 45.5 and 60.5 % at the base case. Also, various exergetic parameters are calculated

for the exergy assessment of the gas turbine plant. Furthermore, gas turbine exergetic performance map is introduced.

Keywords

Energy � Exergy � Efficiency � Pressure ratio � Closed cycle � Gas turbine

Introduction

Several gas turbine plants, based on the well-established closed cycle gas turbine technologies, are in operation for over

hundreds of thousand hours. The main advantages of this technology is its adaptability to a wide range of fuels, e.g., gas, oil,

coal, solar, and nuclear fuels and the possibility to use different working gases, e.g., air, helium, nitrogen, carbon dioxide,

argon, neon, or their mixtures. Helium is the one of the most suitable working fluids for large closed cycle gas turbine plants.

Helium turbines, based on a closed Brayton gas cycle, are also considered proper alternative for efficient power generation

for nuclear reactors. Helium is radioactive stable, inert, and noncorrosive gas [1–3]. Helium gas offers a high thermal

capacity as well.

In addition, helium gas turbine is a candidate as a multi-generation energy system for different purposes. The heat

rejected from the plant is available at high temperature. It can be utilized for combined cooling and heat production, water

desalination, process steam and industrial process heat in integrated chemical plants. In early 1960s, two helium closed cycle
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gas turbines were built for power generation and air liquefaction, heat was provided to the gas at 650–660 �C and 18–23 bar

through a natural gas furnace. In 1974, a helium gas turbine achieved a 30 MW of power production when the turbine was

fed with helium at 750 �C and 27 bar [2]. Helium turbines are also used integrated with nuclear reactors where heat is to be

provided through molten salt blanket or heat exchanger that transmits the heat from the reactor cooling system to the helium

turbine plants. Conn et al. [1] studied a conceptual design of 500 MW helium gas turbine units to be utilized with a nuclear

reactor. The operating turbine inlet temperature was set to 870 �C at around 68 bar. Solar energy is a good source of heat to

helium turbines as well. The low density and high thermal capacity of helium facilitate a more efficient operation of the gas

turbine at more compact design of the heat exchangers of the system. Heat can be provided using heliostat solar towers or

parabolic dish technology and it can be concentrated to a high pressure helium heater or through a molten salt heat exchanger

with storage tank.

Various studies in the literature have been undertaken to investigate the performance of helium gas turbine power plants.

Some researchers [4] performed a review study on helium turbines that works with the high temperature gas cooler reactors.

A model for calculating the design point performance of the gas turbine plant was developed in this study. A transient

analysis software for high temperature cooled reactor helium gas turbine was developed [5]. A review on the helium gas

turbine history and the operation experience from different test and power facilities was performed [6], focusing on the

helium turbines powered by the nuclear heat as well. Multi-reheat helium gas turbine was investigated [7] at different turbine

inlet temperature values and achieved a thermal efficiency of 39–47 %, respectively.

The thermodynamic assessment of closed cycle gas turbine plant is performed at different operating conditions at steady

and transit operation. A recuperative closed cycle gas turbine of a scramjet was thermodynamically investigated [8]. They

presented a thermal management system for reducing the hydrogen cooling flow and also studied the effect of different

operating parameters on the system performance. A work [9] was performed to study the effects of different pressure ratios

on a solar-driven closed cycle gas turbine.

The present work aims to investigate the system performance, through energetic and exergetic efficiencies, of an actual

helium closed cycle recuperated gas turbine with intercooling, through energy and exergy analyses. The performance

parameters are studied, and the effects of changing the operating parameters on the performance are also considered.

The pressure losses on the cycle are taking into consideration in the energy and irreversibility analyses. Including the

internal irreversibility calculations give a more realistic analysis of the gas turbine. The performance of the gas turbine is

defined in this work in a novel representation with respect to the exergy efficiency. The exergetic performance map is

introduced as a more descriptive approach with respect to the actual potential of gas turbine performance improvement

at certain operating condition. Exergetic loss map is also introduced as a new exergetic assessment map. It relates the

exergy destruction ratio, with respect to the total exergy of fuel streams, to the specific work or the dimensionless

work parameter.

System Description

The enthalpy–entropy diagram for simple closed cycle gas turbine is shown in Fig. 22.1. The diagram shows a realistic cycle

with considering the pressure losses that causes internal irreversibilities in the cycle heat exchangers. Turbine and

compressor irreversibilities in form of the device adiabatic efficiency are considered in this diagram as well. PH and PL

on this diagram represent the highest and lowest actual operating pressure in the cycle, and the pressure ratio of the gas

turbine is defined in this study based on these two values.

The recuperative closed cycle helium gas turbine considered in this study is shown in Fig. 22.2. A two-stage

compression with intercooling is considered for this system, while one turbine is used for power production and to

drive the compressors. After being heated, helium expands through the turbine. The low pressure gas from the turbine

enters a heat transfer recuperator to heat the cooler gas at the high pressure side of the cycle. The cooled helium leaving the

recuperator is directed to another heat exchanger that works as a precooler before the compressor. The working fluid is

further cooled in the precooler. Heat rejected from the cooler can be transferred to generator of an absorption cooling

system for cogeneration. Two stage compressions with intercooler are used to raise the helium pressure to its highest value

in the cycle. Then helium is heated by the turbine low pressure outlet gas through the recuperator before it goes to the main

heat source.
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Thermodynamic Modeling

In a thermodynamic study, it is essential to make some assumptions for analysis and assessment. In this study, the following

assumptions for energy and exergy analyses of the system are considered:

– Turbine and compressors are adiabatic.

– The plant operates at steady state conditions.

– Helium properties are taken for ideal gas assumption.

– Heat source is considered as molten salt at constant temperature.
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diagram of a realistic simple
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recuperative closed cycle

gas turbine with intercooler
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– The pressure ratio is defined in terms of the higher pressure, PH, and lower pressure, PL, of the cycle after considering the

pressure losses.

– The ambient temperature and pressure are constant.

– No cogeneration and no use of the rejected heat of the cycle are considered in the exergy assessment calculations.

– The changes in kinetic and potential energies and exergies are negligible.

Energy Analysis

The prescribed helium gas turbine energy performance is investigated and modeled in the following subsections. The energy

analysis of the components is performed and the components performance is described in form of the following parameters:

– Turbine and compressor polytropic efficiency.

– Plant pressure ratio.

– Plant temperature ratio.

– Heat exchangers effectiveness.

– Heat exchangers pressure loss coefficients.

The first law of thermodynamics is applied to each of system components. The following equation represents the concept

of conservation of energy for an open system:

dE=dt ¼
X

_Q � _W þ
X

in
_mh�

X
out

_mh ð22:1Þ

where the changes in kinetic and potential energies across the system are considered negligible.

Exergy Analysis

The practical operation of any system is an irreversible operation, where work is destroyed based on the entropy generation

rate that is associated with the operating process. The amount of lost available work can be defined as the difference between

the reversible work when no irreversibilities are considered, i.e., entropy generation is zero, and the system actual

irreversible work.

_Wloss ¼ _Wrev � _W ð22:2Þ

The lost available work is not an actual energy loss; it represents a lost opportunity to convert part of the energy utilized

into a useful work. The lost available work was defined [10] in a direct proportional relation with the entropy generation rate.

This is better described by the exergy destruction term which expresses the system irreversibility as follows:

_Exd ¼ To: _Sgen ð22:3Þ
The temperature To is the defined as the dead state temperature. It is the temperature at which the system cannot undergo

any state change through any interactions with the environment [11]. The entropy generation for a general open system can

be determined based on the second law of thermodynamics.

_Sgen ¼ dS

dt
�
X _Q

T
þ
X

out
_ms�

X
in
_ms ð22:4Þ

where T is the temperature of the boundaries at which the heat transfer occurs:

_W ¼
X

1� To

T

� �
_Q þ

X
in
_Ex þ

X
out

_Ex � d E� ToSð Þ
dt

� _Exd ð22:5Þ

The term _Ex expresses the exergy flow rate or the exergy associated with the mass flow rate of the streams that enter or

exit from the system. It is defined as:

_Ex ¼ _m ex ¼ _m h� To sð Þ ð22:6Þ
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The exergy destruction rate is applied on the prescribed gas turbine plant components as illustrated in the following

section, considering the ideal gas behavior of the working fluid.

The exergy destruction is expressed taking external and internal irreversibilities into consideration. External irreversi-

bilities are associated with the heat transfer between the working fluid and the hot and cold reservoirs at the source and dead

state temperature values, respectively. Internal irreversibilities are the mainly accompanied with the finite pressure drop

across the system devices. In the following sections, energy and exergy analyses of each for system components are

presented.

Compressor Modeling

The system in this study has two compression stages. The total pressure ratio is a design parameter as in Table 22.1.

The compressor is considered adiabatic and its polytropic efficiency is also provided as in Table 22.1. Practically, helium

compressor blades design is different than the air compressors. It has to account for the flow separation and secondary flow

occurrence to achieve a better performance [4, 6]. Also, due to helium low molecular weight, a more reliable sealing

mechanism needs to be integrated with the compressor and the other system components to avoid leakage [12]. Based on the

defined pressure ratio and polytropic efficiency of the compressor, and the plant temperature ratio; the power required to

drive the compressor can be formulated as follows:

_WC ¼ _m cp TH β
r kc � 1

ηC,a ηmech

� �
ð22:7Þ

where TH is the highest temperature at the gas turbine plant, i.e., turbine inlet condition, β is the operational temperature

ratio, and is defined as follows:

β ¼ TL

TH
ð22:8Þ

and k is function of the heat capacity ratio:

k ¼ γ � 1

γ
ð22:9Þ

Table 22.1 The helium turbine plant operating parameters

Operating parameters for base case

Net power output 120 MW

Turbine polytropic efficiency 92 %

Compressor polytropic efficiency 90 %

Mechanical efficiency 99 %

Recuperator effectiveness 88 %

Precooler effectiveness 90 %

Intercooler effectiveness 87 %

Pressure loss in recuperator, hot side 2.1 %

Pressure loss in recuperator, cold side 1.8 %

Pressure loss in precooler, hot side 1.2 %

Pressure loss in intercooler, hot side 1.3 %

Turbine inlet temperature 850 �C
Compressor inlet temperature 40 �C
Turbine inlet pressure 70 bar

Plant temperature ratio 313/1,123 K

Ambient temperature 25 �C
Hot source temperature 930 �C
Cooling water inlet temperature 25 �C
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The pressure ratio is defined as the ratio between the higher and lower pressure across the compressor, which is defined as

follows, taking into consideration the pressure losses at the high and low pressure streams of the working fluid.

rc ¼ PH

PL
ð22:10Þ

The compressor adiabatic efficiency can be defined as a function of the polytropic efficiency as follows:

ηC,a ¼
r kc � 1

r
k=ηC,p
c � 1

ð22:11Þ

The temperature of the stream exits the compressor is to be estimated based on the inlet temperature of the working fluid:

TC,ex ¼ TC, in 1þ r kc � 1

ηC,a

� �
ð22:12Þ

Considering an adiabatic compression process, the exergy destruction rate associated with this process can be formulated

as a function of the total pressure ratio of the gas turbine plant and the compressor adiabatic efficiency as follows:

_Exd,C ¼ _m To cp ln
1

r kc
� 1

� �
1� 1

ηC,a

� �
þ 1

� �
ð22:13Þ

For the calculations, identical adiabatic efficiency values are then chosen for the two operating compressors.

Intercooler Modeling

The high thermal conductivity and heat transfer coefficient of helium, compared with air, results in more compact designs of

the utilized heat exchangers. The use of intercooler in between compression stages is a standard feature of efficient gas

compressors. The total compression required power is formulated as a function of the total pressure ratio and the

compressors stage adiabatic efficiency as follows:

_WC ¼ _m cp TH β

ηmech
rk=NC
c � 1

� �X
NC

1

ηC,a

� �
ð22:14Þ

For two compression stages with intercooling and the same adiabatic efficiency of the two stages, the total compression

work becomes

_WC ¼ 2: _m cp TH β
r
k=2
c � 1

ηC,a ηmech

 !
ð22:15Þ

which does not count for the pressure loss in the intercooler. For the definition of the total pressure ratio in this study as the

final pressure after second compression stage over the lowest pressure at the inlet of the first compression stage, after

considering the total pressure loss in the cycle, the second stage of compression would count for the drop in the pressure at

the intercooler, which means a slightly higher pressure ratio would be required for the second compression stage to achieve

the design total pressure ratio of the plant. This results in more required work to drive the high pressure compressor, even if

the two compressors operate at the same adiabatic efficiency.

The heat transfer rate removed from the working fluid at the intercooling stage is formulated as follows with the

assumption that the flow exits the intercooler at the inlet temperature of the preceding compressor:

_QIC ¼ _m cp TC,ex � TH βð Þ ð22:16Þ

where TC,ex is the temperature at the exit of the preceding compression stage, at the intercooler inlet.
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In the intercooler, there are irreversibilities associated with the heat transfer within the temperature difference between

the stream flow and the ambient, and irreversibility associated with the flow due to the pressure drop across the device.

The exergy destruction in the intercooler can be described as follows, based on the output of the energy analysis:

_Exd, IC ¼
_QIC

TIC=To

 !
� _m To sIC, in � sIC,exð ÞjPIC

� R
ΔP
P

� �
IC

� �
ð22:17Þ

Here, the destruction of exergy is expressed for an equivalent intercooler that works with no pressure loss, and hence

slightly warmer, and then the entropy increase because of the pressure drop is added as it is expressed in the equation for an

ideal gas assumption.

Gas Turbine Modeling

The efficiency of the helium turbine is highly affected by its design, which is a bit different from the conventional gas turbine

design. It has shorter blade height and this result in an increase of the blade tip clearance leakage [4, 6, 12]. On the other

hand, compared with a steam turbine, a helium gas turbine is more economic due to the less material requirements as the

blades of the former are ten times larger in length [2, 13]. The power output of the gas turbine is formulated in the following

form, as function of the plant pressure ratio:

_WT ¼ _m ηT,acp TH 1�
1þ k �

X ΔP
P

� �
r kc

2
664

3
775 ð22:18Þ

where the turbine adiabatic efficiency is calculated as a function of the polytropic efficiency of the turbine as follows:

ηT,a ¼
1� 1=rTð Þ k

ηT,p

1� 1=rTð Þk ð22:19Þ

The turbine pressure ratio is to be determined based on the defined pressure ratio of the compression stages, considering

the pressure losses in the working fluid streams across the different system components, as follows:

rT ¼ PT, in

PT,ex
¼ rc �

1� ΔP
P

� 	
HE

þ ΔP
P

� 	
R,c

h i
1þ ΔP

P

� 	
PC

þ ΔP
P

� 	
R,h

h i
2
4

3
5 ð22:20Þ

The total pressure loss effect in the turbine work equation is the summation of the pressure loss coefficients in the hot and

cold streams of the recuperator, the hot streams of the precooler and intercooler, and the cold stream of the main heat

exchanger.

X ΔP
P

� �
¼ ΔP

P

� �
R

þ ΔP
P

� �
PC

þ ΔP
P

� �
IC

þ ΔP
P

� �
HE

ð22:21Þ

where the recuperator pressure loss is described as the summation of its hot and cold streams pressure losses.

ΔP
P

� �
R

¼ ΔP
P

� �
R,h

þ ΔP
P

� �
R,c

ð22:22Þ

The temperature value at the exit of the turbine is to be determined as follows:

TT,ex ¼ TH 1� ηT,a 1� 1

r kT

� �� �
ð22:23Þ

as a function of the operating compressor pressure ratio.
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The irreversibility associated with the turbine, amounts to the following form, as a function of the gas turbine operating

parameters:

_Exd,T ¼ _m To cp ln 1� r kT � 1
� 	

ηT,a � 1
� 	
 � ð22:24Þ

Here, the working fluid is treated as an ideal gas with constant specific heat.

Recuperator Modeling

From the defined recuperator effectiveness, the temperature at the exit of the cold stream, at the high pressure side, is

determined:

TR,c,ex ¼ TH β 1� εRð Þ 1þ
ffiffiffiffi
rc

p� 	k � 1

ηHC,a

 !
þ εR 1�

1þ k �
X ΔP

P

� �
r kc =ηT,a

2
664

3
775

2
664

3
775 ð22:25Þ

This formula is derived based on the following recuperator effectiveness definition:

εR ¼ TR,c,ex � TR,c, in

TR,h, in � TR,c, in
ð22:26Þ

The hot stream exit temperature, on the low pressure side, is to be determined by applying the energy balance on the hot

stream, at low pressure side, as follows:

TR,H,ex ¼ TR,H, in � _QR= _m cp
� 	 ð22:27Þ

where _QR is the heat transfer through the recuperator from the hot stream to cold stream. It is simply calculated from the

energy balance of the cold stream:

_QR ¼ _m cp TR,c,ex � TR,c, inð Þ ð22:28Þ

By defining the exit streams of the recuperator, the analysis of the main heat exchanger and the precooler can be

performed. Based on the two working fluid streams passing through the recuperator, the exergy associated with the

recuperator can be formed as follows:

_Exd,R ¼ _m To sR,c,ex � sR,c, inð ÞjPH
þ sR,H,ex � sR,H, inð ÞjPL

þ R
ΔP
P

� �
R

� �
ð22:29Þ

Same as for the other heat exchangers in this analysis, the entropy generation analysis is performed and is formed in a no

pressure loss entropy differences, and then the internal irreversibility caused by the pressure losses in hot and cold streams is

added. The total pressure coefficient in the recuperator is equal to both sides’ pressure losses coefficients. In the recuperator

case, pressure loss at both sides need to be considered as the irreversibility analysis is performed on both flow streams

considering the heat transfer effect in form of sates difference between inlet and outlet streams.

Heat Exchanger Modeling

Based on the defined highest temperature of the gas turbine plant, the heat rate required to be supplied to the working fluid

through the heat exchanger can be calculated as follows:

_QHE ¼ _m cp TH 1� TR,c,ex

TH

� �
ð22:30Þ
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The working fluid, after being heated by the hot, low pressure stream at the recuperator, it passes through the main heat

exchanger which provides the required amount of heat to reach the turbine inlet temperature with enough potential to gain

the required power. The following equation expresses the destruction of exergy associated with this process:

_Exd,HE ¼ _m To

�
ð ex
in

Tds


PH

THE

0
B@

1
CAþ sHE,ex � sHE, inð ÞjPH

þ R
ΔP
P

� �
HE

2
64

3
75 ð22:31Þ

The first term in the brackets represents the specific heat gained by the working fluid considering the heat transfer to

happen at constant pressure, where: ð ex
in

Tds


PH

¼ qHE ð22:32Þ

In the exergy destruction equation, the external irreversibility in the heat exchanger is expressed by the first two terms in

the brackets. This part of irreversibility is associated with the heat transfer to the working fluid within the temperature

difference between the source temperature THE, and the working fluid bulk temperature through the heat exchanger,

considering no pressure loss to occur during the process. To add the effect of the pressure drop, the internal irreversibility is

added in terms of pressure loss across the heat exchanger for ideal gas case as shown in the last term of the equation.

The temperature THE is the heating source temperature and is calculated, in analogous with the open gas turbine engine

with combustion, based on the definition of the optimal effective flame temperature of the combustion products. It can be

formulated as function of the heating molten salt temperature as follows:

THE ¼ Ts, in � To

ln Ts, in=Toð Þ ð22:33Þ

More details regarding the calculation of the optimal flame temperature can be found elsewhere [14].

Precooler Modeling

The heat released from the low pressure stream at the intercooler is determined as follows, based on the energy balance on

this stream:

_QPC ¼ _m cp TR,h,ex � TH βð Þ ð22:34Þ

In the same way of calculating the exergy destruction in the intercooler, the exergy destruction in the precooler can be

formed as follows:

_Exd,PC ¼
_QPC

TPC=To

 !
� _m To sPC,ex � sPC, inð ÞjPL

� R
ΔP
P

� �
PC

� �
ð22:35Þ

Here, the term (sPC,ex � sPC,in)jPl is the entropy difference considering the process through the intercooler occurs at

constant pressure with no pressure losses. R(ΔP/P)PC represents the entropy change as a result of the pressure loss at the

working fluid side, considering ideal gas behavior.

Energetic Assessment

The thermal energy efficiency can be formulated, based on the shown analysis, in form of the gas turbine thermal design

parameters for a closed recuperative gas turbine cycle with two compression stages as follows:
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ηth ¼
r kc �1�k�

P
ΔP=Pð Þ

r kc =ηT,a

� �
� 1

ηLC,a
þ 1

ηHC,a

h i
β

ffiffiffi
rc

pð Þk�1
� 	

ηmech

� �

1� β 1� εRð Þ 1þ
ffiffiffi
rc

pð Þk�1

ηHC,a

� �
þ εR 1� 1þk�

P
ΔP=Pð Þ

r kc =ηT,a

� �� � ð22:36Þ

The optimal pressure ratio of the plant is determined at maximum thermal efficiency, by differentiating the previous

formula with respect to pressure ratio, rc, setting dηth/drc to zero for maximum efficiency. The pressure ratio for each

compressor stage in this relation are assumed to be identical, however, with considering the pressure loss in the intercooler,

they will be slightly different as mentioned before, based on the given definition of the higher and lower pressure values of

the gas turbine cycle.

Another parameter used to describe the system performance is the dimensionless net work output of the gas turbine plant.

The dimensionless work is to be calculated by relating the actual specific work output to the total potential of producing

work expressed in terms of the temperature ratio and the turbine inlet temperature as follows:

Wdimless ¼ wnet

cpTH 1� βð Þ ð22:37Þ

The dimensionless work is used to express the results of the energetic performance of the system.

Exergetic Assessment

The helium turbine plant performance can be described in different exergy parameters. The exergy efficiency of the overall

plant performance can be expresses in terms of the useful exergy output of the plant over the exergy of the fuel supplied in

form of exergy of the heat added to the system:

ψ ¼
_Exoutput
_Exf

ð22:38Þ

It can be also estimated based on the exergy destruction calculation as follows:

ψ ¼ 1�
X

_Exd
_Exf

ð22:39Þ

Each of the exergy destruction rates in system components is described as percentage of the total exergy destruction:

yD ¼
_ExdX
_Exd

ð22:40Þ

The exergy destruction can be expressed by the exergy destruction ratio as it is defined by relating the exergy destruction

rate in each component to the total exergy rate of the fuel to the system.

ExR ¼
_ExdX
_ExF

ð22:41Þ

Another parameter is the sustainability index, which helps in giving an indication of the improvement potential for more

efficient use of the available resources of the system as follows:

SI ¼ 1

1� ψ
ð22:42Þ
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The improvement potential for each of the system components can be measured in energy units based on the following

relation [15]:

IP ¼ 1� ψð Þ _Exin � _Exex
� 	 ð22:43Þ

And it can be also related to the plant net power output in a percentage form.

Case Study

For verifying the modeling code of the helium closed cycle gas turbine presented in this study, the results for a case study

are compared in the following section with data of a helium gas turbine operating with power reactor as presented in [1].

The turbine inlet conditions are 871 �C and 69 bar. The compressor inlet temperature and pressure are 43.3 �C at 26.2 bar.

This gas turbine is of 500 MW power and operates at 46 % of thermal efficiency. The adiabatic efficiency of the turbine and

the high and low pressure compressors are 91, 89, and 89 %, respectively. The effectiveness of the recuperator, intercooler,

and precooler are 88, 88, and 92 %, respectively. Considering the same losses in the heat exchangers streams, Table 22.2

shows the comparison of the results of thermodynamic properties and parameters of the current model compared with the

data provided in the literature.

Results and Discussion

The energy and exergy analyses are performed on the prescribed system in the base case operating conditions as shown in

Table 22.1. The results of the exergy analysis of the system components are given in Table 22.3. Different plant high-

temperature values are studied, and the optimal operating pressure ratio is calculated based on the energy model of the

system. The results in Table 22.3 show the exergy destruction rates and their ratios as percentage of the total exergy

destruction of the system. The exergy efficiency calculations are also shown. Table 22.4 shows the results of the energy and

exergy analyses of the overall system performance. The results show that for the same compressor inlet temperature,

increasing the turbine inlet temperature results in a higher energy and exergy efficiency as a result of the higher operating

optimal pressure ratio of the gas turbine plant. In the same Table, the increase of the specific work output, which reflects the

enthalpy potential of producing useful work, is shown. This causes a decrease in the helium flow rate demand, for the same

power output. This highly affects the economic viability of the heat exchangers and turbomachinery as the mass flow rate is

to be increased by 40 % for a decrease in the temperature ratio from 2.8 to 2.4 at the same compressor inlet temperature.

Figures 22.3, 22.4, and 22.5 show the results of the parametric study of the pressure ratio effect on different performance

parameters. The results in these figures are calculated at the base condition listed in Table 22.1. Figure 22.3 shows the change

of the energy and exergy efficiencies with the pressure ratio; the energy efficiency shows a maximum of 45.48 % at a

pressure ratio of 2.74; however, the exergy efficiency reaches a maximum of 60.6 % at pressure ratio of 2.78. It is important

to note that exergy efficiency is higher than the corresponding energy efficiency due to the fact that the exergy of the heat

added is considered as the exergy input in calculating the exergy efficiency. The dimensionless work is also shown in the

same figure; it is as an indication of the produced power with respect to the theoretical maximum potential. It gives a peak at

the pressure ratio of 6.2. At this value, the energy and exergy efficiency drops to 39.1 and 52 %, respectively.

The effects of the pressure ratio on components exergy destruction rates are shown in Figs. 22.4 and 22.5 in different

representations. In Fig. 22.4, it shows the exergy destruction rate in MW. The recuperator exergy destruction rate decreases

with the increase in pressure ratio. The total exergy destruction reaches a minimum at the point of maximum exergy

Table 22.2 Thermodynamic simulation model verification

Parameter Current model Literature data Difference (%)

Specific heat in regenerator 1,802 kJ/kg 1,883 kJ/kg 4.30

Specific heat in intercooler 427.2 kJ/kg 428.6 kJ/kg 0.32

Specific heat in precooler 683.1 kJ/kg 685.9 kJ/kg 0.41

Overall thermal efficiency 45.68 % 46 % 0.70

Temperature after compression 127.5 �C 125.5 �C 1.59

Temperature after expansion 521.9 �C 537.7 �C 2.93
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efficiency. Figure 22.5 shows the change of exergy destruction in the system components, as percentage of the total exergy

destruction, with increasing the pressure ratio. For a pressure ratio more than 3.4, the changes in the percentages for the

turbine, compressors, main heat exchanger, and the precooler are very small compared with the other heat exchangers

of the system.

Figures 22.6, 22.7, 22.8, and 22.9 show the results of the energy and exergy analyses at different temperature ratioswith respect

to the turbine inlet temperature. All other operating parameters are kept constant at the base case condition shown in Table 22.1.

Table 22.3 Results of the energy and exergy analysis of the system components

Exd (MW) yD (%) ηex (%) Exd (MW) yD (%) ηex (%) Exd (MW) yD (%) ηex (%)

β ¼ 313/923 K β ¼ 313/1,023 K β ¼ 313/1,123 K

Gas turbine 9.067 7.56 96.8 7.535 7.91 97.1 6.467 8.23 97.3

LP compressor 7.420 6.26 90.4 6.141 6.44 90.6 5.254 6.71 90.6

HP compressor 7.644 6.39 90.5 6.308 6.63 90.5 5.386 6.87 90.6

Intercooler 12.24 10.4 97.6 10.80 11.4 97.2 9.701 12.4 96.8

Precooler 23.37 19.5 95.1 20.71 21.7 94.1 18.84 24.1 93.0

Recuperator 16.34 13.6 87.9 13.70 14.4 88.7 11.90 15.2 89.3

Heat exchanger 43.41 36.2 81.9 30.01 31.5 86.0 20.76 26.5 89.5

Table 22.4 Overall performance assessment based on the thermal analyses

Turbine inlet temperature 650 �C 750 �C 850 �C
Overall system performance Optimal pressure ratio 2.407 2.648 2.74

Temperature ratio 0.34 0.306 0.278
Thermal efficiency 37.64 % 41.91 % 45.48 %
Exergy efficiency 50.07 % 55.75 % 60.51 %
Helium flow rate 211 kg/s 164 kg/s 128.6 kg/s
Specific net work 545.7 kJ/kg 732 kJ/kg 933 kJ/kg
Sustainability index 2.0 2.3 2.5
Improvement potential 59.74 MW 42.14 MW 30.93 MW

Cooling water Intercooler flow rate 251.0 kg/s 190.8 kg/s 152 kg/s
Precooler flow rate 264.9 kg/s 200 kg/s 158.3 kg/s
Intercooler exit temp 98.4 �C 105.7 �C 112.4 �C
Precooler exit temp 133.3 �C 145 �C 156 �C

Fig. 22.3 Effect of pressure

ratio on the overall system

performance
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Figure 22.6 shows the effect of changing the pressure ratio on the dimensionless work and the total exergy destruction rate of the

plant. Increasing the temperature ratio at constant turbine inlet temperature causes a decrease in the work output as the enthalpy

difference drops. The maximumwork point occurs at higher pressure ratio the higher turbine inlet temperature. The total exergy

destruction rate has a fully reversed trend.

In Fig. 22.7, as a result of the increase in work output, the exergy efficiency is higher for higher turbine temperature. But

with the increase of pressure ratio, even with the increase in work output, the exergy efficiency drops after the peak as a

result of the increase in the exergy rate of streams provided to the system with respect to the product exergy rates.

Figure 22.8 shows the exergetic performance of the studied helium turbine in a new method of performance measurement.

Fig. 22.4 Effect of pressure ratio

on exergy destruction rates

in the system components and

the overall plant

Fig. 22.5 Effect of pressure ratio

on exergetic performance in

form of exergy destruction

rates percentage of the total

exergy destruction
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The figure is introduced as the exergetic performance map. The exergetic performance map shows the effect of pressure

ratio and temperature ratio on the performance of the gas turbine and its output. This performance map measures the

performance in terms of the exergy efficiency and the dimensionless work. It can be also introduced with respect to the

specific work output. This map gives an idea of the potential of enhancement in the system performance. Figure 22.9 also

shows a new exergetic map of the gas turbine. This map is the exergetic loss map which shows the exergy destruction ratio,

with respect to the exergy of the fuel streams provided to the system components, and the specific net work output. The gas

turbine operation is described on the map at constant lines of temperature or temperature ratio at different operating

pressure ratios.

Fig. 22.6 Pressure ratio effect

on the overall system

performance at different

turbine inlet temperatures

Fig. 22.7 Change in overall

exergy efficiency with pressure

ratio at different turbine inlet

temperatures
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Conclusions

Energy and exergy analyses are conducted for an actual recuperated gas turbine, working on a closed cycle with helium

as the working fluid. The energy and exergy efficiencies of the cycle at temperature ratio of 0.278, turbine inlet

condition of 850 �C and 70 bar as a base case for a calculated optimal pressure ratio of 2.74 are found to be 45.48 and

60.51 %, respectively. Increasing the high-temperature of the cycle increases the optimal pressure ratio and also increases

the plant performance.

Fig. 22.8 Exergetic

performance map at different

turbine inlet temperatures

Fig. 22.9 Exergetic loss

map at different turbine inlet

temperatures
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Nomenclature

cp Specific heat capacity, kJ/kg K

E Energy, kJ
_Ex Exergy rate, kW
_Exd Exergy destruction rate, kW

ExR Exergy destruction ratio, %

h Specific enthalpy, kJ/kg

IP Improvement potential, kW

k Constant

_m Mass flow rate, kg/s

Nc Number of compression stages

P Pressure, kPa

(ΔP/P) Pressure loss coefficient
_Q Heat rate, kJ/s

rc Pressure ratio

R Gas constant, kJ/kg K

s Specific entropy, kJ/kg K
_S Entropy rate, kW/K

SI Sustainability index

t Time, s

T Temperature, K

w Specific work, kJ/kg
_W Power, kW

yD Exergy destruction percentage, %

β Temperature ratio

ε Heat exchanger effectiveness, %

η Energy efficiency, %

ψ Exergy efficiency, %

ϒ Specific heat ratio

Subscript

a Adiabatic

c Cold stream

C Compressor

ex Exit flow

f Fuel

gen Generation

h Hot stream

H Highest

HE Heat exchanger

in Inlet flow

IC Intercooler

L Lowest

p Polytropic

PC Precooler

R Recuperator

T Turbine

References

1. Conn RW, Kuo SC (1976) An advanced conceptual tokamak fusion power reactor utilizing closed cycle helium gas turbines. Nucl Eng Des 39:45–72

2. Frutschi HU (2005) Closed-cycle gas turbines. ASME, New York

3. Horlock JH (2002) Combined power plants. Krieger, Malabar, FL

4. No HC, Kim JH, Kim HM (2007) A review of helium gas turbine technology for high-temperature gas-cooled reactors. Nucl Eng Technol 39:21–30

5. Wenlong L, Heng X, Zuoyi Z, Yujie D (2012) Development and primary verification of a transient analysis software for high temperature gas-cooled reactor

helium turbine power system. Nucl Eng Des 250:219–228

6. McDonald CF (2012) Helium turbomachinery operating experience from gas turbine power plants and test facilities. Appl Therm Eng 44:108–142

7. Zhao H, Peterson PF (2008) Multiple reheat helium Brayton cycles for sodium cooled fast reactors. Nucl Eng Des 238:1535–1546

8. Qin J, Zhou W, Bao W, Yu D (2010) Thermodynamic analysis and parametric study of a closed Brayton cycle thermal management system for scramjet. Int J

Hydrog Energy 35:356–364

9. Gandhidasan P (1993) Thermodynamic analysis of a closed-cycle, solar gas-turbine plant. Energ Convers Manag 34:657–661

10. Kestin J (1980) Availability, the concept and associated terminology. Energy 5:679–692

11. Moran MJ, Shapiro HN, Boettner DD, Bailey MB (2011) Fundamentals of engineering thermodynamics. Wiley, Hoboken, NJ

12. McDonald CF, Orlando RJ, Cotzas GM (eds) (1994) International joint power generation conference. Phoenix, AZ

13. Boyce MP (2006) Gas turbine engineering handbook. Gulf Professional Publishing, Burlington, MA

14. Bejan A (2006) Advanced engineering thermodynamics. Wiley, New York

15. Gool W (1997) Energy policy: fairy tales and factualities. In: Soares OD, Cruz AM, Pereira GC, Soares IRT, Reis APS (eds) Innovation and technology—

strategies and policies. Springer, The Netherlands, pp 93–105

266 R.S. El-Emam and I. Dincer



Investigation of Exergy Ratios of a Solar Pond 23
Mehmet Karakilcik and Ibrahim Dincer

Abstract

In this paper, we present an experimental and theoretical investigation for exergetic assessment of a rectangular solar

pond (with dimensions of 2 m � 2 m � 1.5 m) at various reference temperatures. The experimental solar pond was

designed and built at Cukurova University in Adana, Turkey. The system was filled with salty water to form three zones

(namely, Upper Convective Zone (UCZ), Non-Convective Zone (NCZ), and Low Convective Zone (LCZ)) accordingly.

A data acquisition device was used to measure the temperatures hourly at various locations in the pond. An exergy model

was developed to study the exergetic performance of the pond for its three zones in terms of exergy efficiencies. The

lowest and highest reference environment temperatures for various days in the months were considered. The results show

that the efficiency ratios of the LCZ are found to be higher than the corresponding the NCZ and also the UCZ.

Keywords

Solar pond � Solar energy � Energy and exergy efficiencies � Exergy ratios

Introduction

The sun is the largest source of solar energy which is renewable, clean, abundantly and easily available everywhere in the

world and also can easily be converted to thermal energy by using the renewable energy systems. These systems generally

absorb the solar radiation falling on them to collect and store as thermal energy. The thermal energy is used for cooling,

water and space heating, and power production using air, water, steam, or thermal fluids to transfer the heat to the location

where it is used. For these reasons the renewable energy technologies are improved day by day. It is widely known that these

have a significant role in reducing the energy consumption and plays an important role in energy production and saving

policies. All of these are important factors to increase the use of the solar energy to reduce nonrenewable energy

consumption, carbon footprints and to improve solar energy technologies. One of these is solar pond which is a large-

scale energy collector with integral heat storage for supplying thermal energy and can be used for various applications

(e.g., process heating, water desalination, refrigeration, drying, and power generation).

Solar ponds can suitably be constructed anywhere, regardless of the distance to the nearest power outlet, as long as there

is access to direct sunlight on the site. It is economical to construct them at places where there is low-cost salt and bittern, a

good supply of sea water or water for filling and flushing, high solar radiation, low cost land, etc. The maintenance of solar
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ponds is generally simple and of low cost, and does not emit greenhouse gas emissions. The solar pond works on a very

simple principle. The solar radiation heats the water, and the heated water from within the pond rises and reaches the top, but

loses some heat to the atmosphere. Heat is then properly stored. The solar ponds restrict this tendency of dissolving salt in the

bottom layer of the pond and make it too heavy to rise [1].

The solar ponds are generally consisted of three main zones as we briefly define as follows. The upper convective zone

(UCZ) is composed of low-salinity brine. This zone requires continuous flushing with freshwater or low-salinity water to

compensate for evaporation and flush away the rising salt to the top surface by the natural process of salt diffusion through

the non-convective zone (NCZ). Below it, the NCZ contains a salinity gradient such that the water close to the surface is

always less salty than the water below it. The NCZ constitutes a thermally insulating layer since natural convection currents

are suppressed. The lower convective zone (LCZ) is also called as the storage zone. This zone is where the heat is collected

and stored. It is very hot and salty water, and its temperature can vary between 50 and 90 �C [2] whose density distribution is

changed between 1,150 and 1,190 kg/m3 [3]. Usage of solar energy to collect and store energy in salty water zones of solar

pond becomes the heart of this study for analysis and assessment.

There have been experimental and theoretical investigations on exergetic performance analyses of integrated and non-

integrated solar ponds through exergy efficiencies [4, 5]. These studies are in fact the key motivation for the present work. In

this work, a detailed investigation on exergetic efficiencies is carried out through exergy analysis of the zones at higher and

lower reference temperatures. Accordingly the exergy destructions and losses as well as exergy efficiency relations are

determined for each of the system components and for the whole system. In this regard, exergetic efficiency ratios at lowest

and highest reference temperatures are studied.

Experimental Apparatus and Procedure

Generally, solar ponds are divided into three zones as follows:

(a) The upper convective zone (UCZ) is the first zone with the freshwater layer at the top of the pond. This zone is fed with

freshwater in order to maintain its density as close as to the density of freshwater in the upper part to protect the

cleanness of the pond and meet the lost water due to evaporation.

(b) The second zone is non-convective zone (NCZ). It consists of several different salty water layers. The layers are heavier

than freshwater and will not rise or mix by natural convection. So the body of the salty water inner zone creates a salt

gradient zone. The zone permits solar radiation to pass through, but reduces the heat loss from the hot lower convective

zone (LCZ) to the cold upper convective zone (UCZ). It creates a larger temperature gradient within the pond which

becomes hotter with depth and also the salt content increases with its depth, hence causing a salinity or density gradient.

This gradient acts as a transparent insulator permitting sunlight to reach the bottom zone but also entrapping it there.

Heat transfer through this zone is by conduction only.

(c) The third zone, non-convective zone (LCZ) is also called as the heat storage zone (HSZ) which is composed of salty

water with highest density. Considerable part of the solar energy is absorbed and stored by this bottom region. The LCZ

has highest temperature, and hence, the strongest thermal interaction occurs between this zone and the insulated bottom

and sidewalls surrounding it.

In the experimental work, a rectangular solar pond with a surface area of 4 m2 and a depth of 1.5 m was built as shown in

Fig. 23.1, and the pond was then filled with salty water to form the inner zones of UCZ, NCZ, and LCZ. A data acquisition

system was used to measure the hourly temperature variations in a day in these inner zones. The bottom section and the

sidewalls of the pond were insulated with a glass-wool of 50 mm thickness. The temperature measurements were taken using

16 temperature sensors, as some of which were placed into the inner zones to measure the temperature distributions of

various layers. A computerized data acquisition system was used for data recording, monitoring and processing.

The temperatures of inner zones of the pond were measured hourly during a day by sensors with a range of �65 to

+155 �C, and with a measurement accuracy of �0.1 �C for the temperature range of 0–120 �C. The solar energy data

measured by a pyranometer and hourly average air and daily average weather temperatures taken from a local meteorologi-

cal station were used as input parameters for analysis and assessment. Further information on experimental system and

measurement details, as well as some thermophysical properties of materials and fluids, is available elsewhere [6, 7].
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Figure 23.1 illustrates the three different zones of the solar pond as described above. The LCZ is high density salty water.

Solar energy is absorbed and stored by this zone. The NCZ consists of six layers of salty water at various densities, and the

last zone (UCZ) is formed by a freshwater layer. The incoming solar exergy is calculated by [8]:

Ξso ¼ Enet 1� 4Tre

3Ts

þ 1

3

Tre

Ts

� �4
" #

AUCZ

where, Ξso is the exergy of solar radiation reaching UCZ surface; Enet is the net incident solar radiation reaching UCZ

surface; AUCZ is the net surface area of UCZ; Tre is the reference environment temperature; and Ts is the sun’s surface

temperature taken as 6,000�K. Also, AUCZ is the net upper surface area of UCZ, regarded as the effective area that receives

incident solar radiation and is defined as AUCZ ¼ Lw[LL � (δ + (I � 1) Δx) tanθ] (here θ the angle of the refracted

incidence, Δx is the thickness of each layer in UCZ and taken as 0.005 m in the calculations, and Lw and LL are the

width and length of the pond) [4].

Exergy Analysis

The energetic performance considers no effect of the environment temperature within the scope of first-law of thermody-

namics. As know, the real performance is affected by many aspects of the surroundings. In this regard, the higher the

emissivity of the absorbing zones inside of the pond, the higher the efficiency. The higher efficiency is for the largest

absorbing surface of the pond if the zones do not losses heat from upper surface and sidewalls or if the environment

temperature is equal to reference temperature, the efficiency can be high, whereas the practical value of heat absorbed at

reference temperature is zero. In contrast to the work, heat is driven by the temperature difference, which makes the quality

aspect of heat a critical element. Conversion of radiation energy into heat causes exergy losses during the processes.

An understanding of the relations between exergy and environment may reveal the underlying fundamental patterns and

forces affecting changes in the environment, and help researchers to deal better with environmental damage. Exergy analysis

permits many of the shortcomings of energy analysis to be overcome. Exergy analysis acknowledges that, although energy

cannot be created or destroyed, it can be degraded in quality, eventually reaching a state in which it is in complete

equilibrium with the dead state [9]. It appears to be a potential tool for design, analysis, evaluation, and performance

improvement of solar pond systems. The effectiveness of conversion of the incident radiation into heat can be evaluated by

the exergy conversion efficiency. Again interpreting appropriately the terms in the following exergy conservation equation

can assess for a balanced system in Fig. 23.2. It is completed by exergy loss due to irreversibility of components of the inner

zone. Here, Fig. 23.2 shows each of the zones and the respective exergy flows.

LCZ

2 m

0.6 m

0.8 m

0.1 m

Solar Radiation

Layers NCZ

UCZ

2 m

Fig. 23.1 Schematic

representation of the rectangular

solar pond
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Exergy Efficiency for UCZ

As shown in Fig. 23.2, the exergy flows in UCZ can be illustrated through exergy balance equations. We first write the

exergy balance equation for UCZ as

Ξi,UCZ ¼ ΞO,UCZ ð23:1Þ
where Ξi,UCZ is the total exergy input to UCZ, including the exergy of solar radiation and exergy gained by UCZ,

and ΞO,UCZ is the total exergy losses, including exergy recovered and destruction. So we can write the exergy efficiency

equation of UCZ as

ψUCZ ¼ Ξr,UCZ

Ξi,UCZ
¼ 1� Ξwa,UCZ þ Ξsw,UCZ þ Ξdest:,UCZ

Ξso þ Ξg,UCZ
ð23:2Þ

where Ξr,UCZ is the recovered exergy of UCZ, Ξso is the exergy of solar radiation reaching UCZ can be expressed

(as modified from [8]), Ξg,UCZ is the exergy gained from NCZ, Ξwa,UCZ is the exergy loss from UCZ to the ambient air

and Ξsw,UCZ is the exergy loss through sidewalls of UCZ, Ξdest,UCZ is the exergy destruction in UCZ.

we can now define the exergy efficiency for UCZ as follows:

ψUCZ ¼ 1�

mUCZCp,UCZ TL‐H,UCZ � TL‐H, reð Þ � TL‐H, re ln
TL‐H,UCZ
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þmUCZCp,UCZ TL‐H,NCZ � TL‐H,UCZð Þ � TL‐H, re ln
TL‐H,NCZ

TL‐H,UCZ

� �� � ! ð23:3Þ

where mUCZ ¼ ρUCZVUCZ is the mass of salty water in UCZ, and is given in Table 23.1; ρUCZ is the averaged density

distribution as seen in Fig. 23.3, VUCZ is the average volume of the salty water in UCZ as VNCZ ¼ 0.4 m3. Cp,UCZ is the

specific heat of salty water in UCZ. TL-H,re, TL-H,sw,UCZ, TL-H,UCZ, and TL-H,NCZ denote lowest and highest temperatures of

UCZ

NCZ

LCZ

ΔΞΔΞUCZ

ΔΞΔΞNCZ

ΔΞΔΞLCZ

ΔΞΔΞUCZ,recovered

ΔΞΔΞNCZ,recovered

Ξlost, NCZ

Ξlost, NCZ

Ξlost,UCZ

ΔΞΔΞlost to air

ΔΞΔΞsolar

E
xergetic Solar E

nergy

Fig. 23.2 Exergy flows in

the zones of the solar pond
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reference environment, UCZ, sidewall of the UCZ and NCZ, respectively. Ts is the sun’s surface temperature taken

as 6,000�K, Csw,UCZ is the specific heat surrounding wall of UCZ, Enet is the net incident solar radiation reaching UCZ

surface. Also, AUCZ is the net upper surface area of UCZ that receives the solar incident.

The exergy efficiency ratio of the UCZ at the lowest and highest temperatures can be written as

χUCZ ¼ ψUCZ

ψT,UCZ

ð23:4Þ

Exergy Efficiency Ratios for NCZ

Based on the exergy flows in NCZ as shown in Fig. 23.2, the balance equation can be written for NCZ as

Ξi,LCZ ¼ ΞO,LCZ ð23:5Þ

where Ξi,NCZ is the total exergy input to NCZ, including the recovered exergy of UCZ and the exergy gained by NCZ,

and ΞO,UCZ is the total exergy losses, including exergy recovered and destruction. So we can write the exergy efficiency

equation of NCZ as

ψNCZ ¼ Ξr,NCZ

Ξi,LCZ
¼ 1� Ξup,NCZ þ Ξsw,NCZ þ Ξdest:,NCZ

Ξr,UCZ þ Ξg,NCZ
ð23:6Þ
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Fig. 23.3 The averaged density

variations of the inner zones

of the solar pond

Table 23.1 Average mass of the salty water of the inner zones of the solar pond

Month mUCZ (kg) mNCZ (kg) mLCZ (kg)

Jan. 611.52 2,400.58 3,828.58

Feb. 619.20 2,371.65 3,819.30

Mar. 615.68 2,362.26 3,806.59

Apr. 613.70 2,350.62 3,798.80

May 618.80 2,353.17 3,784.88

Jun. 623.40 2,357.26 3,778.07

Jul. 612.24 2,342.46 3,769.62

Aug. 614.23 2,335.09 3,766.30

Sep. 619.10 2,341.85 3,776.87

Oct. 618.60 2,354.64 3,794.32

Nov. 613.65 2,354.15 3,803.03

Dec. 613.80 2,345.68 3,806.03
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where Ξr,UCZ is the exergy recovered of UCZ which is given by Eq. (23.2), Ξg,NCZ is the exergy gained by NCZ, Ξup,NCZ is

the exergy loss from NCZ, Ξsw,NCZ is the exergy loss through sidewalls and Ξdest,NCZ is the exergy destruction in NCZ.

We can now define the exergy efficiency for NCZ as the ratio of the exergy recovered from NCZ to the total exergy input

to NCZ as follows:

ψNCZ ¼ 1�

mNCZCp,NCZ TL‐H,NCZ � TL‐H,UCZð Þ � TL‐H:re ln
TL‐H,NCZ
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where mNCZ ¼ ρNCZVNCZ is the averaged mass of salty water in LCZ, and is given in Table 23.1. ρNCZ is the averaged

density and VNCZ is the volume of salty water in NCZ as VLCZ ¼ 2.4 m3. Cp,NCZ is the specific heat of salty water

in NCZ. TL-H,re, TL-H,NCZ, TL-H,sw,NCZ and TL-H,LCZ denote lowest and highest temperatures of reference environment, NCZ,

sidewall of the NCZ and LCZ, respectively. Cp,sw,NCZ is the specific heat surrounding wall of NCZ.

The exergy efficiency ratio of NCZ can be written as

χNCZ ¼ ψNCZ

ψT,NCZ

ð23:8Þ

Exergy Efficiency Ratios for LCZ

The exergy flows in HSZ are clearly shown in Fig. 23.2 and the stored exergy equation of LCZ can be written as

ΔΞst ¼ Ξi,LCZ � ΞO,LCZ ¼ Ξr,NCZ � Ξup,LCZ þ Ξsw,LCZ þ Ξdw,LCZ þ Ξdest:,LCZ

� � ð23:9Þ

where Ξi,LCZ is the input exergy from NCZ to LCZ and is called recovered exergy (Ξr,NCZ) as given in Eq. (23.6), Ξo,LCZ is

the exergy losses from NCZ; Ξup,LCZ is the exergy loss from LCZ to NCZ, Ξsw,LCZ and Ξdw,LCZ are the exergy losses through

side and down wall and have a similar effect due to the fact that both outside walls have the same insulating materials and are

surrounded by the ambient air, Ξdest.,LCZ is the exergy destruction in LCZ.

Using Eq. (23.9), we can now define the exergy efficiency for LCZ as the ratio of the exergy stored in LCZ to the total

exergy input to LCZ which is essentially the exergy recovered from NCZ:

ψLCZ ¼ ΔΞst

Ξr,NCZ
¼ 1� Ξup,LCZ þ Ξsw,LCZ þ Ξdw,LCZ þ Ξdest:,LCZ

� �
Ξr,NCZ

ð23:10Þ
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where mLCZ ¼ ρLCZVLCZ is the averaged mass of salty water in LCZ, and is given in Table 23.1; ρLCZ is the averaged

density and VLCZ is the volume of salty water in NCZ as VLCZ ¼ 3.2 m3. Cp,LCZ is the specific heat of salty water in LCZ.
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TL-H,re, TL-H,LCZ, TL-H,sw,LCZ and TL-H,dw,LCZ denote the lowest and highest temperatures of reference, LCZ, side and down

wall of the LCZ, respectively. Cp,sw,LCZ and Cp,dw,LCZ is the specific heat side and down wall of LCZ, Ts is the reference

environment temperature.

The exergy efficiency ratio of the NCZ can be written as

χLCZ ¼ ψLCZ

ψT,LCZ

ð23:12Þ

Results and Discussion

We now present the results of the present model calculations for exergy efficiencies and their ratios for each zone at lowest

and highest reference environment temperatures in the experimental rectangular solar pond on various days in the year for

the inner zones and also compare these results to show how exergy is crucial for determining true performance at various

temperatures.

Figure 23.3 shows the averaged experimental density variations of salty water versus the height of the pond from the

bottom in 12 months at different dates. One can conclude from the figure that the salt density distribution in the inner zones

of the solar pond becomes nearly stable which is of great significance. It is now well known that any deterioration in salt

gradient region decreases the pond’s ability to store heat energy. The primary reason for differences during different months

is likely the high temperatures in summer. This change is mainly attributable to the thermophysical property of the salty

water, heat losses from the pond to the air, and the absorption and reflection of incident solar radiation on the surface. The

reason for the fluctuations of the density in the zones is caused by the evaporation from the water surface, changes in the

temperature of the zones in time, salt diffusion, insufficient protection and the deterioration of salt gradient zone. Such

changes can be reduced by continuously added freshwater to the top of the pond and using a well-functioning salt gradient

protection system.

There were significant differences between the density distributions measured in January and August, due to the

temperature changes and evaporation of salty water from the pond. As expected, increasing temperature decreases the

density more in the summer months. As further seen in Fig. 23.3, the density distribution of LCZ and NCZ are decreased due

to an increase in the salt diffusion as a result of the increase in the temperature of the zones, especially in August. At same

time, the density profile of UCZ fluctuates because of the salty diffusion from bottom zone to upper zone and freshwater

added to the upper surface to compensate evaporation losses. The decreases in the ratio of the density distribution of the LCZ

and NCZ are found to be approximately 1.6 % in January and 2.78 % in August. The maximum decrease in the density

distribution of UCZ is found to be 1.94 % in June due to the salty diffusion from bottom zone and evaporation losses.

Although the zone’s salty water is changed with freshwater (with a density of 1,000 kg/m3) in July, increasing the ratio of the

zone density is found, to be 0.44 % in August, 1.24 % in September and 1.16 % in October. Generally, these decreases of the

LCZ and NCZ can be restored by continuously injecting high density salty water and by using a well-working salt protection

system. On the other hand, increases in UCZ can be eliminated by adding of freshwater to the top of the pond or changing

with freshwater.

The zone temperatures of the pond were measured throughout the day and averaged to find the daily average temperature

values at the respective points. It is clear that the zone temperatures vary with a day of month in the year, depending on the

reference environment temperature and incoming exergetic solar energy on the surface (the useful part of solar energy). The

temperatures of the zones generally increase with incident solar energy per unit area of surface. There are heat losses from

each zone and this is the largest in the storage zone which affects the storage performance directly and drastically. In order to

improve the performance and increase the efficiency, we should minimize the losses appropriately.

The temperature distributions are varied with time and effect on the performance of the pond. Thus, lowest and highest

averaged temperature distributions of the zones were measured during day time for each month in the year. Regarding the

experimental temperature distributions in Fig. 23.4, for LCZ, NCZ, and UCZ, the temperatures of LCZ, NCZ, and UCZ are

observed to be a minimum of 13.06 �C, 11.27 �C, and 10.10 �C on the 1st day (in January) and a maximum of 51.92 �C,
43.76 �C, and 37.84 �C on the 243rd day of the year (in August), respectively.

Figure 23.5 shows highest temperature distributions during day time for each month in the year of the zones. The

temperatures of the LCZ, NCZ, and UCZ are observed to be a minimum of 17.80 �C, 15.58 �C, and 14.37 �C on the 31st day
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(in January) and a maximum 61.45 �C, 49.93 �C, and 42.75 �C on the 231st day of the year (in August), respectively. As seen

in the figure the temperature profiles of the zones are increasing and decreasing seasonally as the same of the surrounding air

of the solar pond. So the temperature profiles of the inner zones are seen to be a maximum on the 231st day of the year.

Figures 23.6 and 23.7 exhibit in a bar chart the exergetic efficiency distributions at lowest and highest temperatures taking

place in the inner zones of the solar pond and their variations based on the experimental data measured during the different

day of the year. Figure 23.6 shows the exergetic efficiency distributions at lowest temperature for each zone of the solar

pond. The highest exergetic efficiencies of the LCZ, NCZ, and UCZ are calculated, using the experimental data, to be a

maximum 22.55, 55.85, and 92.56 % at the 204th day of the year and a minimum 4.28, 10.47, and 15.85 % at the 1st day of

the year, respectively.

Furthermore, Fig. 23.7 exhibits that the exergetic efficiency distributions at high temperature for each zone of the solar

pond. Highest exergetic efficiencies of the LCZ, NCZ, and UCZ are calculated, using the experimental data, to be a

maximum 24, 61.15, and 104.30 % at the 211st day of the year and a minimum 5.57, 13.12, and 20.97 % at the 31st day of the

year, respectively.

As seen in Figs. 23.6 and 23.7, the differences in the exergetic efficiencies among the zones are smaller in cooler days

than the respective warmer days of the year. As expected that the efficiencies for the LCZ are higher than the corresponding

NCZ and UCZ.

We now will explain the exergetic efficiency ratios of the each zone at lowest and highest reference environment

temperatures taking place in the inner zones of the solar pond and their variations based on the experimental data measured

during the different months of the year.
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Figures 23.8, 23.9, and 23.10 show the minimum and maximum exergetic efficiency ratios at lowest and highest reference

environment temperature of the LCZ, NCZ, and UCZ. As seen in Fig. 23.8, the minimum and maximum exergetic efficiency

ratios of LCZ are calculated by using Eq. (23.12), using the experimental data and found to be a minimum 5.27 % at lowest

and 5.20 % at highest reference environment temperatures in January, and to be a maximum 14.10 % at lowest and 14.51 %

at highest reference temperatures in August, respectively. There are no significant variations between the ratios at lowest and

highest references environment temperatures of LCZ. The exergy efficiency ratios are almost same in cooler months from

December to March, and very small in warmer months from July to November.

Figure 23.9 shows the minimum and maximum exergetic efficiency ratios of NCZ. The ratios are calculated by using

Eq. (23.8), using the experimental data and found to be minimum 1.40 % at lowest and 2.97 % at highest reference

environment temperatures in January, and to be maximum 16.07 and 15.33 % at lowest and reference environment

temperatures in August, respectively. As one can see the differences of the exergetic efficiency ratios are small in warmer

day than cooler days of the year. Although the ratios in winter season at highest reference environment temperatures are

higher than at lowest reference environment temperatures, after in summer season are lower than at lowest reference

environment temperature. There are small variations between the exergetic efficiency ratios of NCZ but those are signifi-

cantly effect on the performance of the solar pond.
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Figure 23.10 shows the minimum and maximum exergetic efficiency ratios of UCZ. The ratios are calculated by using

Eq. (23.4), using the experimental data and found to be minimum 3.23 % at lowest and 3.98 % at highest reference

environment temperatures in January, and to be maximum 15.52 % at lowest and 14.87 % at highest reference environment

temperatures in August, respectively. There are significant variations between the exergetic efficiency ratios at lowest and

highest references environment temperatures of UCZ. As one can see the differences of the exergetic efficiency ratios

between winter and summer seasons are changed with at lowest and highest reference environment temperatures. The ratios

at the highest reference environment temperatures of UCZ as NCZ are higher in winter season than warmer season. But the

ratios at the lowest reference environment temperatures of UCZ are higher in summer season than winter season of the year.

The variation of the ratios at lowest and highest reference environment temperatures between winter and summer are

especially created by ambient air temperature, humidity, and salt diffusion from bottom layer to upper layer. The upper layer

(UCZ) is homogeneous and convective, where the density of saline is close to freshwater. In the middle zone layers (NCZ)

saline density increases in depth, thereby natural convection is stopped. In this layer, mass or thermal energy is transported

only by molecular diffusion that is a very low process.

As seen in Figs. 23.8, 23.9, and 23.10, the fluctuations in the zones between of the ratios are significantly effect on the

performance of the solar pond. As a result, the inner zones of the pond store more exergy in August than in January due to the

considerable temperature differences between the zones. The exergy destruction and losses significantly affect the perfor-

mance of the pond and should be minimized to increase the system efficiency. Furthermore, the advantages of exergy

analysis of such systems for design, analysis, and performance improvement purposes are that it helps achieve the goal of

more efficient energy resource utilization, enabling locations, types, and true magnitudes of wastes and losses to be

determined, and revealing whether or not and how much it is possible to design more efficient energy systems by reducing

the inefficiencies in the process/system.

Conclusions

In this paper, we have studied the performance analysis of a solar pond through exergy efficiency analysis. The exergy

efficiencies calculated for each zone at lowest and highest temperatures using the experimental data are compared, and the

corresponding minimum and maximum exergetic efficiencies and exergetic efficiency ratios are obtained. As expected,

the exergy efficiencies and ratios appear to be smaller at lowest temperatures than the ones at highest temperatures.

In this regard, the ratios are different at lowest and highest reference environment temperatures in the same month for

each zone of the pond due to the exergy destructions in the zones and losses to the surroundings. Furthermore, the exergy

analysis shows that it is important to determine the true magnitudes of the exergy efficiencies by using ratios for performance

improvement studies.
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Nomenclature

A Surface area, m2

Cp Specific heat, J kg�1 K�1

E Total solar energy reaching to the pond, J

HSZ Heat storage zone

I Number of the layers

LCZ Lower convective zone

m Mass

NCZ Non-convective zone

T Temperature, �C
UCZ Upper convective zone

V Volume, m3

Greek Letters

Ξ Exergy efficiency

δ Thickness where the long wave

solar energy is absorbed

Δx Thickness of horizontal layers, m

θ Angle of the refracted incidence, �

ρ Density, kg m�3

ψ Exergy efficiency

χ Exergetic efficiency ratio
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Subscripts

dest Destruction

dw Down wall

g Gained

i Input

L Length

L-H Lowest and highest

net Net irradiation

o Output

r Recovered

re Reference environment

s Sun

so Solar

st Stored

sw Sidewall

T Total

up Upper

w Width

wa Water to air
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Assessment of Desalination Technologies Integrated
with Renewable Energy Sources in Turkey 24
Halil S. Hamut, Ibrahim Dincer, and Marc A. Rosen

Abstract

In the past few decades, freshwater availability and quality for human consumption in the world has reduced significantly

due to rapid population growth along with increasing industrial and agricultural demands, as well as uncontrolled urbaniza-

tion and climate change. Even though Turkey is surrounded by water, its available freshwater per capita per year is less than

the world average and much less that those for countries with developed economies [1]. Meanwhile, available freshwater

sources in Turkey are diminishing rapidly due to pollution and overextraction associated with significantly increasing water

demands. In order to prevent water scarcity in Turkey over the next decades, desalination is expected to be an important

option. Appropriate desalination technologies need to be determined for implementation throughout the country.

In this study, potential desalination technologies, namely, multiple-effect distillation (MED), multistage flash distilla-

tion (MSF), and reverse osmosis (RO), using conventional and renewable energy sources (RESs) are evaluated, for

various geographical locations and plant capacities, with respect to it overall cost and impact on the environment. Much

actual plant data and results of a wide range of prior studies are used to estimate the associated costs. Airborne emissions

during the operation phase are evaluated to determine the associated environmental impacts. Alternative energy sources

such as waste heat from other processes and Turkey’s abundant renewable energy sources (particularly wind, solar,

hydro) are examined, and the integration of these sources with desalination is examined and compared to the conventional

methods, using consistent criteria.

It is determined that RO is likely to be the most suitable desalination technology for Turkey, with a midsize

desalination plant (around 30,000 m3/day capacity) preferred. This result is in part due to the high cost of fossil fuels

in Turkey and the low levels of the Mediterranean seawater feed, which reduce the cost of RO by 13 and 21 % with

respect to MED and MSF respectively. RO can also help reduce emissions of CO2, NOx, NMVOC, SOx by up to by 38,

42, 73, 60, respectively, compared to alternative technologies, even when waste heat recovery is used. Moreover, RO

technology could be further improved by integrating with hydropower, the most compatible renewable energy source for

Turkey, which can further reduce the emissions by 83, 82, 80, and 50 %, respectively.

Keywords

Desalination � Multiple effect � Multistage � Reverse osmosis � Renewable energy

Introduction

In the past century, water usage for human purposes hasmultiplied sixfold. Especially in the last couple of decades, due to rapid

population growth along with increasing industrial and agricultural demands as well as uncontrolled urbanization and climate

change, freshwater availability and quality for human consumption has declined significantly. Today, about 700million people
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in 43 countries live below the water-stress threshold and over 20 % of the world population does not have access to safe and

affordable drinking water. In 2025, it is predicted that more than 3 billion people will live in water-stressed countries while 14

countrieswill move fromwater stressed towater scarcity.With 2million annual deaths and 4%of the global diseases attributed

to unsafe water, sanitation, and hygiene, availability of freshwater remains one of the most important concerns [1–3].

Even though Turkey is surrounded by water, its available water per capita per year is only 1,586 m3 for a population about

75 million (in 2012 statistics), which is less than the world average and 1/5 of the water use of countries with developed

economies. The water needs of the country are expected to significantly increase over the next decades due to a population

growth rate of 1.3 %, 69 % of the total population living in urban areas, a total final energy consumption growth rate of 9.6 %

over the past three decades, and a projected primary average energy consumption growth rate of 5.9 % per year over the next

decade [4]. These are some of the most reliable indicators of water demand. Meanwhile available freshwater sources in

Turkey are diminishing rapidly due to pollution of freshwater supplies and overextraction. Turkey has a pollution rate of 1.1

tons of industrial organic pollutant per available km3 of freshwater, which ranks it as 31st in the world [5]. Moreover, even

though the Water Exploitation Index has decreased around 10 % in 21 European countries over the past 10–15 years, Turkey

was one of the seven countries that had an increasing rate. Turkey’s extraction has increased by 1/2 for public water supply

and by 1/3 for irrigation (the two largest contributors of water extraction in the country) during the past decade, representing

the highest upward trend among countries in Europe [6]. It is estimated that by 2023 annual freshwater per capita will decline

to under 1,000 m3 per capita, which is considered below water scarcity levels [7, 8].

The freshwater problems of Turkey can be addressed in many ways. While wastewater reclamation, urban runoff, and

storm water capture can create significant impact on increasing the sustainability of available water sources, the process of

desalination seems more appropriate for the country due to its geographical proximity to seawater and the negative

public perception of waste water reclamation, primarily due to concerns with respect to human health [9]. Desalination is

a relatively mature technology that is free from variations in rainfall. It avoids the need for dual piping networks, and has a

virtually unlimited supply of the primary feedstock (seawater). Desalination is likely to play a major role in augmenting

freshwater resources globally (the capacity is estimated to be in excess of 5,000 m3/day with an annual growth rate of 12 %

over the last 5 years). Growth has been notable in Mediterranean countries.

The objective is to improve understanding of desalination options for the provision of freshwater in Turkey in the future.

More than 90 % of commercial desalination technology is based on multistage flash (MSF), multi-effect evaporation (MED),

and reverse osmosis (RO), so these are the main technologies selected here for evaluation for utilization in Turkey.

Moreover, due to Turkey’s geographical proximity to three major seas, only seawater desalination is taken into consider-

ation. The main evaluation criteria are environmental impact, cost, and compatibility (in terms of geographical, structural,

and political factors) with the country.

Desalination Technologies

Industrial desalination uses seawater (as well as brackish water) and a form of energy (most commonly thermal, mechanical,

or potential) to produce separate streams of nearly salt free water that can be consumed by humans (or used for irrigation).

The main waste is rejected brine. Desalination processes can be phase change/thermal or membrane separation. Thermal

desalination is one of the oldest ways of producing potable water and MSF accounts for over 60 % of all desalinated water,

mostly in Gulf States. A majority of plant units produce over 5,000 m3/day. Thermal desalination requires little pretreatment,

is highly robust and can produce water with very low salt content (no more than 10–20 ppm). At the same time there has been

a significant increase in RO plants, mostly in the USA, Spain, and Japan. RO technology consumes less energy than thermal

desalination methods but usually requires more pretreatment than thermal methods (especially for seawater with high

salinity) and produces water with salinities of around 200–500 ppm. In recent decades RO technology use has become

significant worldwide due to its lower energy requirements, environmental compatibility, ease of control and scale-up,

flexibility, and simplicity [10, 11].

Multiple-Effect Distillation

Multiple-effect distillation (MED), one of the oldest methods for desalination, involves boiling seawater in evaporators

(called effects) and condensing the released steam to produce nearly pure water. The feed seawater is preheated in the

evaporator tubes and to the boiling point. Tubes are heated by externally supplied steam which can be recycled as feed water

and condenses at the other side of the tubes. Next the seawater is sprayed onto the surface of evaporator tubes in a thin film to
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promote rapid boiling and evaporation of the portion of the seawater applied. These effects are connected together in a

sequence with decreasing levels of pressure where the vapor formed in one effect is transferred to be utilized in the next to

evaporate a portion of the remaining seawater. Therefore, the seawater intake is allowed to undergo multiple boiling steps

without the need of adding heat after the initial effect, leading to a high thermodynamic efficiency. This system allows for

low brine output and prevents rejection of large amounts of energy, which is the main drawback of the single effect

distillation system [12]. MED operates at low concentration and low temperature (less than 70 �C), and can produce steadily
high purity distillate (between 1 and 50 ppm total dissolved solids). The MED process usually is limited to smaller system

capacities [10]. The steam economy of the system increases with increased number of effects, but is limited to the total

temperature range available and minimum temperature difference between the effects. Commonly 8 or 16 effects are carried

out in a typical large plant with performance ratios ranging between 10 and 18 [13, 14]. The specific electricity consumption

of typical MED plants is below 1.8 kW h/m3. However, this consumption is insignificant compared the thermal energy

consumption of the process.

Multistage Flash Distillation

Unlike MED, MSF utilizes the liquid bulk as opposed to the surface of hot tubes in order to form vapor [12]. Seawater is

flashed into steam in multiple stages by reducing the pressure in each stage for flashing at progressively lower temperatures

(typically 2–5 �C in each stage), without the need of adding more heat. Seawater initially flows through heat exchanger tubes

where it is gradually heated to the inlet temperature of the brine heater by the latent heat of seawater flashing in each

chamber. Then, the seawater is further heated by the brine heater and enters the first stage of evaporator flash chambers, with

high temperature and pressure, where it immediately flashes and partially vaporizes to reach the equilibrium conditions

with the stage. The flashed vapor is drawn to the cooler tube bundle surfaces where it is condensed and collected as distillate.

The remaining seawater is then transferred into the next stage where the same process is repeated about 19–28 times

(in modern large MSF plants). The produced desalinated water contains 2–10 ppm total dissolved solids and is re-

mineralized through a post-treatment process. Some portion of the cold seawater is used as a cooling medium for the heat

rejection section and returned to the sea after applying scale-control measures. The plant efficiency increases with the

number of stages, although this increases plant capital cost. The upper operating temperature of brine is usually 90–120 �C.
Increasing the temperature increases the efficiency of the system, but also increases the probability of scale formation and

accelerated corrosion of metal surfaces that are in contact with seawater [13, 15]. The specific electricity consumption of the

MSF plants is typically 4 kW h/m3, which is significantly higher than for MED plants but still low compared to thermal

energy consumption.

There have been major technological advancements in MSF distillation plants over the past decades. Plants have

significantly higher reliability and life expectancies at lower costs due to technical optimization (including experienced

capitalization and better material alternatives) and less stringent technical restraints, mostly regarding processes, materials

and plant accessories [16].

Reverse Osmosis

Reverse osmosis is one of the fastest growing desalination methods and is a good alternative to thermal desalination. It is a

membrane separation process that produces a flow of near pure water by rejecting large molecules, ion and the dissolved

salts from seawater, as a result of applying an external pressure higher than the osmotic pressure on the seawater (commonly

with the use of high pressure stainless steel electric pumps). During the process a small percentage (1 % for new membranes)

of the water leaks around the seals, but this leak is acceptable for the water quality needed for human consumption and

industrial applications. Pretreatment of seawater is usually required to remove undesirable elements in the seawater and to

prevent their accumulation in the membrane (membrane fouling). The latter phenomenon significant reduces the permeate

flux. Post-treatment usually includes PH adjustment, addition of lime, and removal of dissolved gases and disinfection [13].

The performance of RO is characterized in terms of water flux, salt rejection, and recovery rates [10].

Since there is no heating or phase separation associated with RO, the energy input for the process is significantly less than

for MED or MSF and mostly associated with pressurizing the seawater feed, which is proportional to feed water salinity. An

increase of 100 ppm TDS of the input water salinity increases the feed pressure requirements by approximately 1 psi,

increasing the energy requirement [17]. Operating under low ambient temperatures also reduces problems due to corrosion.
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A common large seawater RO plant includes feed water pretreatment, high pressure pumping, membrane separation, and

permeate post-treatment. The majority of the problems faced by the RO plants occur during pretreatment, due to the

inadequacy of conventional filtration methods.

Over the past two decades, the RO process has undergone significant technological developments and cost reductions.

Most of the improvements are associated with the membranes, which now have better resistance to compression, longer

life, higher possible recovery, improved flux, and improved salt passages. The typical energy consumption of RO plants

is 6–8 kW h/m3 without energy recovery, but can likely be reduced significantly using current innovations in energy

recovery devices.

Renewable Energy Potential of Turkey

Even though desalination can help reduce water scarcity significantly, especially in areas where other water supply

alternatives are not available, it requires a great amount of energy which is mainly obtained from fossil fuels at present.

This imposes problems since fossil fuels are both harmful to the environment and are costly in Turkey; therefore, alternative

energy sources are worth analyzing. Turkey is a country with an abundance of many types of renewable energy sources, and

the three major RESs of the country, namely, wind, solar, and hydro, are analyzed in this study. The availability,

technological and economic readiness, and compatibility of RESs for use with desalination methods are examined in this

section in order to provide the background, current trends and future predictions for RES utilization in Turkey, which is

required before the most appropriate desalination method and energy usage can be assessed.

RESs have increased in importance with concerns over environmental and sustainability issues associated with conven-

tional energy sources. RESs often exhibit a relation to regions where desalination is most needed, since these tend to be the

regions where RESs like wind or solar are most abundant (e.g., coastal areas with warm climates and/or remote regions

where connection to the electrical grid is not feasible or cost effective). However, several additional criteria, like the amount

of water needed, feed-water salinity and technical infrastructure, also need be taken into account when matching RESs with

desalination technologies [18].

Renewable energy sources are characterized by intermittent and variable intensity as opposed to desalination plants that

require steady energy inputs. However, in many cases, a combination of multiple RESs can be used to account for the

variations in energy inputs of each source if multiple sources are available. RESs can also be used for storing the excess

electricity produced that is not used by desalination in the grid, for later use when the RES power decreases, if “grid-

connected” systems make more economic sense [19].

Today conventional energy sources are expected to have an increasing cost trend due to ongoing depletion of available

fossil fuels as well as possible introduction of fiscal penalties for power plants emitting carbon dioxide [20]. On the other

hand, RESs have the opposite trend as a result of various monetary incentives (including tax cuts) and continuous

advancements in technology that reduce their investment costs. The trend in low/high investment and generations costs

(based on lower and upper cost estimation ranges) of RESs in the past decade are shown in Fig. 24.1.

Although all RESs account for only 12 % of the total energy consumption of Turkey, RESs in Turkey have the biggest

potential in Europe, especially for hydro, wind and geothermal energy, and very good potential in terms of biomass and solar

energy [21–23]. Moreover, although the current utilization of RES low, many suggest Turkey has both the potential and the

political willingness to utilize RESs more in the future. The renewable energy potential of the country can be seen

in Table 24.1.

In Turkey the average capital costs (the most significant costs associated with RESs) [14, 18] are even lower than the

world average due to the abundance of economically exploitable sources, recent legal incentives, low construction and labor

costs. Average capital costs for RESs are compared in Table 24.1.

Wind Energy

Wind-power technology has been improved significantly over the last decades and has begun to be used to supply electricity

or mechanical power to small-scale desalination plants in various locations in the world. In addition to technological

readiness, it is also a highly compatible method since freshwater can be produced when there is an available power supply

and can be easily stored when there is not, counteracting with the fluctuations in wind speeds without the need for expensive

backup systems.
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Fig. 24.1 Low scenario (a) investment and (b) generation costs (in $/kW) and high scenario (c) investment and (d) generation costs for electricity

production using RESs between the years 2002 and 2010 (data obtained from [20, 21])
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When the desalination technologies considered in this study are examined, RO technology seems to be most compatible

with wind energy due to its modular nature that allows the process to adapt to fluctuations in wind conditions and its high

energy efficiency that leads to low specific energy requirements (as low as 2 kW h/m3). The technology also has great variety

of production capacities and fast start up and stop times that are compatible with wind energy [17]. Moreover, it is also

possible to provide the RO system with valves that can dynamically activate/deactivate RO vessels to adjust the energy

demand to the available wind energy [24].

Wind energy has the potential to be an important substitute for conventional energy sources for Turkey, since Turkey has

the highest share with 166 TW/year in technical wind energy potential among European countries, enough in fact to meet all

of Turkey’s electricity needs. The energy costs associated with desalination plants decreases significantly with the

implementation of wind energy (since there are no fuel costs), and the capital cost (about 75 % of total plant cost) is mainly

associated with the wind turbines (50 % of the capital cost) [17]. Even though the cost of electricity and water produced

through this technology depends significantly on plant size and location and as well as various economic, political and site-

specific factors, it is estimated that the cost of electricity produced by a 500 kW wind turbine with a maximum efficiency of

30 % in a geographical location similar to Turkey would cost $0.07 per kWh [25].
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Fig. 24.1 (continued)

Table 24.1 Turkey’s RES potential and share of renewable in the country’s total production and consumption for major energy sources as well as

capital costs associated with the RESs(data used from [20–24])

Energy type

Usage

purposea
Natural

capacity Technical Economical

Share of RES

in Turkey’s total

production (%)

Share of RES

in Turkey’s total

consumption (%)

World

capital

cost (avg)b

Turkey’s

capital

cost (avg)b

Wind energy

(land)

Electric 400 110 50 Energy 0.06 Energy 0.96 920 900
Exergy 0.05 Exergy 0.01

Solar Electric 977,000 6,105 305 Energy 2.41 Energy 0.32 5,400 N/A
Thermal 80,000 500 25 Exergy 2.42 Exergy 0.31

Hydropower Electric 430 215 124.5 Energy 22.15 Energy 2.96 1,000 650
Exergy 23.99 Exergy 3.02

Geothermal Electric 109 – 1.4 Energy 14.82 Energy 1.98 1,230 1,440
Thermal 31,500 7,500 2.843 Exergy 4.64 Exergy 0.58

Biomass Total 120 50 32 Energy 13.00 Energy 1.74 N/A NA
Exergy 14.77 Exergy 1.86

aThe units for electricity is measured in Billion kWh and thermal energy is measured in Mtoe
bCapital costs are in terms of €/kW
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Solar Energy

Solar energy is one of the most promising RESs and includes solar thermal and photovoltaics (PV) technologies. In solar

thermal systems, a fluid is heated by solar radiation as it circulates along the solar collectors (flat or parabolic) through an

absorber pipe. It can be stored in an insulated tank or used in the high temperature end of a standard thermal distillation

process. PV technology converts solar energy directly into electricity by using sunlight to excite electrons in the cells and

generate electrical charges that conducted away as direct current [26, 27]. Solar thermal energy systems are starting to be

used with MED and MSF processes in large-scale applications (from 5 to 345 MW) as well as with many RO systems. PV

systems are used more often with RO methods in relatively small applications (under 5 MW, corresponding to desalination

plants under 15,000 m3/day capacity).

Photovoltaic technology has many advantages such as the capability of integrating with small desalination plants, limited

maintenance costs, and ease of transportation and installation [18], and is usually coupled with RO systems due to the ease of

integration. The main drawback comes from storing the energy when solar energy is insufficient and sustaining the

system operation using batteries. PV technology still is costly compared to other RESs. Turkey has substantial gross solar

potential of 88 billion toe per year, with an average annual sunshine duration of 2,640 h and an average solar intensity of

3.6 kWh h/m2/day [21].

In cost analyses of RO plants in the Middle East with a capacity of 10,000 m3/day and specific electricity demand of

3 kWh/m, the price of electricity produced is calculated to be under $0.09 for solar thermal systems and $0.50 for PV [27].

Environmentally, even though solar energy has significantly less impact than conventional energy sources, there are still

some potential negative effects due to the materials and chemicals utilized in the technology. Solar thermal receivers use

toxic chemicals in the heat transfer system, which pose threats in cases of accidental or emergency releases to the

environment. PV systems also use highly toxic chemicals that require rigorous disposal and recycling procedures.

Hydropower Energy

Hydropower contributes 20 % of the world’s electricity generation, providing the majority of supply in 55 countries [28].

It is derived from the energy produced through natural flow of water, turning the blades of turbines that are connected to a

generator. The energy produced is proportional to the volume of the water flow and the height from which it is falls. It can

beneficially complement power sources that are more intermittent like wind and solar since the generating capacity can be

reserved during peak supply periods (through regulation of water flow) and/or when the capacities of other RESs are limited

[29]. Hydropower is one of the most efficient technologies for electricity production since modern turbines can convert as

much as 90 % of the available energy into electricity, which is significantly higher than the 50 % efficiency of modern fossil

fuel plants. During its lifetime a hydropower plant can produce 200 times the energy needed to build it [31].

Hydropower technology is more compatible with RO desalination than other renewable energy sources. Instead of

converting the potential energy of water into electricity through the use of turbines and a generator (which have energy loses

of 16 and 5 % of theoretical hydro-potential, respectively) and then converting the electricity to hydraulic pressure, the

potential energy in the trunk main can be used to provide hydraulic pressure in the pressure pumping unit of the RO system

seamlessly [32]. Since the energy requirement of the pressure pumping system is one the major costs of RO plants, removing

this stage can lower initial capital costs, construction times and energy requirements and costs [30]. But hydropower systems

are generally built in areas with natural waterfalls, where freshwater is usually abundant, and hence desalination may not be

needed [31]. Turkey has the second largest gross hydroelectric potential in European countries after Norway, with 16 % of

total theoretical hydropower potential of all Europe. It is the most important RES used for electricity production in Turkey,

comprising 96 % of all electricity produced by RESs in 2008 [4].

Aside from the abundant availability of hydropower, there are also financial incentives created by the Turkish govern-

ment. The May 2005 Renewable Energy Law (Law No. 5346) provides an 85 % discount on all forest land acquisition to

build small hydropower, on top of other incentives created for all RESs, reducing capital costs significantly. Moreover, the

operating and investment cost of small hydropower is also significantly lower in Turkey than in most of the European

countries, mostly due to lower construction and labor costs. Hydroelectric plants have significantly longer economic lives

(about 75 years) than most other plants, making them even more economical in the long run. The technology is highly

environmentally benign (except for potential fish passage blockages and sediment transport interruption, as well as issues

with dams) with additional environmental advantages from the prevention of river erosion in most areas [32].
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Other Renewable Energy Sources

Biomass energy is a major renewable energy source in Turkey, especially in the rural regions, with estimated recoverable bio

energy potential of 35.4 M toe [23]. In crop residues, Turkey is estimated to have the 4th highest total energy potential

(9.5 M toe) among the OECD countries. However, this energy source is not considered in this study due to a significant

declining trend in biomass use in Turkey, with its total energy consumption contribution reduced from 20 to 8 % between

1980 and 2005. This is primarily due to scarcity-of-supply and environmental concerns, the latter because biomass is a

contributor of air pollution, e.g., biomass combustion releases over 200 chemical pollutants including 14 carcinogens and 4

co-carcinogens into the atmosphere [26] and contributes to over-timbering and deforestation. The share of biomass in RES

use is expected to continue to decrease in the future [28].

Turkey also has significant geothermal energy potential and is among the top seven countries in potential, possessing 1/8th

of the world’s total geothermal potential [33, 34]. However, it is ranked last in installed capacity (28MWe) [22], and only 6%

of this potential is of suitably high temperature and enthalpy for electricity production (i.e., temperatures over 150 �C). Thus,
the geothermal electricity generation potential of Turkey is estimated to be only 16 TWh/year. Few reliable studies are

currently available regarding economic and environmental effects of using geothermal energy with desalination technologies.

Selection Criteria

When the global distribution of various desalination plants and their respective energy sources are examined, one of the

major deciding factors in application is the availability of resources (environmental and/or technical) and cost. The majority

of desalination plants in the Middle Eastern region use thermal desalination technologies, incorporating conventional energy

sources (fossil fuels, natural gas, and coal), due to the lower energy costs and simpler and more reliable nature of the

technologies (compared to membrane separation). Most of these countries have not implemented significant renewable

energy or nuclear energy technology at large scales. Europe, on the other hand, has a significantly wider range of energy

production methods (43 % thermal, 40 % nuclear, and 17 % hydropower [15]) and has started to incorporate renewable

energy resources. Turkey does not seem to fit in either option. Even though geographically Turkey lies in the Middle East

and like nearby countries relies mostly on conventional sources for energy production (31.8 % natural gas, 29.9 % fossil

fuels, and 27.3 % coal, which makes up about 90 % of total energy consumption), the country does not have significant

sources available and depends heavily on importing. Currently 97 % of Turkey’s natural gas, 93 % of its oil and 20 % of its

coal use is imported [4]. General trends regarding production, import and consumption suggest that Turkey will import

99 % of its oil within 20 years [25]. Therefore, the cost associated with desalination using conventional energy resources will

likely be considerably higher compared to most Gulf States. Even though Turkey has the largest potential in Europe for

RESs such as hydro, wind and geothermal and very good potential in terms of biomass and solar, the utilization of these

resources is low (12 % of energy total energy consumption combined [21]). Here, we examine and compare desalination

technologies and various energy sources with respect to its environmental impact, cost and other criteria.

Environmental Impact

Over the past century, during an era of industrialization [35], humans have left a significant footprint on the environment.

With unplanned industrial growth and the false notion of unlimited resources, we have reduced many of Earth’s important

natural resources significantly and negatively impacted the environment. These actions have resulted in problems such as

climate change and global warming, decreases of biodiversity. In past decades, people have increasingly become aware of

environmental concerns across the world. Today these concerns often play a role in people’s decision making and many

studies are being conducted to understand the negative environmental impacts of our actions and ways to prevent them. Due

to the increased complexity of today’s processes and the mix of materials and energy sources utilized, understanding the

exact relationship between actions and associated environmental impacts is increasingly difficulty and methods are required

to analyze these relationships further to improve understanding of the technologies.

In determining the environmental impact of the studied technologies, the main focus is on the operation phase of the life

cycle of the plant since many studies show that the environmental load associated with this stage is 89–99 % higher than that

of assembly and final plant disposal phases [16, 18]. Since the main contributor to environmental effects in this stage is the

amount and source of energy used by desalination technologies, the primary focus is the energy usage of the desalination
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technologies and the potential of alternative energy sources. The associated environmental impact for MED, MSF and RO

technologies are shown in Fig. 24.2. Note that only airborne emissions are taken into consideration since these are typically

associated with energy production systems, are often regulated by the each country and are emitted in higher quantities than

most other substances [14].

Figure 24.2 shows that MSF desalination has the highest impact on the environment in all categories considered, followed

my MED with slightly lower airborne emissions and RO with significantly less impact than the first two. A strong correlation

is observed between energy consumption and airborne emissions in the first 3 columns. Thermal desalination methods usually

consume 50–70 kWh/m3 of distilled water (thermal equivalent of producing 8–12 kg of freshwater per kg of heating steam)

and have an order of magnitude larger impact on airborne emissions than RO. The significantly higher energy consumption

for thermal desalination technologies creates an order of magnitude larger environmental impact than RO technology.

The high energy consumption of MSF and MED plants can be reduced by utilization of waste heat from other processes,

since desalination plants and production plants can often integrate in mutually beneficial ways for this purpose. Most

production plants require large water intakes for cooling water and reject considerable amounts of waste heat to the

atmosphere. Desalination plants can use the waste heat to provide water, some of which can be used for the production

plant cooling. This can reduce the environmental impact of the thermal desalination methods significantly, often enough to

make them comparable to RO technology. However, it should be noted that even though utilization of waste heat can

potentially reduce the environmental effects of the desalination technologies, they require the plant to be built in the vicinity

of production plants, which limits the potential locations, especially since in some cases freshwater is needed in rural regions

away from industrialized areas.

Since RO plants consume almost no thermal energy (compared to MSF and MED) for desalination, waste heat utilization

is not compatible with this technology to reduce the environmental effects. However, because of the latest improvements in

energy consumption technology in RO plants and commercial introduction of “isobaric devices,” the associated consump-

tion can be reduced as much as 46 %, from 3.9 to 2.1 kWh/m3 (with a 6.0 MPa feed water pressure and 50 % recovery rate)

[10], reducing the overall impact on the environment.

The overall environmental impact of the desalination technologies can be reduced further by integrating them with of

renewable energy sources. The extensive and increasing use of fossil fuels within the current energy infrastructure is

considered the largest cause of CO2 emissions, which are believed to be directly tied to global warming, climate change and

other environmental concerns. These negative impacts can be reduced significantly through the utilization of various abundant

RES in Turkey that have little negative impact compared to conventional energy sources. Due to its low energy requirement

and modular nature, integration of RESs with desalination is primarily studied/used for RO since, unlike MED and MSF

technologies, there exists much reliable data regarding environmental impact of the integrated technology. Therefore,

integration of RES is only analyzed with respect to RO in this study. The improvements possible, for the previously discussed

emissions, are shown in Fig. 24.3. It is seen that even though the environmental impact of RO technology is significantly lower

with respect to thermal desalination technologies, the emissions can be reduced further, by up to 95 % in some categories, via

integration of renewable energy sources. It also is observed that, among the RESs selected, hydropower provides the

greatest reduction in environmental impact in every category considered, with a reduction of over 90 % on average.

0

5

10

15

20

25

30

MSF MED RO (high
capacity)

MSF (w/ waste
heat)

MED (w/ waste
heat)

RO (low capacity)Em
is

si
on

s 
pe

r m
3 

de
sa

lte
d

w
at

er
 

CO2 (Kg) NOx (g) NMVOC(g) SOx(g)

Fig. 24.2 Airborne emissions produced by MSF1, MED1 and RO2 desalination systems. Data are obtained for MSF and MED from the

research project REN 2001-0292 that took part in Spanish Plan for Scientific Research and Technological Development and Innovation

(R & D & I) [14–16]. Values for RO are based on potential energy consumption with respect to current technological improvements [10]
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Cost

Another important criterion for determining the most suitable desalination technology (and associated energy source) is

based on the cost of the overall system. Due to insufficient studies and lack of reliable data on cost estimates for MED,

MSF, and RO technologies in Turkey, the analysis is based on real data for various industrial desalination plants around

the world as well as studies conducted for similar geographical regions and countries that have similar energy and

economic potential to Turkey. The main comparison are based on unit water production costs. Some recent estimates of

water costs of various desalination technologies selected around the world are shown in Table 24.2. The unit water

production cost of MED/MSF and RO technologies are seen to be very similar ($0.81/m3 on average for MED/MSF and

$0.86/m3 for RO technologies based on plants provided in the table). The data suggests that, even though RO plant unit

water costs have dropped significantly in the last decades, they still are slightly higher on average than for thermal plants

on a unit water cost basis.

Note that, although unit water costs provide an important tool for comparing different technology costs, other factors

should not be neglected. The majority of large capacity thermal desalination plants are in the Middle Eastern region. Thus,

all MSF plants in Table 24.2 are in either the United Arabic Emirates or Saudi Arabia due to the availability of data for these

plants. The primary energy sources for these plants are generally fossil fuels, which are significantly cheaper than for most

other locations in the world; the unit water costs would be drastically higher if the plants were in most parts of Europe.

Therefore, these costs are considerably higher in Turkey when powered by fossil fuels.
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Fig. 24.3 Environmental Impact

of RO technology incorporating

various RESs for (a) low and

(b) capacity (data obtained from

[14, 34]). RO data are obtained

from the research project REN

2001-0292 that took part in

Spanish Plan for Scientific

Research and Technological

Development and Innovation

(R & D & I). The environmental

load associated with RO

technology using PV is

considered based on solar

radiation data extrapolated

from a plant used in Spain.

The minimum and maximum
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for RESs with respect to a

conventional RO plant with

4 kWh/m3 energy consumption
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Another factor is that, due to the nature of MED andMSF technologies, plant capacity is significantly higher than for most

RO plants. Since higher capacity is associated with lower unit costs due to economies of scale, capacity should be considered

when comparing unit water costs. Larger plants require significantly higher investment costs and usually pose higher initial

risks than relatively smaller ones. For these reasons, the costs show a bias towardsMED andMSF technologies, and therefore,

the actual gap between RO and MSF/MED technologies is considerably smaller in reality when implemented in Turkey.

Beyond data from actual plants, many studies have been conducted regarding estimating the cost associated with these

three desalination technologies. These studies facilitate useful comparisons based on diverse geographical locations and

similar capacities, allowing fair assessments. Table 24.3 presents costs data based on combinations of several major

independent studies in the literature.

It can be seen in Table 24.3 that the average unit cost estimated for MED, MSF, and RO plants are $1.03, $1.01, and

$0.96/m3 respectively, which are similar. The table also shows that, at higher capacities, RO technology can not only

compete with MED and MSF technologies but also be cheaper than the same based on unit production costs.

The studies also suggest that RO technology can be economical when incorporating RESs. Based on analyses in several

studies, the range of unit production costs of the examined RESs with various capacities are shown in Fig. 24.4 [18,36,37].

Note that the high end production costs refer to experimental systems.

Table 24.2 Total water costs of selected industrial desalination plants (data obtained from [8, 10, 12])

Plant (location) Technology Water cost ($/m3) Plant capacity (m3/day)

Shuweihat (UAE) MSF 1.13 454,610

RasLaffan (UAE) MSF 0.80 272,520

Hidd (UAE) MSF 0.69 400,00

Tenes (Algeria) SWRO 0.59 200,00

Taunton (Massachusetts, USA) SWRO 1.53 18,925

Palmachim (Israel) SWRO 0.86 83,270

OuedSebt (Algeria) SWRO 0.68 100,00

Hadera (Israel) SWRO 0.86 330,00

Ashkelon (Israel) SWRO 0.78 326,144

Tianjin (China) SWRO 0.95 150,000

Dhekelia (Cyprus) SWRO 0.88 40,000

Carlsbad (California, USA) SWRO 0.77 189,250

Pert (Australia) SWRO 0.75 143,700

Marafiq (Saudi Arabia) SWRO 0.83 758,516

Shoaiba 3 (Saudi Arabia) MSF 0.57 881,150

Reliance refinery (India) MED 1.53 14,400

Table 24.3 Analysis of unit production costs based on various studies in the literature

Reference Process Capacity (m3/day) Unit production cost ($/m3)

Borsani and Rebagliati [15]a MED 205,000 0.52
MSF 205,000 0.52
RO 205,000 0.45

Karagiannis and Soldatos [39] MED 12,000–55,000 0.95–1.95
MSF 23,000–528,000 0.52–1.75
RO 12,000–60,000 0.44–1.62

Wade [40]b MED 31,822 0.95
MSF 31,822 1.04
RO 31,822 0.82

Fiorenza et al. [41] MED 10,000 0.8
MSF 25,000 1.10
RO 6,000 0.7

Frioui and Oumeddourc MED 1,000 1.38–1.45
MSF 1,000 1.2–1.34
RO 1,000 1.8

aCost estimates are based on a 20-year plant life, recovery ratio of 40 %, and membrane replacement of 5 years

(for RO), steam factor time around 85 % (for MED and MSF), and fuel price of natural gas $4.5/MWh(th)

for seawater desalination
bCost estimates are based on Mediterranean seawater feed of around 37,000 mg/l total TDS
cCost estimates are based on a 30-year plant life, 100 % production rate, and steam factor time around 85 %
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The large gap between high and low cost estimates with respect to each RES utilized with RO desalination technology is

due to factors like quality of renewable energy sources, government incentives, transportation costs and production capacity.

Most of these systems are built as prototypes and are hard to compare on a cost basis. Even though these costs are still higher

than utilizing conventional energy source, the associated costs of using RESs have been declining significantly over the past

decades and are expected to continue to do so. It can be seen that, among the RESs, RO can provide the lowest cost when

integrated with hydropower. This cost average is expected to be even lower for Turkey due to the large availability of

economically exploitable hydro sources, cheap labor and land costs for construction (capital cost of hydro is

overwhelmingly larger than all other costs) and available technical expertise (96 % of current RES usage already comes

for hydropower [14]).

Other Considerations

Through analyzing the environmental impacts and overall costs associated with building various desalination technologies

in Turkey, it is seen that using RESs provides significant advantages with respect to both criteria. However, the benefits of

implementing RESs for desalination technologies are far greater than the studied criteria for the country. As previously

mentioned, the dependence of fossil fuels is one of the biggest concerns of Turkey, due to it comprising a considerably large

portion of the country’s energy use(90 %) and very small portion of its energy reserves (under 1 % of the world). This leads

to importing almost all of its energy needs from outside the borders (97 % of natural gas, 93 % of oil and 20 % of coal), the

majority of them being a single sources. Historically Russia has been the largest gas supplier (63 % of the total natural gas

imports [38]) and Saudi Arabia has been the largest supplier for crude oil (with 110,000 b/day [39]). Dependence on a single

energy resource that dominates the country’s consumption is politically risky and poses national security concerns.

Therefore, a transition to RESs can help reduce this threat. Meanwhile, as the country seeks energy sources within its

own boundaries, such actions also help boost the local economy and create local jobs.

In the past decade, the use of RESs as an alternative to fossil fuels has been promoted and encouraged in Turkey through

several legislations and such measures will be continued [40, 41]. The Electricity Market Law (EML, No. 4628, enacted in

February 2001) helps legal entities applying for licenses for construction facilities based on RESs, by permitting them to pay

only 1 % of the total licensing fee and avoids the requirement to pay the annual license fee for the first 8 years following the

facility completion date in their licenses. In May 2005 the government passed the Renewable Energy Law No. 5346 aiming

to expand the use of RESs for providing electricity by guaranteeing the purchase of the electricity produced from RESs (at a

price of 7.4 cent/kWh with a 20 % price increase at the beginning of each year [32–34]) and making electricity licensees

purchase at least 8 % of their annual electricity sales based on these RESs. In addition, in the case of the public land and

forest use for the electricity production with RESs, the lands could be rented or awarded access by the Ministry of

Environment and Forestry and/or Finance Departments. The Law also gives incentives to research and investment of energy

generating facilities. Finally, Turkey is to be recipient of a US$202 million renewable energy loan by the World Bank for

building renewable energy sourced electricity generation; the loan is expected to finance up to 40 % of the capital costs [42].
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On the other hand, there are also certain barriers for utilizing RES in Turkey, the main one being the lack of coordination

and cooperation within and between various ministries, agencies, institutes, and other stakeholders [40]. However, with the

ongoing depletion of conventional energy sources and ever-rising oil prices and governments approach to increase the

utilization of RES, these issues would be resolves as RES becomes a major contributor to its overall energy consumption.

Conclusions

The study analyzed various actual MED/MSF and RO desalination plants around the world as well as many studies

conducted on these technologies and their integration with RESs. The evaluation was primarily based on costs and

environmental impacts of the desalination technologies and associated energy sources. The analysis shows that RO

technology would be the best option for Turkey for the specified plant capacity based on the following points:

• The RO method is highly competitive with MED and MSF methods, reducing the cost by 13 and 21 % for MED and MSF

respectively, for the midsize plant capacity and could cost even less in high capacity plants. Moreover, continuous

improvements in technology for both RO systems (especially the membranes) and integration of RES indicate that RO

technology will be much more competitive with MED and MSF technologies in terms of cost.

• The cost of thermal desalination using fossil fuels in Turkey would be much more expensive than Middle Eastern regions

presented due to cost of fossil fuels in Turkey being significantly higher than in the Middle East.

• The cost of RO desalination in Turkey will be significantly cheaper than in the Middle East due to Mediterranean

seawater feed (around 37,000 mg/l TDS content) being considerably less than for the Arabian Gulf Region

(65,000–75,000 mg/l TDS).

• RO desalination technology can reduce emissions of CO2, NOx, NMVOC and SOx by as much as 38, 42, 73, 60 %,

respectively compared to alternative technologies, even when waste heat recovery is used. RO is highly compatible with

RESs due to its low energy consumption (5–6 times lower than other desalination methods) and modular nature.

To reduce the long term cost and environmental impact further, hydropower energy source is determined to be the best

option for integrating with RO based on the following points:

• Hydropower has seamless integration with RO technology and has the lowest potential unit production cost and the least

environmental impact on airborne emissions in every emission category which can further reduce the emissions of CO2,

NOx, NMVOC, SOx by 83, 82, 80, and 50 %, respectively.

• The actual cost of production is estimated to be even lower for Turkey due to the high number of existing economically

exploitable resources, construction and labor costs that are much lower than average, experienced capitalization and

various government incentives and can help reducing the country’s dependency on fossil fuel imports and gain economic

and political strength in the region.

Acronyms

CO2 Carbon dioxide

MED Multiple-effect distillation

MSF Multistage flash distillation

NMVOC Non-metal volatile organic compounds

PV Photovoltaics

RO Reverse osmosis

SOx Sulfur oxide

RO Reverse osmosis
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Exergetic Performance of a Low Bypass Turbofan
Engine at Takeoff Condition 25
Hakan Aydın, Onder Turan, Adnan Midilli, and T. Hikmet Karakoc

Abstract

In this article, exergetic methodology is applied for a low bypass turbofan engine at maximum power setting. The engine

is a low-bypass (0.96–1) turbofan engine and its variants fitted to the 737-100/200 all comprise six low-pressure

compressor (LPC) stages, seven high-pressure compressor (HPC) stages, a single HP turbine (HPT), and finally three

LPT stages. At the end of the analysis, the most irreversible units in the system are found to be the combustor and the fan/

LPC, with exergy loss rates of 18.7 and 2.486 MW, respectively. The exergy efficiencies of the fan/LPC, the HPC, and

combustor are 0.856, 0.845, and 0.744, respectively. For the HPT and LPT, the exergy efficiencies are calculated to be

0.98 and 0.963, respectively.

Keywords

Turbofan � Exergy � Aircraft � Energy � Aviation � Sustainability

Introduction

With over two billion people travelling safely around the world every year and some 23,000 aircraft in commercial service.

Worldwide passenger traffic will average 5.1 % growth and cargo traffic will average 5.6 % growth 2–5 % of the world

energy consumption belongs to aviation industries [1–5]. Total scheduled world revenue tonne kilometers (RTK) increased

by 119 %, with scheduled passenger revenue passenger kilometers (RPK) and cargo (RTK) traffic rising by 108 and 140 %,

respectively [6]. Effects of energy consumption in aviation sector give rise to potential environmental hazards. Therefore,

energy consumption plays a crucial importance role to achieve sustainable development; balancing economic and social

development with environmental protection. The importance of energy efficiency is also linked to environmental problems,

such as global warming and atmospheric pollution [7, 8].

Energy intensity can be related to some important measures operational and technological efficiency in the aircraft and its

propulsion system. An aero-engine converts the flow of chemical energy contained in the kerosene fuel and the air drawn
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into the engine into propulsion power. Nearly one-fourth or one-third of fuel energy is used to propel the aircraft. The

remaining energy is expelled as waste heat in the exhaust. Specific fuel consumption (SFC) is more relevant to consider

propulsion power in terms of payload carried per unit range. Energy intensity (EI) is a suitable parameter with comparing

efficiency and environmental impact. It consists of two components-energy use, EU and load factor, Lf as shown in Eq. (25.1).

EI ¼ EU

Lf
¼ MJ

RPK
¼ MJ

ASK
=
RPK

ASK
ð25:1Þ

Where MJ is mega joules of kerosene fuel energy, RPK is revenue passenger-kilometers, ASK is available seat-kilometers,

and Lf is load factor. To have a model of aircraft, it is necessary to show EI as a function of the engine, aerodynamic, and

structural efficiency of the aircraft system as well as load factor. These parameters play important role in the energy intensity

of an aircraft. Energy efficiency in commercial aircrafts is improved by averaging 1.5 % percent annually with the

introduction of bypass turbofan engines. However, as the bypass ratio increased, engine diameter has also increase, leading

to an increase momentum drag. Another way to propulsion system improvement is to increase turbine inlet temperature,

which is limited by materials and cooling technology, and improving engine component efficiencies. Between the

introduction B707 and B777, commercial aircrafts have been constructed exclusively of aluminum and are currently

about 90 % metallic by weight. So improvements of structural efficiency are less evident [9].

The environmental impact of emissions can be reduced by increasing the efficiency of resource utilization [10]. Using

energy with better efficiency reduces pollutant emissions. Energy and exergy concepts have been utilized in environmental

sustainability, economics, and engineering. Exergy is a quantity which follows from the First and Second Laws of

Thermodynamics and analyses directly impact process design and improvements because exergy methods help in under-

standing and improving efficiency, environmental and economic performance as well as sustainability. The potential

usefulness of exergy analysis in addressing sustainability issues and solving environmental problems is substantial

[11–15]. The exergy studies related to gas turbines have first been done on stationary gas turbines. In the literature, the

various exergy and exergo-economic analysis of aero engines have been reported [16–30].

Through a literature review, it is noticed that there is no work to be studied about exergy analysis for a low bypass

turbofan engines in the open literatures. The present assessment, therefore, aims to provide a practical framework for the use

of such exergy analysis in low bypass engines. Lack of exergy analysis for low bypass turbofan engine makes the paper

original and becomes main motivation.

In this paper, first the detailed exergy analysis of JT8D low bypass turbofan engine has been performed. In this analysis,

exergy efficiency, exergy losses/destructions have been calculated at maximum power setting, i.e., takeoff condition. Exergy

analysis of JT8D has first been studied in this paper. Moreover, there is no previous work about exergy related to low bypass

turbofan engine in the aircraft engine in the literature.

System Description for Low Bypass Turbofan Engine

JT8D series engines are one of the most popular modern commercial engines ever made. More than 14,750 of them have

been built, amassing more than 673 million hours of reliable service since 1964. The eight models that make up the JT8D

family cover a thrust range from 62 to 76 kN. The newer JT8D-200 engine offers 18,500–21,700 pounds of thrust, and is the

exclusive power for the popular MD-80 aircraft (B-1-7.pdf)

An illustrated diagram, station numbering and main component of the high bypass turbofan engine is shown in Fig. 25.1.

It consist of fan (F), axial low-pressure compressor (LPC), axial high-pressure compressor (HPC), an annular combustion

chamber, high-pressure turbine (HPT), and low-pressure turbine (LPT).

This engine operates according to the Brayton cycle, which includes four processes under the ideal conditions

given below:

1. Isentropic compression (fan and HPC)

2. Combustion at constant pressure (CC)

3. Isentropic expansion (HPT and LPT)

4. Heat transfer at constant pressure (EN and FN).

There are two drive shafts in this engine. The first, N2, connects the HPT and HPC and constitutes the HP system, while

the second, N1, connects the LPT to the fan and constitutes the LP system. While the HPT runs the HPC, fuel pump, starter

generator, and reduction gearbox, LPT runs the fan.
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In the schematic diagram of the high bypass turbofan engine given in Fig. 25.1, the bypass ratio is defined as

α ¼ Bypass airflow

Primary airflow
¼ _mfan

_mcore
¼ _mcold

_mhot
ð25:2Þ

Thus, if the air mass through the core (HPC) is _mcore, then the bypass air mass flow rate is α _mcoreð Þ.

Mathematical Frameworks for Thermodynamic Analysis

The Energy and Exergy Methods in Practice: Some Useful Tools and Definitions

Thermodynamic first-law analysis is energy-based approach in thermal systems. It is based on the principle of conservation

of energy applied to the system. For a general steady state, steady-flow process, the four balance equations (mass, energy,

entropy and exergy) are applied to find the work and heat interactions, the rate of exergy decrease, the rate of irreversibility,

the energy and exergy efficiencies [31–33].

The mass balance equation can be expressed in the rate form asX
_min ¼

X
_mout, ð25:3aÞ

where _m is the mass flow rate, and the subscript “in” stands for inlet and “out” for outlet. The general energy balance can be

expressed below as the total energy inputs equal to total energy outputs.X
_Ein ¼

X
_Eout ð25:3bÞ

Energy conservation suggests that for a steady-state process the First Law may be represented by [34]:

X
hþ keþ peð Þ

in
_min �

X
hþ keþ peð Þ

out
_mout þ

X
_Q � _W ¼ 0 ð25:3cÞ

where _min and _mout denote the mass flow rate across the system inlet and outlet, respectively, _Q represents the heat transfer

rate across the system boundary, _W is the work rate (including shaft work, electricity, and so on) transferred out of the

system, and h, ke, and pe denote the specific values of enthalpy, kinetic energy, and potential energy, respectively.

Fig. 25.1 Schematic diagram of the high bypass turbofan engine. HPC high-pressure compressor, CC combustion chamber, HPT high-pressure

turbine, LPT low-pressure turbine, EN exhaust nozzle, FN fan nozzle
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This energy balance can be simplified, assuming negligibly small changes in kinetic and potential energy and no heat or

work transfers, to [34]: X
Hi, in ¼

X
Hj,out ð25:3dÞ

where Hi,in represents the various energy (or enthalpy) streams flowing into the system, and Hj,out the different energy

outputs.

First Law or “energy” analysis takes no account of the energy source in terms of its thermodynamic quality.

It enables energy or heat losses to be estimated, but yields only limited information about the optimal conversion of energy.

In contrast, the Second Law of Thermodynamics indicates that, whereas work input into a system can be fully converted to

heat and internal energy, not all the heat input can be converted into useful work [35]. The exergy loss in a system or

component is determined by multiplying the absolute temperature of the surroundings by the entropy increase [36–38].

Exergy methods also help in understanding and improving efficiency, environmental and economic performance as well

as sustainability [39].

Note that, whereas energy is a conserved quantity, exergy is not and is always destroyed when entropy is produced.

In the absence of electricity, magnetism, surface tension and nuclear reaction, the total exergy of a system _Ex can be

divided into four components, namely (1) physical exergy _ExPH, (2) kinetic exergy _ExKN , (3) potential exergy _ExPT , and

(4) chemical exergy _ExCH [36].

_Ex ¼ _ExPH þ _ExKN þ _ExCH þ _ExPT ð25:4aÞ
Although exergy is extensive property, it is often convenient to work with it on a unit of mass or molar basis. The total

specific exergy on a mass basis may be written as follows [36]:

ex ¼ exPH þ exKN þ exCH þ exPT ð25:4bÞ

The general exergy balance can be written as follows [36]:X
_Exin �

X
_Exout ¼

X
_Exdestþ

X
_Exloss ð25:5aÞ

_Exheat � _Exwork þ _Exmass, in � _Exmass,out ¼ _Exdest þ _Exloss ð25:5bÞ

_Exheat ¼
X

1� T0

Tk

� �
_Qk, ð25:5cÞ

_Exwork ¼ _W , ð25:5dÞ

_Exmass, in ¼
X

_minψ in, ð25:5eÞ

_Exmass,out ¼
X

_moutψout: ð25:5fÞ

where _Q is the heat transfer rate through the boundary at temperature Tk at location k and _W is the work rate.

The flow (specific) exergy is calculated as follows:

ex ¼ h� h0ð Þ � T0 s� s0ð Þ ð25:6Þ
where h is enthalpy, s is entropy, and the subscript zero indicates properties at the restricted dead state of P0 and T0.

The rate form of the entropy balance can be expressed as [36]

_Sin � _Sout þ _Sgen ¼ 0 ð25:7Þ

where the rates of entropy transfer by heat transferred at a rate of _Qk and mass flowing at a rate of _m are _Sheat ¼ _Qk=Tk and
_Smass ¼ _ms, respectively [36].
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Taking the positive direction of heat transfer to be to the system, the rate form of the general entropy relation given in

Eq. (25.7) can be rearranged to give [36]

_Sgen ¼
X

_moutsout�
X

_minsin�
X _Qk

Tk
ð25:8Þ

Also, it is usually more convenient to find _Sgen first and then to evaluate the exergy destroyed or the irreversibility rate _I

directly from the following equation, which is called Gouy–Stodola relation [40]:

_I ¼ _Exdest ¼ T0
_Sgen ð25:9Þ

Assuming air to be a perfect gas, the specific physical exergy of air is calculated by the following relation [41]

exair,per ¼ Cp,a T � T0 � T0 ln
T

T0

� �
þ RaT0 ln

P

P0

ð25:10Þ

Numerous ways of formulating exergy (or second-law) efficiency for various energy systems are given in detail

elsewhere [42]. It is very useful to define efficiencies based on exergy. There is no standard set of definitions in

the literature. Here, exergy efficiency is defined as the ratio of total exergy output to total exergy input, i.e.,

ηex ¼
_Exout
_Exin

ð25:11Þ

Assumptions

In this study, the assumptions made are listed below

1. The air and combustion gas flows in the engine are assumed to behave ideally.

2. The combustion reaction is complete.

3. Compressors and turbines are assumed to be adiabatic.

4. Ambient temperature and pressure values are 288.15 K and 101.35 kPa, respectively.

5. The exergy analyses are performed for the lower heating value (LHV) of kerosene (JET A1) which is accepted as

42,800 kJ kg�1.

6. Engine accessories, pumps (fuel, oil, and hydraulic) are not included in the analysis.

7. The kinetic and potential exergies are neglected.

8. Chemical exergy is neglected other than combustor.

Airflow

The total airflow mass is 142.7 kg s�1 that includes 74.74 kg s�1 fan air and 67.95 kg s�1 core air. Air is taken into LPC at

ambient temperature of 288.15 K and ambient pressure of 101.35 kPa. In gas turbine engines, a part of compressed air is

extracted to use for ancillary purposes, such as cooling, sealing and thrust balancing. In this study the cooling airflow is

neglected since it doesn’t have meaningful effect on exergy and sustainability analyses.

Combustion Balances and Emissions

As fuel the kerosene (JET A) is burned. Its chemical formula is as C12H23. The value of LHV is 42,800 kJ kg�1. Fuel flow is

1.05 kg s�1 that results in air–fuel ratio of 64. Combustion balance equation is calculated by Eq. (25.12),
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C12H23 þ 369

0:7748N2

þ0:2059O2

þ0:0003CO2

þ0:019H2O

0
BBBB@

1
CCCCA )

12:11CO2

þ18:51H2O

þ58:22O2

þ285:9N2

0
BBBB@

1
CCCCA ð25:12Þ

The mass of combustion gases are obtained as 3.43 kg s�1 for CO2, 2.14 kg s�1 for H2O, 11.98 kg s�1 for O2, and

51.46 kg s�1 for N2 after combustor chamber.

Specific Heat Capacities of Air and Combustion Gas

The cold air specific heat capacity is calculated by Eq. (25.2) as follows.

CP,air Tð Þ ¼ 1:04841� 0:000383719T þ 9:45378T2

107
� 5:49031T3

1010
þ 7:9298T4

1014
ð25:13Þ

The specific heat capacity of the combustion gases after combustion chamber for JT8D is calculated from the composition

of Eq. (25.1) of each emissions’ mass percentage as follows.

CP,gas Tð Þ ¼ 0:9886þ 2:043T

105
þ 1:551T2

107
þ 6:717T3

1011
ð25:14Þ

Where the unit of temperature is K. For hot gases, R value is calculated as 0.2901 kJ kg�1.

Exergy Analysis

The exergy analysis of JT8D gas turbine engine’s Fan, HPC, combustor, HPT, and LPT will be performed. The exergy

parameters of JT8D for two investigated operating conditions will be calculated by Eqs. (25.13–25.19a, 25.19b, 25.19c)

1. Fan: X
_Exin, fan �

X
_Exout, fan ¼

X
_Exdest, fan ð25:15aÞ

X
_Exin, fan �

X
_Exout, fan ¼ _Wfan þ _Ex2 � _Ex13 þ _Ex25

� � ð25:15bÞ

_Wfan ¼
_mfan h13 � h2

� �þ _mA h25 � h2
� �

MA
ð25:15cÞ

ηex, fan ¼
_Ex13 þ _Ex25 � _Ex2

_Wfan

ð25:15dÞ

2. HPC: X
_Exin,HPC �

X
_Exout,HPC ¼

X
_Exdest,HPC ð25:16aÞ

X
_Exin,HPC �

X
_Exout,HPC ¼ _WHPC þ _Ex25 � _Ex3 ð25:16bÞ

_WHPC ¼ _mHPC h3 � h25
� �
MA

ð25:16cÞ

ηex,HPC ¼
_Ex3 � _Ex2:5

_WHPC

ð25:16dÞ
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3. Combustor (CC): X
_Exin,CC �

X
_Exout,CC ¼

X
_Exdest,CC ð25:17aÞ

X
_Exin,CC �

X
_Exout,CC ¼ _Ex3 þ _Ex3, fuel � _Ex4 ð25:17bÞ

ηex,CC ¼
_Ex4

_Ex3 þ _Ex3, fuel
ð25:17cÞ

4. HPT: X
_Exin,HPT �

X
_Exout,HPT ¼

X
_Exdest,HPT ð25:18aÞ

X
_Exin,HPT �

X
_Exout,HPT ¼ _Ex4 � _WHPT þ _Ex45

� � ð25:18bÞ

ηex,HPT ¼
_WHPT

_Ex4 � _Ex45
ð25:18cÞ

5. LPT: X
_Exin,LPT �

X
_Exout,LPT ¼

X
_Exdest,LPT ð25:19aÞ

X
_Exin,LPT �

X
_Exout,LPT ¼ _Ex45 � _WLPT þ _Ex5

� � ð25:19bÞ

ηex,LPT ¼
_WLPT

_Ex45 � _Ex5
ð25:19cÞ

JT8D thermodynamic parameters are listed in Tables 25.1 and 25.2.

Table 25.1 JT8D Turbofan engine thermodynamic data for takeoff thrust running

Station No Location Mass flow (kg s�1) Temperature (K) Pressure (kPa) Exergy flow (MW)

0 Air 677.2 288.15 101.35 0

2 FAN inlet 677.2 288.15 101.35 0

1.3 FAN bypass outlet 565.3 327.6 155.8 21.51

2.5 FAN core outlet 111.9 372 221.3 8.39

2.5 HPC inlet 111.9 372 221.3 8.39

3 HPC outlet 111.9 744.2 2178.7 50.55

3 Combustor inlet 111.9 744.2 2178.7 50.55

3 Fuel 2,110 288.15 2,000 94.37

4 Combustor outlet 114,2 1,350 2082.2 1,103

4 HPT inlet 114.2 1,350 2082.2 110.3

4.5 HPT outlet 114.2 985 535 59.43

4.5 LPT inlet 114.2 985 535 59.43

5 LPT outlet 114.2 727.6 144.1 24.51

Source: Farokhi [43]

Table 25.2 Exergy values of the JT8D turbofan engine and its components for takeoff thrust running

Component Inlet exergy (MW) Outlet exergy (MW) Exergy dest (MW) Exergy efficiency (%)

FAN 32.43 29.90 2.53 0.922

HPC 56.66 50.55 6.11 0.873

CC 144.92 110.30 34.62 0.761

HPT 110.30 108.18 2.12 0.958

LPT 59.43 57.26 2.17 0.938

JT8D 94.37 27.92 0.296
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Results and Conclusions

In this paper, first the exergy analysis of JT8D high bypass turbofan engine at takeoff thrust power has been carried out.

In this analysis main exergetic parameters are energy and exergy flows, exergy destruction and exergy efficiency. Now, it is

necessary to definite the phases of flight for an aircraft. The phase of flight definitions given in Table 25.3 consist of broad

operational phases. Most of them have sub-phases. Considering the flight phases as a function of engine power, the flight

phases can be split into seven parts in this study: (a) landing, (b) climb, (c) maximum cruise, (d) normal takeoff, (e)

maximum continuous, (f) automatic power reverse, and (g) maximum takeoff. Concerning the classification of flight phases

as an engine power, it is difficult to see many examples in the literature.

Figure 25.2 demonstrates the exergy efficiencies of the fan, HPC, combustor, HPT, LPT, and JT8D turbofan engine

at takeoff condition.

Table 25.3 Standard definitions the phases of a flight

Phase Symbol Definition Subphases

Standing STD Prior to pushback or taxi, or after arrival, at the gate

or parking area, while the aircraft is stationary

Engine(s) (1) not operating, (2) startup,

(3) operating, (4) shutdown

Pushback/Towing PBT Aircraft is moving in the gate, ramp, or parking area,

assisted by a tow vehicle

Engine(s) (1) not operating, (2) startup,

(3) operating, (4) shutdown

Taxi TXI Aircraft is moving on the ground under its own power

prior to takeoff and after landing

(1) Power back, (2) taxi to runway,

(3) taxi to takeoff position, (4) taxi from run way

Takeoff TOF From the application of takeoff power through rotation

and to an altitude of 35 ft above runway elevation

(1) Takeoff and (2) rejected takeoff

Initial climb ICL From the end of the takeoff to the first prescribed power

reduction, or until reaching 1,000 ft above runway elevation

–

En Route ENR From completion of Initial Climb through cruise altitude and

completion of controlled descent to the Initial Approach Fix

(1) Climb to cruise, (2) cruise, (3) change

of cruise level, (4) descent, (5) holding

Maneuvering MNVR Low altitude/aerobatic flight operations (1) Aerobatics and (2) low flying

Approach APPR From the Initial Approach Fix to the beginning

of the landing flare

(1) Initial approach, (2) final approach,

(3) missed approach/go-around

Landing LDG From the beginning of the landing flare until aircraft exits

the landing runway, comes to a stop on the runway

(1) Flare, (2) landing roll, (3) aborted

landing after touchdown

Emergency

descent

EMG A controlled descent during any airborne phase in response

to a perceived emergency situation

–

Uncontrolled

descent

UND A descent during any airborne phase in which the aircraft

does not sustain controlled flight

–

Post-impact PIM Any of that portion of the flight which occurs after impact

with a person, object, obstacle

–

Source: EADS [44]
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Fig. 25.2 Exergy efficiencies (%) of JT8D turbofan engine at takeoff thrust
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Figures 25.3 and 25.4 presents the exergy destructions and exergy destruction rates for the fan, HPC, combustor,

HPT, LPT.

The exergy efficiency, one of the most important indicators for the sustainability of the engine, is mainly based on the

exergy input and the required output. It is noticed that the exergy efficiency of the turbofan engine highly affected by the

input–output exergetic values of the each engine component at all phases of a flight as shown in Table 25.2. The results in

Fig. 25.2 show that the exergy efficiency ranges from 0.745 to 0.982 in engine components. As can be seen in Fig. 25.2, HPT

and LPT are good exergy efficiencies changes between 0.964 and 0.982 due to higher isentropic efficiencies. For the fan and

HPC exergy efficiencies are found to be 0.857 and 0.846, respectively. On the other hand, minimum exergy efficiency is

observed in combustor (to be 0.745) due to internal irreversibilities in CC.

The unit with greatest exergy loss is found to be CC (to be 18.87 MW) as shown in Fig. 25.3. The exergy destructions for

the other units are found to be HPC (to be 3.03 MW), fan (to be 2.49 MW), LPT (to be 0.66 MW) and HPT (to be 0.36 MW).

If so, greatest exergy destruction rate is calculated in the CC (to be 74.3 %) as shown in Fig. 25.4. It is clear from Fig. 25.4

that HPT has minimum exergy destruction rate with value of 1.4 %.

Fig. 25.3 Exergy destruction

(MW) of JT8D turbofan engine

at takeoff thrust
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Fig. 25.4 Exergy destruction rates (%) of JT8D turbofan engine at takeoff thrust
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The results should provide a realistic and meaningful in the exergetic takeoff performance evaluation of low bypass

turbofan engines, which may be useful in the analysis of similar propulsion systems. In a future study, we will focus on

exergo-environmental and exergo-sustainability analysis of the low bypass turbofan engine. It is noted that, to obtain more

comprehensive conclusions, exergo-economics must be considered. In particular, an exergo-economic analysis would be

useful. An exergo-environmental analysis can help improve the environmental performance of the low bypass engine, and

consequently should be considered in future assessments.
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Nomenclature

cp Specific heat (kJ (kg K)�1)

E Energy rate (MW)

ex Specific exergy (kJ kg�1)
_Ex Exergy rate (MW)

f Fuel-air ratio; fuel exergy factor

hPR Fuel heating value (kJ kg�1)

H Enthalpy (kJ)

I Irreversibility rate (kW)

ke Kinetic energy

_m Mass flow rate (kg s�1)

A Area (m2)

MA Molecular weight

pe Potential energy

P Pressure (bar or kPa); product exergy

R Specific gas constant (kJ (kg K�1)), diameter (m)

S Entropy (kJ K�1)

T Temperature (K)
_W Work rate (MW)

Greek letters

η Efficiency ρ Air density (kg m�3)

Subscripts

a Air

ch Chemical

dest Destruction

f Fuel

gen Generated

k kth component

LPC Low-pressure compressor

HPC High-pressure compressor

LPT Low-pressure turbine

HPT High-pressure turbine

in Inlet

ke Kinetic energy

LD Loss and destruction

kn Kinetic

out Outlet

per Perfect

ph Physical

pe Potential energy

tot Total

A Area, m2

cp Specific heat, J kg�1 �C
h Heat transfer coefficient, W m�2 �C
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Exergetic Analysis of a Vertical Ground-Source
Heat Pump System with Wall Heating/Cooling 26
Ugur Akbulut, Ozgen Acikgoz, Olcay Kincay, and T. Hikmet Karakoc

Abstract

The present study deals with an exergetic analysis and assessment of a Vertical Ground-Source Heat Pump System

(VGSHP) combined with a Wall Heating System (WHCS) in a building. This study is an experimental investigation of a

real building’s heating system. The system is located at Yildiz Renewable Energy House (YREH) in Yildiz Technical

University and fulfills the heating demand of YREH and a living room of the neighboring dormitory. In order to validate an

exergetic model, the system is divided into three subsystems: (1) the ground coupling circuit, (2) the refrigerant circuit, and

(3) theWHS circuit. The schematic diagram of the constructed experimental system is given in Fig. 26.1. Exergetic model

is obtained by applying mass, energy, and exergy equations for each system component. YREH has four rooms, each has

8 m2 floor area, and the neighboring dormitory has a 50 m2 living room. In this study three rooms of YREH and the living

room have been heated during heating season. The heating season was assumed to be between 1 January and 31March. As

average results on the heating season, 6.509 kW heat energy was extracted from ground and 5.799 kW was used in the

WHS. In this process electrical energy consumption of system components are as follows: compressor 1.711 kW, ground

heat exchanger pump 0.092 kW, accumulator tank circulation pump 0.114 kW, andWHS circulation pump 0.108 kW. For

heating season, calculated overall system efficiency was 67.36 % while GSHP unit’s efficiency was 85 %. In addition,

overall system COPwas 2.76, while GSHP unit’s COPwas 4.13. Total exergy destruction was found 1.759 kW and largest

exergy destruction has occurred in the compressor as 0.714 kW. The exergy efficiency values for the individual

components of the system have been found ranging from 58.3 to 98.4 % according to P/F concept. It is expected that

the model would be beneficial for evaluating low exergy heating systems which use ground source as a renewable energy.

Keywords

Exergy analysis � Renewable energy � Vertical ground-source heat pump system � Wall heating system

Introduction

Ground-source heat pump (GSHP) systems make use of renewable energy stored in the ground for building heating and

cooling. They are suitable for a wide variety of building types, provide high levels of comfort, and are particularly

appropriate for energy saving and environmentally attractive [1–7].
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Many theoretical and experimental works on GSHP systems have been accomplished, since late 1940s. GSHP systems are

inherently more effective than air-source heat pumps because the ground maintains relatively stable source and sink

temperatures. This situation provides a better COP for the GSHP system. For the ground heat exchangers, VGSHP systems

are usually preferred over HGSHP systems. They are more efficient, and less ground area is required [8–15].

The main advantages ofWHC systems are enabling better thermal comfort, providing better indoor air quality with low air

velocities and homogenous heat distribution, being available to use waste heat and low-enthalpy renewable energy resources,

and having low initial investment, maintenance, and operating costs [16]. WHC systems have low operation temperature

benefit. This creates substantial energy savings for heating and cooling compared with conventional systems. The energy

savings from a WHC system may reach more than 30 %, as demonstrated in some theoretical and experimental case studies.

Researchers have mostly determined the convection heat transfer coefficient of heated and cooled walls of theWHC systems.

They have solved the natural convection problems in enclosures. In these studies, heat distribution from floors, walls, and

ceilings were investigated for heating and cooling situations. All studies considered in the literature about WHC systems

emphasized that this system was comfortable, economical, and very suitable to use with renewable energy systems. For that

reason; a real VGHP system, combined with a WHC system, has been analyzed experimentally in our previous research.

Energetic aspects of the systemwere introduced. However, exergy analysis of the system has not been conducted yet [17–20].

Exergy analysis is widely used for scaling a process’s thermodynamic ideality. This helps designing efficient and cost-

effective systems that also meet environmental conditions. In addition to the energy analysis, exergy analysis must be used to

identify the components where inefficiencies occur. Improvements should be done to these components to minimize the

irreversibility and optimize the system [21–25]. In recent years, exergy analyses of space heating/cooling in buildings and

GSHP systems have been developed [26–33]. These studies focused on the building heating mode, and few on the building

cooling mode. This paper presents an exergy analysis of a real VGSHP system, combined with a WHC system. Real-time

data has been obtained and used to represent destroyed exergy and exergy efficiency for both heating and cooling modes.

System Description

The investigated VGSHP system with the WHC is shown in Fig. 26.1. This system consists of a ground heat exchanger loop,

heat pump unit, accumulation tank, and a WHC loop in the building. The vertical ground heat exchanger consists of two

boreholes, each containing a U-tube pipe. The depth of the boreholes is 65 m, and the diameter is 0.15 m. For generating the

ground-loop heat exchanger, 240 m DN40 polyethylene composite pipe was used in a vertical direction and 45 m in

Fig. 26.1 Schematic of investigated VGSHP and WHCS systems on heating mode
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horizontal. There are three circulation pumps and an isolated 500 lt accumulation tank in the system. In the WHC system,

840 m DN16 and 40 m DN20 polyethylene pipe was used. The systems were set up for holding the test room temperature at

20 �C on the heating and 24 �C on the cooling mode. For this reason, 31 �C and 18 �C V-GSHP operating temperatures were

chosen especially to maintain comfort and prevent condensation on wall-mounted coils. Heating season was analyzed using

data collected between Jan. 1 and March 31, 2010. In this period, the GSHP unit was online a total of 863 h for a mean of

30 %. Furthermore, cooling season was analyzed using data collected between July 1 and September 30. In this cooling

period the GSHP unit was online a total 120 h for a mean of 5 %.

Schematic diagrams of the constructed experimental system on heating and cooling modes are illustrated in

Figs. 26.1 and 26.2. This system mainly consists of three separate circuits as follows: (1) the ground coupling circuit, (2)

the refrigerant circuit, and (3) the WHC system circuit. In the heating session, three rooms of YREH and the living room

were heated; only two rooms of YREH were cooled in the cooling session. Conversion from the heating cycle to the cooling

cycle is implemented by means of a four-way valve. The working fluid is R-410A. This system is installed at Yildiz

Renewable Energy House (YREH) at Yildiz Technical University (latitude 41� N, longitude 29� E), Istanbul Turkey.

Exergetic Modeling

The general exergy balance can be expressed below Eq. (26.1), as the total exergy input is equal to total exergy output:

X
1� T0

TK

� �
_Qk � _W þ

X
_min ψ in �

X
_mout ψout ¼ _Exdest ð26:1Þ

where _Qk is the heat transfer rate crossing the boundary at temperature TK at location k, _W the work rate, ψ the flow exergy

which can be calculated by Eq. (26.2).

ψ ¼ h� h0 � T0 s� s0ð Þ ð26:2Þ
Here h denotes the enthalpy, s the entropy, and the subscript zero indicates properties at the restricted dead state of

P0 and T0.

The exergy rate is calculated by Eq. (26.3).

_Ex ¼ _m ψ ð26:3Þ

Fig. 26.2 Schematic of investigated VGSHP and WHC systems on cooling mode
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To obtain exergy destruction, the entropy generation _Sgen is calculated first and used in the Eq. (26.4) which is called as

Stadola Law.

_Exdest ¼ T0
_Sgen ð26:4Þ

The exergy destructions in the system components are calculated as follows, respectively:

• Compressor and pumps

_Exdest,c=p ¼ _Wc=p � _Exout � _Exin
� � ð26:5Þ

• Heat exchangers (evaporator, condenser, and accumulator tank)

_Exdest,HE ¼
X

_Exin �
X

_Exout ð26:6Þ

• Expansion valve

_Exdest,expv ¼ _mref ψ in � ψoutð Þ ð26:7Þ

• Ground heat exchanger in heating session

_Exdest,grH ¼
X

1� T0

Tgr

� �
_Qe,H þ _min ψ in � ψoutð Þ ð26:8Þ

• Ground heat exchanger in cooling session

_Exdest,grC ¼ _min ψ in � ψoutð Þ �
X

1� T0

Tgr

� �
_Qr,C ð26:9Þ

• WHCS in heating session

_Exdest,whcs ¼ _min ψ in � ψoutð Þ �
X

1� T0

Troom

� �
_QH ð26:10Þ

• WHCS in cooling session

_Exdest,whcs ¼ _min ψ in � ψoutð Þ þ
X

1� T0

Troom

� �
_QC ð26:11Þ

System components’ exergy efficiencies are calculated on product/fuel basis [21], by using Eq. (26.12)

εk ¼
_ExP,k
_ExF,k

ð26:12Þ

Results and Discussion

During the calculations for the system energy losses from the ground heat exchanger, the expansion valve and isolated pipes

were neglected. The dead state temperature, which is the dry-bulb temperature and the dead state pressure were taken

0.01 �C and 101.325 kPa, respectively. After modeling the system and analysis of given data in Tables 26.1 and 26.2,

exergetic results for the vertical ground-source heat pump system with wall heating and cooling were obtained by using

thermodynamic equations given in the exergetic modeling section. Results are shown by Tables 26.3 and 26.4. In the year

2010, heating seasonwas assumed to be between January 1 andMarch 31, and cooling season between July 1 and September 30.
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Datawas recorded for each second and converted to aMySQL database. Collected data was arranged and transferred to other

software for calculations and analysis. Refrigerant (R410A) properties were taken from Solkane 6.0, and water properties

were taken from EES (Limited Academic version) software. Microsoft Excel pages were formed for calculations. After the

calculations and analysis, for the heating and cooling seasons, average values of mass flow, temperature, pressure, enthalpy,

and exergy rate are given in Tables 26.1 and 26.2, respectively. Also, the exergy rate of fuel, exergy rate of product,

destroyed exergy, energy efficiency, and exergy efficiency are shown in Tables 26.3 and 26.4.

For the heating season, the exergy efficiency peak values for the expansion valve and accumulator tank were found 95 and

87.6 % respectively. During the calculations energy loss from the expansion valve was neglected. Thereby, energy and

exergy efficiency values for this component are suitable for these working conditions. Also, energy and exergy efficiency

values for the accumulator tank seem to be normal and prove that the tank is well isolated. On the contrary, the exergy

efficiency values are lowest for the evaporator and three circulation pumps. We should consider the energy efficiency values

in order to decide whether these components are inefficient and should be replaced. These components energy efficiency

values are 97.63, 70.75, 87.69, and 83.01 % respectively. These values are suitable for a plate heat exchanger and small

capacity circulation pumps. Thus, evaporator and pump1 have too small exergy efficiency values since their working

temperatures which are too close to the dead state. Also, all three circulating pumps are not changing the temperature of

water much. Whole exergy is destroyed on the pumping process. However, our overall system’s energy and exergy

Table 26.1 Measured data and calculated values of systems in the heating session

No Name of element _m [kg/s] T [�C] P [kPa] h [kJ/kg] s [kJ/kgK] _Ex [kW]

0 Water (dead state) – 0.01 101.325 0.1032 4.279 � 10�6 0

00 Refrigerant (dead state) – 0.01 101.325 439.18 2.0982 0

1 Evaporator outlet/compressor inlet 0.035 7.97 795 429.62 1.84070 2.127

2 Compressor outlet/ condenser inlet 0.035 63.16 2,021 465.84 1.86900 3.124

3 Condenser outlet 0.035 28.37 2,021 245.49 1.15500 2.238

4 Evaporator inlet 0.035 �0.14 795 245.49 1.16670 2.127

5 Ground heat exchanger water outlet 0.44 7.48 257 31.53 0.11350 0.186

6 Ground heat exchanger water pump inlet 0.44 3.89 250 16.46 0.05945 0.052

7 Ground heat exchanger water inlet 0.44 3.94 300 16.67 0.06021 0.053

8 Water circulating pump inlet 0.57 29.65 250 124.3 0.43170 3.577

9 Water circulating pump outlet 0.57 29.70 300 124.5 0.43240 3.582

10 Heat pump outlet 0.57 32.66 293 136.9 0.47328 4.285

11 Accumulator tank outlet 0.27 30.60 250 128.3 0.44470 1.815

12 Heating water inlet 0.27 30.70 300 128.7 0.44610 1.820

13 Accumulator tank inlet 0.27 24.77 250 103.9 0.36378 1.196

Table 26.2 Measured data and calculated values of systems in the cooling session

No Name of element _m [kg/s] T [�C] P [kPa] h [kJ/kg] s [kJ/kgK] _Ex [kW]

0 Water (dead state) – 0.01 101.325 0.1032 4.279 � 10�6 0

00 Refrigerant (dead state) – 0.01 101.325 439.18 2.0982 0

1 Evaporator outlet/compressor inlet 0.035 44.71 1,668 450.21 1.81590 2.439

2 Compressor outlet/ condenser inlet 0.035 17.71 1,113 431.75 1.83890 2.865

3 Condenser outlet 0.035 10.87 1,113 233.27 1.11490 2.194

4 Evaporator inlet 0.035 21.08 1,668 233.27 1.11680 2.176

5 Ground heat exchanger water outlet 0.44 20.80 257 87.27 0.30760 1.383

6 Ground heat exchanger water pump inlet 0.44 24.59 250 103.10 0.36110 1.918

7 Ground heat exchanger water inlet 0.44 24.63 300 103.30 0.36180 1.922

8 Water circulating pump inlet 0.57 17.66 250 74.14 0.26265 1.307

9 Water circulating pump outlet 0.57 17.70 300 74.31 0.26325 1.310

10 Heat pump outlet 0.57 14.53 293 61.05 0.21730 0.906

11 Accumulator tank outlet 0.27 17.91 250 75.19 0.26620 0.641

12 Cooling water inlet 0.27 18.00 300 75.56 0.26750 0.645

13 Accumulator tank inlet 0.27 24.26 250 101.70 0.35650 1.138
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efficiency values are 67.36 and 22.00 % respectively and definitely we should develop some system components. Main

indicator for this consideration is exergy destruction rate. That is why compressor, WHCS, and the ground heat exchanger

must be developed, respectively. Improvements on the compressor will positively affect the performance of the condenser if

the gas temperature of compressor outlet can be reduced.

For the cooling season, the exergy efficiency peak values for the expansion valve, ground heat exchanger and accumula-

tor tank were found 99.2, 80.9, and 80.4 % respectively. The expansion valve and accumulator tank have similar results in

the heating and cooling seasons because of the reasons explained above. But the ground heat exchanger works very different.

Much difference on the exergy efficiency values exist. Because the ground heat exchanger water inlet temperatures are too

different, 3.94 and 24.63 �C respectively. There is a higher heat transfer coefficient due to water molecules activity at

24.63 �C temperature and also 3.94 �C is very close to dead state. However, in both cases the exergy destruction rates are

similar, 0.097 and 0.103 kW respectively. The three circulating pumps have similar results working in both heating and

cooling sessions. Therefore, the compressor, the WHCS and the ground heat exchanger must be developed to make the

system more efficient in both sessions.

Conclusions

We have presented exergetic aspects of a vertical ground-source heat pump system combined with wall heating/cooling in

general. We analyzed the overall system components such as compressor, condenser, evaporator, expansion valve, ground

heat exchanger, accumulator tank and WHCS. We used energy and exergy analysis results of experimental data from our

Table 26.3 Exergetic analysis results for representative units in the heating session

No Name of element _ExF [kW] _ExP [kW] _Exdest, k [kW] η [%] ε [%]

I Overall system 2.254 0.496 1.759 67.36 22.0

II GSHP unit 1.840 0.698 1.142 85.00 37.9

III Pump1 0.092 0.001 0.091 70.75 1.1

IV Ground heat exchanger 0.230 0.133 0.097 100.00 57.9

V Evaporator 0.134 0.001 0.133 97.63 0.5

VI Compressor 3.838 3.124 0.714 74.10 58.3

VII Expansion valve 2.238 2.127 0.112 100.00 95.0

VIII Condenser 0.886 0.703 0.183 91.65 79.3

IX Pump 2 0.114 0.005 0.109 87.69 4.4

X Pump 3 0.108 0.005 0.103 83.08 4.4

XI Accumulator tank 0.708 0.620 0.088 91.73 87.6

XII WHCS 0.625 0.496 0.129 86.61 79.4

Table 26.4 Exergetic analysis results for representative units in the cooling session

No Name of element _ExF [kW] _ExP [kW] _Exdest, k [kW] η [%] ε [%]

I Overall system 1.892 0.567 1.325 74.85 29.9

II GSHP unit 1.470 0.535 0.935 80.76 36.4

III Pump1 0.130 0.004 0.126 67.69 3.0

IV Ground heat exchanger 0.539 0.436 0.103 100.00 80.9

V Evaporator 0.404 0.263 0.141 91.91 65.1

VI Compressor 1.066 0.426 0.640 60.60 40.0

VII Expansion valve 2.194 2.176 0.018 100.00 99.2

VIII Condenser 0.671 0.535 0.136 91.73 79.7

IX Pump 2 0.130 0.003 0.127 74.54 2.7

X Pump 3 0.130 0.004 0.126 76.85 3.1

XI Accumulator tank 0.498 0.400 0.098 95.93 80.4

XII WHCS 0.567 0.494 0.073 90.29 87.2
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real system which works for heating and cooling purposes. Combining this study with our previous work which presents

energetic aspects of the same system [2], we can point out some concluding remarks from this study as follows:

1. In the literature, main indicator to choose system’s inefficient components is exergy destruction rate. Nonetheless, exergy

efficiency and exergy efficiency values must be considered too attentively if most of the components’ exergy destruction

rates are very similar like in our cases.

2. Technical and economical availabilities and environmental aspects must be considered much before developing the

system. That’s why exergy economic and exergy environmental analysis of this kind of systems are needed.

3. For the heating season, the exergy efficiency peak values for the expansion valve and accumulator tank are 95 and 87.6 %

respectively. For the cooling season, the exergy efficiency peak values for the expansion valve, ground heat exchanger

and accumulator tank are 99.2, 80.9, and 80.4 %.

4. Calculated exergy efficiencies of the circulation pumps seem low at first glance. Because their operating temperatures are

too near to dead state. Pumps are not changing the temperature of water much and all of the exergy is destroyed on

pumping process. Their energy efficiency values are within normal limits.

5. As a result of exergy analysis of this system, the order of development priority is the compressor, the WHCS and the

ground heat exchanger, from much to less.

6. Heat extraction rate of 50 W/m and heat rejection rate of 54 W/m of bore depth for the heating and cooling periods,

remain within the range reported in the literature. But ground heat exchanger still has a development capacity.

7. For heating season, calculated overall system efficiency was 67.36 %, while the GSHP unit’s efficiency was 85 %.

Adding to that, the overall system COP was 2.76, while the GSHP unit’s COP was 4.13. As for the cooling season,

calculated system efficiency was 74.90 %, while the GSHP unit’s efficiency was 80.76 %. Furthermore, the overall

system COP was 4.38 while the GSHP unit’s COP was 4.78.

8. The circulator wattage for the three closed loop of the system can be categorized as efficient and excellent. However

frequency converter circulation pumps can be used for energy saving.

9. The system can be improved by using a variable speed compressor. According to the literature, increase in the compressor

speed lowers the heat pump COP. Optimum compressor speed is around 50 Hz [29].
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Nomenclature

COP Coefficient of performance, dimensionless
_Ex Exergy rate, kW

h Specific enthalpy, kJ/kg

_m Mass flow rate, kg/s

P Pressure, kPa

_Q Heat transfer rate, kW

T Temperature, K
_W Rate of work or power, kW

s Specific entropy, kJ/kgK
_S Entropy rate, kJ/K

Greek Letters

ε Exergy (second law) efficiency, dimensionless

η Energy (first law) efficiency, dimensionless

ψ Specific exergy, kJ/kg

Subscripts

0 Reference (dead) state

C Cooling

c/p Compressor or pump

dest Destroyed

expv Expansion valve

F Fuel

gr Ground

H Heating

HE Heat exchanger

in Input

k kth element

P Product

ref Refrigerant

out Output

whsc Wall heating cooling system
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Energy and Exergy Analysis of an R134A Automotive
Heat Pump System for Various Heat Sources in Comparison
with Baseline Heating System

27

Murat Hosoz, Mehmet Direk, K. Suleyman Yigit, Mustafa Canakci,
Ali Turkcan, and Ertan Alptekin

Abstract

Performance of an automotive heat pump (AHP) system using R134a and driven by a diesel engine has been evaluated in

this study. For this purpose, an experimental AHP system capable of providing a conditioned air stream by utilizing the

heat absorbed from the ambient air, engine coolant and exhaust gas was developed. The experimental system was

equipped with instruments for measuring engine torque and speed, refrigerant and coolant mass flow rates, refrigerant and

air temperatures as well as refrigerant pressures. The system was tested by varying the engine speed, engine load and air

temperatures at the inlets of the indoor and outdoor coils. Using experimental data, an energy analysis of the system was

performed, and its performance parameters for each heat source were evaluated for transient and steady-state operations.

Then, the performance of the AHP system for each source was compared with that of the system using other heat sources

and with that of the baseline heating system. The investigated performance parameters include air temperature at the

outlet of the indoor coil, heating capacity, coefficient of performance and exergy destruction rates in the components of

the AHP system. The total exergy destruction rate in the AHP with engine coolant is higher than those in the AHP with

ambient air and with exhaust gas mainly because of the greater refrigerant mass flow rate and heating capacity.

Keywords

Automotive heat pump � R134a � Exergy

Introduction

Under cold weather conditions, comfort heating of the passenger compartment of vehicles with an internal combustion

engine is usually performed by utilizing the engine waste heat. However, this coolant-based heating system cannot provide

an appropriate thermal comfort in the compartment until the coolant temperature rises to a certain value. This problem is
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more critical for the vehicles employing high-efficiency diesel engines due to the lack of sufficient waste heat within an

acceptable duration of operation after the engine is started [1]. With the intention of obtaining thermal comfort rapidly, some

vehicles utilize heaters using fuel or electricity. However, these systems contain several disadvantages such as high initial

and operating costs, low efficiency and leading to air pollution as well as global warming. On the other hand, the problem of

insufficient heating can be solved by adding some low-cost components to the present air conditioning system of the vehicle

to operate it as a heat pump. The automotive heat pump (AHP) system can heat the passenger compartment individually or it

can support the present heating system of the vehicle [2].

The number of the investigations on AHP systems published in open literature is limited due to its competitive nature.

Domitrovic et al. [3] simulated the steady-state cooling and heating operation of an automotive air conditioning (AAC) and

AHP system using R12 and R134a, and determined the change of the cooling and heating capacities, COP and power

consumption with ambient temperature at a fixed compressor speed. They found that R134a and R12 yielded comparable

results, while the heating capacity of the AHP system was insufficient in both refrigerant cases. Antonijevic and Heckt [4]

developed and evaluated the performance of an R134a AHP system, which was employed as a supplementary heating

system. They carried out the tests at very low ambient temperatures and compared the performance of the AHP system with

that of the other supplemental heating systems.

Rongstam and Mingrino [5] evaluated the performance of an R134a AHP system using engine coolant as a heat source,

and compared it with the performance of a coolant-based heating system operated at �10 �C ambient temperature. They

found that during a drive cycle operation, the average cabin temperature provided by the heat pump system at the tenth

minute of the tests was 8 �C higher than those provided by the baseline heating system. Scherer et al. [6] reported an on-

vehicle performance comparison of an R152a and R134a AHP system using engine coolant as a heat source. They presented

the air temperatures at several locations inside the passenger compartment as a function of time, and found that both

refrigerants yielded almost identical performances and heating capacities. Hosoz and Direk [7] evaluated the performance of

an air-to-air R134a AHP system, and compared its performance with the performance of an air conditioning system.

They observed that the AHP system using ambient air as a heat source could not meet the heating requirement of the

compartment when ambient temperature was extremely low. Direk and Hosoz [8] carried out an energy and exergy analysis

of an R134a AHP system using ambient air as a heat source. They observed that the heat exchangers of the system were

responsible for most of the exergy destruction. Tamura et al. [9] studied on the experimental performance of an AHP system

using CO2 as a refrigerant. They found that the performance of the heat pump system using CO2 was equal to or exceeding

that of the system using R134a. Kim et al. [10] investigated the heating performance of an AHP system with CO2. They

performed transient and steady-state tests under various operating conditions finding that the use of their system improved

heating capacity compared to the baseline heating system. Cho et al. [11] reported on the heating performance characteristics

of a coolant source heat pump using the waste heat of electric devices for an electric bus, and suggested a heat with a heating

capacity of over 23.0 kW.

In this study, the performance parameters of an experimental AHP system for the cases of using the heat from ambient air,

engine coolant and exhaust gas were evaluated and compared with each other along with the performance of the baseline

heating system. The investigated performance parameters are heating performance, compressor power, coefficient of

performance, exergy destruction in the components and total exergy destruction in the AHP system.

Description of the Experimental Setup

As schematically shown in Fig. 27.1, the experimental AHP system is usually made from original components of a compact

size AAC system. It employs a seven-cylinder fixed-capacity swash-plate compressor, a parallel-flow micro-channel

outdoor coil, a laminated type indoor coil, two thermostatic expansion valves, a reversing valve to operate the system in

reverse direction in the heat pump operations, a brazed plate heat exchanger between the engine coolant and the refrigerant

to serve as an evaporator and another plate heat exchanger to extract heat from the exhaust gas. All lines in the refrigeration

circuit of the system were made from copper tubing and insulated by elastomeric material.

The indoor and outdoor coils were inserted into separate air ducts of 1.0 m length. In order to provide the required air

streams in the air ducts, a centrifugal fan and an axial fan were placed at the entrances of the indoor and outdoor air ducts,

respectively. These ducts also contain electric heaters located upstream of the indoor and outdoor coils. The indoor and

outdoor coil electric heaters can be controlled between 0–2 and 0–6 kW, respectively, to provide the required air

temperatures at the inlets of the related coils. The refrigeration circuit was charged with 1,600 g of R134a.
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In order to gather data for the performance evaluation of the experimental AHP system, some mechanical measurements

were conducted on the system. The employed instruments and their locations are depicted in Fig. 27.1. The characteristics of

the instrumentation can be seen in Table 27.1.

The refrigerant mass flow rate was measured by a Coriolis mass flow metre. In order to ensure that the refrigerant was in a

liquid phase before entering the mass flow metre, a liquid receiver with a volume of 1.1 l was placed between the condenser

and filter/drier. Additionally, in order to observe if the refrigerant stream contained moisture, a sight glass was located just

upstream of the mass flow metre. The temperatures of the refrigerant and air at the inlet and outlet of each component were

measured by K-type thermocouples. The refrigerant pressures at the inlet and outlet of the compressor were monitored by

both Bourdon gauges and pressure transmitters.

The AHP system was driven by a Fiat Doblo JTD diesel engine with a cylinder volume of 1.9 l and a maximum power of

77 kW at 4,000 rpm. The engine torque and speed were measured by means of a hydraulic dynamometer (Baturalp-Taylan
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Fig. 27.1 Schematic illustration of the experimental AHP system using various heat sources

Table 27.1 Characteristics of the instrumentation

Measured variable Instrument Range Uncertainty

Temperature Type K thermocouple �50–500 ºC �0.3%

Pressure Pressure transmitter 0–25 bar �0.2%

Air flow rate Anemometer 0.1–15 m s�1 �3%

Refrigerant mass flow rate Coriolis flow metre 0–350 kg h�1 �0.1%

Compressor speed Electromagnetic tachometer 10–100,000 rpm �2%

Torque Hydraulic dynamometer 5–750 N m �2%
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BT-190 FR) with a maximum measuring power of 100 kW, a maximum torque of 750 N m and a maximum speed of

6,000 rpm. The fuel consumption was measured using an electronic scale and a chronometer. The values of the measured

variables were usually acquired through a data acquisition system and recorded on a computer. The data acquisition system

has 16 bit—200 kHz frequency with a 56 channel thermocouple input module and an 8 channel transducer interface module.

Figure 27.1 also illustrates the refrigerant flow paths in the experimental heat pump system for the cases of using ambient

air or exhaust gas as a heat source. In order to perform the heat pump operation, the reversing valve is energized. Then, the

reversing valve directs the high temperature superheated vapour refrigerant discharged from the compressor to the indoor

coil (condenser). The refrigerant passing through the indoor coil rejects heat to the indoor air stream, thus providing a warm

air stream for the potential passenger compartment. After rejecting heat to the indoor air stream, the refrigerant condenses

and leaves the indoor coil as subcooled liquid. In heat pump operations, thermostatic expansion valve #1 (TXV1) is

bypassed. Then, the refrigerant flows through valves V1 and V2 and reaches the receiver tank, which keeps the unrequired

refrigerant in it when the thermostatic expansion valve decreases the refrigerant flow rate at low evaporator loads. After

passing through the filter, sight glass and Coriolis flow metre, the refrigerant reaches TXV2 located at the inlet of the outdoor

coil. Since valves V5 and V8 are closed, the refrigerant passes through TXV2, which reduces the pressure, and thereby the

temperature, of the liquid refrigerant. TXV2 also controls the refrigerant mass flow rate circulating through the circuit so that

a constant superheat at the outlet of the outdoor coil is maintained under all operating conditions. Next, it enters the outdoor

coil, where it absorbs heat taken from the outdoor air stream, and leaves the outdoor coil as low pressure superheated vapour.

After leaving the outdoor coil, the refrigerant passes through valve V6 and enters the reversing valve.

The refrigerant flow paths in the experimental AHP system using exhaust gas as a heat source are the same as those shown

in Fig. 27.1. In this case, the outdoor air stream is heated by the exhaust gas in a heat exchanger located upstream of the

outdoor coil, and then the evaporating refrigerant absorbs its heat in the outdoor coil. Note that in this operation, the bulb of

TXV2 is located at the outlet of the outdoor coil serving as an evaporator to sense the superheat of the leaving refrigerant and

regulate the refrigerant mass flow rate in the circuit properly. Similar to the operations in the previous cases, in the AHP

system using engine coolant, the liquid refrigerant enters TXV2 located at the inlet of the outdoor coil. Since valve V4 is

closed, it flows through valve V8 and enters the heat exchanger serving as an evaporator. After absorbing heat from the

engine coolant, the refrigerant evaporates and leaves the heat exchanger as superheated vapour. Then, through valve V7,

the refrigerant enters the reversing valve, and the operation goes on similar to the previous cases.

Thermodynamic Analysis

The performance parameters of the experimental AHP system can be evaluated by applying the first law of thermodynamics

to the system. Using this law for the indoor coil (condenser), the heating capacity of the experimental AHP system can be

evaluated from

_Qcond ¼ _mr hcond, in � hcond,outð Þ ð27:1Þ

Assuming that the compressor is adiabatic, the power absorbed by the refrigerant during the compression process can be

expressed as

_Wcomp ¼ _mr hcomp,out � hcomp, in
� � ð27:2Þ

Coefficient of performance of the system can be defined as

COP ¼
_Qcond

_Wcomp

ð27:3Þ

The general form of exergy rate balance equation given below can be utilized [12].

X
1� T0

Tj

� �
_Qj� _Wcv þ

X
_min ψ in �

X
_mout ψout ¼ _Exd ð27:4Þ
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The specific flow exergy in this equation can be evaluated from [12]

ψ ¼ h� h0ð Þ � T0 s� s0ð Þ ð27:5Þ

where subscript ‘0’ stands for reference (dead) state.

In the adiabatic compressor, the rate of exergy destruction can be evaluated from

_Exd,comp ¼ _mr ψ comp, in � ψ comp,out

� � ð27:6Þ

The rate of exergy destruction in the condenser can be determined from

_Exd,cond ¼ _mr ψ cond, in � ψ cond,out

� �þ _ma,cond ψB � ψCð Þ ð27:7Þ

The total flow exergy of air to be used in Eq. (27.7) at the locations B and C can be calculated from [12]

ψa ¼ Cp,a þ ωCp,v

� �
T0 T=T0ð Þ � 1� ln T=T0ð Þ½ � þ �

1þ 6078ω
��
RaT0ln

�
P=P0

�
þ RaT0

1þ 1:6078ωð Þln 1þ 1:6078ω0ð Þ= 1þ 1:6078ωð Þ½ �
þ1:6078ωln ω=ω0ð Þ

( )
ð27:8Þ

Neglecting the heat transfer, the rate of exergy destruction in the expansion valve can be obtained from

_Exd,valve ¼ _mr ψ valve, in � ψ valve,out

� � ð27:9Þ

Then, using Eq. (27.5) and considering that h5 ¼ h4, we obtain

_Exd,valve ¼ _mrT0 svalve, in � svalve,outð Þ ð27:10Þ

The rate of exergy destruction in the evaporator can be evaluated from

_Exd,evap ¼ _mr ψevap, in � ψ evap,out

� �þ _ma,evap ψE � ψFð Þ ð27:11Þ

Finally, the total rate of exergy destruction in the refrigeration circuit of the system can be determined by summing up the

individual destructions, i.e.

_Exd, total ¼ _Exd,cond þ _Exd,evap þ _Exd,comp þ _Exd,valve ð27:12Þ

Results and Discussions

Figure 27.2 shows the variations in the heating capacity versus compressor speed at the fifth minute of the tests when the

temperatures of the air streams entering the evaporator and condenser are maintained at 5 �C. The coolant based AHP system

has the highest heating capacity at all compressor speeds. The heating capacity at the end of the fifth minute increases on

rising the compressor speed for a fixed dynamometer load of 60 Nm. In all tests performed at 60 Nm, the coolant based AHP

system has the highest fifth minute heating capacity, which is followed by the baseline heating system, AHP with exhaust gas

and AHP with ambient air in descending order.

The effects of the compressor speed on some of the performance parameters of the AHP system at steady-state conditions

are shown in Figs. 27.3, 27.4, 27.5, and 27.6. Figure 27.3 shows the variations in the heating capacity versus compressor

speed for a fixed dynamometer load of 60 N m when the temperatures of the air streams entering the evaporator and

condenser are maintained at 5 ºC. It is seen that the heating capacity usually gets higher on increasing the compressor speed.

In the AHP system with the engine coolant, the refrigerant absorbs a greater amount of heat from the coolant heat exchanger,

thereby providing considerably higher heating capacity compared with the AHP system with ambient air or exhaust gas. On

the other hand, when the engine load is kept at 60 N m, the baseline heating system yields higher steady-state heating
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capacities than all AHP systems at all speeds. In all tests, the AHP system using exhaust gas usually results in higher heating

capacities than the AHP system using ambient air as a heat source. Figure 27.4 indicates that the COP for heating decreases

by increasing the compressor speed. Because the compressor power increases faster than the heating capacity does, the COP

for heating decreases with increasing compressor speed. The AHP system using engine coolant provides the highest COP

compared with the AHP system using ambient air and exhaust gas.

The effect of the compressor speed on the distribution of the exergy destructions in the components of the AHP system

can be shown in Fig. 27.5 for the engine speed of 850 rpm when air temperatures entering indoor and outdoor coils are both

5 �C. It is seen that the indoor coil (condenser) usually causes the highest exergy destruction followed by the outdoor coil

(evaporator), compressor and thermostatic expansion valve in descending order.

Fig. 27.2 The change of the

heating capacity as a function

of the compressor speed at the

end of the 5 min operation period

Fig. 27.3 The change of the

heating capacity as a function

of the compressor speed
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Figure 27.6 indicates that the AHP with engine coolant has the highest exergy destruction at 1,550 rpm engine speed and

60 N m dynamometer load settings. As the heat transfer in the outdoor and indoor coils takes place across a higher

temperature difference, the exergy destructions in these components are higher than other components. Figure 27.7 shows

the effect of the compressor speed on the rate of total exergy destruction in the AHP system. It can be seen that the rate of

total exergy destruction in the AHP system increases on rising the compressor speed. This is mainly due to the increased

refrigerant mass flow rate and condensing pressure together with decreased evaporating pressure with increasing compressor

speed. Furthermore, as the compressor speed increases, the heat transfer in the condenser (indoor coil) and evaporator

(outdoor coil) takes place across a higher temperature difference, and the exergy destructions in these components get

higher. The exergy destruction rate in the AHP with coolant is higher than those in the AHP with ambient air and with

exhaust gas mainly because of the greater refrigerant mass flow rate and heating capacity.

Fig. 27.4 The change of the

coefficient of performance

for heating as a function

of the compressor speed

Fig. 27.5 The comparison

of the exergy destructions

at 850 rpm and 5 Nm
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Conclusions

The performance of an experimental AHP system for the cases of using ambient air, exhaust gas and engine coolant as a heat

source has been evaluated and compared with each other as well as with the performance of the baseline heating system.

AHP systems using different heat sources provided higher heating capacities than the baseline heating system at the end

of 5 min operation period when the engine was operated at the idling conditions (n ¼ 850 rpm and T ¼ 5 N m). However,

only the AHP system using engine coolant as a heat source yielded a better fifth-minute performance than the baseline

heating system at higher speeds when the engine load was kept at 60 N m. On the other hand, when the engine load was

60 N m, the baseline heating system provided higher steady-state heating capacities than all AHP systems at all speeds. In all

tests, the AHP system using exhaust gas usually resulted in higher heating capacities than the AHP system using ambient air

as a heat source. It was determined that the AHP system with engine coolant yielded the highest COP values, while the AHP

system with ambient air yielded the lowest ones.

Fig. 27.6 The comparison

of the exergy destructions

at 1,550 rpm and 60 Nm

Fig. 27.7 The change of the total

exergy destruction as a function

of the compressor speed
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The exergy destructions in the components of the AHP system and the total exergy destruction in the AHP system

increased on rising compressor speed and temperatures of the air streams entering the evaporator and condenser. Among the

AHP system components, the condenser usually caused the highest exergy destruction, followed by evaporator, compressor

and expansion valve. These results reveal that the condenser has a high potential for further improvement.

Acknowledgement The authors would like to thank The Scientific and Technological Research Council of Turkey (TUBITAK) for supporting

this study through a Research Project (Grant No. 108M132).

Nomenclature

AAC Automotive air conditioning

AHP Automotive heat pump

COP Coefficient of performance

cp,a Specific heat of air (kJ/kg K)

cp,v Specific heat of water vapour (kJ/kg K)
_Exd The rate of exergy destruction (W)

h Enthalpy (kJ/kg)

_m Mass flow rate (g/s)

n Engine speed (rpm)

p Pressure (Pa)

_Q Heating capacity (W)
_Qj Time rate of heat transfer (W)

R Ideal gas constant (kJ/kg K)

s Entropy (kJ/kg K)

T Temperature (�C)
T0 Environmental temperature representing the dead

state (K)

Tj Instantaneous temperature (K)
_W Power (W)
_Wcv Power produced in the control volume (W)

Greek Symbols

ω Humidity ratio ψ Specific flow exergy

Subscripts

0 Reference (dead) state

a Air

comp Compressor

cond Condenser

cv Control volume

evap Evaporator

in Inlet

ind Indoor

out Outlet

outd Outdoor

r Refrigerant

uni Unit
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Energy and Exergy Analysis of a Perlite Expansion Furnace 28
Mert Gürtürk, Hakan F. Oztop, and Arif Hepbaslı

Abstract

Utilization opportunities of perlite have made the product adaptable to numerous applications in the construction,

industrial, chemical, horticultural and petrochemical industries. Applications of the perlite include filler, high and low

temperature insulation, concrete aggregate, textured coatings, absorbent and carrier etc. Thus, perlite seems to be a very

important material. In this paper, thermodynamics analysis of a perlite expansion furnace was performed. Both energy

and exergy relations were derived for the considered system. Some parameters, such as losses, irreversibility and design

etc., were used for determining the energy and exergy efficiencies. Based on the results of the analysis of the system, the

energy and exergy efficiencies are calculated to be 66 and 26 %, respectively. Some recommendations were also made

towards increasing the efficiency in the Turkish perlite industry.

Keywords

Energy � Exergy � Perlite � Perlite expansion furnace

Introduction

Many processes in engineering applications occur under ideal conditions according to Thermodynamics Laws, but some of

the processes are not efficient due to insufficient thermal design. The First Law of Thermodynamics implies the conservation

of energy [1]. The energy audit and saving were applied to dry type cement rotary kiln systems consuming intensive energy.

Cement production is an energy-intensive process, consuming about 4 GJ per ton of cement product. Energy loss was found

from hot flue gas, kiln shell and cooler stack, and some possible ways to recover the heat losses were introduced and

discussed. Finding results showed that 15.6 % of the total input energy (4 MW) could be recovered [2]. Additionally, various

energy efficiency studies have been conducted at industries that consume particularly intensive energy. Liu et al. [3] studied

a cement industry in China to determine the prospects renovation and they improved its energy efficiency. Various scenarios

that are high-cost, state-of-the-art precalciner kilns, moderate-cost advanced vertical kilns and low-cost vertical kilns

without advanced technology, were considered. They discussed the cost, energy intensities and environmental implications

of these scenarios. In another study, an energy-intensive industry in Turkey was investigated [4]. Gutierrez et al. [5] studied

the energy and exergy assessments of a lime shaft kiln. In their study, the energy efficiency was found to be higher than the
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exergy efficiency, as 71.6 %. Their results showed that the most irreversible processes took place in the kiln. Çamdali et al.

[6] performed energy and exergy analyses of a rotary burner with pre-calcination in cement production. Although the energy

efficiency was found to be about 97 %, the exergy efficiency was 64.4 %. Utlu et al. [7] made energy and exergy analyses of a

raw mill and raw materials preparation unit in a cement plant in Turkey using the actual operation data. Both energy and

exergy efficiencies of the raw mill were investigated for the plant performance analysis and improvement, and were

determined to be 84.3 and 25.2 %, respectively. Hepbasli and Ozalp [8] investigated the development of industrial energy

efficiency and management studies in Turkey. They reported that the Turkish industrial sector had an annual energy saving

potential of approximately 30 % and some efforts towards improving the energy efficiency in the country should be made.

Jegla et al. [9] studied on a plant energy saving through efficient retrofit of the furnaces. The furnace retrofit procedure was

based on an advanced furnace integration approach using some principles of pinch analysis and considering furnace

limitations. This method combined principles of an effective design of both processes and equipment. They applied an

efficient methodology for furnaces retrofit, using optimization of both stack temperature and air pre-heating system. They

indicated that an advantage of this approach was demonstrated through a case study—retrofit of furnace in petrol

hydrogenation refining plant for energy efficiency improvement. Sakamotoa et al. [10] studied on estimating the energy

consumption for each process in the Japanese steel industry. Their paper exhibited that the energy consumption was

estimated by a statistical process to evaluate the possibility of reducing the energy consumption. The specific energy

consumption for each product was estimated and also for crude steel produced from an integrated steel plant route and an

electric arc furnace route. The specific energy consumption was also compared. Madlool et al. [11] reviewed energy

utilization and savings in cement industries. Their categorization for cement manufacturing included four key processes,

namely dry, semi-dry, semi-wet and wet processes. Their study covered energy saving, carbon dioxide emission reductions

and various technologies used to improve the energy efficiency in the cement industry. Energy efficiency measures for raw

materials preparation, clinker production, products and feedstock changes, general energy efficiency measures, and finish

grinding were surveyed. The largest recorded amounts of thermal energy savings, electrical energy savings and emission

reductions to date were 3.4 GJ/t, 35 kWh/t and 212.54 kgCO2/t, respectively.

The main objective of this study is to determine energy and exergy efficiencies of a perlite expansion furnace. The

physical properties of perlite, data gathering and perlite expansion system will be described first. A thermodynamics analysis

of the system considered will be then made. Finally, the results obtained will be presented in this paper.

A Brief Description of the Perlite

Perlite is a vitreous substance that contains 2–6 % water. It has gray, silver gray, dark brown and black colours. Perlite is a

lightweight material because it can expand 10–30 times of its volume when heated between 800 and 1,150 �C. Density of

perlite decreases as its volume increases. In Turkey, eight billion tons of perlite exist and equal to 70 % of the world reserves.

This shows that the perlite is a very important material for Turkish economy, and it can be used as insulator owing to its low

heat conductivity [12]. Physical properties of the expanded perlite are shown in Table 28.1. Perlite used in the furnace

includes moisture less than 0.5 % and water 5 %.

Energy policy of Turkey is to improve the energy efficiency in buildings and many policies have been implemented in

this context. One of these policies is to take some measures towards reducing energy losses in buildings. The insulation

materials have been a very important point in insulation applications. Various particle sizes are available to meet specific

customer requirements. Various utilization areas of the perlite make the product adaptable to numerous applications in the

construction, industrial, chemical, horticultural and petrochemical industries. Applications of the perlite include filler, high

and low temperature insulation, concrete aggregate, textured coatings, absorbent and carrier etc. The mentioned perlite

Table 28.1 Physical properties

of expanded perlite [12]
Colour White

Melting point 1,300 �C
Specific heat 0.8371 kJ/kg �C
Unit weight 2.2–2.4 g/cm3

Rough density 30–190 kg/m3

Heat conductivity 0.039–0.046 W/m �C
Sound insulating 18 db (125 Hz)
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expansion furnace is used in the plaster industry for application of the plaster in this paper. The produced perlite can be used

in plaster applications, so that it must be white coloured and not hold products of combustion. There are many applications of

the plaster, of which one is the decoration of building in architecture. Colour quality and health are the most important

parameters in applications of decoration. Therefore, in the production of the perlite and the plaster, natural gas with

relatively higher combustion efficiency is used. This energy source is expensive per unit volume compared to many other

countries due to its importation. Because perlite producing companies aim at a sustainable production in Turkey, they make

some efforts to reduce fuel consumption and protect the environment.

Description of the Perlite Expanded Furnace and Data Gathering

Energy analysis and fuel–air ratio were determined. The gases, air and natural gas are burned in a combustor, and the

occurring flame in the combustor rises up to the heating zone. The mass flow rate of the perlite is 0.121 kg/s. Four holes are

placed on the cylindrical furnace. The perlite and the flame mix in the heating zone occurring expansion, so the perlite

expansion process starts in the heating zone. As shown in Fig. 28.1, the heating zone consists of four parts, which are

the upper and lower cones, the cylindrical body and the combustor. The upper and lower cones, which were made from the

sheet metal, have the similar dimensions, with a total area of 1.24 m2. There are four holes on the surface of the cylindrical

body and its area is 2.53 m2, also made from the sheet metal. The chimney of the furnace was considered up to the cyclone,

and its length and diameter are 20 and 0.11 m, respectively. The temperature value inside the heating zone of the furnace is

higher than 850 �C and the perlite expansion process starts from this section. It continues up to 850 �C in the chimney.

The air, the perlite and the natural gas enter the control volume under the environmental conditions (1 atm and 0 �C) and all
sections from the combustor to the cyclone are considered as a control volume, as shown in Fig. 28.1. The temperature

surface of the furnace was measured as 800 �C and the temperatures of the expanded perlite and the exhaust gas were

measured as 600 �C at the outlet of the control volume. This temperature value is 140 �C in the filter system, while the

temperature values of the filter and the cyclone systems are not included. The temperature values for the expanded perlite,

the exhaust gases, the air and the natural gas were taken from the control unit or the automatization unit of the factory, but the

Products of
Combustion=0.862

kg/s

Perlite=0.114 kg/s
Perlite=0.121 kg/s

N2=0.66 kg/s

O2=0.17 kg/s

CH4=0.025 kg/s
Output Parameters

Expanded Perlite

Exhaust Gas

Filter

Cyclone

Expanded Perlite

Perlite

Air and
Natural

Gas

Control

Volume

Perlite Expansion Furnance

Input Parameters

Fig. 28.1 The control volume and whole of the system
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surface temperatures were measured by an infrared thermometer with a range from �50 to 1,000 �C. The surface

temperature of the chimney was taken approximately 550 �C. The average daily production capacity is 7 ton of expansion

perlite. This value can change depending on the production capacity. Samples are taken from the cyclone tests in the

laboratory of the factory to determine the rate of the expanded perlite. There is no insulation anywhere in the control volume,

thus the heat losses from the control volume are very high. A flow diagram along with mass balance and control volume is

also illustrated in Fig. 28.1.

The furnace is called as a vertical cylindrical furnace or named according to the intended use, which is the perlite

expansion furnace. When the perlite expansion process is considered to be as a system, the main components of this system

are the combustor, the heating zone, the chimney, the cyclone and the filter group. The combustor, the heating zone, the

cones and the chimney were chosen as the control volume and these components of the control volume were studied using

energy and exergy analysis. The flow rates of the air and the natural gas are 0.84 and 0.025 kg/s, respectively. In the analysis,

the air is assumed that it consists of 79 % nitrogen (N2) and 21 % oxygen (O2), and the moisture in the air was neglected in

the calculations. The composition of the natural gas includes methane (CH4), ethane (C2H6), propane (C3H8), i-butane
(C4H10), n-butane (C4H10), i-pentane (C5H12), n-pentane (C5H12) and hexane (C6H14), but only methane that consists of

95 % of the mass of the natural gas was considered as the combustor in the combustion equations for determining the

products of the combustion. Methane is the principal component of the natural gas. The control volume operates at steady

state. Combustion is complete. N2 is inert. Kinetic and potential energy effects are ignored. For a control volume at steady

state, the identity of the matter within the control volume changes continuously, but the total amount of mass remains

constant. At steady state, mass balance is given by X
i
_mi ¼

X
e
_me ð28:1Þ

Air–fuel ratio is determined from Eq. (28.2) for the analysis of the combustion products [13].

_mfuel

Mfuel
=
_mair

Mair
¼ λ or

_np
_nair

¼ 1þ λ ð28:2Þ

where λ is found as 0.05. The molar analysis of the combustion products is shown in Table 28.2, which was obtained from

Eqs. (28.3) and (28.4) [13].

0:05CH4 þ 0:21O2 þ 0:79N2ð Þ ) 1þ 0:05ð Þ xCO2
CO2 þ xH2OH2Oþ xO2

O2 þ xN2
N2½ � ð28:3Þ

xCO2
¼ λ

1þ λ
, xH2O ¼ 2λ

1þ λ
, xO2

¼ 0:21� 2λ

1þ λ
, xN2

¼ 0:79

1þ λ
ð28:4Þ

After applying the mass balance to the control volume, the energy balance is applied to the control volume. The energy

rate balance at steady-state conditions is given by [14].

0 ¼ _Ql � _Wcv þ
X

i
_mi hi þ 1

2
V2
i þ gzi

� �
�
X

e
_me he þ 1

2
V2
e þ gze

� �
ð28:5Þ

After rearranging Eq. (28.6), one can write

0 ¼ � _Ql þ _ma ha þ _mf hf þ _mper hper � _mp hp � _mE:per hE:per ð28:6Þ

The enthalpies of the air, the fuel and the products of the combustion are calculated from Eqs. (28.7) to (28.9). The values

in these equations can be found in [1, 13, 14].

ha ¼ 0:79
hN2

MN2

þ 0:21
hO2

MO2

� �
ð28:7Þ

Table 28.2 Mole fractions of the products of combustion

Component N2 O2 CO2 H2O

Mole fraction 0.75 0.1 0.04 0.09
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hf ¼ LCV ð28:8Þ

Only methane that consists of 95 % of the mass of natural gas was considered as the combustor in the combustion

equations for determining the mole fractions of the combustion products. But energy balance included the Lower Heating

Value of the natural gas with 45,000 kJ/kg [1].

hp ¼ 0:75
hN2

MN2

þ 0:1
hO2

MO2

þ 0:04
hCO2

MCO2

þ 0:09
hH2O

MH2O

� �
ð28:9Þ

The enthalpies of the air and the combustion products are determined at 273 and 873 K. The entropy and enthalpy values

of O2, CO2, H2O (gas) and N2 in kJ/kmol are taken from [1]. Mk is the molar mass in kg/kmol. The Entropies, enthalpies and

molar masses are used to determine the entropies and enthalpies in kJ/kg. The entropy difference of the perlite is calculated

from Eq. (28.10).

Δs ¼ Cpln
Te

Ti

� �
ð28:10Þ

The values obtained are illustrated in Table 28.3.

Heat losses occur by radiation and natural convection from the control volume while they are calculated from the

following relations [1].

Gr ¼ gβ Ts � T1ð ÞL3
υ2

ð28:11Þ

Ra ¼ GrPr ð28:12Þ

Nu ¼ 0:6þ 0:387Ra1=6

1þ 0:559=Prð Þ8=27
h i

8<
:

9=
;

2

ð28:13Þ

H ¼ kNu

L
ð28:14Þ

_Ql,c ¼ HA Ts � T1ð Þ ð28:15Þ

_Ql, r ¼ εσA T4
s � T4

1
� � ð28:16Þ

The total heat loss rate ( _Ql) is determined as 472.83 kW. The value of 99 kW unaccounted in the previous study of the

researchers was added to the total heat loss in this study. The results of the energy balance are shown in Table 28.4.

The total energy input rate is determined as 1,396 kW, and the total energy output rate with the expanded perlite and the

products of the combustion are determined as 928.3 kW. Energy analysis is concerned with the amount of energy, but does

not include the quality of energy and the direction of change of state. Energy analysis is inadequate in this respect.

The Second Law of Thermodynamics overcomes with the concepts of entropy and exergy. Exergy analysis of systems

Table 28.3 Enthalpies and entropies of the components entering and leaving the control volume

Descriptions

h (kJ/kg) s (kJ kg K)

273 K 873 K 273 K 873 K

Natural gas 45,000 – 0 –

N2 280.19 925.57 6.73 7.98

O2 245.56 840.59 6.31 7.45

CO2 189.38 813.92 4.77 5.94

H2O 497.41 1700.52 10.29 12.59

Perlite 226.863 725.463 Δs ¼ 0.96

28 Energy and Exergy Analysis of a Perlite Expansion Furnace 327



allows determining irreversibility and available energy (exergy) in the system. These analyses produce efficiency of

systems in terms of First and Second Law of Thermodynamics. At steady state, the exergy balance is shown in the rate

form as follows [14].

0 ¼
X

j
1� T1

Ts

� �
_Ql � _Wcv þ _Exi � _Exe � _ExD ð28:17Þ

Exergy rate of heat energy is calculated by [1].

1� T1
Ts

� �
_Ql ¼ 321:88kW ð28:18Þ

Exergy of any material consists of physical and chemical exergies given by [1].

_Ex ¼ _Exph þ _Exch ð28:19Þ
Natural gas, air and perlite enter into the control volume under environmental condition (hi ¼ h1, si ¼ s1), so their

physical exergies are zero [13]. Indeed, enthalpy consists of internal energy and flow work, which occurs with the pressure

difference, which is neglected for air and natural gas because the pressure difference could not be measured in this study.

_Exphk ¼ _m hi � h1ð Þ � T1 si � s1ð Þð Þ ð28:20Þ

_ExphNG ¼ 0, _ExphN2
¼ 0, _ExphO2

¼ 0, _Exphper ¼ 0 ð28:21Þ

Exergy enters into the control volume with the chemical exergy of natural gas

_ExchN2
¼ 0, _ExchO2

¼ 0 ð28:22Þ

The chemical exergy rate of natural gas is determined as 1,170 kW from Eqs. (28.22) and (28.23) [13, 14].

_ExchNG ¼ _mf e
ch
NG ð28:23Þ

echNG ¼ φ NCVð Þ ð28:24Þ

where φ is 1.04 for natural gas [14]. The chemical exergy of every component of combustion products is evaluated using

Eq. (28.25) [13]. X
x
0
ke

ch
k þ RT1

X
x
0
klnx

0
k ð28:25Þ

Chemical and physical exergy rates of the control volume are shown in Table 28.5.

Exergy destruction rate is determined as 540.83 kW from the exergy balance rate. This value is very high due to bad

working conditions. Exergy destruction is 46.22 % of the total exergy input. Energy efficiency of the control volume is

calculated from

η ¼
_Ee

_Ei

ð28:26Þ

which is found as 66 %. Exergy efficiency of the control volume is obtained from

Table 28.4 Energy data for the control volume

Description Result (kW) Description Result (kW)

Perlite 27.45 Expanded perlite 82.70

Air 230.46 Products of combustion 840.44

Natural gas 1,125 Heat loss 472.83

Sensible heat of natural gas 13.65

Total input 1,396 Total output 1,396
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ηex ¼
_Exe

Ex:i
ð28:27Þ

which is determined to be 26 %.

Results and Discussion

Mass and energy balance relations are applied to the control volume for energy auditing, and the results obtained are shown

in Table 28.4. Heat losses are very high due to non-insulation. This value is equal to the amount of 37.46 kg of natural gas in

1 h. The system runs 16 h per day and 599.47 kg of natural gas is wasted daily. The maximum energy output from the control

volume occurs with the combustion gases. These gases having energy are used for pre-heat application, namely for input

parameters, which are perlite, air and natural gas. Assessment of the current situation according to energy efficiency can be

evaluated from different perspectives. Perlite producer does not manufacture the perlite expansion furnaces, but the

responsibility for the operation of the furnaces belongs to them. This situation shows the inadequacy of the producer

according to the energy management. When the furnace manufacture is evaluated based on the obtained results, its technical

infrastructure is not sufficient. Exergy rate balance is shown in Table 28.5. Exergy destruction rate is determined from the

exergy rate balance as 540.83 kW. Natural gas, air and perlite are inlet parameters for the control volume under environ-

mental conditions (hi ¼ h1, si ¼ s1). Thus, their physical exergies are calculated as zero. Exergy entering the control

volume are due to the chemical exergy of the natural gas. Exergy efficiency value shows that energy losses have very high

values. When an insulation application is made on the control volume, it leads to increasing both energy and exergy

efficiencies. Energy and exergy analyses show that this case increases the cost of production. The company should consider

energy and exergy parameters in order to achieve a sustainable production.

Conclusions

In this paper, we have performed thermodynamics analysis of a perlite expansion furnace. We have derived both energy and

exergy relations for the system considered. We have also included some parameters, such as losses, irreversibility and design

etc., for determining the energy and exergy efficiencies.

We may list the following concluding remarks:

1. The values for energy and exergy losses are very high due to not applying insulation. Energy and exergy loss rates are

468.34 and 321.88 kW, respectively. These values showed that if the insulation would be made, a significant fuel saving

could be achieved, as expected.

2. The energy and exergy efficiencies are found as 66 and 26 %, respectively. Energy efficiency can be increased by

pre-heating applications of the primary air, natural gas or perlite. Energy and exergy losses must be prevented

by insulation applications. Additionally, a good controlling strategy should be applied to the system.

3. Exergy analysis shows that exergy destruction rate is determined as 540.83 kW, corresponding to 46.22 % of the total

exergy input. The exergy destruction is reduced by increasing the energy and exergy efficiencies.

Acknowledgement Authors thank F{rat University Project Support Unit with the project number TEKF.13.01 and Aralçi Company in Elazig,

Turkey for their valuable contribution to this work.

Table 28.5 Exergy data for the control volume

Description Exergy rate (kW)

Substance _Exph _Exch

_ExSate Inlet Exit Inlet Exit

Perlite 0 26.96 0 0 26.96

Natural gas 0 – 1,170 – 1,170

N2 0 197.3 0 1.17 198.47

O2 0 24.54 0 �0.34 24.2

CO2 – 10.55 – 0.39 10.94

H2O – 45.14 – 1.58 46.72

28 Energy and Exergy Analysis of a Perlite Expansion Furnace 329



Nomenclature

A Area (m2)

Cp Specific heat (kJ/kg K)
_Ex Exergy rate (kW)

e Specific energy (kJ/kg)
_E Energy rate (kW)

g Gravity (m/s2)

Gr Grashof number

h Specific enthalpy (kJ/kmol, kJ/kg)

H Heat convection coefficient (W/m2 K)

k Thermal conductivity (W/m K)

LCV Low calorific value (kJ/kg)

L Length (m)

M Molar mass (kg/kmol)

_m Mass flow rate (kg/s)

Nu Nusselt number

Pr Prandtl number
_Q Heat flow rate (kW)

Ra Rayleigh number

R Universal gas constant (kJ/kmol K)

s Specific entropy (kJ/kg K)

V Velocity (m/s)
_W Work rate (kW)

x Mole fraction

σ Stefan–Boltzmann (W/m2 K4)

ε Thermal diffusion

Greek Letters

λ Air–fuel ratio

β Thermal expansion coefficient (1/K)

υ Kinematic viscosity (m2/s)

φ Ratio for industrial fuels

η Energy efficiency

ηex Exergy efficiency

Subscripts

a Air

cv Control volume

c Convection

D Destruction

e Exit

e.per Expanded perlite

f Fuel

i Inlet

k k-th product

l Loss

NG Natural gas

per Perlite

p Combustion products

r Radiation

s Surface

1 Environment

Superscripts

ph Physical ch Chemical
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Thermodynamic Performance Evaluation of a Geothermal
Drying System 29
Hüseyin Utku Helvacı and Gülden Gökçen Akkurt

Abstract

Renewable energy sources such as geothermal energy can be used in drying processes as a heat source due to the high

energy costs of fossil fuels.

In this study, geothermal cabinet type dryer was constructed and situated in Balcova-Narlidere Geothermal Field,

Turkey where the clean city water of district heating system is used as an energy source for the dryer. The dryer was tested

on site for drying of olive leaves and energy and exergy analyses of the drying process conducted under two cases: Case 1.

Exhaust air was rejected to the environment. Case 2. A portion of exhaust air was re-circulated. Energy Utilization Ratio

(EUR) was determined as 7.96 for Case 1 and 50.36 for Case 2. The highest rate of exergy destruction occurred in the fan,

followed by heat exchanger and the dryer, accounting for 0.2913, 0.05663 and 0.0115 kW, respectively. Exergetic

efficiency of the drying chamber was calculated as 89.66 %. Re-circulating the exhaust air decreased the exergy value at

the outlet of the dryer from 0.1013 to 0.08104 kW, indicating that re-using the air increases the performance of the dyer.

Keywords

Drying � Geothermal energy � Olive leaves � Energy analysis � Exergy analysis

Introduction

Herbal, medicinal and aromatic plants have been widely used for preventing and treating specific ailments and diseases,

which provide the raw material for the food, cosmetic and pharmaceutical industries to produce spice, essential oils and

drugs [1]. Olive leaves have beneficial effects on human metabolism such as combating fevers and other diseases which are

attributed to the phenolic compounds structure [2, 3]. Drying of olive leaves is the most important process prior to

consumption and extraction by reducing moisture content and avoiding the interference of water to the process [4, 5].

Although conventional drying methods such as open air sun drying are still the most common method in the world, it is not

suitable for drying of herbs and spices due to contamination with dust, soil and insects. Furthermore, unmanageable drying

parameters such as temperature and velocity cause over-drying results in loss of quality of dried product. Therefore, the

drying process should be undertaken in closed and controlled environment such as hot air dying in a tunnel or cabinet dryer.

An improvement in the quality of dried product and decrease in time necessitates better technical drying process which

results in a huge amount of thermal and electrical energy use. Thus, the use of renewable energy sources such as solar and
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e-mail: huseyinhelvaci@iyte.edu.tr; guldengokcen@iyte.edu.tr

I. Dincer et al. (eds.), Progress in Exergy, Energy, and the Environment,
DOI 10.1007/978-3-319-04681-5_29, # Springer International Publishing Switzerland 2014

331

mailto:huseyinhelvaci@iyte.edu.tr
mailto:guldengokcen@iyte.edu.tr


geothermal energy plays an important role in the utilization of controlled conventional drying methods [6]. The daily and

seasonal changes of solar intensity in limited time that sun light is available during the day make the solar drying process

intermittent. On the other hand, geothermal fluids flow at constant flowrate throughout the year which are considered as

continuous resources. In drying applications, geothermal fluids can be used indirectly by a heat exchanger or heat pumps.

Numerous studies were conducted on drying where the geothermal energy was used as a heat source of the dryer.

Andiritsos et al. [7] investigated a tomato drying system in Greece where the geothermal fluid enters the water–air heat

exchanger to heat the drying air. Also, they discussed the possibilities of using geothermal energy for drying traditional

agricultural products in the Aegean Islands. As a result of this study, such a geothermal drying unit seemed to be quite

flexible regarding the product to be dried and low-temperature geothermal resources can be used efficiently to dry many

agricultural products. Kumoro and Kristano [8] conducted a research on drying of tobacco leaves using geothermal steam

and the effect of the steam velocity on the drying rate of tobacco leaves. Results showed that the increase of steam flow rate

can improve the drying performance. Hirunlabh et al. [9] designed an industrial dryer and obtained the appropriate drying

conditions and conducted cost analysis using geothermal hot water from the geothermal power plant in Thailand. Sumotarto

[10] investigated a simulation study of beans and grains drying by a geothermal dryer which would be implemented and

technically feasible in Kamojang geothermal field, Indonesia.

Thermodynamic analysis, mainly exergy analysis, plays an important role for system design, analysis and optimization of

thermal systems [11]. Since the maximum moisture removal for desired final conditions of dried product is the main

objective with the use of minimum amount of energy in drying industry, both quantity and quality of energy should be

considered throughout the drying process. In other words, energy and exergy analysis of drying system should be conducted

by using the first and second laws of thermodynamics [12]. Although several studies have been conducted on energy and

exergy analysis of solar drying systems [13–15] very few studies have been undertaken on energy and exergy analysis of

geothermal ones which were based on the geothermal heat pump drying [16, 17].

In this study, a cabinet type geothermal drier where geothermal fluid is introduced indirectly by a heat exchanger was

constructed and situated in Balcova-Narlidere Geothermal Field (BNGF), Turkey. Temperature, relative humidity and

velocity data of dried air are measured and evaluated the performance of the geothermal drying system by energy and exergy

analysis.

Balcova-Narlidere Geothermal Field

BNGF is located 7 km west from the Izmir City Centre and 1 km south from the Izmir-Cesme highway. The Field feeds the

largest district heating application in Turkey with a heating capacity of 159 MWt, including 2,470,000 m2 heating capacity

and 15,660 subscribers. The system is operated by 14 heat centres and two pump stations. The geothermal fluid gathered

from the 13 production wells first mixed in the mixing chamber in order to bring the temperature of mixture from 120 �C
down to 99 �C. Then, the fluid is transmitted to the heat exchangers where the heat is transferred to the clean city water [18].

Figure 29.1 provides a schematic diagram for the Balcova-Narlidere District Heating System (BNDHS) (Celen Ender, May

6, 2012, personal communication).

The dryer was placed in Yenikale Heat Centre which is one of the heat centres of BNDHS. A schematic diagram of the

Yenikale Heat Centre and the connection of the dryer to the circulation water line were shown in Fig. 29.2. Heat centres are

the stations where geothermal fluid (1) transfers its heat by primary plate type heat exchangers (3), to the clean city water (4)

which circulates through the city and provides heat to the buildings. In Yenikale Heat Centre, the clean city water returns to

the heat exchanger (5) at a temperature of 62–65 �C where the dryer heat input is supplied (6). Since geothermal fluid

temperature in the field (120 �C) is much higher than the temperatures for the dryer (40–60 �C), circulation water from

district heating system was decided to be used.
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Fig. 29.1 A schematic diagram of Balcova-Narlidere geothermal district heating system (Celen Ender, May 6, 2012, personal communication)
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Fig. 29.2 A location of the geothermal dryer in Yenikale Heat Centre



Materials and Methods

The geothermal dryer (Figs. 29.3 and 29.4) is a cabinet type dryer, consists of three sections; fan unit, heating unit and drying

tunnel sections. A schematic diagram of the dryer was given in Fig. 29.5.

As seen in Fig. 29.5, drying air is regulated by a centrifugal fan (1) which draws the fresh air into the dryer. The fresh air

either is mixed with re-circulated air or directly enters to the water-to-air heat exchanger (2). The heated air leaving the

water-to-air heat exchanger reaches the drying chamber (4) which was made of approximately 100 plywood. The inner

surface of the dryer was insulated by fibre glass and covered with an aluminium sheet in order to reduce heat losses.

The dryer contains six trays (3) which are 600 mm in length and 500 mm in width, and there is an air re-circulating unit (5) to

recover the exhaust air (Fig. 29.4). The clean water returning to the primary heat exchanger in Yenikale Heat Center is

directed to the heat exchanger of the drier (Fig. 29.2) as a heat source. During the experiments, temperature [ambient (12),

tray inlet (10), tray exit (11)], relative humidity [ambient (12), tray inlet (10), tray exit (11)] and velocity [tray inlet (9)] of

drying air were measured and recorded by a datalogger.

Drying experiments were conducted in April, 2012 with Olive leaves (Oleaeuropaea L.) which were collected from the

olive trees in the Izmir Institute of Technology Campus Area, Urla-Izmir-Turkey. The olive leaves were stored for 3 days in

the air proof plastic bags at 4 �C, then were spread onto the trays as a thin layer. Approximately a mass of 150 g fresh olive

Fig. 29.3 A view of geothermal dryer

Fig. 29.4 A view of drying trays
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leaves was used for each drying experiment. The leaves were dried until the drying rate reached zero when the moisture

content of the leaves was about 4–6 % (w-b). To determine the change in weight, a digital weighing apparatus (�0.01 g) was

used during the experiments.

Analysis

Using the measured temperature, relative humidity and velocity data at tray inlet, outlet and the environment, energy and

exergy analysis were conducted for two cases:

• Case 1: without air re-circulation

• Case 2: with air re-circulation

Energy Analysis

Drying process was considered as a steady-state, steady-flow process in the analysis of mass (air, water) and energy balance

(Figs. 29.6 and 29.7). General equations of mass conservation of drying air for drying chamber and mass conservation of

moisture are given in Eqs. (29.1) and (29.2).

_mda,env ¼ _mair, 1ð Þ ð29:1Þ

_mda,env � hda,env ¼ _mair, 1ð Þ � hair, 1ð Þ ð29:2Þ

Equations (29.3)–(29.5) are applied to compute the mass and energy balance [15, 19].

_mda ¼ _mda,env þ _mre,air ð29:3Þ

_mda,env � 1� rð Þ þ _mrec,air � rð Þ ¼ _mair, 1ð Þ ð29:4Þ

_mda,env � hda,env � 1� rð Þ þ _mre,air � hre,air � rð Þ ¼ _mair, 1ð Þ � hair, 1ð Þ ð29:5Þ

Mass and energy balance equations are applied to each component of the dryer.

Fan
Equations (29.6)–(29.8) was used to compute mass and energy balance for the fan.

_mair, 1ð Þ ¼ _mair, 2ð Þ ¼ _mda ð29:6Þ

Fresh air

12

9

1 2
10

6

7

3

4

5

11 8

(1) Fan, (2) Heat exchanger, (3) Trays, (4) Drying chamber, (5) Recirculation unit, (6) Discharger flap
(7) Chimney, (8) Door, (9) Velocity anemometer, (10) - (11) - (12) Thermocouples

Fig. 29.5 Schematic diagram of the geothermal dryer
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_Q � _W ¼
X

_mdað Þin hout þ Vout2

2

� �
�
X

_mdað Þout hout þ Vin2

2

� �
ð29:7Þ

_Wfan ¼ _mair � h2 � h1 þ v2exit
2

� �
ð29:8Þ

Heat Exchanger
For the water site of the heat exchanger Eqs. (29.9) and (29.10), for the air site of the heat exchanger Eqs. (29.11) and (29.12)

were applied.

(a) Water

_mwater, in ¼ _mwater,out ð29:9Þ

_Qwater, in ¼ _mwater � hwater, in � hwater,outð Þ ð29:10Þ

(b) Air

_mair, 2ð Þ ¼ _mair, 3ð Þ ¼ _mda ð29:11Þ

_Qair ¼ _mda � h3 � h2ð Þ ð29:12Þ
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Fig. 29.6 Schematic illustration

of drying system (without air
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Drying Chamber

X
_mda, 3ð Þ ¼

X
_mda, 4ð Þ ¼ _mda ð29:13Þ

General equation of mass balance of moisture can be expressed asX
_mwaterð Þin þ _mwaterð Þproduct ¼

X
_mwaterð Þout

or X
ωdað Þin � _mda, 3ð Þ þ _mwaterð Þproduct ¼

X
ωdað Þout � _mda, 4ð Þ ð29:14Þ

Equation (29.15) is used to transform the relative humidity to humidity ratio of the air at inlet and outlet of the drying

chamber.

ω ¼ 0:622� RH Psat@T

P� Psat@T
ð29:15Þ

Total mass flow of air required for drying process was calculated by Eq. (29.16).

_mda ¼ ρda � Vda � A ð29:16Þ
The enthalpy of drying air was obtained by Eq. (29.17).

h ¼ Cp

� �
da
Tda þ w:hsat@T ð29:17Þ

The energy utilization (EU) which can be expressed as the amount of energy employed during moisture removal of the

product was calculated using Eq. (29.18).

EU ¼ _mda: hda, 3ð Þ � hda, 4ð Þ
� � ð29:18Þ

The energy utilization ratio (EUR) was defined as the ratio of the energy utilization to the energy given from the heat

exchangers of dryer [Eq. (29.19)].

EUR ¼ _mda hda, 3 � hda, 4ð Þ
_mda h3 � h2ð Þ � 100 ð29:19Þ

Exergy Analysis

Total exergy of inlet, outlet and losses through the system components were determined in the scope of the second law

analysis of thermodynamics [12, 19]. The exergy values are calculated by using the characteristics of the working fluid from

an energy balance [20].

The specific exergy can be determined by Eq. (29.20).

ψ ¼ h� h0ð Þ � T0 � s� s0ð Þ ð29:20Þ
Exergy rate is stated by Eq. (29.21).

Ex
: ¼ mψ

:

or

Ex
: ¼ _mdaCpda T � T0ð Þ � T0 ln

T

T0

� 	
ð29:21Þ

The dead state temperature (T0) was taken as the measured environment temperature (Tenv). Exergy destructions as well

as exergetic efficiencies were obtained by exergy balances for each component [Eqs. (29.22), (29.24), (29.25), and (29.27)].
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Exergetic efficiency can be defined as the ratio of exergy loss (exergy inflow–exergy outflow) to exergy inflow to the

drying chamber. Equations (29.23), (29.26) and (29.28) were applied to determine exergetic efficiencies of each component.

Fan

E
0
xdest, f an ¼ _Wfan þ _mda � ψ2 � ψ1ð Þ ð29:22Þ

εf an ¼ _mda � ψ2 � ψ1ð Þ
_Wfan

ð29:23Þ

Heat Exchanger
(a) Water

E
0
xdest,water ¼ _mwater � ψwater, in � ψwater,out

� � ð29:24Þ

(b) Air

E
0
xdest,air ¼ _mda � ψ3 � ψ2ð Þ ð29:25Þ

εhe ¼ _mda � ψ3 � ψ2ð Þ
_mwater, in � ψwater, in � ψwater,out

� � ð29:26Þ

Drying Chamber

E
0
xdest,dc ¼ _mda � ψ3 � ψ4ð Þ ð29:27Þ

εdc ¼ Exergy in� Exergy outð Þ
Exergy in

or

εdc ¼ 1� _mda � ψ3 � ψ4ð Þ
_mda � ψ3

ð29:28Þ

The following assumptions were made for the analysis:

• All the process was taken as a steady-state and steady-flow.

• Heat transfer to the system and work transfer from the system are positive.

• Potential and kinetic energy effects were neglected.

• Air is an ideal gas with constant specific heat.

Results and Discussion

Energy and exergy analysis of the dryer was conducted using measured temperature, velocity and relative humidity data

(Table 29.1). Mass flow rates, enthalpy values and temperature of the air at inlet of the heat exchanger and energy and exergy

rates were calculated using measured data and listed in Table 29.1. The reference-dead state conditions were determined as

T0 ¼ Tenv, RH0 ¼ RHenv, P0 ¼ 101.325 kPa. The thermodynamic properties of air and water were obtained by using

Engineering Equation Solver [21] software.

Table 29.2 presents exergy destruction and exergetic efficiencies for each component of the drying system, and EU and

EUR of the drier are presented in Table 29.2.

338 H.U. Helvacı and G.G. Akkurt



The EU, which indicates the amount of energy employed for the reduction of moisture content of the product, was

calculated as 0.3316 kW. EUR values were obtained as 7.96 and 50.36 % for both Case 1 and Case 2, respectively. The EUR

indicates the ratio of the energy utilization to the amount of energy given from the heat exchangers of the dryer. The lower

EUR values obtained from the experiments that air was not circulated compared to the experiments with air re-circulation

(Fig. 29.8). This indicates that re-cycling the exhaust air allows us to recover the energy leaving the dryer which decreases

the energy input from the heat exchanger and increases the energy efficiency [22].

It is clear from Fig. 29.9 that the highest rate of exergy destruction occurs in the fan, followed by heat exchanger and the

dryer, accounting for 0.2913, 0.05663, 0.0115 kW, respectively. Exergetic efficiency of the drying chamber was calculated

as 89.66 %which is in a good agreement with the literature [22, 23]. According to the results, exergy value at the outlet of the

dryer was decreased from 0.1013 to 0.08104 kW by re-circulating the exhaust air which still has availability.

Table 29.1 Energy and exergy analysis data

State no Fluid T (�C) RH (%) h (kJ/kg) s (kJ/kg K) _m (kg/s)

Specific

exergy (kJ/kg)

Exergy

rate (kW)

Energy

rate (kW)

0 Air/dead state 22 42 39.67 5.75 – – – –

1 Air/fan inlet 37 19.4 56.79 5.8 0.20 0.3175 0.066 11.8

2 Air/fan outlet-HE inlet 37.9 18.5 57.67 5.81 0.20 0.3615 0.076 11.97

3 Air/HE outlet-dryer inlet 40.9 15.7 60.81 5.82 0.21 0.538 0.1128 12.78

4 Air/dryeroutlet 39.8 16.4 59.23 5.815 0.21 0.4823 0.1013 12.43

Win Water/HE inlet 62 – 259.6 0.8562 0.03 63.11 2.272 9.34

Wout Water/HE outlet 56.5 – 236.5 0.7866 0.03 60.51 2.178 8.52

Table 29.2 Exergy destruction, exergetic efficiency, EU and EUR data of the dryer

Component Rate of exergy destruction, Exdestruction (kW) Exergetic efficiency, ε (%)

Fan 0.2913 3.08

Heat exchanger 0.05663 39.52

Dryer 0.0115 89.66

EU ¼ 0.3316 kW

EUR (Case 1) ¼ 7.96 %

EUR (Case 2) ¼ 50.36 %

7.96
%

EUR

50.36
%

EUR

baFig. 29.8 The EUR values

obtained from the experiments.

(a) Case 1, (b) Case 2

0,2913 (kW)

0,05663 (kW)
0,0115 (kW)Fig. 29.9 Exergy destruction

values for each component

of the drying system
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Conclusions

Thermodynamic analysis of geothermal drying process of olive leaves in a cabinet type drier, where geothermal fluid was

used indirectly by a heat exchanger, was performed in this study. The results of the energy and exergy analysis indicated that

the greatest exergy destruction occurred in the fan, followed by the heat exchanger and the dryer. The re-circulation of the

exhaust air increased EUR values from 7.96 to 50.36 % and decreased the exergy at the outlet of the dryer by 0.02026 kW,

indicating that re-using the air enables us to increase the performance of the dryer. Besides the thermodynamic analysis, an

economic analysis should be conducted to exhibit the viability of the re-circulation for commercial drying facilities.

Acknowledgement The authors would like to thank Izmir Jeotermal Inc. for their technical support.

Nomenclature

A Area (m2)

Cp Specific heat (kJ/kg K)

EU Energy utilization (kW)

EUR Energy utilization ratio (%)

E
0
x Exergy rate (kW)

h Specific enthalpy (kJ/kg)

_m Mass flow rate (kg/s)

P Pressure (kPa)

_Q Heat rate (kW)

RH Relative humidity (%)

r Re-circulation ratio (%)

s Specific entropy (kJ/kg K)

T Temperature (�C)
V Velocity (m/s)
_W Work rate (kW)

ρ Density (kg/m3)

Greek Letters

ψ Specific exergy (kJ/kg)

ε Exergetic efficiency (%)

ω Specific humidity ratio (kg water/kg air)

Subscripts

da Drying air

dc Drying chamber

des Destroyed

env Environment

He Heat exchanger

in Inlet, inflow

out Outlet, outflow

re Re-circulated

sat Saturated

Superscript

0 Dead (reference) state
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Performance Evaluation for Different Configurated HRSGs 30
Onur Uludağ and Zehra Özçelik

Abstract

In this study, performances decreasing heat losses and plant costs are compared in different stage HRSG with inlet

parameters of under construction power plant. Flue gas that occurred after combustion in gas turbine was in 1–3 stage

HRSG, and thermal changings, produced energies, type of equipments, and effects to environment were calculated and

compared when energy and exergy analyses are applied using ASPEN Plus simulation program. Result of these

calculations and comparisons has reached optimum design criteria, and 3 stage HRSG is the most effective system.

Additionally, exergy analysis behind energy analysis has showed that not only the amount of heat but also the quality of

heat is calculated and played important role to choose suitable type of equipment. When using these results in another

process, it might not be fixed with it but used method and calculations give the optimum conditions. In conclusion, energy

production in combined cycle power plant will be more effective and sensitive for environment with specified and

evaluated heat recovery systems.

Keywords

Exergy analysis � Combined cycle power plant � Heat recovery steam generator � Apsen plus

Introduction

Today, rising population and developed industry in the world caused highly needed energy resource. Therefore, too many kinds

of technology are improved to supply this energy. Especially, eco-friendly renewable energy plants (sun, water,wind) and power

plants that haveminimum effect to global warming are started to use for energy production.Waste heat and power that produced

frompower plants is used a certain time to gain high-yield energy. It is clear that heat recovery systems play a very important role

for decreasing cost and environmental responsibility. For this reason, different types of systems are designed. And the type of

using these systems depends on some different parameters. Producing electricity has been much more effective with combined

cycle power plants. The most heat loss in power plants is occurred outlet of gas turbine and it is an unavoided situation.

In this study, performances decreasing heat losses and plant costs are compared in different stage HRSG with inlet

parameters of under construction power plant. Ege Elektrik power plant is under construction combined cycle power plant
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that has 1,070 MWe capacity. One thousand seventy mega watt power is collected from two sections that include

combustion gas turbine with power 378 and 296 MW each and two steam turbines with power 222 and 174 MW each.

The total net production is 9,373,200 MW annually (these values are design criteria and can change during real operation). In

this study, 600 MW section is considered. Power plant basic flow sheet is given as illustrated in Figs. 30.1 and 30.2.

The exergy which is the maximum available energy that a system can deliver as work from its initial state to the state of

environment (dead state) is a tool of the second law analysis, which gives the quality of the energy differing from the first law

analysis techniques, that gives only the quantity of the energy. The exergy concept was introduced to overcome limitations

of the energy analysis. So with increasing of the energy demand and reduction in the fossil energy reserves, the best

(maximum) use of energy became very important for the humankind. At this point the exergy analysis gives the view for

determining the energy loss positions and the chance to improve the efficiency [1–3].

Exergetic Analysis

Exergy Analysis

The exergy which is the maximum available energy that a system can deliver as work from its initial state to the state of

environment (dead state) is a tool of the second law analysis which, gives the quality of the energy differing from the first law

analysis techniques, that gives only the quantity of the energy. So with increasing of the energy demand and reduction in the
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fossil energy reserves, the best (maximum) use of energy became very important for the humankind. At this point the exergy

analysis gives the wiev for the determining the energy loss positions and the chance to improve the efficiency [4, 5].

In the analysis the kinetic, potential, magnetic and nuclear exergies are neglected so that the exergy is reduced to the

chemical and physical components only [1, 3, 6, 7].

E ¼ Eph þ Ech ð30:1Þ

A steady-state exergy balance includes;

Ei ¼ Eo þW þ Ed ð30:2Þ

Ei denotes inlet exergy to the system, Eo denotes the outlet exergy, W is the work interaction between system and

environment and Ed is the exergy destructed.

With these techniques the exergy analysis is applied to the system. The reference state is chosen as 25 �C and 1 atm with

basic atmospheric components.

Ege Elektirik power plant is a typical natural gas combined power plant. One thousand seventy mega watt power is

collected from two combustion gas turbine with power 378 and 296 MW each and two steam turbine with power 222 and

174 MW each. The total net production is 9,373,200 MW annually.

The power plant consists of two combined cycle power blocks which are identical to each other. These power blocks use

the same principle and some units are used in common. We will consider in this paper the exergy analysis of 600 MW part of

plant. We will compare and discuss different HRSG configuration results.

Compressor: Air entering the compressor in atmospheric conditions. The following equations are used for exergy analysis

and efficiency:

E1 ¼ E3 þWcomp þ Ed ð30:3Þ

ε ¼ E1 � E3ð Þ=Wcomp ð30:4Þ

Combustion Chamber: It is assumed that there is a complete burning in the combustion chamber and natural gas component

is 100 % methane. The following equations are used to calculate the destructed exergy in combustion chamber and the

efficiency.

E2 þ E3 ¼ E4 þ Ed ð30:5Þ

ε ¼ E4= E3 þ E2ð Þ ð30:6Þ

Turbine: There is expansion to 1,085 bar in turbine and the outlet gas temperature is 1,001.5 K.

E5 ¼ E4 þW þ Ed ð30:7Þ

ε ¼ W= E5 � E4ð Þ ð30:8Þ

Heat Recovery Steam Generator: In this paper we use two different HRSG type to compare exergy destruction and yield.

One of these is 1 stage HRSG and the other one is 3 stage HRSG. The results are given in Tables 30.1 and 30.2.

Table 30.1 One stage HRSG exergy destructions

Exergy destruction MW %

Compressor 37.75 0.28

CC 10,093.33 74.56

GT 2,542.78 18.78

HRSG 439.00 3.24

ST 424.46 3.14

Total 13,537.32 100.00
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E5 þ E10 ¼ E6 þ E11 þ Ed ð30:9Þ

ε ¼ E6 � E10ð Þ= E5 � E11ð Þ ð30:10Þ

Steam Turbines: The temperature, pressure and flow rate values of stream entering turbines are given in Tables 30.3

and 30.4.

Result of Exergy Analysis

The exergy efficiency values and energy production of combined system components are given in Tables 30.5 and 30.6. The

mole fraction of stack gas is calculated as 1.7 % O2, 70.8 % N2, 8.6 % CO2, 18.8 % H2O with complete burning and the gases

are assumed to be ideal during the calculations. It is assumed that there is no vertical temperature difference in the HRSG.

As it is seen the largest exergy destruction occurs in the combustion turbine. So by the exergy analysis, it is seen that the

exergy destruction occurs at the combustion chamber with 74 %, the GT with 19 % and from the HRSG with 4 %. So the

efficiency of the power plant mostly depends on the efficiency of these equipments and so any improvement on these

equipments will increase the overall efficiency of the plant noteworthy. Also chimney temperature plays important role to

determine using energy efficiently. One stage HRSG chimney temperature is about 120 �C and 3 stage HRSG chimney

temperature is about 100 �C.

Table 30.2 Three stage HRSG exergy destructions

Exergy destruction MW %

Compressor 37.75 0.28

CC 10,093.33 73.52

GT 2,542.78 18.52

HRSG 548.41 3.99

HPTURBINE 149.84 1.09

IPTURBINE 194.33 1.42

LPTURBINE 161.87 1.18

Total 13,728.31 100.00

Table 30.3 One stage HRSG stream entering values

Stream Molar flow rate (kmol/s) T (K) P (atm)

Air inlet 44.44 298.15 1.00

Natural gas 4.17 298.15 42.00

GT out 48.61 1,001.05 1.09

ST inlet 16.67 850.00 83.89

Table 30.4 Three stage HRSG stream entering values

Stream Molar flow rate (kmol/s) T (K) P (atm)

Air inlet 44.44 298.15 1.00

Natural gas 4.17 298.15 42.00

GT out 48.61 1,001.05 1.09

HPST inlet 10.03 808.00 119.61

IPST inlet 12.42 748.67 25.36

LPST inlet 17.58 564.00 5.00
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Conclusions

As a result, the exergy values of the streams that belong to the equipments of the combined cycle, the exergy losses and the

efficiency values related with each streams and units in the power plant are listed. The highest exergy losses occur in

the combustion chambers. The value is in harmony with the literature value and continues as a big problem in power plants.

The improvements in this part will result as an effective increase in the overall efficiency. On the other hand when exergy

destruction and energy production for two different configurated HRSGs are compared, it can be seen that 3 stage HRSG has

much more efficiently energy production and lower exergy destruction than 1 stage HRSG. As an energy production, it can

be observed that 3 stage HRSG has higher yield than 1 stage HRSG. Also it can be observed that 3 stage HRSGs chimney

temperature is lower than 1 stage HRSGs chimney temperature. According to these results, it can be said that, if under

construction power plant has 3 stage HRSG instead of 1 stage HRSG, exergy loss will be minimum and energy production

will be maximum in given design criteria.

Nomenclature

E Exergy (MW) W Work (MW)

Greek Letters

ε Efficiency (%)

Subscripts

i Inlet

o Outlet

d Destructed

ph Physical

ch Chemical

comp Compressor

Table 30.6 Exergetic efficiency and energy production of 3 stage HRSG

Unit ε (%) Energy production (MW)

Compressor 91.15 �417.35

GT 93.51 791.30

HPT 93.68 69.79

IPT 93.29 90.07

LPT 97.76 79.06

HRSG 69.47

Total 612.87

Table 30.5 Exergetic efficiency and energy production of 1 stage HRSG

Unit ε (%) Energy production (MW)

Compressor 91.15 �417.35

GT 93.51 791.30

ST 85.90 169.22

HRSG 45.33

Total 543.17
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Investigation of Energy Efficiency by Making Exergy Analysis
in the Cement Sector 31
Hava Gizem Kandilci and Hanifi Saraç

Abstract

In Turkey, cement producing is one of the most important sectors in terms of energy consuming and costs. Owing to this

reason, using energy efficiently and a decline in energy consumption have an importance in this sector.

This study aims to make energy and exergy analysis of a cement factory in Adana and to realize the cost of energy

efficiency, by using the actual operational data. According to energy and exergy analysis, the energy efficiency value for

the raw mill is obtained to be 69 % in this study, whereas the exergy efficiency value for that is found to be 11 %.

Keywords

Cement � Energy and exergy analysis � Efficiency

Introduction

By the mid 1970s, the growth in energy resource consumption that occurred in each passing year was not a source of general

concern. Many researchers concern that unless corrective actions were undertaken, difficulties would be encountered in

providing energy for future needs [1].

The energy and mass balances are the fundamental methods of a process analysis. They make the energy analysis

possible, and points of the needs to develop the process are the key to optimization and are the main for developing the

exergy balance. Analysis of the energy balance results would define the efficiency of energy utilization in particular parts of

the process and enable to compare the efficiency and the process parameters with the recently feasible values in the most

modern installations. They will also form the importance of the processes requiring consideration, either due to their

excessive energy consumption or due to their particularly low efficiency.

The exergy analysis is the modern thermodynamic method used as an advanced tool for engineering process evaluation

[2]. The exergy analysis is on the basis of both the first and the second laws of thermodynamics. Both analyses make use of

also the material balance for the considered system.

Exergy analysis also brings about a better concept for the influence of thermodynamic phenomena on the process

effectiveness, comparison of the priority of different thermodynamic factors, and the determination of the most effective

ways of developing the process under consideration [2]. A true concept of exergy and the insights it can provide into the

efficiency, environmental impact, and sustainability of energy systems are required for the engineer or scientist working in

the area of energy systems and the environment [3, 4].
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Theoretical Analysis

For a general steady-state and steady-flow process, the following balance equations are implemented to detect the work and

heat interactions, the rate of exergy decline, the rate of irreversibility, and the energy and exergy efficiencies [5, 6].

The mass balance equation can be expressed in the rate form asX
_min ¼

X
_mout ð31:1Þ

where _m is the mass flow rate, and the subscript “in” explains inlet and “out” for outlet.

The general energy balance can be expressed as X
_Ein ¼

X
_Eout ð31:2Þ

_Q þ
X

_Ein ¼ _W þ
X

_Eout ð31:3Þ

where _Ein is the rate of net energy transfer in, _Eout is the rate of net energy transfer out by heat, work, and mass, is the rate of

net heat input, _W ¼ _Wnet,out ¼ _Wout � _Win is the rate of net work output.

Presuming no changes in kinetic and potential energies with any heat or work transfers, the energy balance given in

Eq. (31.3) can be simplified to flow enthalpies only:X
_minhin ¼

X
_mouthout ð31:4Þ

where h is the specific enthalpy. The general exergy balance can be expressed in the rate form asX
_Exin �

X
_Exout ¼

X
_Exdest

or

X
1� T0

Tk

� �
_Qk � _W þ

X
_minψ in �

X
_moutψout ¼ _Exdest ð31:5Þ

with

ψ ¼ h� h0ð Þ � T0 s� s0ð Þ ð31:6Þ

where _Qk is the heat transfer rate through the boundary at temperature Tk at location k, _W is the work rate, ψ is the flow

exergy, s is the specific entropy, and the subscript zero shows properties at the dead state of P0 and T0.

The exergy destroyed ( _Exdest) or the irreversibility (_I) may be expressed as follows:

_I ¼ _Exdest ¼ T0
_Sgen ð31:7Þ

where _Sgen is the rate of entropy, while the subscript “0” means conditions of the reference environment [7, 8].

Different ways of formulating exergetic efficiency offered in the literature have been given in detail elsewhere [9].

The exergy efficiency explains all exergy input as used exergy, and all exergy output as utilized exergy.

Therefore, the exergy efficiency ε1 becomes

ε1 ¼
_Exout
_Exin

: ð31:8Þ

Often, there is a part of the output exergy that is out of use, i.e., an exergy wasted, _Exwaste to the environment. In this case,

exergy efficiency may be written as follows [10]:

ε2 ¼
_Exout � _Exwaste

_Exin
ð31:9Þ
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The rational efficiency is defined by Kotas and Cornelissen [6, 9] as the ratio of the desired exergy output to the exergy

used, namely

ε3 ¼
_Exdesired,out
_Exused

: ð31:10aÞ

where _Exdesired,out is all exergy transfer rate from the system, which must be regarded as forming the desired output, plus any

by-product that is produced by the system, whereas _Exused is the required exergy input rate for the process to be performed.

The exergy efficiency given in Eq. (31.10a) may also express as follows [11]:

ε3 ¼ Desired exergic effect

Exergy used to drive the process
¼ Product

Fuel
: ð31:10bÞ

To define the exergetic efficiency, both a product and a fuel for the system being analyzed are identified. The product

stands for the desired result of the system (power, steam, some combination of power and steam, etc.). Accordingly, the

definition of the product must be consistent with the purpose of purchasing and using the system. The fuel stands for the

resources expended to generate the product and is not necessarily restricted to being an actual fuel such as a natural gas, oil,

or coal. Both the product and the fuel are expressed in terms of exergy [12].

Description of Cement Process

The cement industry has an important role in the economy on the basis of its production. During the production of cement,

natural resources are used up in large amounts. The most important raw materials for the production of cement are limestone

(CaCO3) and clay or calcareous clay in which both components are already naturally mixed. The components are milled and

dried with flue gases from the clinker kiln. This section of the process is given in Fig. 31.1.

Depending on the type of cement to be produced, the following products may be added to the dried limestone

immediately after: pyrite ash, fly ash from coal fired power plants, sandy clay, and filter ash from the electrostatic

precipitator present. The mixture obtained is ground and immediately after fired in a rotary furnace to cement clinkers.

PREPARATION OF RAW MATERIAL

CLAY BUNKERLIMESTONE BUNKER

GAS

RAW MILL

FARINE + MOISTURE + STEAM + GAS + AIR

SEPARATORRETURN

LEAKING
AIR

FARINE
SILOS

Fig. 31.1 A section

of the process
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For heating, various fuels and other combustible materials, e.g., coal dust, petroleum coke, etc., are used. Depending on the

type of preheating of the material, it is separated from grate and cyclone preheating, whereby the starting materials are

preheated to 700–800 �C. The raw materials pass through the rotary furnace towards the flame. In the hottest zone, the

material being fired reaches temperatures of around 1,450 �C. After fast cooling with ambient air, the clinkers are milled,

together with gypsum, to give ready cement. A part of the process is given in Fig. 31.2 [13, 14].

Results and Discussion

Here, the energy and exergy modeling technique discussed in the previous section is applied to a raw mill in the cement

factory studied using actual data.

Energy Analysis of the Raw Mill

In order to analyze the raw mill thermodynamically, the following assumptions are made:

(a) The system is assumed as a steady-state, steady-flow process.

(b) Kinetic and potential energy chances of input and output materials are ignored.

(c) No heat is transferred to the system from the outside.

(d) Electrical energy produces the shaft work in the raw mill.

(e) The change in the ambient temperature is neglected.

Under the above-mentioned conditions and using the actual operational data of the plant, an energy balance is applied to

the raw mill. The references for enthalpy, entropy, and input energy are considered for the calculations. The complete energy

balance for the system is shown in Table 31.1. Energy flow of the raw mill is also illustrated in Fig. 31.3.

In addition, the enthalpies of the materials going into and leaving the raw mill are given for the chemical components in

Table 31.2, while the energy balance is given in Table 31.1. Relatively good consistency between the total heat input and

total heat output is obtained.

Clinker Storage

Cement Ball
Mill

Gypsum & Aggregates

Palleting

Bulk Sales

Cooler

Sales and Transport

Pre-heater

Rotary
Burner

Cement Silo

Fig. 31.2 A part of cement

production process
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Table 31.1 Mass and energy balances of the raw mill

T (K) m (kg/h) ν (N m3/h) Cp (kJ/kg K) Cp (kJ/N m3 K) Q (kJ/h)

Input material
Limestone Tl ml Cpl 95,962,697.60
Clay Tc mc Cpc 14,681,654.40
Return from separator Tr mr Cpr 59,887,878.40
Moisture in the limestone Tml mml Cpml 42,638,780.80
Moisture in the clay Tmc mmc Cpmc 5,814,379.20
Gas Tg νg Cpg 521,342,976.00
Leaking air Tla νla Cpla 78,578,560.00
Dust in the gas Td νd Cpd 19,272,704.00
Heat from electrical energy 28,591,088.40

Total 866,770,718.80

Output material
Farine Tout mf Cpf 205,474,008.88
Gas Tout νg Cpg 247,582,464.00
Leaking air Tout νla Cpla 116,442,355.00
Moisture Tout mm Cpm 4,050,073.44
Steam Tout ms Cps 27,051,787.70

Total 600,600,689.02

RAW MILL

Return from separator
Q=59 887 878.49 kJ/h

Lost Heat
Q=266 170 029.78 kJ/h

Leaking Air
Q=116 442 355 kJ/h

Gas
Q=247 582 464 kJ/h

Steam
Q=27 051 787.70 kJ/h

Farine
Q=205 474 008.88 kJ/h

Moisture
Q=4 050 073.40 kJ/h

ENERGY INPUT ENERGY OUTPUT

Leaking Air
Q=78 578 560 kJ/h

Raw input(Limestone+Clay)
Q=95 962 697.60+14 681 654.40 kJ/h

Moisture(Limestone+Clay)
Q=42 638 780.80+5 814 379.20 kJ/h

The dust in the gas
Q=19 272 704 kJ/h

Gas
Q=521 342 976 kJ/h

Transformed heat from electrical energy
Q=28 591 088.40 kJ/h

Fig. 31.3 Energy flow of the raw mill

Table 31.2 Enthalpy balance of the raw mill

T (K) T0 (K) m (kg/h) ν (N m3/h) Cp (kJ/kg K) Cp (kJ/N m3 K) Δh (kJ/kg)

Input material
Limestone Tl T0 ml Cpl 0
Clay Tc T0 mc Cpc 0
Return from separator Tr T0 mr Cpr 10,949,030.40
Moisture in the limestone Tml T0 mml Cpml 0
Moisture in the clay Tmc T0 mmc Cpmc 0
Gas Tg T0 νg Cpg 280,283,136.00
Leaking air Tla T0 νla Cpla 0
Dust in the gas Td T0 νd Cpd 10,361,344.00

Output material
Farine Tout T0 mf Cpf 37,565,885.28
Gas Tout T0 νg Cpg 45,264,384.00
Leaking air Tout T0 νla Cpla 21,288,630.00
Moisture Tout T0 mm Cpm 740,456.64
Steam Tout T0 ms Cps 4,945756.20



Energy Efficiency of the Raw Mill

Energy efficiency of the raw mill is calculated from the following relation

η ¼
X

_mouthoutX
_minhin

ð31:11Þ

Using energy analysis values and Eq. (31.11), the energy efficiency of the raw mill is calculated as follows:

η ¼ 600 600 689:02

866 770 718:80
¼ 0:69

The overall thermal efficiency of the raw mill has been found to be 69 % and is close to the best practice with the current

technological limitations. The waste heat has been estimated at about 31 % of the energy input. This has represented an

improvement of about 31 % in terms of primary energy efficiency of the raw mill.

Exergy Analysis of the Raw Mill

The irreversibility of each of the components is calculated from the exergy consideration, while it may also be found using

the entropy balance equations. Entropy balance of the raw mill is illustrated in Table 31.3, while exergy balance of the raw

mill is shown in Table 31.4. The following assumptions are made in the calculations.

Table 31.3 Entropy balance of the raw mill

T (K) T0 (K) m (kg/h) ν (N m3/h) Cp (kJ/kg K) Cp (kJ/N m3 K) ΔS (kJ/kg K)

Input material
Limestone Tl T0 ml Cpl 0
Clay Tc T0 mc Cpc 0
Return from separator Tr T0 mr Cpr 33,494.51
Moisture in the limestone Tml T0 mml Cpml 0
Moisture in the clay Tmc T0 mmc Cpmc 0
Gas Tg T0 νg Cpg 630,320.76
Leaking air Tla T0 νla Cpla 0
Dust in the gas Td T0 νd Cpd 23,301.33

Output material
Farine Tout T0 mf Cpf 114,918.94
Gas Tout T0 νg Cpg 138,469.65
Leaking air Tout T0 νla Cpla 65,124.69
Moisture Tout T0 mm Cpm 2,265.15
Steam Tout T0 ms Cps 15,129.71

Table 31.4 Exergy balance in the raw mill

Δh (kJ/kg) T0 (K) ΔS (kJ/kg K) Ex (kJ/h)

Input material
Limestone 0 T0 0 0
Clay 0 T0 0 0
Return from separator 10,949,030.40 T0 33,494.51 1,068,149.65
Moisture in the limestone 0 T0 0 0
Moisture in the clay 0 T0 0 0
Gas 280,283,136.00 T0 630,320.76 94,338,512.23
Leaking air 0 T0 0 0
Dust in the gas 10,361,344.00 T0 23,301.33 3,487,451.27

Total 98,894,113.15

Output material
Farine 37,565,885.28 T0 114,918.94 3,664,798.23
Gas 45,264,384.00 T0 138,469.65 4,415,837.22
Leaking air 21,288,630.00 T0 65,124.69 2,076,845.33
Moisture 740,456.64 T0 2,265.15 72,236.40
Steam 4,945,756.20 T0 15,129.71 482,490.92

Total 10,712,208.10
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(a) The system is assumed as a steady-state, steady-flow process.

(b) Chemical exergies of the substances are neglected.

(c) Kinetic and potential exergies of materials are ignored.

Total exergy values of the input and output materials are calculated to be respectively 98,894,113.15 and

10,712,208.10 kJ/h. Exergy flow of the raw mill is also illustrated in Fig. 31.4. The lost heat for the raw mill in the energy

flow is obtained to be 266,170,032.78 kJ/h in this study, whereas the lost heat for the raw mill in the exergy flow is found to

be 88,181,905.05 kJ/h.

Exergy Efficiency of the Raw Mill

The exergy efficiency of the raw mill is calculated from

ε ¼
X

_ExoutX
_Exin

: ð31:12Þ

Using exergy analysis values and Eq. (31.12), the exergy efficiency of the raw mill is computed as follows:

ε ¼ 10 712 208:10

98 894 113:15
¼ 0:11:

The overall exergy efficiency of the raw mill was determined as 11 %.

RAW MILL

Return from separator
Ex=1 068 149.65 kJ/h

Lost heat
Ex=88 181 905.05 kJ/h

Leaking air
Ex=2 076 845.33 kJ/h

Gas
Ex=4 415 837.22 kJ/h

Steam
Ex=482 490.92 kJ/h

Farine
Ex=3 664 798.23 kJ/h

Moisture
Ex=72 236.40 kJ/h

ENERGY INPUT ENERGY OUTPUT

Leaking Air
Ex=0 kJ/h

Raw input(limestone+clay)
Ex=0 kJ/h

Moisture(limestone+clay)
Ex=0 kJ/h

Dust in the gas
Ex=3 487 451.27 kJ/h

Gas
Ex=94 338 512.23 kJ/h

Fig. 31.4 Exergy flow of the raw mill

31 Investigation of Energy Efficiency by Making Exergy Analysis in the Cement Sector 355



Conclusions

The aim of this study has been to determine energy and exergy efficiencies for a raw mill in a cement factory. Energy

balance, energy, and exergy efficiencies of the raw mill have been analyzed using the actual plant operational data.

The main conclusions from this study may be summarized as follows:

(a) Exergy analysis is an advanced tool, which has been successfully and effectively used in the design and performance

evaluation of energy-related systems.

(b) The energy efficiency value for the raw mill is obtained to be 69 % in this study, whereas the exergy efficiency value for

that is found to be 11 %.

(c) Heat losses that show up especially at the beginning stage of the process show problem with the efficiency of the system.

Heat losseswill decrease if necessary precautions are taken in the rawmill. It will also cause saving of fuel at the rotary kiln.

(d) This study has indicated that exergy utilization in the raw mill has been worse than energy utilization. In other words,

this process represents a big potential for increasing the exergy efficiency. Some suggestions are given below to increase

the efficiency of the raw mill.

• The mixing temperatures of the materials, which constitute farine and gas coming from the preheater cyclones and

being the energy source of the raw mill should be reexamined. Cement plants are designed at a full production

capacity. The system productivity would be increased when the raw material input capacity would be held at the

highest capacity and when the turning speed of the farine mill and the material flow rate could be decreased because

the system output temperature would be raised.

• The waste energy in the raw mill and the leaving temperature of the farine could be recovered by means of a heat

recovery system. Thus, the efficiency of the system would be increased.

Nomenclature

E Energy (kJ)
_E Energy rate (kW)

Ex Exergy (kJ)
_Ex Exergy rate (kW)

h Specific enthalpy (kJ/kg)

I Irreversibility, exergy consumption (kJ)
_I Irreversibility rate, exergy consumption rate (kW)

m Mass (kg)

_m Mass flow rate (kg/s)

P Pressure (Pa)

Q Heat transfer (kJ)
_Q Heat transfer rate (kW)

s Specific entropy (kJ/kg K)
_S Entropy rate (kW)

T Temperature (K)

W Work (kJ)
_W Work rate or power (kW)

Greek Letters

η Energy (first law) efficiency (%)

ε Exergy (second law) efficiency (%)

ψ Flow exergy (kJ/kg)

Indices

c Clay

dest Destroyed

d Gas dust

f Farine

gen Generation

g Gas

in Input

m Moisture

l Limestone

la Leaking air

mc Moisture clay

ml Moisture limestone

r Return from separator

s Steam

out Outlet, existing

0 Dead state or reference environment
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Energy Analysis of Scroll Compressor Conversion into Expander
for Rankine Cycles with Various Working Fluids 32
Emre Oralli and Ibrahim Dincer

Abstract

In this study, a refrigeration scroll compressor as expander for power generation applications with Rankine cycle is

analyzed through a mathematical model. The methodology adopted has three phases. In the first phase, a scroll

compressor is selected from a refrigeration manufacturer catalog namely Copeland ZF06K4E. Based on the catalog

data and thermodynamic model the specific parameters of the compressor such as built-in volume ratio and leakage

coefficient are determined through mathematical regression as 7.3 and 1.36 � 10�6, respectively. In the second phase,

the scroll parameters and the efficiency of the Rankine cycle are determined, which use the selected scroll machine in

reverse, namely as expander, without any geometrical modifications and keeping the range of temperatures and pressures

constant as the same as that characterizing the compressor operation. An expander model is developed to predict the

efficiency of the prime mover and of the Rankine cycle for the working fluids such as R404a, Toulene, R123, R141b,

R134a, and NH3. The highest energy efficiency is obtained with R404a as 18 % by applying supercritical conditions for

the working fluid, and it is observed that the expander does not operate optimally when converted from a compressor

without any modifications. In the third phase, the geometry of the expander is modified with respect to rolling angle in

order to obtain the appropriate built-in volume ratio which assures better efficiency of the Rankine heat engine. R404a

clearly gave the best results for the modified geometry and the energy efficiency is increased to 25 % from 19 %. The

results show that it is possible to improve the efficiency of the cycle by adjusting the scroll geometry for the fluids used.

Keywords

Scroll compressor � Expander � Rankine cycle � Heat engine � Energy � Efficiency

Introduction

Energy demand before the industrial revolutionwasmostly provided byman power tomeet the basic requirements of humanity.

Over the last century, developments in science and concurrent technological advances helped to improve the quality of life for

society. Unfortunately growing energy demand was mostly covered by fossil fuels, which caused environmental problems and

forced the design of new energy conversion technologies like electricity production by sustainable sources such as solar,

wind, and geothermal power to eliminate global warming and atmospheric pollution problems.

The present global yearly energy consumption is about 500 EJ, which is equivalent to about 16 TW as the average rate of

world primary energy consumption [1]. It is expected that the world’s demand for energy will be 60 % more than it is now,

which cannot be expected to be met by fossil fuels because of the limited reservoirs of coal, oil, and gas. Based on proven

reserves, the current production level of oil can be maintained for over 40 years, gas over 66 years, and coal for over 160

years. This picture requires developing production of electricity without generating environmental pollution.
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The problem regarding the environmental impact of energy use is primarily caused by high atmospheric carbon dioxide

(CO2) concentrations as a result of burning fossil fuels. Earth’s long-term carbon cycle implies to keep CO2 emissions below

such a level that would cause environmental problems. The concern is the increasing temperature of the planet caused by

high levels of greenhouse gases in the atmosphere by burning fossil fuels. The greenhouse effect threatens the natural life on

the planet. The level of carbon dioxide in the atmosphere was more or less stable at 280 ppm over the last few thousand years

up to the onset of the industrial revolution at the beginning of the nineteenth century. Current CO2 level is 380 ppm and

rising fast. Global CO2 emissions in the alternative scenarios are 16 % less in 2030 [2] but are still more than 50 % higher

than 1990.

In the present time, when there is a push toward sustainable energy-based economy, externally driven heat engines which

have been used for a long time for conversion of thermal energy to work are playing a major role. There are many sources of

heat that can be considered sustainable. Examples are: geothermal reservoirs, solar heat, ocean thermal energy, industrial

waste heat recovery, and power cogeneration. An important segment of the abovementioned applications is covered by low

power heat generation systems that can be used, for example, for small-scale residential or commercial settings. In such

applications the generated power is typically below 10 kW. One common case is local generation of electricity and water/

space heating from natural gas rather than only heating.

Generation of electricity from low temperature heat sources has become more popular in the last decade depending on its

potential use for different types of applications such as solar thermal, waste heat, small-scale cogeneration for residential

purposes, etc. Low capacity heat engines require appropriate selection of the thermodynamic cycle and of the prime mover.

The Rankine cycle has a relatively higher efficiency by using low temperature heat sources compared to other cycles [3].

Solar energy and combustion heat can be used as a low temperature heat source for the cycle. In traditional power plants,

Rankine cycle is used to produce useful work from expander mostly using water as a working fluid. The working fluid is

pumped to a boiler where it is evaporated then passes through an expander generating shaft work and then finally condensed

to be pumped again. Unlike conventional working fluids such as water, organic fluids that have lower boiling temperatures

are more appropriate for low temperature Rankine cycle in terms of efficiency and environmental conditions. Water has a

high vaporization because of its higher specific volume, which imposes larger installations and therefore higher cost [4].

There are several kinds of prime movers namely turbomachines and positive displacement machines. However, when it is

about low capacity, positive displacement machines (scroll, screw, rotary vane expanders) become more attractive than

turbomachines because [5, 6]:

• Performance of rotary machines depends on their peripheral speed, ϑ ¼ 2πnR where n is the revolution speed per second

and R is the radius of the rotary machine.

• Typical peripheral speed for scroll machines is 1–10 m/s, while for turbomachines it is about 300 m/s.

• For a similar radius, the revolution speed of the turbomachine must be the order of hundreds of thousands of RPM while

the one of scroll expander it is of couple of thousands RPM. Therefore using turbomachines creates problems with

bearings and coupling the electric generator.

• Turbomachines have to be made with multiple expansion stages because they have low pressure ratio per stage, while a

positive displacement expander would be preferred having one single expansion stage.

• Scroll or screw kind expanders are capable to expand in two phase vapor–liquid region which represents a clear

advantage for Rankine cycle applications.

In this study, low temperature heat generation phenomenon is investigated for certain thermodynamic cycle and prime

mover. The purpose is to achieve waste heat recovery for different purposes such as residential domestic heat supply

when there is an electrical breakdown, which will decrease the fragility of the centralized large-scale power generation

systems. A crucial part of the system is the design of the scroll expander especially regarding the geometric and thermody-

namics calculations in order to increase the efficiency to make it an alternative to conventional turbomachines.

Rankine cycle takes advantage of the small amount of work required to pump a liquid and the amount of energy that can

be extracted from the latent heat. An organic Rankine cycle (ORC) differs from the basic Rankine cycle in that the working

fluid is organic. Saleh et al. [7] modeled 31 different working fluids in different ORC configurations. Types of organic

working fluids modeled included alkanes, fluorinated alkanes, ethers, and fluorinated ethers. These fluids can behave

differently when used in an ORC and it is important to discuss the different configurations and working fluid characteristics

together. Organic working fluids have performance advantages over water-steam at low power levels but these advantages

disappear at 300 kW or more because of the poor heat transfer properties of organic fluids [8].

The irreversibilities such as friction and leakage losses in the cycle cause reduction of cycle efficiency and of useful work

output. Friction and leakage losses from expander contribute the highest portion of the irreversibilities with pressure drops

and inefficiencies from the heat exchanger. The improvements regarding the geometry of the scroll machine will directly
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affect the cycle efficiency not only because of reducing the leakages but also to obtain appropriate built-in ratio for the

compression/expansion process [9–11].

ORC has inherent irreversibilities as many processes. The losses may come in the form of friction-heat loses in the

expander and pump [12]. This is accounted in the isentropic efficiencies of each device. Valves, pipes, and pressure drops

are other sources. Hung [13] stated that the largest source of irreversibility in the system is caused by the evaporator. The

mismatch between the working fluid and the heat source causes this type of loss. Larjola [14] showed that the organic

working fluids due to their low latent heat match the source temperature profile better than water-steam.

There are some practical solutions to reduce losses for ORC. The liquid entering the pump should be sub-cooled to

prevent cavitations. The fluid should be superheated when using turbines with w-type working fluids to prevent droplet

formation during expansion. Moran [15] stated that the quality at the turbine exit can be kept at 90 %. Both cavitation and

high speed droplets will corrode the pump and expander.

There are a limited number of ways to improve the thermal efficiency of the cycle after the cycle configuration and fluid

have been specified. Increasing the average high side temperature or decreasing the average low side temperature is one of

the approaches that can be used. The high side temperature is fixed in low temperature heat recovery and decreasing the

condenser temperature below atmospheric conditions is not practical. Other approaches include increasing the isentropic

efficiencies of the pump and expander. The pump work is significantly less than the expander work in a Rankine cycle [16].

Therefore improvement of the efficiency of the expander will provide the greatest degree of cycle improvement.

Badr [17] modeled an ORC and performed a sensitivity study to show which of these parameters had the greatest effect on

thermal efficiency. They varied the isentropic expander efficiency, evaporator temperature, and condenser temperature.

They modeled both a basic and regenerative ORC with R113 as the working fluid.

In this study, the feasibility of converting a scroll compressor into an expander as to be used in heat recovery Rankine

cycle of low capacity is modeled. The specific objectives of this work are given as follows:

• To characterize the scroll machine in expander mode and searching the effect of scroll geometry on the ORC energy

efficiency.

• To evaluate the geometric parameters of the scroll expander by optimization process to reduce the leakage loss caused by

the gaps between the fixed and orbiting scroll and between the scrolls and plates which will ensure appropriate built-in

volume ratio for the cycle.

• To select an appropriate organic working fluid such as R404a, Toluene, R123, R141b, R134a, and NH3 which will ensure

suitable temperature and pressure range to make the cycle realizable when converting scroll compressor to an expander.

System Description

Here, an energy analysis of the ORC is conducted. The performance of an ORC will be analyzed for different working fluids

under diverse working conditions using the first law of thermodynamics. There will be assumptions regarding the system as

follows: steady-state conditions, no pressure drop in the evaporator, condenser and pipes, and isentropic efficiencies for the

turbine and pump. The heat engine to produce electrical power with ORC is shown in Fig. 32.1a. There are four different

processes in ORC as can be observed from Fig. 32.1a: process 1–2 (constant-pressure transfer of heat), process 2–3

(expansion process), process 3–4 (constant-pressure heat transfer), and process 4–1 (pumping process). A T-s diagram of

the typical ORC is given in Fig. 32.1b.

Analysis

The geometrical model and volume expressions for the chambers will be used to model the thermodynamic process of the

working fluid from the beginning of suction (θ ¼ 0) to the end of the discharge process (θ ¼ 2π rad)

The first law of thermodynamics for the control volume with a mass balance can be applied to calculate the temperature,

mass, and pressure in the working chambers with respect to orbiting angle.

The conservation of energy for the control volume is:

dEcv

dt
¼ _Q þ _W þ

X
_msu hþ V2

2
þ gz

� �
su

�
X

_mex hþ V2

2
þ gz

� �
ex

ð32:1Þ
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where dEcv

dt is the rate of total internal energy increase (W), _Q is the heat transfer rate (W), _W is the power output from

expander (W), _m is the inflow or outflow rate (kg/s), hþ V2

2
þ g is the total enthalpy (J/kg).

The mass balance for the control volume is:

dM

dt
¼

X
_msu �

X
_mex ð32:2Þ

The total energy of the control volume Ecv can be reduced to internal energy Ucv neglecting kinetic and potential energies.

The left side of the conservation of energy equation can be written as

dEcv

dt
¼ dUcv

dt
¼ m

du

dt
þ u

dm

dt
ð32:3Þ
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The change of the specific internal energy u for the control volume is

du ¼ CvdT þ T
∂P
∂T

� �
v

� P

� �
dv ð32:4Þ

The specific internal energy u can be written as u ¼ h � Pv, where h is the specific enthalpy, such that Eq. (32.3) can be
written as

dUcv

dt
¼ mCv

dT

dt
þ T

∂P
∂T

� �
v

dV

dt
� V

dm

dt

� �
� P

dV

dt
þ h

dm

dt
ð32:5Þ

Uniform pressure and temperature can be assumed for each control volume and the work term _W ¼ ∂W
∂t on the right

hand side of Eq. (32.1) can be expressed as

_W ¼ �P
dV

dt
ð32:6Þ

The first law of thermodynamics for the control volume becomes

mCv
dT

dt
þ T

∂P
∂T

� �
v

dV

dt
� V

dm

dt

� �
þ h

dm

dt
¼ _Q þ

X
_minhin �

X
_mouthout ð32:7Þ

Equation (32.7) can be arranged to

dT

dt
¼ 1

mCv
�T

∂P
∂T

� �
v

dV

dt
� v _min � _moutð Þ

� �
�
X

_min h� hinð Þ þ _Q

� �
ð32:8Þ

by applying mass balance equation (32.2) for h ¼ hout. The temperature change with respect to orbiting angle can be

obtained from Eq. (32.8) if angular speed w is expressed as

w ¼ dθ

dt
ð32:9Þ

Substituting Eq. (32.9) into Eq. (32.8) yields

dT

dθ
¼ 1

mCv
�T

∂P
∂T

� �
v

dV

dt
� v=wð Þ _min � _moutð Þ

� �
�
X

_min=wð Þ h� hinð Þ þ _Q=w
� 	� �

And the mass balance equation becomes

dM

dθ
¼

X
_min=w


 �
�

X
_mex=w


 �
ð32:10Þ

In Eq. (32.8), independent variables temperature T and mass m should be integrated for the first order differential

equation. Applying the mass balance equation (32.10) and the equation of temperature distribution with respect to orbiting

angle (32.9) the thermophysical properties in each chamber can be evaluated as a function of the orbiting angle (θ).
There are different types of heat transfer mechanisms in a scroll compressor including between:

1. The shell of the scroll compressor and the fluid in suction

2. The fluid and motor, oil, scrolls (electromechanical losses)

3. The shell of the scroll compressor/expansion and the fluid in discharge

4. The fluid and the ambient

It can be assumed that the wall temperature is constant at Tw The steady-state energy balance for the wall can be given as

_Qex � _Qsu � _Qamb � _W loss ¼ 0 ð32:11Þ
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The suction heat transfer assuming constant envelope temperature for the isothermal heat exchanger and uniform wall

temperature is

_Qsu ¼ _mcp Tsu, 1 � Tsuð Þ ¼ εsu _mcp Tw � Tsuð Þ ¼ 1� e
�AUsu

_Mcp


 �" #
_mcp Tw � Tsuð Þ ð32:12Þ

The discharge heat transfer under the same conditions and assumptions [12, 18]:

_Qex ¼ _mcp Tex � Tex, 1ð Þ ¼ εsu _mcp Tex � Twð Þ ¼ 1� e
�AUsu

_Mcp


 �" #
_mcp Tex � Twð Þ ð32:13Þ

where AUsu can be written in terms of nominal heat transfer coefficient (AUsu,n) which is given by Bergman [19] to develop

the model for a turbulent flow through a pipe by the Reynolds number as follows [20]:

AUsu ¼ AUsu,n _m= _mnð Þ0:8 ð32:14Þ

The ambient heat transfer can be evaluated by the following equation introducing a global heat transfer coefficient

(AUamb):

_Qamb ¼ AUamb Tw � Tambð Þ ð32:15Þ

After defining the properties of the fluid and the volume of the chambers as a function of the orbiting angle there is a need

to develop a model to analyze and describe the main features of the machine regarding the energy efficiencies and fluid flow

characteristics with a limited number of parameters.

The model proposed by Winandy et al. [20] and Lemort et al. [21] was modified to be able to predict the characteristics of

the flow and the thermodynamic process of the scroll machine converting from scroll compressor to scroll expander and to

improve the modeling of heat pump systems.

The schematic representation of the evolution of the refrigerant through the scroll machine is given for both the

compressor and expander case in Fig. 32.2. In this study the heat up in suction and cool down in discharge are not taken

into account considering the compression and expansion process of the refrigerant in a scroll machine.

The compression process can be decomposed into two parts:

1. Isentropic compression (1 ! 2s)

2. Isochoric pressure rising (2s ! 2a)

The expansion process can be decomposed into two parts:

1. Isentropic expansion (1 ! 2s)

2. Constant volume pressure rebuild (2s ! 2a)

The equations describing the thermodynamic model will be given in terms of heat transfer, the internal leakage, and

pressure drop to describe the compression and expansion processes separately.

2s
2s

2a
2a

1
1

Q

ba

Q

Win

Wout

s = const
s = const v = const

v = const

Fig. 32.2 Scroll machine models for (a) compressor and (b) expander
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Figure 32.2 introduces scroll machine models functioning as a compressor (a) and expander (b). Assume that a low

pressure gas is to be compressed (Fig. 32.2a) from state 1. The compression process in positive displacement compressors

implies closing the volume of gas in a compression chamber, which reduces its volume according to the built-in volume

ratio. One assume that no leakages and no heat transfer occurs during the theoretical compression process represented from

state 1 to state 2s as an isentropic one. The amount of work required for this part of compression process is denoted Ws.

In real compression processes the gas does not evolve isentropically and more work is consumed. The additional work is

in fact transformed into heat that increases the entropy and enthalpy of the gas. Therefore, after the isentropic process 1–2s it

follows an isochoric process with rising pressure driven by heat addition. The added heat originates from the input work,

which is partially destroyed such that Q ¼ Win � Ws (see Fig. 32.2a). After the isochoric process the working fluid achieves

state 2a. Eventually a part of the discharged gas flows back to suction as leakage flow. The leakage flow rate can be estimated

from energy balance applied to simplified model. The energy balance can be written it as follows, in the compressor case.

The isentropic compression work is

_W s ¼ _m þ _mleakð Þ h2s � h1ð Þ ð32:16Þ

where _m is the net mass flow rate, and _mleak represents the internal leakage flow rate. The summation _m þ _mleak is the mass

flow rate actually circulated through the compressor. In order to compensate the irreversibilities (leakages and heat

exchange) more work input is needed to drive the compressor, such that _W in ¼ _W s þ _Q. Assuming that most of the

irreversibilities are due to leakage flows, it becomes possible to calculate the leakage flow rate from an energy balance:

_Q ¼ _W in � _W s ¼ _m þ _mleakð Þ h2a � h2sð Þ ¼ _mleak h2a � h1ð Þ: ð32:17Þ

Therefore, noting also that v2a ¼ v2s one solves for _mleak and obtains

_mleak

_m
¼ h2a � h2s

h2s � h1
: ð32:18Þ

A leakage flow coefficient ζ ¼ CfAleak can be determined if one solves volume equation for known pressure difference

across the compressor

_mleak ¼ ζ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2a=v2a � P1=v1

p
ð32:19Þ

where Cf is the specific flow coefficient per average leakage area Aleak.

The simplified model for the expander is introduced in Fig. 32.2b. In this case, a part of the main flow by-passes the

expander and dissipates power as it flows over the expander’s “flow resistance”; this is the leakage flow, _me, leak. The

expansion process according to the simplified model, evolves first isentropically from state 1 to 2s followed by, a constant

volume pressure rebuild 2s–2a. At the reverse operation—as expander—a reasonable assumption is to consider that the

leakage coefficient remains the same. Therefore, denoting expander’s states with index “e” one has the following equations

that can be written for the expander to apply for the thermodynamic modeling [22].

ve,2a ¼ ve, 2s

_me, leak ¼ ζ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pe,1
ve, 1

� Pe,2a

ve,2s

s

_W e, s ¼ _me � _me, leakð Þ he,1 � he, 2sð Þ
_Qe, diss ¼ _me, leak he,1 � he, 2sð Þ
_W e,out ¼ _W e, s � _Qe, diss ¼ _me he, 1 � he, 2að Þ

8>>>>>>>>>><
>>>>>>>>>>:

ð32:20Þ

From Eq.(32.20) one can determine the ratio

_me

_me, leak
¼ 2� he,1 � he,2s

he, 2a � he,2s
, ð32:21Þ

which is important for calculating the mass flow rate through the expander.
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Pump

Process 1 ! 2 in Fig. 32.1b implies an increase in the pressure resulting from using the pump. The driving mechanism of the

ORC is the pump since it ensures the circulation.

The energy balance equation for the pump is

m1
:
h1 þ _Wp ¼ m2

:
h2 ð32:22Þ

The pump power can be expressed as

Wp

: ¼
_Wp, ideal

ηp
¼ _m h1 � h2sð Þ

ηp
ð32:23Þ

where _Wp, ideal is the ideal work that should be supplied for the pump, ηp is the isentropic efficiency of the pump, _m is the flow

rate of the working fluid, h1 and h2s are the inlet and outlet enthalpies of the refrigerant for the ideal case.

The actual specific enthalpy can be given as

h2 ¼ h1 �
_Wp

_m
ð32:24Þ

Boiler

The pressure of the working fluid stays constant during the heat addition process in boiler. The boiler heats the working fluid

at the pump outlet to the turbine inlet condition, which can be saturated or superheated vapor.

The energy balance equation for the boiler is

m2
:
h2 þ _Qin ¼ m3

:
h3 ð32:25Þ

The heat transfer rate from the boiler into the working fluid is given by

_Qb ¼ _m h3 � h2ð Þ ð32:26Þ

where h3 and h2 are the enthalpies of the working fluid at the exit and inlet of the boiler.

Expander

In the expander, the superheated or saturated vapor working fluid passes through the scrolls of the expander to rotate the shaft

to generate mechanical power. The pressure decreases in the expansion process due to the volume increase of the chambers

between the fixed and orbiting scroll [23].

The energy balance equation for the expander is

m3
:
h3 ¼ m4

:
h4 þ _We ð32:27Þ

The expander power can be given as

_We ¼ _We, idealηe ¼ _m h3 � h2ð Þηe ð32:28Þ

where We,ideal is the ideal power of the expander, ηe the expander isentropic efficiency, and h3 and h4s the enthalpies of the

working fluid at the inlet and outlet of the expander for the ideal case. The actual specific enthalpy of the working fluid at the

expander exit is

h4 ¼ h3 � _we

m
ð32:29Þ
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Condenser

The low pressure and temperature working fluid leaving the expander rejects the latent heat to the environment or condenser

coolant by heat exchanger through a constant-pressure phase change process.

The energy balance equation for the condenser is

_m4h4þ ¼ _Qout þ _m1h1 ð32:30Þ

The condenser heat rate, _Qc, which is the rate of latent heat rejection from the condensing working fluid, can be expressed

as

_Qc ¼ _m h1 � h4ð Þ ð32:31Þ

Cycle Energy Efficiency

The thermal efficiency is defined as the ratio between the net power output of the cycle and the boiler heat rate as follows:

ηen ¼
_We � _Wp

_Qin

ð32:32Þ

Results and Discussion

Several working fluids for Rankine cycle were investigated. For each studied case the expander geometry has been adjusted

with respect to the rolling angle only. The rolling angle and Rankine cycle parameters were determined by a trial and error

method. The results are summarized in Table 32.1 where six working fluids were investigated. The working fluid is

originally used for the scroll compressor, R404a, that gave the best performance. Two cases were analyzed with R404a.

In the first case the rolling angle has been reduced to 27 rad. The corresponding built-in pressure ratio in this case becomes

3.0. In this situation, a supercritical Rankine cycle has been implemented for a maximum pressure and temperature values of

38 bar and 139 �C. The cycle is illustrated in Fig. 32.3, and the corresponding efficiency is 25 %. The cycle configuration

offers a good opportunity for internal heat regeneration between streams 2–3 and 5–1. For this reason, the resulted efficiency

is exceptionally high.

Table 32.1 Scroll expander and Rankine cycle parameters with various working fluids

Working fluid φe (rad) rv Vsuc (ml/rev) Pmax (bar) Tmax (
oC)

R404a 27 3.0 54 38 139

R404a 57a 7.3 128 68 264

R141b 33 3.8 68 30 178

R141b 69a 9.2 161 54 338

NH3 57a 7.3 128 60 173

NH3 29 3.3 61 33.5 91

R134a 57a 7.3 128 40 170

R134a 28 3.1 59 22.3 89.4

R123 185a 25 447 21 230

R123 90 10.6 206 11.7 121

Toluene 725a 100 1,790 20 273

Toluene 352 42.4 824 11.1 143

aNo modification of scroll geometry
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Here, the first law analysis is performed and corresponding energy efficiencies are evaluated for modified and unmodified

scroll geometries with different organic fluids and the results are given in Fig. 32.4. The configuration given in Fig. 32.3 with

R404a involves modifications of the scroll geometry. This configuration described above achieves 18 % efficiency. The

other working fluid that shows a good performance is R123a; however, Table 32.1shows that the rolling angle is very high

which results in a less compact design with 17 % efficiency. Toluene requires an expansion ratio of 100, leading to a massive

expander with 725 rad rolling angle, which is not practical. All other studied fluids show lower efficiency and therefore

appear to be less attractive for implementation. Note that the efficiency listed in Fig. 32.4 is the general efficiency of Rankine

cycle, defined as useful output over heat input.

Table 32.1 indicates that if no modifications are made to the scroll machine, the appropriate choice of working fluid for

Rankine cycle is R134a because the resulted efficiency is good (12 %) and the maximum level of pressure and temperature in

the system does not require modification of the housing. If modification of the housing is to be considered only with respect

to maximum pressure and temperature but not to the scroll geometry modifications, then the original working fluid can be

used. In this case, the pressure that needed to be withstood is more than triple and the temperature is 100 �C higher, while the
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cycle efficiency is 18 %. The best results are obtained with R404a and the built-in ratio is reduced from 7.3 to 3. The scroll

rolling angle is 27 rad, the temperatures and pressures in the system are reasonably low and are suitable for low temperature

heat engine, and the energy efficiency will reach 25 %. The T-s diagram of the cycle for R404a with modified scroll

geometry is given in Fig. 32.4. It can be observed from Fig. 32.4 that the energy efficiency of the Rankine cycle is strongly

depended on the scroll expander geometry.

For all the organic working fluids, the efficiency can be improved by modifying the geometry in order to be able to

calculate the most appropriate built-in volume ratio for the scroll machine. The rolling angle is the most important geometric

parameter since it defines the length of the scroll and the number of loops through the expansion process [24–26]. Built-in

volume ratio of the scroll expander is modified with respect to the rolling angle and influence of the modified geometry on

the efficiency is evaluated for different working fluids as shown in Fig. 32.4.

The optimum rolling angle of the scroll expander for each organic fluid is evaluated and results are given in Table 32.1 to

obtain an appropriate built in volume ratio for the best possible cycle efficiency. The results are provided in Fig. 32.4, and the

modified geometry is shown by the columns labelled in red. R404a clearly gives the best result for the modified geometry

and the energy efficiency is increased from 19 to 25 % (see Fig. 32.4). R123 and Toluene are the other working fluids which

have relatively higher energy efficiencies compared to other organic fluids for the modified and unmodified cases of the

scroll expander geometry as can be observed in the figures.

The effect of increased rolling angle on the energy efficiency of the cycle is shown in Fig. 32.5. Some fluids were omitted

from the figure in order to analyze easily. It can be observed that the energy efficiency decrease for all the fluids with the

increment of the rolling angle. In order to be able to obtain an optimum built-in volume ratio for the scroll machine, rolling

angle should be decreased to the value that the rate of increase for the net work output from the scroll expander over the total

heat input from the boiler has reached to the maximum value for the supercritical temperature condition at the expander inlet.

The number of rotations of the orbiting scroll with respect to the fixed scroll is limited by the rolling angle. The produced

shaft power will be lower for reduced rolling angles, however the efficiency will increase until the optimum built-in volume

ratio is obtained for the scroll expander through the optimization process.

Figure 32.6 shows the variation of the system energy efficiency with respect to the boiler outlet temperature. The effect of

superheating of the working fluid over the energy efficiency of the cycle is shown in the figure for the temperature ranges that

vary from the saturation temperature to the critical temperature. The isentropic efficiencies of the expander and pump are

taken to be 80 %. The condenser temperature and boiler pressure were kept constant at 25 �C and 1 MPa, respectively in

order to generate the figure. It shows that the efficiency of the cycle for the organic fluids is a weak function of the boiler

outlet temperature since it remains approximately constant or slightly increases with the increment of the boiler outlet

temperature. It can be concluded that organic fluids do not need to be superheated to increase the energy efficiency of the

cycle. It can be observed that R404a shows the best energy efficiency while NH3 has the lowest efficiency for the

temperature range from 300 to 500 K. The figure clearly illustrates that organic fluids can be used to produce power from

low-temperature waste heat.

Figure 32.7 shows the variation of the system energy efficiency with the expander inlet pressure. Expander inlet

temperature remained at saturated conditions for the constant condenser temperature of 25 �C and the maximum pressure
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used for each fluid was the critical pressure. The isentropic efficiencies of the expander and pump were taken to be 0.80 for

the analysis. It can be observed from Fig. 32.7 that the system energy efficiency increases with the increment of the expander

inlet pressure for all fluids. Both the net work and the boiler heat increase with an increase in the inlet pressure. However the

percentage of increase of the net work is higher than that of increase of the boiler heat. Therefore the ratio of the net work to

the boiler heat increases with the expander inlet pressure. R404a shows the best energy efficiency for a range of pressure

between 0.5 and 4.0 MPa.

The variation of the mass flow rate needed to generate the same power output with the expander inlet pressure is shown in

Fig. 32.8. Using the same conditions given in Fig. 32.6 and a fixed power output of 1.7 kW the figure is generated. It can be

observed that the mass flow rate needed decreases with the increment of an expander inlet pressure. The reason is due to the

increase in the net work output of the cycle with the increment of the expander inlet pressure. These results agree well with

the results obtained from Fig. 32.6, because an increment of the net work represents an increase in the cycle efficiency.

R141b requires the highest mass flow rate for the pressure range from 0.5 to 4.0 MPa and R134a needs the lowest mass flow

rate for the expander inlet pressure of 2 MPa and above.

Figure 32.9 shows the variation of energy efficiency with the condenser outlet temperature for the constant boiler pressure

at 2.5 MPa. It can be observed form the figure that the system energy efficiency decreases linearly with the increase in the
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condenser outlet temperature. The isentropic efficiencies of the expander and pump were 0.85. The results obtained from

Fig. 32.9 agree well with the results shown in Figs. 32.6 and 32.7 where R404a and NH3 show the best and worst energy

efficiencies among the evaluated working fluids.

Conclusions

The resulting ORC is non-realizable with a low efficiency of 14 % since the sink temperature for the cycle is far below the

normal environmental temperature. In order to run a feasible Rankine cycle with the selected expander, without changing the

scroll geometry and the working fluid, the upper pressure and temperature must be increased. It is found that by increasing

the pressure and temperature at the expander intake to supercritical value, that is 68 bar and 264 �C, the cycle becomes

realizable and achieves an efficiency of 18 %.

Several working fluids for Rankine cycle are investigated for the modified scroll geometry. The results showed that the

rolling angle of the scroll machine should be modified in order to obtain an appropriate built-in volume ratio. First- and

second-law analysis showed that energy efficiency of the Rankine cycle is strongly depended on the geometry of the scroll

expander. Built-in volume ratio of the scroll expander is modified with respect to rolling angle and the influence of the

modified geometry on the efficiency is evaluated for different working fluids. The results show that it is possible to improve

the efficiency of the cycle by adjusting the scroll geometry for all fluids. R404a clearly gives the best results for the modified
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geometry and the energy efficiency is increased to 25 % from 19 %. It can be said that the rolling angle should be reduced to

have an optimum built-in volume ratio for the cycle in terms of appropriate temperature and pressure range that will ensure

higher energy efficiency.

A parametric study is performed in order to evaluate the influence of the geometric and thermodynamic parameters on the

cycle performance. It can be concluded that organic fluids need to be superheated as the cycle thermal efficiency remains

approximately constant when the inlet temperature of the expander is increased. It can be also concluded that the thermal

efficiency of ORC increases when the condenser temperature is decreased. Therefore using ORC in locations with low

ambient temperature will be more effective.

Design optimization of the geometry showed that the mass flow rate can be improved when the radius increases to 1.25

time the original designed radius, but the radius of the basic circle needs to be reduced to 0.75 times the original radius

in terms of achieving the best possible efficiency for the scroll expander. Therefore it can be said that the designed radius

(rb/rb,design ¼ 1) is an optimum value since the mass flow rate and the expander efficiency are both close to their maximum

value. The leakage rates and the rotation angles for different inlet pressures and rotating speeds of n ¼ 956 rpm and

n ¼ 2,847 are compared, and these show that every curve has a jump at a rotation angle of 210�. The reason is that the

expansion pocket opens up to the discharging region and the leakage mode changes at this angle.

The procedure can be applied for the conversion of scroll compressors use in reverse, as expanders for Rankine cycles

applications. Through an appropriate modeling, scroll compressors can be used to predict the operation in reverse, as

expanders. If no modifications are made to the scroll compressor, the efficiency of the Rankine cycle will result low because

the built-in volume ratio is not adapted to the cycle configuration for the same pressure and temperature levels in the expanders

Nomenclature

A Area (m2)

cp Specific heat at constant pressure (J/kg K)

cv Specific heat at constant volume (J/kg K)

Cd Discharge coefficient

Cf Specific flow coefficient

D Diameter (m)

E Total internal energy (J)

g Gravity of earth (m/s2)

h Specific enthalpy (J/kg)

hc Convective heat transfer coefficient (W/m2�K)

hs Scroll height (m)

k Specific heat ratio

L Length (m)

m Mass (kg)

_m Mass flow rate (kg/s)

N Rotational speed (Hz)

P Pressure (Pa)

Q Heat (J)
_Q Heat rate (J/s)

r Radius (m)

rb Radius of the basic circle of the scroll (m)

ro Orbiting radius of the rotating scroll (m)

rv Built-in volume ratio

s Specific entropy (J/kg�K)

t Scroll thickness (m)

T Temperature (�C)
u Specific internal energy (J/kg)

U Internal energy (J)

v Velocity (m/s)

v Specific volume (m3/kg)

V Volume (m3)

Ved Expander discharge chamber volume (m3)

Vee Expander expansion chamber volume (m3)

Vei Expander intake chamber volume (m3)

W Work (J)
_W Work rate (J/s)

Win Total work input to the compressor (J)

Wout Net work output from the expander (J)

Ws Total work output for the expander (J)

z Height (m)

Greek Letters

v Specific volume (m3/kg)

w Rotational speed (rad/s)

ƺ Leakage flow coefficient

δ Gap (m)

Δ Difference

ε Effectiveness

η Efficiency

θ Orbiting angle (rad)

ρ Density (kg/m3)

φ Involute angle (rad)

φe Rolling angle (involute ending angle) (rad)

φi,s Starting angle of the inner involute (rad)

φi0 Initial angle of the inner involute (rad)

φo,s Starting angle of the outer involute (rad)

φo0 Initial angle of the outer involute (rad)
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Subscripts

a Actual

amb Ambient

b Base circle

c Curvature

conj Conjugate

cp Compressor

CV Control volume

d Discharge

diss Dissipated

e Expansion

en Ending

exh Exhaust

exp Expander

fix Fixed

i Initial

l Low

leak Leakage

loss Mechanical loss

mot Motor

o Outer orbiting radius

orb Orbiting

plen Plenum

rad Radial

s Isentropic

su Supply

suc Suction
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Energy Analysis of Hydrogen Production from a Hybrid
Wind Turbine-Electrolyzer System 33
Ersin Akyuz, Zuhal Oktay, and Ibrahim Dincer

Abstract

In this study, the energy performance of hybrid wind-hydrogen system is investigated. In addition to energy performance,

a cost analysis of hydrogen production is also carried out for stand-alone system for different PEM electrolyzer capacities.

Monthly efficiency variations for wind turbine operation for the total system are calculated and maximum efficiency

values obtained as 22 % and 11.9 %, respectively. Energy efficiency of the PEM electrolyzer is determined for different

temperature and electric current values. The results show that increasing the working temperature from 35 �C to 75 �C
increases the energy efficiency of PEM electrolyzer from 62 % to 70 % at 30 A current. Hydrogen cost is calculated by

economic analysis of wind-electrolysis-hydrogen production systems using the present-value method. The lowest cost at

6 m/s wind speed is calculated as 23.6 US$/kg. The size of electrolysis unit gains importance in regions with high annual

average wind speed. In this regard, the optimum size is determined as 0.7 kW. The lowest cost at 6 m/s wind speed is

calculated as 23.6 US$/kg. Furthermore, economics of wind-hydrogen system not only depends on the cost of wind

turbine and electrolyzer but also on the configuration and resources.

Keywords

Hydrogen production � Hybrid system � PEM electrolyzer � Energy � Cost � Efficiency

Introduction

Hydrogen is proposed as one of the most promising solution as a mid- and long-term energy carrier for transport and

electricity generation with regard to fossil fuels scarcity and the necessity of reducing greenhouse gas emissions. One of the

main challenges is to develop a sustainable and cost-efficient process for hydrogen production. Together with electrolyzer

and fuel cell technologies, hydrogen can provide a potential solution to this challenge. In addition, the use of hydrogen as a

clean transportation fuel will bring a strong need for renewable hydrogen generation. Furthermore, energy available for

hydrogen production is strongly dependent on the wind energy resources [1–3].

E. Akyuz (*)

Mechanical Engineering Department, Faculty of Engineering, Balikesir University, 10110 Balikesir, Turkey

e-mail: akyuz11@gmail.com

Z. Oktay

Energy System Engineering Department, Faculty of Engineering, Recep Tayyip Erdogan University, Rize, Turkey

e-mail: zuhal.oktay@gmail.com

I. Dincer

Faculty of Engineering and Applied Science, University of Ontario Institute of Technology (UOIT),

2000 Simcoe St. N., Oshawa, ON, Canada L1H 7K4

e-mail: ibrahim.dincer@uoit.ca

I. Dincer et al. (eds.), Progress in Exergy, Energy, and the Environment,
DOI 10.1007/978-3-319-04681-5_33, # Springer International Publishing Switzerland 2014

377

mailto:akyuz11@gmail.com
mailto:zuhal.oktay@gmail.com
mailto:ibrahim.dincer@uoit.ca


Wind energy is becoming a competitive option for both small and large-scale power plant applications due to gradual

reduction in its investment cost. Several wind-hydrogen hybrid energy systems have been investigated by scientists over

the past decade. Both grid dependent systems and stand-alone applications have great significance in terms of performance

and cost. Hydrogen can also be used to feed an energy conversion device which will act as a secondary power source

during periods of high demand. Hydrogen could be produced by an electrolyzer powered by the excess electrical energy

from the renewable energy source [4].

Many scientists have focused on the feasibility and system performance of hybrid renewable energy systems with a

view to the production of hydrogen, mainly concentrating on solar, wind, and geothermal energy options [5–15].

The effect of operating parameters of the PEM electrolyzer, such as PEM operating temperature and current density,

on PEM electrolyzer energy efficiency was studied by [16]. Parametric analyses were performed to investigate the effect

of important design and operating parameters on the plant energy conversion efficiency. The results show that the energy

efficiency of PEM electrolyzer increases with increasing temperature and decreases with current density.

A comprehensive mathematical model of a small wind-hydrogen stand-alone power system was investigated by

Khan [17]. He focused on the dynamic and nonlinear model for a more realistic system simulation significantly affecting

the system behavior. Also, control system and dynamic systems performance test were carried out.

An important experimental study was carried out by [2] on a combined wind and solar (PV) system operating at the

Hydrogen Research Institute (HRI) of the Université du Quebec, Trois Rivieres. Photovoltaics and wind turbines were used

to generate hydrogen in the system designed as a stand-alone for remote area applications and a wind/solar hybrid energy

system working on small 5 kW electrolyzer.

Gokcek [4] studied the tecno-economic performance of stand-alone wind-hydrogen energy systems for remote areas in

Turkey. Cost calculations and hydrogen generation were evaluated for different hub heights ranging from 12 m to 60 m.

The proposed study is conserned with the hybrid wind turbine electrolyzer system. It is proposed that the wind energy

produced is delivered directly to the electrolyzer for hydrogen production. The aim of this study is to evaluate the energy

performance of hybrid wind-hydrogen energy systems. In addition to energy performance, a cost calculation of hydrogen

was also carried out for stand-alone systems of different PEM electrolyzer capacities.

Analysis

Hybrid Wind Turbine Electrolyzer

The basic components of the wind-hydrogen power system are given in Fig. 33.1. The Bergey XL-1 kWmodel wind turbine,

at a hub height of 15 m, is used for the calculations. The wind turbine system is composed of a permanent magnet WT that

can deliver a maximum output power of 1,000 W at 11 m/s of wind speed. The voltage produced by these sources is

regulated and converted to 24 V on a power controlled center. The wind turbine produces DC electricity, which is transferred

to DC-buck convert. In order to determine the 1 h time step of average energy flows throughout 1 year, MATLAB-Simulink

was used to simulate and optimize the annual performance of the system. The commercial PEM electrolyzer system is used

for the production of hydrogen. The electrolyzer consists of one cell, the water treatment unit, and the hydrogen generator at

process pressure without a compressor. PEM electrolyzer has a capacity of 150 ml/min of H2 production.

Wind Energy System

The number of studies on the application and effects of wind energy has rapidly increased in the world, so the efficiency

of wind energy constructions has gained importance. Theoretically, maximum advantage an efficiency of 59.2 % from

blowing wind according to the Betz Criteria. Today, wind energy ratio of around 40–45 % can be achieved by modern wind

turbine types. In order to extract the maximum possible power, it is important that the blades of small wind turbines start

rotating at the lowest possible wind speed. In the conventional windmill model, the wind power Pi is found as follows:

Pi ¼ 0:5 � ρ � π:R2 � Vw
3 ð33:1Þ
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where ρ, R, and Vw represent the air density, rotor radius, and wind speed, respectively. The windmill power is given by

Pw ¼ Cp � Pi ð33:2Þ

For the wind turbine dynamics, Eq. (33.3) is used for the Simulink model power coefficient [Cp(λ, ϑ)] changing with tip

speed ratio λ and blade pitch angle ϑ, which is based on the turbine model characteristics of [18], given by

Cp ¼ 0:22:
116

λ
� 0:4:ϑ� 5

� �
:e

�12,5
λi ð33:3Þ

1

λi
¼ 1

λþ 00:8 � ϑ� 0:035

ϑ3 þ 1
ð33:4Þ

Figure 33.2 shows MATLAB-Simulink model. It was used to calculate energy efficiency and energy generation of wind

turbine in the study.

PEM Electrolyzer

Typical industrial electrolyzers consume electricity between 4.5 and 6.0 kWh/Nm3, corresponding to an energy efficiency

of 65–80 %, and advanced electrolyzers were reported with an efficiency of 90 %. Typical industrial electrolyzers have

electricity consumption between 4.5 and 6.0 kW h/Nm3, corresponding to an efficiency of 65–80 %, and advanced

electrolyzers have been reported with an efficiency of 90 % [18]. The voltage efficiency of the electrolyzer is defined by

ηv ¼
1:48

Velc
:100% ð33:5Þ

According to Faraday’s law, the amount of hydrogen produced in the electrolyzer can be calculated by [19]

melc ¼ ielc:n

2:F
ηi mol=s½ � ð33:6Þ

Fig. 33.1 Schematic diagram of wind-hydrogen experimental system
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where ielc is the current through the electrolyzer, n is the stack number in the electrolyzer, F is Faraday Constant, and ηi is
the current efficiency of the electrolyzer [20].

The efficiency of an electrolyzer is inversely proportional to its cell potential. Electrolyzer efficiency could be determined

by the current density, and it directly corresponds to the rate of hydrogen production per unit of electrode active area.

The energy efficiency of the PEM electrolyzer is given as

ηelc ¼
HHVð ÞH2

� nH2X
Welc

ð33:7Þ

where the higher heat value (HHV) of hydrogen is used for PEM efficiency calculation as 39 kWh/kg.

Economic Evaluation

The life cycle cost (LCC) analysis is a useful tool for the comparison of the ultimate delivered costs of technologies using

different cost structures. Rather than comparing only the initial capital costs or the operating costs, LCC analysis seeks to

calculate the cost of delivering a service over the life of the project. The final cost per kg-H2 is estimated to be independent of

the technology that was used to produce the hydrogen. The cost of hydrogen can be given in terms of its total present value

(TPV), as follows [21]:

TPV ¼ Initial costþ
X

O&Mþ
X

Replacement ð33:8Þ

Cost $=kgH2ð Þ ¼ TPV � CRF
Annual H2 production

ð33:9Þ

where CRF is the capital recovery factor and defined as

CRF ¼ 1þ Rð ÞN � R
1þ Rð ÞN � 1

ð33:10Þ

In the analysis, the following assumptions are satisfactorily made:

• The net discount rate (R) and economic evaluation period (N) are taken as 8 % and 25 years, respectively.

• The economic lifetime for the converter and PEM electrolyzer is taken as 15 years.
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Fig. 33.2 MATLAB-Simulink model for the wind turbine

380 E. Akyuz et al.



• The operation and maintenance costs are taken as 5 % of initial cost of the wind turbine.

• The total system cost per kWp of wind energy system is about 2,500 US$, and the DC–DC converter and electrolyzer cost

about 6,000 US$.

Results and Discussion

In the study, a wind-PEM electrolyzer system is modeled, and performance evaluation is made for hydrogen production.

In addition, the hourly average wind speed is used in order to obtain the electric energy output of the wind turbine. Hydrogen

generation via electrolysis and electric generation from the wind turbine are shown in Fig. 33.3.

In order to determine the energy performance of PEM electrolyzer at different current densities and temperatures, the cell

current, temperature, voltage, and hydrogen production rate of PEM electrolyzer are measured and recorded to data logger.

As can be seen from Fig. 33.4, the energy efficiency of the PEM electrolyzer decreases with current density. The total energy

input increases with current density at a rate higher than the energy output. At low current density, the electrical energy

4.50

4.00

3.00

2.00

1.00

0.00

M
on

th
ly

 H
yd

ro
ge

n 
G

en
er

at
io

n 
(k

g)

E
le

ct
ric

ity
 G

en
er

at
io

n 
(k

W
)

Months

Jan Feb Mar May Jun Jul Aug Sep Oct Nov Dec
0

100

50

150

200

250

300

350

400Hydrogen generation

Electricity generation

Apr

3.50

2.50

1.50

0.50

Fig. 33.3 Monthly electricity and hydrogen production from hybrid system

10
20

30

40

50

60

70

80

90

15 20

35 °C
75 °C

25

Electrolysis Current (A)

E
ne

rg
y 

E
ffi

ci
en

cy
 (

%
)

30 35 40

Fig. 33.4 PEM electrolyzer

energy efficiency for different

current at the temperatures of 35

and 75 �C

33 Energy Analysis of Hydrogen Production from a Hybrid Wind Turbine-Electrolyzer System 381



demand increases considerably with increasing current density, while the thermal energy input and the energy output

increase linearly with current density.

The energy efficiency of the PEM electrolyzer is determined for different temperature and current values. Figure 33.4

shows that energy efficiency increases with increasing temperature. But, the operating temperature generally should not

exceed 373 K because liquid water is needed to sustain the high ionic conductivity of the PEM electrolyte. When the

working temperature increases 35–75 �C, the energy efficiency of the electrolyzer increases 62–70 % at 30 A current.

The variation of average monthly wind speed with wind turbine and total system energy efficiency values are shown

in Fig. 33.5. It is clear from the figure that the efficiency of the wind turbine increases in parallel with the wind speed.

While the maximum efficiency of the system was found as 11.9 % in September, the minimum efficiency of system was

found as 0.8 in November.

Hydrogen production cost is calculated by economic analysis of wind-electrolysis-hydrogen production systems using

present-value method. In addition, the amounts of hydrogen which could be produced were determined annually. For a more

generalized calculation, the optimum capacity value of the electrolysis unit was achieved in the cost and energy perspective.

Also, the variable annual average amount and cost of hydrogen production were calculated for electrolysis units of

different capacities. Capacity usage rate and thus the amount of hydrogen production were found to increase in parallel with

the wind speed. The decrease in the cost of hydrogen production was lower above 5 m/s wind speed (see Table 33.1).

Consequently, it was determined that 20.3 kg hydrogen could be produced at 30.8 US$/kg on average using an

electrolysis unit of 0.56 kW with 65 % efficiency and a wind turbine of 1 kW in Balikesir region with an average wind

speed of 4.09 m/s.
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Table 33.1 Hydrogen

production cost for various

wind speed for 0.7 kW PEM

electrolyzer

Annual wind

speed (m/s)

Annual H2

production (kg/year)

Wind turbine

capacity factor (%)

Cost of H2

(US$/kg)

4 23.5 0.28 30.8

4.5 26.1 0.31 27.7

5 28.4 0.338 25.5

5.5 29.7 0.354 24.3

6 30.7 0.366 23.6
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Hydrogen production cost is investigated for different annual average wind speeds and electrolysis capacities, and

the calculation results are shown in Fig. 33.6. The cost of hydrogen production is found to be approximately the same at

4–4.5 m/s wind speeds using a 1 kW wind turbine. And there was found to be only a small difference in using 0.42 kW or

0.7 kW electrolysis units. The size of electrolysis unit gains importance in regions with high annual average wind speed. In

this regard, the optimum size was determined as 0.7 kW. The lowest cost, at 6 m/s wind speed, was calculated as 23.6 US$/kg.

Conclusions

The purpose of this study was to carry out a techno-economic analysis of hydrogen production using the wind turbine-

electrolysis hybrid system. The calculation of energy production is made by averages of the levelized cost method. The key

conclusions of this study are given below:

• In order to find a feasible system option for the wind-hydrogen system, the electrolyzer has to be chosen at a power lower

than the wind turbine’s maximum power output. In this case some of the power from the wind would be unutilized, but the

electrolyzer would operate with a higher capacity factor.

• Economics of wind hydrogen is determined by the cost of the wind turbine and the electrolyzer. Also, a feasible system

greatly depends on the configuration and resources.

• Hydrogen cost is calculated by economic analysis of wind-electrolysis-hydrogen production systems using the present-

value method. The lowest cost at 6 m/s wind speed is calculated as 23.6 US$/kg.

• Increasing the operating temperature from 35 �C to 75 �C increases the energy efficiency of the PEM electrolyzer from

62 % to 70 % at 30 A current.
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Nomenclature

A PV area (m2)

Cp Power coefficient (–)

n Stack number

P Power (W)

R Resistance

St Global solar radiation (W/m2)

T Ambient temperature (�C)
V Voltage (V)
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η Energy efficiency

ϑ Blade pitch angle (�)
λ Tip speed ratio (–)
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Abbreviations

AL Annual load (kWh)

COE Cost of energy (US$/kWh)

CRF Capital recovery factor

LEC Levelised energy cost (US$/kWh)

N Economic evaluation period (year)

NPC Net present cost (US$)

R Net discount rate

TPV Total present value (US$)
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Evaluation of Thermal Characteristics of a Borehole
Thermal Energy Storage System 34
Önder Kizilkan and Ibrahim Dincer

Abstract

Energy storage technologies are usually a strategic and necessary component for the efficient utilization of renewable

energy sources and energy conservation. Their use is important to overcome energetic and environmental issues.

Thermal energy storage (TES) serves at least three different purposes: (1) energy conservation and substitution (by

using natural energy sources and waste energy), (2) energy peak shifting (from more expensive daytime to less expensive

nighttime rates), and (3) electricity conservation (by operating efficient devices at full load instead of part load to reduce

peak power demands and increase efficiency of electricity use). Numerous TES systems have received attention for

practical applications. Underground thermal energy storage systems may be divided into two groups: (1) closed storage

systems, so-called borehole TES, in which a heat transport fluid (water in most cases) is pumped through heat exchangers

in the ground and (2) open systems where groundwater is pumped out of the ground and then injected into the ground

using wells (aquifer TES) or in underground caverns. In this study, the thermal resistance characteristics of borehole heat

exchangers of borehole TES at University of Ontario Institute of Technology (UOIT) are investigated. In this regard, the

ground thermal properties of Oshawa are studied, and a comparison of different methods for determining such thermal

resistances is made for practical applications. Finally, a thermal response test mode for BTES is illustrated.

Keywords

Thermal resistance � Thermal response test � Ground source heat pump � Borehole thermal energy storage

Introduction

Energy saving is a major task to fulfil in daily applications, due to increasing energetic and environmental issues. For energy

saving and reducing the emissions, it is required to improve the energy efficiency of systems. In addition, renewable energy

technologies have received an increasing interest for environmentally-benign applications. Heat pumps for space heating

and cooling are considered an interesting example. To improve their performances, both low temperature in heating and high

temperature in cooling operation are required. On the other hand, a suitable source or sink temperature is necessary. In

general, external air is used but in this case the energy performance is affected by climatic variations. Instead of this,

Ö. Kizilkan (*)

Department of Energy Systems Engineering, Süleyman Demirel University, Isparta, Turkey
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if available and allowed, ground water use becomes a good option under constant temperature conditions. Another

possibility is to use the ground as a heat source or sink, since its temperature is almost constant all over the year, thus

allowing smaller temperature variations than external air during both heating and cooling seasons [1].

Borehole thermal energy storage (BTES) systems use the ground as a heat source or sink for space conditioning in

residential and commercial buildings. In last decades, ground source heat pump (GSHP) systems have been used increas-

ingly around the world, because they are among the cleanest and most energy efficient air-conditioning systems for

commercial and residential buildings. A typical GSHP system mainly consists of a heat pump unit with a BTES. BTES

systems are coupled with a group of borehole heat exchangers (BHEs). BHEs are devised for the extraction or injection of

thermal energy from or into the ground. However, the thermal performance of BHEs is site-specific, due to the differences of

the underground thermal properties, sizes and configuration of BHEs, and backfill materials of boreholes [2]. The structure

and physical properties of the ground are factors affecting temperature in all zones. The temperature of the ground is a

function of the thermal conductivity, geothermal gradient, water content, and water flow rate through the borehole [3].

In a vertical U-tube ground heat exchanger, a water pump circulates fluid through pipes inserted into a borehole in the

ground. The borehole, after the insertion of the U-tube, is usually backfilled with grout or water in order to ensure good

thermal contact with the ground [4]. In Scandinavia groundwater is often used to fill the space between borehole wall and

collector wall, while otherwise it is more common to backfill with some grouting material. The advantage of using water is

cheaper installations and more easy access to the collector if needed. Grouting is on the other hand required in many counties

by national legislation in order to prevent groundwater contamination or is used to stabilize the borehole wall [5]. The

circulating fluid is usually water or a water–antifreeze mixture. A borehole heat exchanger is usually drilled to a depth

between 20 and 300 m with a diameter of 10–15 cm. A borehole system can be composed of a large number of individual

boreholes [4].

In this study, a closed BTES using BHEs at University of Ontario Institute of Technology (UOIT) in Oshawa, Canada,

is analyzed in terms of ground thermal characteristics. The underground BTES system considered in this chapter is

installed at UOIT. The UOIT campus includes four new buildings that are designed to be heated and cooled, sometimes

with renewable energy in order to minimize greenhouse gas emissions. Test drilling programs were carried out to

determine the feasibility of thermal storage in the overburden and bedrock formations at the UOIT site. In situ tests

were conducted to determine the groundwater and thermal characteristics. An almost impermeable limestone formation

was encountered from 55 m to 200 m below surface. For meeting the required energy demand, 370 boreholes, each 200 m

in depth, were used. In addition, five temperature monitoring boreholes were installed, increasing the total drilling for the

project to 75 km. Some design changes were made to the borehole heat exchangers (BHEs) as a result of the lack of

groundwater flow in the rock. The Swedish practice of water-filled BHEs was utilized instead of the North American

practice of grouted BHEs. Waterfilled BHEs improve the efficiency of the U-tube installation and extend the life of the

boreholes indefinitely (further details, see [6]).

Ground Thermal Characteristics of Oshawa

For determination of the thermal interaction of BHE with the ground, it is important to have an accurate representation of

local ground temperature since it is the temperature difference between the ground and the circulating fluid that drives the

heat transfer. The ground temperature near the surface cycles with the time of the year. These variations disappear at lower

depths, where the ground remains at its mean temperature throughout the year. An equation for calculating the ground

temperature at any time of the year was developed by Kasuda who found that the temperature of the ground is a function of

the time of year and the depth below the surface [7]. The equation is used for predicting soil temperatures, T (z, t), for any

depth z and at any time t in the year, based on the mean ground temperature (Tmean), the surface amplitude (Tamp), and the

time of the minimum surface temperature (t0) [8]. The vertical ground temperature distribution can be theoretically modeled

based on the following equation:

T z; tð Þ ¼ Tmean � Tamp

� �� exp �z
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where Tmean is the mean soil temperature, Tamp the annual surface temperature amplitude, t the “Julian day”, where t ¼ 0

refers to January 1st and t0 the day of minimal soil surface temperature, and α the thermal diffusivity of the soil (in m2/day).

The annual surface temperature amplitude Tamp can be found using the following equation [9]:

Tamp ¼ Tsurf ,max � Tsurf ,min

2
ð34:2Þ

The required ground measurement data are the mean or average ground temperatures at approximately 3 m or as deep as

is available. The data at which Tsurf,min occurs (t0) is also available. To calculate the value for t0, it is the best way counting

the number of days since January 1st, including January 1st and the day on which t0 occurs. For groundwater systems, the

entering water temperature can be approximated by the mean ground temperature. Table 34.1 contains the ground property

data for 15 Canadian locations.

The thermal conductivity of the soil and the thermal diffusivity are the two soil and rock properties that most affect the

design of the heat pump system. The thermal conductivity represents the ability of heat to travel through the ground. The

thermal diffusivity is am measure of the ground’s ability to conduct thermal energy relative to its ability to store thermal

energy. Table 34.2 provides a simplified subdivision of rock and soil properties accompanied by approximate thermal and

physical properties.

Table 34.1 Earth temperature data for various Canadian locations [7]

Location Tmean (
�C) Tamp (

�C) t0 (days)

Calgary (AB) 6.4 11.1 22

Edmonton (AB) 7.1 14.9 11

Vancouver (BC) 11.3 12.2 7

Victoria (BC) 11.8 12.2 5

Winnipeg (MB) 6.1 14.0 36

Halifax (NS) 9.0 10.2 50

St. John’s (NL) 6.7 10.0 50

Fredericton (NB) 7.7 11.6 38

Charlottetown (PE) 7.5 15.2 44

Montreal (QC) 6.4 15.1 14

Quebec City (QC) 7.4 13.5 52

Ottowa (ON) 8.9 12.6 36

Toronto (ON) 10.1 12.5 41

Oshawaa (ON) 10.3 12.9 44

Regina (SK) 4.8 15.9 36

Saskatoon (SK) 5.9 17.2 12

aData for Oshawa was obtained from [10]

Table 34.2 Thermal and physical properties of some types of rock and soil [7]

Layer material k (W/mK) α (m2/day) ρ (kg/m3) Cp (kJ/kgK)

Dense rock (granite) 3.46 0.1114 3,204.0 0.8374

Average rock (limestone) 2.42 0.0891 2,803.5 0.8374

Heavy soil—damp (clay, compacted sand) 1.30 0.0557 2,098.6 0.9630

Heavy soil—dry (clay, compacted sand) 0.87 0.0445 2,002.5 0.8374

Light soil—damp (loose sand, silt) 0.87 0.0445 1,602.0 1.0468

Light soil—dry (loose sand, silt) 0.35 0.0245 1,441.8 0.8374
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Calculation of Thermal Resistances

Thermal Resistance Inside the Borehole

Thermal resistance of fluid convection is defined as:

Rconv ¼ 1

2πrinhin
ð34:3Þ

where subscript in represents inner flow. The convection heat transfer coefficient hin, for inner flow is determined by using

Nusselt number:

Nu ¼ hindin
kfluid

ð34:4Þ

For a fully developed turbulent flow in smooth tubes, a simple relation for the Nusselt number is given by Gnielinski [11]:

Nu ¼ f=8ð Þ Re� 1000ð ÞPr
1þ 12:7

ffiffiffiffiffiffiffi
f=8

p
Pr

2
3 � 1

� � 0:5 � Pr � 2000, 3� 103 < Re < 5� 106
� � ð34:5Þ

where f is the friction factor and can be determined for smooth tubes, in turbulent flow from the first Petukhov equation [11]:

f ¼ 0:790lnRe� 1:64ð Þ�2
104 < Re < 106
� � ð34:6Þ

The fluid properties are evaluated at the bulk mean fluid temperature T ¼ (Tin + Tout)/2. Thermal resistance of

conduction in the pipe then becomes

Rcond ¼
ln

rp,out
rp, in

� �
2πkp

ð34:7Þ

where rp,in and rp,out are the inner and outer radius of the pipe and kp is thermal conductivity of pipe. Since in most of the

GSHP systems, the boreholes are usually grouted, a few of them left with groundwater to fill the space between heat

exchanger pipes and borehole wall. Few models concern the convective heat transfer in the groundwater. Also it was

reported by Gustafsson et al. [5] that most of them are dealing with regional groundwater flow, which is shown not to

influence the system except in porous ground or high fractured bedrock. None of these models concern natural convection in

groundwater filled borehole situated in solid rock without any larger fractures, which is a common situation in Sweden. In

Scandinavia groundwater is often used to fill the space between borehole wall and collector wall, while otherwise it is more

common to backfill with some grouting material [5]. Like in most GSHPs in Sweden, the system at UOIT was also built

using water as filling material.

For UOIT, the background temperature of the geologic formations at the site is 10 �C. Considering the ground

temperature, the poor quality shale groundwater, and the lack of a measurable groundwater flux in the limestone, it was

concluded that the site was ideally suited for a borehole thermal energy storage (BTES) system. No water-bearing sand

deposits were found in the 44 m of deposits (silt/clay overburden) [12].

Calculation of Thermal Resistances of Filling Material for Grouts

The three effective thermal resistances, Rconv, Rcond, and Rgrout are, respectively, the convective resistance inside each tube,

the conduction resistance for each tube, and the grout resistance. They are obtained using the analytical equation proposed

by Hellström [13]. Thermal resistance of the grout has the following expression [14]:

Rgrout ¼ 1

4πkgrout
ln

rbh
rp,out

� �
þ ln

rbh
Ls

� �
þ kgrout � ksoil
kgrout þ ksoil

ln
rbh

4

rbh4 � Ls
2

� �4
 !" #

ð34:8Þ
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where subscript bh represents borehole, kgrout is the thermal conductivity of the grout, ksoil is the ground thermal

conductivity, and Ls is the center-to-center distance between the two pipes (Fig. 34.1).

Thermal resistance of grout can be computed by shape factor method and equivalent diameter method. The shape factor

method is used to describe the heat conduction characteristics of a complicated geometry [15].

Rgrout ¼ 1

kgroutβ0
dbh
dout

� �β 1
ð34:9Þ

where β0 and β1 are the shape factors of Rgrout, whose values depend on the relative location of U-tube pipes in the borehole.

Remund [16] studied three configurations as shown in Fig. 34.2; the corresponding values are provided in Table 34.3. To be

mentioned, configuration B would be an appropriate design assumption in most situations, as it represents an average

spacing along the entire borehole length. While configuration A is a conservative design assumption, configuration C is a

risky design assumption [15].

Equivalent diameter method means the two legs in the U-tube are replaced by a single concentric cylindrical heat source

(or sink); the equivalent diameter given by Claesson and Dunand [17] is given as follows:

de ¼
ffiffiffi
2

p
dout ð34:10Þ

The equivalent diameter given by Gu and O’Neal is as follows [15]:

de ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2doutLs

p
dout < Ls < dbhð Þ ð34:11Þ

Grout

Heat Exchanger Pipe

Borehole Wall

LS

rbore

rp,out rp,in

Fig. 34.1 Cross section of

geothermal vertical borehole [14]

Fig. 34.2 Configurations

of U-tube pipes in borehole [15]
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When equivalent diameter method is used for computing the thermal resistance inside the borehole, thermal resistance of

fluid and pipe should remain constant; the mass flow rate and heat capacity of the fluid should also be constant. Application

of this method is especially advantageous when an analytical solution developed for a single cylindrical source is

available [15].

Rgrout ¼ 1

2πkgrout
ln

dbh
de

� �
ð34:12Þ

Another commonly used relation for Rgrout is the multipole model of Bennet et al., which is an extension of the relation

presented by Hellström, and is given by the following expression [18,19]:

Rgrout ¼ 1

2πkgrout
ln

x1x2
1þ4σ
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ð34:13Þ

where

x1 ¼ rbh
rp,out

ð34:14Þ

x2 ¼ 2rbh
Ls

ð34:15Þ

x3 ¼ x2
2x1

ð34:16Þ

σ ¼ kgrout � ksoil
kgrout þ ksoil

ð34:17Þ

Using a numerical model presented Sharqawy et al. [20], the following alternate definition for Rgrout is obtained [19]:

Rgrout ¼ 1

2πkgrout

�1:49

x2
þ 0:656ln x1ð Þ þ 0:436

� �
ð34:18Þ

Other definitions for Rgrout also include as proposed by Shonder and Beck [21]:

Rgrout ¼ 1

2πkgrout
ln

x1ffiffiffi
2

p
� �

ð34:19Þ

and that of Gu and O’Neal [22].

Rgrout ¼ 1

2πkgrout
ln x1

ffiffiffiffiffi
x2

pð Þ ð34:20Þ

Table 34.3 Values for b0 and b1 for three configurations [16]

Configuration β0 β1
A 20.10 �0.9447

B 17.44 �0.6052

C 21.91 �0.3796
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Calculation of Thermal Resistances of Filling Material for Water

For determining the thermal resistance of filling material for water, we use the following equation [5].

Nu ¼ 0:291 Ra�ð Þ0:244A�0:238R0:442 1:8� 104 � Ra� � 4:21� 107
� � ð34:21Þ

where Ra* is modified Rayleigh number, A is the aspect ratio, and R is the radius ratio as given below [5]:

Ra� ¼ g βbw q
00
p,oou

rbh � rp,out
� �4
kbwνbwαbw

ð34:22Þ

A ¼ L

rbh � rp,out
ð34:23Þ

R ¼ rbh
rp,out

ð34:24Þ

Here, g is gravitational acceleration, β is thermal expansion coefficient, q00 is heat flux, and subscript bw is borehole water.

Thermal expansion coefficient is defined as

ρ� ρref
� �

g � �ρref β T � Tref

� �
g ð34:25Þ

Note that Littlefield and Desai suggest the following relationship of Nusselt’s number for isothermal boundary

condition [5]:

Nu ¼ 0:443 Ra�ð Þ 0:233�0:009Rð ÞA�0:245R0:44 1:5 � R � 5 10 � A � 50 Nhf � 0:5 Ra� � 108
� � ð34:26Þ

where Nhf is heat flux number, q00bw/q00p,out.

Thermal Resistance outside the Borehole

Predicting the thermal behavior inside and in the vicinity of boreholes is important to establish the required borehole length

and to determine the resulting fluid temperature. In the literature one can find several methods to calculate heat flow in the

ground around vertical boreholes. These methods can be divided into three distinct categories: analytical, numerical, and

semi-analytical models. The main advantage of analytical models is that they are simple to implement, and they lead to

relatively fast solutions. However, they are restricted to pure conduction cases. For instance, in the presence of groundwater

flow, numerical methods are necessary. A number of studies on the analytical models presented here can be found in the

literature and are reviewed briefly in the following paragraphs [14].

Kelvin’s Line Source Model
Ingersoll and Plass [23] first applied the Kelvin line source theory to buried pipe heat transfer problems. The theory assumes

that heat is obtained from an infinitely long permanent line source of heat or a sink in an infinite medium (soil) at an initial

uniform temperature T0 [15].

ΔT ¼ Tbh � T0 ¼ _qbh
2πksoil

Z1
X

e�β2

β
dβ ¼ _qbh

2πksoil
I Xð Þ ð34:27Þ

Rsoil ¼ Tbh � T0

_qbh
¼ 1

2πksoil
I Xð Þ ð34:28Þ
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where

X ¼ r

2
ffiffiffiffi
αt

p ¼ r

2
ffiffiffiffiffiffi
Fo

p ð34:29Þ

When 0 < X � 1, the I-function is calculated by

I Xð Þ ¼ 0:5ð�lnX2 � 0:57721566þ 0:99999193X2 � 0:24991055X4 þ 0:05519968X6

� 0:00976004X8 þ 0:00107857X10Þ ð34:30Þ

and when x 	 1,

I Xð Þ ¼ 1

2X2exp X2
� � A

B
ð34:31Þ

where

A ¼ X8 þ 8:5733287X6 þ 18:059017X4 þ 8:637609X2 þ 0:2677737 ð34:32Þ

B ¼ X8 þ 9:5733223X6 þ 25:6329561X4 þ 21:0996531X2 þ 3:9684969 ð34:33Þ

Finite Line-Source Model
When using finite line theory, the heat conduction outside the borehole is treated as a finite line source in a semi-infinite

medium, which has a constant initial and boundary temperature for field and upper surface. In the finite line source model,

end effects are not negligible and the real borehole wall temperature varies along the borehole depth, especially near the end

of borehole region [24]. The analytical solution of the finite line source model was derived by Eskilson [25] and Zeng et al.

[26], respectively. The temperature is obtained by integrating contributions of imaginary point source distributed along the

borehole [25,27].

Tbh r; z; tð Þ � T0 ¼ _qbh
4πksoil

ZDþH

D

1

rþ
erfc

rþ
4αt

� �
� 1

r�
erfc

r�
4αt

� �	 

dh ð34:34Þ

where H stands for depth of borehole, and the other parameters are defined as

rþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ z� hð Þ2

q
and r� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ zþ hð Þ2

q
ð34:35Þ

Substituting Eq. (34.35) into Eq. (34.34) yields

Tbh r; z; tð Þ � T0 ¼ _qbh
4πksoil

ZH
0

erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ z�hð Þ2

p
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� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ z� hð Þ2

q �
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ zþ hð Þ2

q
8>><
>>:

9>>=
>>;dh ð34:36Þ

Infinite Cylindrical Heat Source Model (Kavanaugh’s Approach)
The cylindrical source model assumes the single borehole as a single infinite isolated pipe surrounded by an infinite solid

with constant properties. With a constant heat flux at the pipe wall, the temperature of point under consideration at or near the

pipe is calculated as follows [14]:
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ΔT ¼ Tr � T0 ¼ _qbh
ksoil

G z; pð Þ z ¼ αt

r2
p ¼ r

rbh
ð34:37Þ

where G (z,p) is commonly referred to as the cylinder source integral or function, whose values was tabulated by Ingersoll

et al. [28], or can be computed by equation given below [29,30]:

G Fo zð Þ, r

rbh
pð Þ

� �
¼ 1

π2

Z1
0

e�βFo � 1

J1
2 βð Þ þ Y1

2 βð Þ J0 pβð ÞY1 βð Þ � J1 βð ÞY0 pβð Þ½ 

β2

dβ ð34:38Þ

By solving this equation, G-factor at the borehole wall as a function of Fo, for 10�1 < Fo < 106, is given in Table 34.4.

Eskilson’s Model
The borehole wall temperature Tbh varies along the borehole depth, especially near the end; therefore, it is more

reasonable to use the integral mean temperature of the borehole wall to represent the heat transfer between the borehole

and the ground as explained by Eskilson in 1987. The borehole wall temperature for a single borehole can be calculated

by [27]

Tbh � T1 ¼ � _ql
2πksoil

g
t

ts
;
rbh
H

� �
ð34:39Þ
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Thermal Response Test

Soil thermal properties, i.e., thermal conductivity and borehole thermal resistance, represent the main design data in thermo-

technical applications that exploit the ground heating storage. When the heat storage system is vertically oriented, that is the

case considered here, the common method to estimate the soil properties is named Thermal Response Test. An essential role

in the estimation procedure is played by the choice of the reference model adopted to recover the above-stated unknown

quantities; this procedure is based on the comparison of the experimental data with the solution of the equations describing

the model’s behavior [31].

A thermal conductivity test (Fig. 34.3) consists of a fully drilled borehole fitted with a U-tube and backfilled. This is then

connected to a defined artificial load, and the resultant temperature fluctuations of the circulating fluid are measured. Data on

Table 34.4 Several expressions of G-Function [15]

P G (z,p)

1 G ¼ 10z1 z1 ¼ �0.89129 + 0.36081Log(z)�0.05508Log2(z) + 0.00359617Log3(z)

2 G ¼ 10z2 z2 ¼ �1.4541 + 0.89933Log(z)�0.31193Log2(z) + 0.061119Log3(z)

5 G ¼ 10z3 z3 ¼ �3.0077 + 2.25606Log(z)�0.7928Log2(z) + 0.134293Log3(z)

10 G ¼ 10z4 z4 ¼ �9.1418 + 11.7025Log(z)�7.09574Log2(z) + 0.269837Log3(z)
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the energy use of the pump and inlet/outlet water temperature and flow rate can then be used to determine the thermal

properties of the soil. It should be noted though that while on-site tests are accurate, they are also expensive to conduct [32].

The equation for the temperature field as a function of time (t) and radius (r) around a line source with constant heat

injection rate may be used as an approximation of the heat injection from a BHE [33]:

Tbh ¼
_Q

4πksoilH
ln

4 α t

r2

� �
� γ

� �
þ

_Q

4πksoilH
Rbh þ T0 ð34:41Þ

which can be rewritten in a linear from as

Tbh ¼ k ln tð Þ þ m ð34:42Þ

with

k ¼
_Q

4πksoilH
ð34:43Þ

Therefore, it can be determined from the slope of the line resulting when plotting Tb against ln(t), hence the name and

basis of the evaluation method [34].

Results and Discussion

For determining the daily soil temperatures at different depths of Oshawa, Eq. (34.1) is used. According to the data given in

Table 34.1, the time shift is 44 days, the mean surface temperature is 10.3 �C, the amplitude of the surface temperature is

12.9 �C are taken for Oshawa, ON. The result is given in Fig. 34.4. The mean surface temperature which by definition should

correspond to the temperature of the ground at an infinite depth shows a discrepancy.

In BTES systems, the shank spacing is considered an important parameter for placing the BHEs. Assuming the filling

material is grout, thermal resistances are calculated using equations given in previous sections. For a comparative study, the

variation of thermal resistance of grout with shank spacing is given in Fig. 34.5.
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Mobile Test
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Fig. 34.3 Schematic of a

thermal response test [31]
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Figure 34.6 illustrates the radial temperature profile for different time periods and a given set of parameters for BTES

system in UOIT in Oshawa. These curves were obtained by evaluating the Kelvin’s Line Source Model integral numerically.

For the Finite Line Source the integral in Eq. (34.36) is numerically evaluated using a recursive adaptive Simpson

quadrature for the parameters for the BTES system in UOIT. The results are presented in Fig. 34.7 where the temperature

profile has been plotted after 6 months of operation for four radial distances from the center of the borehole.

In order to calculate the thermal resistance outside the borehole, four models are used: Kelvin’s Line Source Model,

Eskilson’s Model, Infinite Cylindrical Heat Source Model (Kavanaugh’s Approach), and Finite Line-Source Model.

For comparison of four models, the parameters of GSHP system in UOIT were used, and the results are shown in

Fig. 34.8. As seen from the figure, all four models are very similar.

The thermal response test (TRT) for BTES system founded in UOIT were made by Beatty and Thompson [12] who were

the construction executives during the building process. TRT test results given here are calculated using the data obtained

from reference. According to their data, water was circulated through the closed loop at a rate of 0.75 L/s, with a constant

heat injection of 3.2 kW. The heat injection test was conducted for 72 h, followed by a 72-h recovery period. The power

input, flow rate, and the loop inlet and outlet temperatures were recorded during the heat injection and recovery period.

Fig. 34.4 Predicted daily soil

temperatures at different soil

depths for Oshawa

Fig. 34.5 Thermal resistance of

grout calculated using different

equations. R1: Hellström [13],

R2: Remund [16], R3: Claesson

and Dunand [17], R4: Gu and

O’Neal [22], R5: Bennet et al.

[35], R6: Sharqawy et al. [20],

R7: Shonder and Beck [21], R8:

Gu and O’Neal [36]
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The rate of heat injection is 3,000 W, and the length of borehole is 190 m for the TRT. Figure 34.9 shows the resulting plot

for the experimental data gathered from Beatty and Thompson [12] during the test.

The thermal conductivity rate was determined from the relationship between the heat rate, the test hole length, and the

slope of the mean temperature data vs. the natural log of time. Using Eq. (34.41) we obtain

Tbh ¼ k ln tð Þ þ m ¼
_Q

4πksoilH
n tð Þ þ m ð34:44Þ

and the slope from Fig. 34.9:

y ¼ 0:6493ln xð Þ þ 9:4286 ð34:45Þ

Fig. 34.6 Temperature

distribution in the ground

determined by Kelvin’s Line

Source Model

Fig. 34.7 Temperature

distribution in the ground

determined by Finite Line

Source at t ¼ 6 months
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The slope of curve is

y0 ¼ 0:6493 ¼
_Q

4πksoilH
) 0:6493 ¼ 3000W

4πksoil190m
) ksoil ¼ 1:93513W=mK ð34:46Þ

The thermal conductivity was calculated to be in the order of 1.9 W/mK.

Conclusions

Borehole thermal resistance is a very important parameter that can lead to an erroneous estimate of the required borehole

depth for sizing the BHEs of GSHPs. There are several methods to calculate heat flow in the ground around vertical

boreholes. In this study, analyses of thermal resistance of the BTES system build at UOIT are conducted. For this aim, a

ground thermal characteristics of Oshawa are calculated primarily using the climate data. For the thermal resistances inside

the borehole, several suggestions from the literature are used in order to define the differences between the correlations

available in the literature. For determining the thermal resistance outside the borehole, four different models were used,

Fig. 34.8 Thermal resistance

outside the borehole calculated by

for different models (R1: Kelvin’s

Line Source Model, R2:

Eskilson’s Model, R3: Infinite

Cylindrical Heat Source Model

(Kavanaugh’s Approach), R4:

Finite Line-Source Model)

Fig. 34.9 The results of TRT

(data obtained from Beatty and

Thompson [12])
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namely Kelvin’s Line Source Model, Eskilson’s Model, Infinite Cylindrical Heat Source Model, and Finite Line-Source

Model. It is seen from the results that all models’ curves appear to be similar to each other. Finally, the thermal response test

for the BTES system gives the thermal conductivity as 1.9 W/mK.

For energy savings and reducing the emissions, GSHP systems are more effective than conventional systems. BHEs are

key parameters when designing these kinds of GSHP systems. Sizing such systems requires an extensive knowledge on

ground thermal properties, building loads, climate conditions, etc. Since there are several parameters that influence the

GSHP systems, it is necessary to perform detailed examinations before constructing such systems.
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Design and Assessment of a Net Zero Energy House 35
Anwar Hassoun and Ibrahim Dincer

Abstract

This work presents an attempt to solve the shortage of power generation for a house in Lebanon, as a renewable energy-

based case study, and aims to supply a neighborhood with electricity, hot water, and seasonal heating and cooling. The

study starts by choosing the right orientation and construction materials of the house, in order to minimize energy and

water usage and reduce outside noise transmission, by optimizing the thicknesses of acoustic and thermal insulation

materials used to achieve the desired requirements. An exergy analysis is conducted to assess various system components

and the overall system efficiency through multiparametric variables. A comprehensive economic evaluation is carried out

where several techniques are utilized and the optimization of several factors achieves maximization of renewable energy

usage by reducing exergy destruction and minimizing cost is carried out. The ultimate goal of the study is to produce a

sustainable net zero energy house with reduced CO2 emissions.

Keywords

Zero energy � Photovoltaic � Wind turbine � Absorption chiller electricity � Energy � Exergy � Efficiency �

Exergoeconomic analysis � Optimization � Pareto front

Introduction

Energy shortages have been increasing due to population growth and increased industrial activities in especially developing

countries. This makes a sustainable supply of energy critical to world development. After the maximum rate of global oil

extraction is reached, a decline in the supply occurs. This will cause a significant increase in oil prices and their byproducts

which will cause worldwide socioeconomic implications. Delaying the time of peak oil can be achieved by resorting to other

alternatives for producing energy such as nuclear energy and renewable energy, unconventional oil resources like oil shale

and oil sands, and by producing hydrogen fuel from the electrolysis of water. Moreover, fossil fuels are considered a major

contributor to pollution and global warming. Hence, reducing the usage of fossil fuels is as important as achieving a

sustainable energy supply. So, switching to sustainable energy options such as renewable energy and nuclear energy

becomes an ultimate goal and helps reduce carbon dioxide emissions.

This present study aims to achieve the above-mentioned goal for Lebanon, in addition to the fact that Lebanon has huge

big problems in electricity supply, because it has been stricken by shortages, wars, crises, etc. On average, throughout the

year, a house is supplied by no more than 8 h of electricity daily. This forces the population to buy electricity from

nongovernmental individuals who use generators to provide electricity at very high rates. Adding to all that are shortages in

water supply during the summer season, even though Lebanon is rich in water, but the above reasons and the past

occupations prevent Lebanese from using their water resources or develop projects to provide water to the country.
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These factors combined, make the need to generate electricity in Lebanon by renewable energy a must. In this regard, we

select an area in South Lebanon where nearby river water is being wasted, but the water needs treatment due to negligence, to

promote a community which would benefit from the natural resources and become self-sufficient if the proposed design is

implemented. A net zero energy house where production of electricity is equal to consumption or greater is also targeted in

this study.

Problem Statement

In this case study, a house occupied by a family of six, with a total living area of 225 m2 located in South Lebanon near the

Litani River is considered, as to be powered by maximum renewable energy with least green house gases emission and low

noise pollution. An overall heat transfer coefficient for walls not exceeding 0.1 W/m2�C and for ceiling 0.075 W/m2�C are to

be used, while for acoustic insulation the ability to attenuate a sound pressure level from 76 db outside the house to 30 db

inside the house was used.

Solution Strategy

Since Lebanon has a moderate climate, where peek summer temperatures are at 32.8 �C and winter temperatures are around

5.6 �C in average [1]. The following approach is applied to reduce the energy requirements and noise pollution:

• Constructing a good building envelope by optimizing the sizes of thermal and acoustic insulation used.

• Choosing the right orientation of the house.

• Using energy-efficient appliances and light fixtures.

• Using efficient water fixtures.

• Using high-efficiency mechanical systems.

• Maximizing the use of solar powered cooling and heating techniques.

• Producing space and water heating by solar thermal systems, thermal storage techniques, and heat pumps.

• Producing water by systems powered by solar energy.

• Offsetting electrical use by an integrated system with grid-connected, photovoltaic, wind turbine, etc.

Fields of Study

The concept of net zero energy house is described by The U.S. Department of Energy (DOE) Building Technologies

Program: “A net zero-energy building (ZEB) is a residential or commercial building with greatly reduced energy needs

through efficiency gains such that the balance of energy needs can be supplied with renewable technologies” (e.g., [2]).What

is important in this study is to maximize electrical power from renewable sources that would be equal to the house

consumption and preferably more, to offset any governmental taxes and price variations, in order to cost the owner no

additional charges and to minimize the government grid supply of electricity for sustaining a low carbon emission house,

because the government supply might be through power stations running on fossil fuels.

Acoustic Insulation

Acoustic insulation of the proposed house is determined through experimental techniques.

An experimental study is in this regard carried out using Roxul fiber glass insulation and rigid expanded polystyrene foam

to determine the SPL transmitted through the acoustic material, in order to determine the thickness to be used in the wall

construction. In addition another experiment is conducted using the impedance tube to determine the coefficients of

reflection of the two acoustic materials. The driving force for any heat transfer is the temperature difference while for

acoustics it is the propagation of sound waves. The sound is a pressure wave that travels through an elastic medium with

certain speed.

400 A. Hassoun and I. Dincer



Experimental Setup
The experiment is conducted at the acoustics and noise control lab at the UOIT campus where SPL and reflection coefficients

are measured for the following acoustical materials by two different techniques:

Impedance Tube

A speaker is placed at the face of one end of a tube and is sealed properly by using two wooden flanges to insure that there is

no leakage of transmitted sound, while at the other end the tested material is fixed by two flanges to secure the test in place

and to make sure that no noise is leaking. Two pressure microphones are installed at the surface of the tube as shown in the

following figure. The experiment was conducted to calculate the reflection coefficients using a 100 � 15 cm PVC pipe

arranged as shown in Fig. 35.1 where S ¼ 2 cm. L ¼ 15 cm being the distance from the face of the acoustic material to the

first microphone.

In this method, a broadband stationary random acoustic wave in a tube is mathematically decomposed into its incident

and reflected components using a simple transfer-function relation between the acoustic pressures at two locations on the

tube wall. The wave decomposition leads to the determination of the complex reflection coefficient from which the complex

acoustic impedance and the sound absorption coefficient of a material and the transmission loss of a silencer element can be

determined [3]. A methodology is used as follows, based on the work done by [4]:

Z

ρc
¼ J

H12sin klð Þ � sin
�
k l� sð Þ

cos k l� sð Þ � H12cos klð Þð Þ
� �

ð35:1Þ

Z

ρc
¼ xþ ir ð35:2Þ

X ¼ ρc
Re H12ð Þsin k 2l� sð Þð Þ � 1

2
sin k 2l� sð Þð Þ þ H12j j2sin 2klð Þ
n oh i

Hd
ð35:3Þ

r ¼ ρc
�Im H12ð Þsin ksð Þ½ �

Hd
ð35:4Þ

where ρc is the characteristic impudence of air.

Hd ¼ cos2 k l� sð Þ½ � þ H12j j2cos2 klð Þ ð35:5Þ

Here, Im, Re represent the real and imaginary parts and l is the distance from the speaker to the first microphone. H12 is the

transfer signal between the two microphone signals.

R1 fð Þ ¼ H12 fð Þ � Hi fð Þ
Hr fð Þ � H12 fð Þ ð35:6Þ

Fig. 35.1 Impedance tube

experiment setup
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R ¼ R1e
j2kl ð35:7Þ

where R is the reflection coefficient and α is the absorption coefficient.

α ¼ 1� R1j j2 ð35:8Þ

Enclosure Experiment

The enclosure is made up of the acoustic material. The enclosure is well sealed to avoid any sound leakage, and a free field

microphone is installed inside the enclosure while a generated noise is built on the outside using a speaker. The microphone

signal is connected to the analog instrument and then transferred to the lab view software where the FFT voltage signal is

recorded at different frequencies and then transformed into pressure signal by multiplying with the voltage/pressure

sensitivity factor of the microphone. After which the SPL is calculated and the attenuation by each material are evaluated

as follows:

SPL ¼ 20 log10
Prms

P0

� �
ð35:9Þ

P0 ¼ 20:10�6 ð35:10Þ

Prms ¼ Value obtained from FFT ð35:11Þ

Photovoltaic Systems

Photovoltaic systems used in this study produce electricity directly from sunlight and are referred to as solar energy systems.

Two layers of a semi-conducting material are combined to produce electricity when exposed to sunlight. It works when one

layer has a depleted number of electrons that gets excited by absorbance of sunlight photons and cause electrons to jump

from one layer to the other causing electric charge. The photovoltaic material is silicon cut into very thin wafers and

undergoes contamination by doping to create electron imbalance. These wafers are joined together to form a solar cell, and

many cells are connected in series and laminated between clear glazing and an encapsulating substrate.

The efficiency of PV/T system used in this study depends on many factors, and it is described in detail by [5]:

η ¼ hc Tcell � Tað ÞAsPVT þ Elecgener
_Qs

ð35:12Þ

Ψ ¼
hc Tcell � Tað ÞAsPvT 1� Tamb

Tsun

� �
þ Elecgener

_Qs 1� Tamb

Tsun

� � ð35:13Þ

where all temperatures in exergy and energy calculations are absolute and must be in K.

Wind Turbine

Wind turbine is considered in this study to produce electricity by converting wind kinetic energy into mechanical energy. At

the end of 2009, 159.2 GW [5] of wind-powered generators were produced worldwide which is about 2 % of the total

electricity produced. Several countries have achieved relatively high levels of wind power penetration.

The efficiency of the wind power generators is commonly explained by [6]

_Pturb ¼ 0:5ρairAsweptV
3
airin

CPOW ð35:14Þ

where Aswept represents the area swept by tubbine blades in m2.
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_Pturb Elec ¼ _PturbηTRANSηCAPAC ð35:15Þ

ηturb ¼
_PTurb,elec

_PTurb Nom

ð35:16Þ

ψ turb ¼ _PTurb,elec

,
_PTurb,Nom þ _mTurbCp Tbt � Tatð Þ þ _mTurbTo Cp Ln

Tat

Tbt

� �
� R Ln

Pat

Pbt

� �� �
�

_QTurb, loss

Tambð Þ

 !
ð35:17Þ

Batteries and Electrical Systems

Batteries and electrical systems are considered and used in this study. Batteries store DC electrical energy in chemical form

for later use. The energy is used at night and during periods of emergency .The DC is inverted to AC before it is supplied to

the house.

Absorption Chiller

Absorption chiller is considered and used in this study which operates as a mechanical vapor compression heat pump except

that the compressor is replaced by an absorbent fluid circuit. An absorption chiller uses an aqueous solution of LiBr where

the absorbent has a great affinity for the refrigerant. The refrigerant is absorbed by the absorbent solution in the absorber,

releasing heat of solution. The weak solution is then pumped to the generator. In the generator, hot water is supplied to drive

off the refrigerant from the absorbent solution. The refrigerant is condensed giving up its latent heat in the condenser. The

strong solution is then returned to the absorber. The refrigerant from the condenser is pumped to the evaporator pressure,

where air from the house causes it to evaporate. The refrigerant vapor then passes to the absorber to close the cycle. The

overall system COP is defined by [6]:

ηth,abs, sys ¼ COPabs, sys ¼
_Qeva

_WPmp, 1 þ _Qgen

ð35:18Þ

ψx,abs, sys ¼
_Qeva

T0

Ta, in
� 1

� �
_WPmp þ _Qgen 1� T0

Tgen

� � ð35:19Þ

ηGL SYS ¼
_Qeva þ _Pelec,PVT þ _PTurb,elec þ hcAPVT Tcell � Tambð Þ

_QS Asolar þ APVTð Þ þ _WPmp1 þ _WPmp, s þ 0:5ρairASweptVavgVa in
2

ð35:20Þ

ψGL SYS ¼
_Qeva

T0

Ta, in
� 1

� �
þ _Pelec PVT þ _PelecTurb þ hcAPVT Tcell � Tambð Þ 1� T0

Tcell

� �
_QS As þ APVTð Þ 1� T0

TSun

� �
þ _WPmp1 þ _WPmp, s þ 0:5ρaASweptVavgVa, in

2
ð35:21Þ

Heating Load Calculations

These calculations are carried out using hourly analysis program software for the proposed house. The software simulates

hour-by-hour operation of all heating and air conditioning systems in the house and operation of all plant equipment and

non-HVACs systems including lighting and appliances. It uses results of simulations to calculate total annual energy use and

energy costs and generates tabular and graphical reports of hourly, daily, monthly, and annual data [7].
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Exergoeconomic Analysis

The following methodology of exergoeconomic analysis is employed to evaluate the energetic and exergetic costs based on

the studies by [6, 8]:

_Ci ¼
X

i
ci mi

:
hi � h0ð Þ � T0 si � s0ð Þ½ � ð35:22Þ

_Ce ¼
X

e
ce me

:
he � h0ð Þ � T0 se � s0ð Þ½ � ð35:23Þ

_Cw ¼ X
i
cw, i _Wi �

X
e
cw,e _We

� �
ð35:24Þ

_Cq ¼
X

i
cq, i

_Qi Tsource � T0ð Þ
Tsource

�X
e
cq,e

_Qe Tsource � T0ð Þ
Tsource

ð35:25Þ

_Ccinv ¼ IC
1þ irð Þn

1þ irð Þn � 1

1

N

� �
ð35:26Þ

_Co&m ¼ _CFYM
1þ irð Þn

1þ irð Þn � 1

1

N

� �
ð35:27Þ

where ir ¼ interest rate, n ¼ # of life cycle years, N ¼ # of hours of production/year, IC ¼ Initial cost, FYM ¼ First year

maintenance cost.

_Ci þ _Cq þ _Ccinv þ _Co&m ¼ _Ce þ _Cw ð35:28Þ

_Cex des ¼
X
k

mk
:
cos tSFPk

exk

 !
ð35:29Þ

CTC

:
¼ _Cex des þ _Ccinv þ _Co&m ¼ _Ce ð35:30Þ

Multi-objective Optimization

A multi-objective optimization approach is used to minimize the total cost and maximize the overall exergetic efficiency.

This multi-objective optimization uses a genetic algorithm that deals with the minimization of a vector of objectives F(x)

that can be the subject of a number of constraints or bounds, and when maximization is needed the F(x) is multiplied by a

minus sign [9–12]:

Gi xð Þ ¼ 0, i ¼ 1, . . . . . . . . . , ke;Gi xð Þ � 0, i ¼ ke þ 1, . . . k; l � x � u ð35:31Þ

Results and Discussion

The design of a zero energy house was established by following the procedure outlined in section “Solution Strategy” and all

the system components needed to provide the house with electricity, hot water, and seasonal air-conditioning are shown in

Fig. 35.2. First, the thermal and acoustic sizes of the material chosen for this study are determined, and the heat load

calculations are carried out next. After establishing the total electrical KW needed for the house, the optimum power system,

based on the system minimum net present value cost, minimum CO2 emissions, and maximum renewable energy fraction, is

selected. After which an energy and exergy analyses are conducted to assess the system performance along with an
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exergoeconomic analysis to the overall system. Finally, the selected system is optimized for minimum overall cost and

maximum exergetic efficiencies, and assessment for zero energy classification is investigated. Here, in the system hot water

from the solar collector powers the generator of the absorption chiller while ambient air cools off the condenser and

absorber. Cooled air is being provided to the house at stream 14 after being recirculated at stream 13 to the evaporator

where it loses heat and moisture as explained in section “Absorption Chiller,” while hot water is supplied to the house at

stream 18 through the photovoltaic cum thermal system. Electricity is generated by the photovoltaic cells, wind turbine, and

diesel generator.

Selecting the Thermal and Acoustic Material Sizes

After conducting the impedance tube and enclosure experiments, a Matlab code was generated to produce the results as

shown in Figs. 35.3 and 35.4.

An examination of Fig. 35.3 indicates that the sound pressure level (SPL) of the ambient noise plus the 1,000 Hz

sinusoidal noise is 75 db, while the SPL of the tested specimen of one inch rigid expanded polystyrene foam and 3 in.

Roxul fiber glass insulation is 35 db, which means a reduction of 40 db was caused by using an enclosure of the 100 + 300

combination. In the second experiment, the same ambient plus 1,000 Hz noise level was used, but this time a 200 + 300

combination was used for the enclosure on all sides and the measured SPL as seen in Fig. 35.3 was 15 db. Therefore, the

100 rigid expanded polystyrene foam has the power to attenuate 20 db and is equal to that of the 300 fiber glass insulation.
These results were verified by the impedance tube experiment that shows that the two specimens as in Fig. 35.4 have the
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Fig. 35.2 A schematic diagram of the present system
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same reflection coefficient. The thermal and acoustic insulation sizes that satisfy the problem statement were deter-

mined by a code which optimized the thicknesses to be at 4.100 and 2.300 for the wall and 4.7200 and 2.300 for the roof,

structures, etc.

Calculating the Seasonal Heat Loads

The building wall and roof composition were finalized by the previous step, and the rest of the design criteria were designed to

enable saving in heat transfer from and to the building to reduce electricity requirements. Special care was given to the glass-

to-wall ratio not to exceed 8% and to have an air tight building. Summer andwinter loads were calculated usingHAP software

for design temperatures as shown in Table 35.1. The building heat transfer coefficients were set low to minimize the seasonal

loads, and the results obtained by the simulation software were 4,601W for summer cooling and 1,703 W for winter heating.
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Table 35.1 Design temperature

values for summer cooling

and winter heating

Air temperature Cooling Heating

Outside dry bulb (�C) 32.8 5.6

Outside wet bulb (�C) 25.6 1.8

Inside dry bulb (�C) 23 21.1

Inside relative humidity (%) 50 50
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Selection of the Power System

After determining the heat loads of the house, the total peak electrical usage was calculated at 5.7 kW and the average

electrical daily demand at 102 kWh/day which was the basis for our modeling and optimization. Two schemes were

configured for our analysis, one was connecting to the grid while the other not. The basis for our optimization is to minimize

the net present value of the power system and minimize the CO2 emissions. Around 18,100 simulations were conducted and

the following on grid and off grid systems were selected as shown in Table 35.2 and their monthly average electrical

production in Figs. 35.5 and 35.6.

The net present cost of the on grid and off grid systems are $41,775 and $80,146, respectively, as seen in Figs. 35.7

and 35.8. The emissions generated by the selected optimized systems are given in Table 35.3 where the grid connected

system produces carbon dioxide emissions about 10 times more than the off grid in kg/year. This is a major concern that will

be considered in system evaluation further down the study.

The electrical production for the selected systems components and the renewable energy fractions are determined and

listed in Table 35.4.

Exergy Analysis Results

A sensitivity analysis on the system components was carried out by varying independent parameters. EES software was used

to calculate all the system properties and develop the parametric studies. The effect of keeping the dead state temperature

To ¼ constant and Teva ¼ 7, Tgen, ¼ 80, Ta,in ¼ 20 (�C) is shown for the overall COP for the absorption chiller and the

Table 35.2 Optimized systems architecture for on and off grid connections

Off grid connection On grid connection

PV array 16 kW PV array 2 kW

Wind turbine 1 Generic 10 kW Wind turbine 1 Generic 10 kW

Generator 1 4 kW Grid 1,000 kW

Battery 50 Hoppecke 24 OPzS 3000 Battery 2 Hoppecke 24 OPzS 3000

Inverter 7 kW Inverter 10 kW

Rectifier 7 kW Rectifier 10 kW
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overall system efficiencies in Figs. 35.9 and 35.10. The COP varied from 0.53 to 0.28 at around 3:00 PM due to increase in

generator heat as seen in Fig. 35.11 while the exergetic COP varied slightly around 0.15. The overall efficiency varied

between 38 and 45 % due to solar and velocity changes while the overall system exergy efficiency varied between 6 and

10 %. These results clearly indicate that the exergetic analysis represents a better sensitivity analysis of the system

performance than energy.

Figures 35.12 and 35.13 where all parameters were fixed except for reference temperature; we notice that the exergetic

COP of the absorption system increased from 0.16 to about 0.22 at maximum T0 because the factor _Qgen 1� T0

Tgen

� �
decreases
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Table 35.3 Pollutants emitted by the selected optimized on grid and off grid systems

Off grid connection On grid connection

Pollutant Emissions (kg/year) Pollutant Emissions (kg/year)

Carbon dioxide 922 Carbon dioxide 8,920

Carbon monoxide 2.28 Carbon monoxide 0

Unburned hydrocarbons 0.252 Unburned hydrocarbons 0

Particulate matter 0.172 Particulate matter 0

Sulfur dioxide 1.85 Sulfur dioxide 38.7

Nitrogen oxides 20.3 Nitrogen oxides 18.9
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Table 35.4 Electrical production for off grid and on grid system components

Off grid connection On grid connection

Component kWh/year Fraction Component kWh/year Fraction

PV array 29,961 57 % PV array 3,745 8 %

Wind turbine 21,969 41 % Wind turbine 21,969 47 %

Generator 1 1,024 2 % Grid purchases 20,738 45 %

Renewable – 0.972 Renewable – 0.527
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more than _Qeva
T0

Tev
� 1

� �
. While the overall exergy efficiency has the factor 1� T0

TSun

� �
in the denominator which is not

affected by the range of changes in T0 since TSun is large and the numerator was affected slightly by T0

Tev
� 1

� �
, thus causing

an unnoticeable decrease.

Comparing Figs. 35.14 and 35.15 where all parameters were fixed except for temperature of air entering the evaporator,

the COP of absorption chiller increased dramatically from 0.3 to 0.9 with temperature increase, because _Qeva increased. Also

the overall efficiency increased slightly, while the exergetic COP of the absorption system increased with increased air

temperature from 0.1 to 0.24. The overall system exergy efficiency was increased slightly with increased air temperature

while the energy efficiency dropped slightly at higher temperature with comparison to Fig. 35.10.

In Figs. 35.16 and 35.17, the temperature of air entering the evaporator and the evaporator temperature are varying while

Tgen ¼ 80, To ¼ 25 (�C) remains constant. We notice that the COP of absorption chiller increased but less than that of

Fig. 35.14 due to evaporator temperature increase which countered some of the increase caused by air temperature. Also, the

overall efficiency decreased from that of Fig. 35.15 due to the same reasoning, while the exergetic COP of the absorption

system decreased with increased air and evaporator temperature due to additional decrease in Qeva, caused by increase in
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evaporator temperature. The overall system exergy decreased unnoticeably due to increase in evaporator temperature in

comparison to Fig. 35.15.

The percentage and values of exergy destructed for system components are presented in Figs. 35.18 and 35.19 for

variable T0. The absorber followed by the generator has the highest exergy destruction rate because of chemical exergy

losses caused by heat of solution due to absorption and desorption, respectively.
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Exergo-economic Analysis and Optimization Results

The exergo-economic analysis was conducted to calculate the total cost of the system equipments, operation, maintenance,

and exergy destructed. Optimization using multi-objective technique was carried out for minimum total system cost and

maximum overall system exergy efficiency. The Pareto Front is plotted in Fig. 35.20 where the overall exergy efficiency

ranged from 19.5 % to 20.5 % at a total cost range of 0.785–0.82 $/h.

Conclusions

The system with no grid connection was chosen, even though the net present value of the grid connected is half that of the

off grid. The reason was the large undesired emissions. A sustainable environment and the objective of this study outweigh

the cost.

The overall system exergy efficiency was improved from the original design, by the optimization, due to variation of 24

independent parameters through an exhaustive simulation, from 11 % to a maximum of 21 % at a total system net present

cost increase of 16 %. The Pareto Front from the simulations represents all possible combinations for the system objectives

at the studied parameters. It is worth noting that if one objective is enhanced the other is degraded. Even though the overall

exergetic efficiency was low due to the influence of solar and wind losses, the system is recommended because it serves the

objective well and cost of solar energy is free.

Exergy analysis of the system efficiencies clearly showed a lower performance of the system components in comparison

to energy.

The maximum renewable energy fraction of the selected system was 0.972. In other words, we have achieved a near zero

sustainable energy house.

Future study will concentrate on adding fresh water to the house and utilizing thermal ground storage with hydro and

ammonia turbine generators.

Nomenclature

Cp Specific heat (kJ/kg-K)
_C Stream cost rate ($/s)

_s Entropy (kJ/kg-K)
_h Enthalpy (kJ/kg)
_P Power (kW)

PO Reference pressure (kPa)

p Pressure (kPa)

To Reference temperature (�C)
T Temperature (�C)
_m Mass flow rate (kg/s)
_Q Heat rate (kW)

_w Power rate (kW)

y = 2E-06x5 - 6E-05x4 + 0.0007x3 - 0.0034x2 + 0.0072x +
0.7937

R2 = 0.9618 
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Fig. 35.20 Optimal solution
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Subscripts

gen Generator

abs Absorber

eva Evaporator

con Condenser

hex Heat exchanger

in Inlet

i Inlet stream

e Exit stream

PV/T Photovoltaic/thermal

turbine Wind turbine

Ve Wind velocity

Ex Exergy

Cpow Power coefficient

ηtrans Efficiency of transferring Dc to Ac current

in Inlet

s Solar

W Water

cell Photovoltaic cell

h_c Heat transfer coefficient

ir Interest rate

N Yearly hours of operation

R Universal constant (kJ/kg-k)

n Life cycle in years

c Cost of stream ($/GJ)

Re Real part

Turb Turbine

Capc Capacitance

Trans Transmission

at After turbine

bt Before turbine

Pmp Pump

k Stream number

gener Generated

SFPK Stream component fueling the product

GL Overall

Greek Letters

ψ Exergy efficiency

η Efficiency

ε Heat exchanger effectiveness

λ Turbine blade tip speed (m/s)

x Concentration of the desiccant by mass (%)
� Degrees

ω Turbine rotational speed (rpm)

α Absorption coefficient

References

1. ASHRAE (1993) Handbook of fundamentals. American Society of Heating, Refrigerating and Air-Conditioning Engineers, Atlanta, GA, Chapter 28

2. Torcellini P, Pless S, Deru M, Crawley D (2006) Zero energy buildings, a critical look at the definition. ACEEE, Pacific Grove, CA

3. Jung SS, Kim YT, Lee YB (2008) Measurement of sound transmission loss by using impedance tube. J Kor Phys Soc 53(2):596–600

4. Chung JY, Blaser DA (1980) Transfer function method of measuring in duct acoustics properties. J Acoust Soc Am 68(3):907–921

5. Wind Atlases of the World. American Wind Energy Association , “Annual Wind Industry Report, Year Ending 2008,” (http://www.awea.org/publicr eports/

AWEA-Annual-Wind Report-2009.pdf) pp. 9–10

6. Dincer I, Rosen M (2007) Exergy: energy, environment and sustainable development, 2nd edn. Elsevier

7. Carrier Corporation (1999–2004) Hourly analysis program system design load software, Version: 4.2-a

8. Bejan A, Tsatsaronis G, Moran M (1996) Thermal design and optimization. Wiley

9. Censor Y (1977) Pareto optimality in multiobjective problems. Appl Math Optim 4:41–59

10. Cunha Da, Polak E (1967) Constrained minimization under vector-valued criteria in finite dimensional spaces. J Math Anal Appl 19:103–124

11. Kalyanmoy Deb (2001) Multi-objective optimization using evolutionary algorithms. Wiley

12. Zadeh LA (1963) Optimality and nonscalar-valued performance criteria. IEEE Trans Autom Control AC-8(1):59–60

414 A. Hassoun and I. Dincer

http://www.awea.org/publicr eports/AWEA-Annual-Wind Report-2009.pdf
http://www.awea.org/publicr eports/AWEA-Annual-Wind Report-2009.pdf


A Compact Design of Water Heating–Humidification Processes
for Solar HDD Systems 36
Maher Ghazal, Uğur Atikol, and Fuat Egelioğlu

Abstract

This work investigates the thermal performance of a solar humidification technique that is suitable to use in a

Humidification Dehumidification Desalination system (HDD). Water heating and air humidification processes have

been merged to take place in a direct contact water solar thermal collection unit. Experiments are conducted under the

weather conditions of N. Cyprus. Air passes through brackish water in the humidifier and reaches saturation at the outlet.

The difference between temperatures and relative humidity at the inlet and outlet of the humidifier were recorded for

different airflow rates (8.2, 10.4, and 12.6 kg/h) between December 1 and 4, 2012. The experiment demonstrated that for

an average solar radiation of 600 W/m2 and a mass flow rate of 12.6 kg/h of air, the increase in average absolute humidity

was 0.62 kg/h m2. As the airflow rate was stepped up, the rate of vapor transfer increased but the efficiency of the

humidification process slightly dropped.

Keywords

Humidification � Solar thermal � Water heating � Water production � Desalination

Introduction

As the demand for fresh water is growing, scientists are proposing new methods for desalination. With the exponential

growth in industry, techniques used in desalination have advanced too. Among all the desalination techniques known up to

the present time, reverse osmosis and multistage flash systems are the most common ones in terms of large scale

applications. On the other hand, medium and small scale desalination techniques are competing for the lead in terms of

independency, reliability, productivity, and cost. The importance of the small scale plants manifests itself in the rural areas,

countryside, and remote places.

This work focuses on one of the latest small scale desalination techniques known as humidification dehumidification

desalination. HDD systems have had limited use in industry, due to their poor process efficiency caused by heat losses;

however, their feasibility became more favorable with the use of solar energy.

Several works have been performed on solar HDD desalination systems, using different configurations. Prakash et al. [1]

provided a comprehensive review on solar-driven humidification–dehumidification desalination. These systems varied

between open and closed systems with heated air or heated water setups. The technique is versatile with the main idea

being bringing dry air in contact with water to be humidified in an evaporator before passing it through a condenser in which

air is dehumidified to give fresh water.
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This study investigates the moisture carrying capacity of air bubbles passing through water. In general, this setup

compresses air into water through a pipe, which has several holes on its immersed end. The air exits the holes in the form

of bubbles and then ascends vertically under the buoyancy effect. A similar experimental investigation has been carried out

by El-Agouz [2] but on a system that uses electrical energy in order to heat sea water. The present study uses solar energy as

the main energy source (i.e., energy used for water and air heating). The evaporation chamber and the solar water/air heater

are combined into one unit, containing a glass and inclined towards the sun, to achieve water heating, air bubbles heating,

and humidification at the same time.

In fact this technique is widely used by chemists to diffuse gasses in liquids in a system known as a column reactor. But

these systems have a challenging problem called the coalescence of bubbles. Bubble coalescence takes place even at the

generation point or while rising to the surface. Upon coalescence of bubbles the superficial gas–liquid contact area decreases

and thus mass and heat transfer to the bubble decrease (i.e., humidification decreases).

In their study of the lower region of the bubble column, Perry and Green [3] found that bubble coalescence depends on the

dispersion device. They claimed that in the bubble generator design, the typical separation between orifice centers should

range from 2.5 to 4 times the orifice diameter. This result has been considered in the design of the bubble generator used in

this study. The coalescence process has been studied in the central region of the bubble column by Camarasa et al. [4] and

Pohorecki et al. [5] where bubble break-up and coalescence processes reach equilibrium. They have determined the bubble

mean diameter was responsible for the superficial area available for transport phenomena between the gas phase and the

liquid phase. It is evident from these studies that the smaller the bubble diameter, the greater the heat and mass transfer to it.

Martin et al. [6] studied the effect of coalescence of bubbles at sieve plate on mass transfer revealing that the results

showed that although coalescence decreases mass transfer rate from bubbles, the deformable bubble generated can, in certain

cases, balance the decrease in mass transfer rate due to the reduction in superficial area.

Chen et al. [7] investigated the coalescence of bubble pairs rising in a stagnant liquid numerically and compared the

results with the experimental ones. The numerical results indicated that the rising velocity of the trailing bubble was larger

than that of the leading bubble. They indicated that both of the leading bubble and the trailing bubble rose faster than the

single bubble. This is in fact another factor that affects the rate of heat and mass transfer to the bubbles since faster rising

bubbles decrease the interaction time and thus decreases the amount of heat and mass transferred.

The main objective of the present study is to investigate experimentally the result of merging the humidification and water

heating processes of the HDD in an inclined solar collector bed. The effects of different parameters (i.e., temperatures and

different air mass flow rates) on the moisture carrying capacity of air bubbles are also studied.

Experimental Setup

The experimental setup presented in this study comes with a new conceptual solar humidifier by which two stages of the

HDD system are accomplished, namely heating and humidification. The major components that were used in the setup are

the humidifier bed, the compressor, and the data retrieving devices, see Fig. 36.1. These components are briefly explained in

the following sections.

The Humidifier Bed

The humidifier bed is made using Plexiglas for framing, galvanized metal sheet is used as an absorber, and glazing from

glass sheets for the aperture. The whole bed then was insulated and enclosed in a wooden box, except the aperture side was

glazed allowing sunlight to penetrate through onto the 2 mm absorber plate by which the water contained in the cavity was

heated by solar energy. In order to withstand the pressure of water underneath the humidifier, the aperture is double glazed

with 8 mm thick inner glass and 4 mm thick outer glass having width of 50 cm and length of 100 cm. A half inch diameter

and 60 cm long copper pipe was inserted all the way through a hole, which was drilled from one side of the bed to the

opposite side of the bed and was fixed internally. The pipe had 2 mm diameter holes drilled apart with 10 mm center-to-

center distances along 500 mm of its length, which is immersed in the bed. The purpose of this pipe is to generate air bubbles

into the water. The distance between the glazing and the absorber plate was 5 mm. Air exits the system through 1 in. diameter

Plexiglas pipe attached to a hole in the upper part of the frame. The whole bed was mounted on a frame and was tilted due

south to face the sun.
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Compressor and Controllers

An electrically driven two-piston compressor was used to supply air to the system. The compressor was equipped with a

200 L of storage tank, airflow controller, and pressure controllers to control the air in the tank as well as the inlet air to the

system.

Data Acquisition and Measuring Devices

The data collected in this study was airflow rate, global solar radiation, water temperature, inlet and outlet air temperatures,

and relative humidity. Solar intensity on the surface of the system was measured using a Pyranometer coupled with a digital

multimeter. The Eppley radiometer Pyranometer has the accuracy of �0.5 for the range from 0 to 2,800 W/m2. Water

temperature was snapped using two thermocouples which were connected to Xplorer GLX data logger. Inlet and outlet

relative humidity and temperatures of the air were acquired using an Omega Thermo Hygrometer RH411 with measurement

range of 5–98 % relative humidity and 0–49 �C temperature. The measurement accuracy of the hygrometer is �0.8 �C for

temperature and �3 % for relative humidity. The airflow rate was measured using a hot wire anemometer.

Experimental Procedure and Data Processing

Procedure

The main working principle is to bring unsaturated air (i.e., air bubbles) into contact with water to saturate the air in a process

called humidification. In this setup air bubbles travel freely through still water in the cavity to ensure maximum contact

surface area; thus, greater mass transfer rate can be achieved.

Fig. 36.1 The humidification

system
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Water was filled in the cavity to about two-third in order to make room for the volume of the air bubbles. The south facing

bed allowed the solar energy to penetrate through the glazing to the black painted absorber plate. The absorber in turn

transferred the absorbed heat to the contained water and increased its temperature. Compressed air was directed through the

copper pipe and bubbles were generated in the water. While ascending upwards, heat and mass transfer to the bubbles took

place (Fig. 36.2).

Data of the solar intensity, water temperature, and air relative humidity and temperatures at the inlet and outlet of the

evaporator were recorded hourly from 9:30 AM to 3:30 PM in mid-winter for three different airflow rates (8.2, 10.4, and

12.6 kg/h).

Data Processing

The absolute humidity calculation was made possible using the data snapped by the electronic Hygrometer. The inlet and

outlet relative humidity and temperatures of air were inserted to a computer-aided thermodynamic table that gave all the

thermodynamic properties of air including the most important of which, the absolute humidity. Then the difference between

the inlet and outlet absolute humidity was calculated to determine the increase in water vapor content in air through the

process. Humidification Process Efficiency ηh was determined according to the following consideration.

Humidification Process Efficiency is considered as the ratio of actual increment in humidity to the maximum possible

increment in vapor content at the saturated temperature of air. Humidification Process Efficiency is given by:

ηh ¼ 100
ωout�ωin

ωout@sat:air�ωin
ð36:1Þ

Results and Discussion

Figure 36.3 shows the inlet and the outlet relative humidity of the air passing through the humidifier for different airflow

rates (i.e., 8.2, 10.4, and 12.6 kg/h) on different days. Although the inlet relative humidity varied for each day, the outlet

relative humidity was almost 100 % with slight decrease at flow rate of 12.6 kg/h.

Figure 36.4 shows the inlet and outlet temperatures of air as well as that of the water. It can be seen that there is a gap

between the passing air temperature and water temperature for all of the flow rates. As the flow rate increases the difference

between the inlet and outlet temperatures decreases. This behavior can be explained with two reasons: the first one is the

chilling effect of air on water due to higher flow rate and thus higher heat transfer rate. The second reason is that the energy
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of vaporization, which comes mainly from water, needed for phase change, increases as it is directly proportional to the

amount of vaporized water which increases with the airflow rate.

Figure 36.5 illustrates the average moisture content differences between the inlet and outlet air for each flow rate (i.e., 8.2,

10.4, 12.6 kg/h) in addition to the average efficiency calculated using Eq. (36.1). It can be clearly seen that mass transferred

is greater for greater flow rates whereas efficiency of the humidification process decreases slightly.
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Fig. 36.4 Effect of airflow rate on the temperature differences between the air inlet and outlet

Fig. 36.5 Effect of higher flow rates on the productivity and humidification efficiency
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Conclusions

In the present work a novel solar humidification unit was developed for using in HDD systems. The efficiency of the system

together with the effect of water temperature and flow rate on the productivity have been studied and the following points

were concluded:

1. Direct contact humidification is an effective technique to be used in solar HDD systems. Merging water heating and air

humidification processes in a compact design result in efficient humidification and efficient use of space for small scale

HDD systems.

2. Although the system hasn’t reached high temperatures, due to the mid-winter weather conditions, air comes out from the

humidifier as saturated.

3. Although there was slight drop in the efficiency of the humidification process as the flow rate increases, the average

increment in moisture content per hour increased and thus the productivity also increased.

Nomenclature

T Temperature, �C RH Relative humidity, %

Greek Letters

η Efficiency of the humidification process, % ω Absolute humidity, kg water vapor/kg dry air

Subscripts

w Water

a Air

in Inlet

out Outlet

sat Saturated, saturation
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Investigation of Humidity Effects on the Thermal Comfort
and Heat Balance of the Body 37
Omer Kaynakli, Mustafa Mutlu, Ibrahim Atmaca, and Muhsin Kilic

Abstract

Humidity, one of the most confusing of all climatic parameters in assessing the indoor climate, affects comfort in a

number of ways both directly and indirectly, and the avenues by which humidity affects comfort are not completely

known. The aim of this study is to comprehend the effects of humidity on thermal interaction between the human body

and its environment, and thermal sensation. In this chapter, the effect of humidity on heat and water balance of human

body, and in turn on body temperatures and thermal sensation, is investigated. A mathematical model of heat and mass

interaction between the human body and the surrounding environment has been established, and the effect of air humidity

has been examined under various relative humidity levels by means of using the empirical relations that express

thermoregulatory control mechanisms. In the numerical model, human body has been separated into 16 sedentary

segments, and possible local discomforts have been taken into consideration. Using the model, changes in the sensible

and latent heat losses, body temperatures, skin wettedness, and thermal comfort indices have been calculated and results

have been discussed explicitly.

Keywords

Thermal comfort � Heat balance � Humidity � Body temperature

Introduction

The living body constantly produces heat, and this must be transferred to the environment. Heat balance is the balance

between the rate of heat production and the rate of heat loss. Body temperature is regulated by the blood flowing from the

core to the skin where the heat is dissipated by radiation, convection, and evaporation to the environment. Thermal comfort

is generally associated with a neutral or near neutral whole body thermal sensation. Thermal sensation depends on body

temperature, which in turn depends on thermal balance and the effects of environmental factors, as well as personal factors

[1, 2]. Air temperature and humidity are two important factors affecting thermal comfort. Other factors include radiant

temperature, air velocity, occupant activity levels, and clothing.

Humidity is the most confusing of all climatic parameters in assessing the indoor climate. The humidity of the ambient

air has a wide range of effects on the energy and water balance of the body as well as on elasticity of the materials, air

quality perception, build up of electrostatic charge and the formation of mould. The humidity of ambient air has an
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influence on three mechanisms of water loss from the human body. These are the diffusion of water vapor through

the skin, the evaporation of sweat from the skin surface, and the humidification of the respired air. In all cases, the water

is lost in gaseous form, which also results in an energy loss from the body from which the relevant evaporation heat is

taken [3, 4].

Relative humidity is the ratio of the water vapor content of air to the maximum possible water vapor content of air at the

same temperature and air pressure. For people who perform very light or sedentary activities, the influence of humidity on

personal comfort is not great. Higher humidity will make a person feel warmer particularly in a ventilated area where the air

speed is low. Elevated relative humidity reduces the body’s ability to lose heat through perspiration and evaporation. When

this happens, individuals may perceive temperatures to be higher than they actually are. On the other hand, low relative

humidity can cause discomfort due to drying of the eyes, nose, throat, mucous membranes, and skin [5, 6].

Humidity affects human comfort in heat balance and in other many ways, such as healthy thermal sensation, skin

wettedness, tactile sensation of fabrics, and perception of air quality. Liviana et al. [7], which studied humidity effects on

human health, found that low humidity can contribute to eye irritation. Eye discomfort increased with time in low humidity

environments (Tdp < 2 �C). Teodosiu et al. [4] described a numerical model to assess the thermal comfort taking into

account the indoor air moisture and its transport by the air flow within an enclosure.

Thermal neutrality is a necessary but not sufficient condition for thermal comfort [8]. At the thermal neutrality, humidity

may be a cause of discomfort for two reasons: an uncomfortably high level of skin humidity or insufficient cooling of the

mucous membranes in upper respiratory tract by inhalation of humid or warm air. Toftum et al. [9] dealt with discomfort

caused by skin humidity. In the companion paper of that, Toftum et al. [10], they have presented the results of the

experiments on humidity and temperature of inhaled air on discomfort. de Dear et al. [11] studied the impact of humidity

on thermal comfort during step changes between 20 and 80 % relative humidity. They found that thermodynamics of

moisture absorption and desorption in clothing fibers during humidity transients affected the heat balance and thermal

sensation of subjects. Berglund and Cain [12] showed that air freshness and acceptability perceptions decreased with

increasing temperature and humidity. In particular, relative humidities above 65 % were associated with unacceptable air

quality judgments. Fang et al. [13] reached to similar results from air contaminated with emissions for common building

materials. The air quality was perceived to be more acceptable with decreasing temperature and humidity. Fountain et al.

[14] presented a short summary of previous studies on the influence of humidity on thermal comfort. Guan et al. [15]

summarized the current advances in thermal comfort modeling for both building and vehicle HVAC applications that have

occurred in the literature. Fiala et al. [16] modeled the physiological mechanisms within the body, thermal exchanges

between the body and its environment, and gave the detailed numerical model in their study. Each body segment was

considered as five-body layers (core, muscle, fat, inner skin, and outer skin). In their model, local variations of surface

convection, directional radiation exchange, evaporation and moisture collection at the skin, and the nonuniformity of the

clothing ensembles were considered. Further study is warranted to better understand and quantify how humidity affects

building occupants and HVAC system users.

This chapter inclines to relative humidity, one of the most complex parameter of the independent thermal comfort

variables. As mentioned above, relative humidity affects comfort in a number of ways both directly and indirectly. In this

study, investigation of the effects of low, intermediate, and high relative humidity values on the energy balance and the

thermal comfort indices is aimed. Human body is divided into 16 sedentary segments and simulation of the heat-mass

transfer between the body segments, and their environment is performed. By using the present model, variations of the core,

skin, and mean body temperatures; sensible and latent heat losses from the body; and skin wettedness with the relative

humidity are obtained for both whole body and body segments at different ambient temperatures. The effects of the same

conditions on the thermal comfort indices, TSENS and DISC, are presented in graphical forms.

Mathematical Model

The model used in this study combines the Gagge et al. [2] and Olesen et al. [8] models and based on the same approach used

in the study by McCullough et al. [17]. The fundamental equations of the model are presented in this section. Further details

of the developed model can be found in references [18, 19].

A two-compartment transient energy balance model developed by Gagge et al. [2] represents the body as two concentric

cylinders: the inner cylinder represents the body core (skeleton, muscle, internal organs) and the other cylinder represents the

skin layer. This model, by considering instantaneous heat storage of the core and the skin compartment, assumes that
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temperatures of these compartments change with time. Thermal interaction of the human body with the environment for the

core and the skin compartments can be written as follows [2, 20]:

Scr ¼ M �W � Qres � Qcr, sk ð37:1Þ

Ssk ¼ Qcr, sk � Qcd þ Qcv þ Qrd þ Qe, sk

� � ð37:2Þ

whereM is the rate of metabolic heat production,W is the rate of external work done by the muscles, Qres is the total rate of

heat loss through respiration, Qcr,sk is the rate of heat exchange between the core and skin, and Qe,sk is the total rate

of evaporative heat loss from skin. The total rate of sensible heat loss from skin can be divided to three parts, namely

conductive (Qcd), convective (Qcv), and radiative (Qrd) heat loss rates. Since the conductive heat loss is a small fraction of

the total heat loss from the body, generally it is neglected in the comfort calculations [21, 22]. Heat storage rate of the core and

skin causes instantaneous temperature changes in each compartment. This effect may be expressed with following equations:

dtcr=dθ ¼ ScrAb= 1� αð Þmcp,b
� � ð37:3Þ

dtsk=dθ ¼ SskAb= αmcp,b
� � ð37:4Þ

where α is the fraction of body mass concentrated in skin compartment, m is the mass of body, cp,b is the specific heat of

body, and tcr and tsk are the core and skin temperature of the body, respectively.

Heat is generated in the body by metabolism and can be lost to the environment by conduction, convection, radiation, and

evaporation of moisture from the skin and respiration. Convective and radiative heat loss from clothed body to environment

is calculated as

Qcv þ Qrd ¼
tsk � toð Þ

Rcl þ 1

hcv þ hrdð Þf cl

ð37:5Þ

where Rcl is thermal resistance of clothing, fcl is the ratio of clothed to nude body area, and hcv and hrd are the convective and

radiative heat transfer coefficients, respectively. Operative temperature (to) can be defined as the average of the mean radiant

and ambient air temperatures, weighted by their respective heat transfer coefficients. The radiative heat transfer coefficient

(hrd) was assumed to be 4.7 W/m2�C for typical clothing systems, and the necessary equation for calculating the convective

heat transfer coefficient for seated person with moving air was taken from ASHRAE [20].

In naturally ventilated rooms with closed windows, air velocity rarely exceeds 0.1 m/s [3]. For that reason, in the present

study average air velocity over the body is assumed to be 0.1 m/s. The maximum total latent heat loss from the skin (Qe,max)

is given by

Qe,max ¼
psk, s � pa
� �

Rcl

iclLR
þ 1

hcvf clLR

ð37:6Þ

where, psk,s is the saturated water vapor partial pressure at the skin temperature and pa is the water vapor partial pressure in

the ambient air, icl is the permeation efficiency of the clothing, and LR is the Lewis Ratio which is the ratio of the evaporative

heat transfer coefficient to the convective heat transfer coefficient. McCullough et al. [17] have found an average value of

icl ¼ 0.34 for common indoor clothing and LR equals approximately 16.5 �C/kPa at typical indoor conditions [20].
Total skin wettedness (w) including wettedness due to regulatory sweating (wrsw) and to diffusion through the skin (wdif)

can be written as

w ¼ wrsw þ wdif ð37:7Þ

where wrsw and wdif are given by

wrsw ¼ _mrswhfg
Qe,max

ð37:8Þ
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wdif ¼ 0:06 1� wrswð Þ ð37:9Þ

where _mrsw is the rate of sweat production and hfg is the heat of vaporization of water. _mrsw is given by control signal

equation. Evaporative heat loss from the skin (Qe,sk) is a combination of the evaporation of sweat secreted due to

thermoregulatory control mechanisms (Qe,rsw) and the natural diffusion of water through the skin (Qe,dif):

Qe, rsw ¼ wrswQe,max ð37:10Þ

Qe,dif ¼ wdif Qe,max ð37:11Þ

Qe, sk ¼ Qe, rsw þ Qe,dif

� � ¼ w Qe,max ð37:12Þ

During respiration, the body loses both sensible and latent heat by convection and evaporation of heat on water vapor

from the respiratory tract to the inhaled air. Sensible (Qs,res) and latent (Qe,res) heat losses due to respiration are

Qs, res þ Qe, res ¼ _mres cp,a tex � tað Þ þ hfg Wex �Wað Þ� �
=Ab ð37:13Þ

where _mres is the mass flow rate of air inhaled and tex and ta are the exhaled air and the ambient air temperatures,

respectively. Wex and Wa are the exhaled air and the ambient air humidity ratio, respectively. The heat of vaporization

(hfg) is 2.43 � 106 J/kg. Humidity ratio of the exhaled and ambient air can be expressed as

Wex ¼ 0:0277þ 0:000065Ta þ 0:2Wa ð37:14Þ

Wa ¼ Ra

Rv

pa
patm � pað Þ ¼ 0:622

pa
patm � pað Þ ð37:15Þ

where Ra and Rv are gas constants of air and vapor, respectively and pa is the water vapor partial pressure in the ambient air.

The body is divided into 16 segments which are uniformly clothed. In the model, dry and evaporative resistances are

calculated for each body segments which are treated as concentric cylinders. The total thermal resistance (Rt) and the total

evaporative resistance (Re,t) for each segments are as follows [17]:

Rt ið Þ ¼ Ra ið Þ r i; 0ð Þ
r i; nlð Þ þ

Xnl
j¼1

Ral i; jð Þ r i; 0ð Þ
r i, j� 1ð Þ þ Rf i; jð Þ r i; 0ð Þ

r i; jð Þ
� �

ð37:16Þ

Re, t ið Þ ¼ Re,a ið Þ r i; 0ð Þ
r i; nlð Þ þ

Xnl
j¼1

Re,al i; jð Þ r i; 0ð Þ
r i, j� 1ð Þ þ Re, f i; jð Þ r i; 0ð Þ

r i; jð Þ
� �

ð37:17Þ

where Ra and Re,a are the thermal and evaporative resistances of the outer air layer, Ral, and Re,al are the thermal and

evaporative resistances of the air layer between the clothing layers, respectively. Detailed information about these

resistances may be found in McCullough et al. [17], and convective–radiative heat transfer coefficients for 16 individual

body segments are reported by de Dear et al. [23].

Control Signal Equations

The parameters used in the control signals are the core, skin, and mean body temperatures. The blood flow between the core

and skin per unit of skin area can be expressed mathematically as [20, 24]

_mbl ¼ 6:3þ 200WSIGcr= 1þ 0:5CSIGskð Þð Þ½ �=3600 ð37:18Þ
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The heat exchange between the core and skin can be written as

Qcr, sk ¼ K þ cp,bl _mbl

� �
tcr � tskð Þ ð37:19Þ

where K is the average thermal conductance and cp,bl is the specific heat of blood. The rate of sweat production per unit of

skin area is estimated by

_mrsw ¼ 4:7x10�5WSIGb exp WSIGsk=10:7ð Þ ð37:20Þ

The average temperature of human body can be predicted by the weighted average of the skin and core temperatures:

tb ¼ αtsk þ 1� αð Þtcr ð37:21Þ

Prediction of Thermal Comfort

Because comfort is a “condition of mind,” empirical equations must be used to relate comfort perceptions to specific

physiological responses. The compartment model uses empirical expressions to predict thermal sensations (TSENS) and

thermal discomfort (DISC). TSENS and DISC values can be calculated by the following equations [20]:

TSENS ¼ 0:4685 tb � tb,cð Þ tb < tb,c ð37:22Þ

TSENS ¼ 4:7ηe tb � tb,cð Þ= tb,h � tb,cð Þ tb,c � tb � tb,h ð37:23Þ

TSENS ¼ 4:7ηe þ 0:685 tb � tb,hð Þ tb,h < tb ð37:24Þ

DISC ¼ 0:4685 tb � tb,cð Þ tb < tb,c ð37:25Þ

DISC ¼ 4:7 Qe, rsw � Qe, rsw, req

� �
Qe,max � Qe, rsw, req � Qe,dif

� � tb,c � tb ð37:26Þ

Validation of the Simulation

The equations, given in the mathematical model section, are solved in the computer medium, and the simulation is

performed to determine the heat and mass transfer between the body and its environment, and also thermal comfort.

In order to validate the present model, the simulation results have been compared with the experimental data of Werner and

Reents [25], Tanabe et al. [26], and with the numerical results of Huizenga et al. [27].

In Table 37.1, sensible heat losses from a whole human body and body segments are given, and the present results are

compared with the experimental measurements of Tanabe et al. [26]. In the calculations, the following values are used:

Rt ¼ 0.205 m2K/W, Re,t ¼ 0.0326 m2kPa/W, RH ¼ 50 %, and ta ¼ trd ¼ 24.7 �C. It can be seen that the present results are
very close to the measured values.

Werner and Reents [25] and Huizenga et al. [27] investigated the effects of ambient temperatures on the body segment

temperatures at 40 % relative humidity. Variation of skin temperatures with ambient temperature is comparatively given in

Fig. 37.1. In this calculation, it is assumed that body is in rested position and wears only shorts. Results obtained from the

present model are also in good agreement with the results of Werner and Reents [25] and Huizenga et al. [27].

37 Investigation of Humidity Effects on the Thermal Comfort and Heat Balance of the Body 425



Results and Discussion

After the comparisons and validation of the simulation, it can be examined the results of humidity effects. The relation

among ambient temperature, clothing, humidity, and the influence of these parameters on the body temperatures and also the

thermal comfort are investigated in this section.

Variations of the body temperatures with the ambient temperature at two different clothing configurations (Rcl ¼ 0.6 and

1.0 clo) are given in Fig. 37.2. In these calculations, it is assumed as Mact ¼ 60 W/m2 (for seated-quiet person) and RH

¼ 50 %, 0.05 < V < 0.10 m/s, ta ¼ trd (for typical indoor conditions). In figures presenting the temperatures of the body

and segments, the curves are formed by referring the minimum value. So, the increasing rate of the temperature with respect

to determined reference value rather than the real values is given. Since the initial temperatures of body parts are different

according to experimental conditions and manikin situation in many studies, a qualitative comparison can be more accurate

and rationalist approach instead of quantitative. From Fig. 37.2, the amounts of increase and decrease of body temperatures

Table 37.1 Comparison of heat losses from each part of the body with experimental results

Segment number

Rate of sensible heat loss (W/m2)

Experimentala Present study Difference (%)

1 70.00 78.90 12.7

2 70.00 78.90 12.7

3 50.00 49.48 1.0

4 51.35 50.77 1.1

5 45.57 44.40 2.6

6 48.60 47.28 2.7

7 35.00 32.44 7.3

8 44.43 43.57 1.9

9 57.00 58.68 2.9

10 60.71 65.97 8.7

11 35.57 32.44 8.8

12 40.00 37.67 5.8

13 37.30 35.17 5.7

14 41.43 39.32 5.1

15 38.86 36.49 6.1

16 43.10 41.71 3.2

Whole body 45.30 45.97 1.5

aTanabe et al. [26]
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can be seen easily. In this figure, the body temperatures at ta ¼ 20 �C and Rcl ¼ 0.6 clo are taken as a reference point.

For other cases, increasing amounts of body temperatures in respect of the reference value are given. Because of the fact that

the heat losses from the body to environment decrease with increasing ambient temperature, as expected, the body

temperatures (tsk, tcr, and tb) increase. Moreover, variation amount in the skin temperature is higher than that in the core

and the mean body temperatures. At the ambient temperature in the range of 20–30 �C, the maximum change of skin

temperature is 3.8 �Cwhile the core temperature is almost stable. This figure also shows that generally the body temperatures

have smaller values for low clothing insulation, and the core temperature of the body doesn’t change markedly with the

clothing insulation. The core temperatures for Rcl ¼ 0.6 and 1.0 clo are nearly coincided. In addition, the difference between

skin temperatures for Rcl ¼ 0.6 and Rcl ¼ 1.0 clo decreases with increasing ambient temperature although it is high at the

low ambient temperatures. So, the effect of clothing on the skin temperature is greater at low ambient temperatures.

Under the same conditions (environmental and personal), variation of the heat losses from the whole body is shown in

Fig. 37.3. When the ambient temperature increases, temperature difference between the ambient and skin decreases; for

this reason, sensible (convection + radiation) heat losses fall down but latent (evaporation + diffusion) heat losses boost.

To maintain heat balance between the body and its environment depending on decreasing sensible heat losses from the body,

evaporation heat losses increase with increasing sweat generation. Besides, total heat losses from the skin (sensible + latent)

slightly increase as well. At low clothing insulation, the total heat loss and the sum of the convective and radiative heat losses
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have higher values due to low thermal resistance. Meanwhile, the evaporative heat loss for Rcl ¼ 0.6 clo has lower values in

comparison to that for Rcl ¼ 1.0 clo. Because the body can easily transmit the heat at the low clothing resistance by using

sensible heat loss mechanisms, the sweat generation is lower and so the evaporative heat loss.

The effects of three different relative humidity levels as low (10 %), intermediate (50 %), and high (90 %) on the skin

wettedness are given in Fig. 37.4. In these calculations, the environmental and personal conditions except for the relative

humidity are assumed as the same conditions given above. As known, if the water vapor partial pressure in the ambient air

boosts, the relative humidity increases. In this circumstance, skin wettedness increases as moisture on the skin does not

penetrate easily into ambient air. Skin wettedness is a parameter connected with evaporative potential of the environment

together with generated sweat. If the evaporative potential of the environment decreases with increasing relative humidity,

skin wettedness increases. Relative humidity value is an important factor for the thermal comfort, especially in high ambient

temperatures. While skin wettedness is 0.06 for each three relative humidity values (10, 50, and 90 %) at the ambient

temperature of 20 �C, the difference among skin wettedness’ increases with increasing of ambient temperature.

The effect of the relative humidity on the skin and core temperatures is smaller than that of the ambient temperature

(Figs. 37.5 and 37.6). At the ambient temperature of 30 �C and the clothing insulation of 1 clo, when the relative humidity

varies from 10 % to 90 %, variation in the skin temperature is 0.4 �C while that in the core temperature is only 0.05 �C
(Fig. 37.5). Furthermore, the difference between the skin temperatures for clothing resistances 0.6 and 1 clo is high at the low

ambient temperatures. The temperature difference decreases with increasing ambient temperature. So, clothing resistance
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has more effect on the skin temperature at low ambient temperatures. As it can be seen from Fig. 37.6, while relative

humidity has a small effect on the body core temperature at the low ambient temperatures, it has a greater effect on this

temperature at the high ambient temperatures. As the ambient temperature increases, the difference among the core

temperatures increases for various relative humidity values.

The effects of relative humidity on the thermal comfort perception are shown in Figs. 37.7 and 37.8. In these figures,

variation of TSENS and DISC thermal comfort indices with the ambient temperature are given for different relative humidity

and clothing insulation values. Since body temperatures and skin wettedness increase with increasing ambient temperature,

comfort sense gets worse. While relative humidity has a small effect on the TSENS and DISC values at the low ambient

temperatures, it has a greater effect on these values at the high ambient temperatures. Relative humidity has a strong

influence on theDISCwhich takes into account regulation by sweating. At the ambient temperature of 30 �C and the clothing

insulation of 1 clo, while DISC is 1.6 for the 10 % relative humidity, it is 5.3 for the 90 % relative humidity. DISC, which is

related to skin wettedness, has a high value at the high temperature and humidity.

In the following figures, some of the body parts are investigated in detail for different humidity values at Rcl ¼ 1.0 clo.

Variations of the skin temperature and wettedness of, for example, the pelvis and fibula are shown in Figs. 37.9 and 37.10.

If the ambient temperature gets high values, the body segments’ temperatures increase similar to the mean body skin

temperature. Since pelvis has more clothes than fibula, skin temperature and wettedness of the pelvis have higher values.

Skin temperature of the pelvis rapidly increases at 30 �C ambient temperature and 50 % RH. Because the skin wettedness of

the pelvis reaches value of 1, which is the maximum value, at a little lower than ta ¼ 30 �C, it does not increase anymore at
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the higher ambient temperatures. As the skin wettedness reaches the maximum value, the evaporation loss remains constant,

and as a result of this, skin temperature increases. A similar situation is shown in Fig. 37.11 for back segment. At the same

environmental conditions (~30 �C, 90 %), skin temperature of the back suddenly increases. Because, as it can be seen from

Fig. 37.12, the skin wettedness of the back reaches value of 1, which is the maximum value, at a temperature lower

than 30 �C ambient temperature, and since the heat balance is not maintained at the higher ambient temperatures, the skin

temperature of the back rapidly increases. When the ambient temperature increases, increasing ratio of the head

skin temperature is relatively faster than that of the back skin temperature. So, the head is more affected from the

environmental conditions, because it is naked.

Variation of the required ambient temperature for the thermal comfort conditions with humidity ratio in the air for two

different clothing (Rcl ¼ 0.6 and 1 clo) is given in Fig. 37.13. Values of TSENS and DISC are equal to zero on these curves

presenting for Rcl ¼ 0.6 clo and Rcl ¼ 1 clo. As it can be seen, as the humidity ratio in the air increases, the required ambient

temperature should be decreased for applying thermal comfort conditions. At Rcl ¼ 0.6 clo, while the required ambient

temperature is 23.3 �C for the relative humidity of 20 %, it is 23 �C for the relative humidity of 60 %. It is also seen in this

figure that for the thermal comfort conditions, the required ambient temperature decreases with increasing clothing

resistance. These temperatures are required temperatures keeping heat balance between the body and environment.

But, apart from the heat balance, there are various factors affecting the thermal comfort in different ways. For instance,
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at the high and low humidity cases, human can feel uncomfortable due to respiration arduous, skin, eyes, and throat trouble.

Therefore, even if energy balance is maintained, in general, the cases in which relative humidity is higher than 70 % and

lower than 30 % are not considered as a thermal comfort zone.

Conclusion

The main results derived from this study are as follows:

1. Relative humidity of air affects the heat balance between the body and environment in numerous ways.

2. Relative humidity value is an important factor for the thermal comfort, especially in high ambient temperatures.

The effect of this factor increases with clothing resistance.

3. Water vapor partial pressure increases with increase in relative humidity at constant temperature. As the difference

between the skin and environment water vapor partial pressures decrease, total latent heat losses from the skin decreases.

For that reason, the core and skin temperature of the body increase slightly with increasing the relative humidity.

But, variation of the core temperature is quite lower than that of the skin temperature.

4. With increasing the relative humidity, the difference between the skin and environment water vapor partial pressures

decrease, and so greater portion of the body is covered by sweat. For that reason, if the relative humidity increases, skin

wettedness boosts.

5. When the clothing has lower thermal resistance values, the total heat loss and the sum of the convective and radiative

heat losses rise. Meanwhile, the evaporative heat loss related to the sweat generation of the body increases with

increasing clothing resistance.

6. With both the body temperatures and skin wettedness increase, thermal comfort perception is negatively influenced. As

a result of this, TSENS and DISC values increase with the ambient temperature, relative humidity, and clothing

resistance.

7. Increase in the DISC, which is parallel with the skin wettedness, is higher than that in the TSENS.

8. Since pelvis and back have more clothes from the other body segments, the skin temperature and wettedness of these

segments is higher.

9. After the skin wettedness reaches the maximum value (w ¼ 1), if the ambient temperature keeps on increasing, skin

temperature increases rapidly. This effect is shown in back and pelvis at 90 % relative humidity for approximately 30 �C
ambient temperature.

10. Since the head has no cloth, it is more affected from the environmental conditions than the other segments. Increasing

ratio of the skin temperature in this segment is higher than that of the back segment.

Due to the fact that an understanding of human thermoregulatory processes and effects of humidity on the energy and

water balance of the body facilitates the design and development of improved heating and cooling systems, this study can be

useful for HVAC engineers and researchers.
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Nomenclature

Ab Body surface area, m2

cp,b Specific heat of body, kJ/(kg K)

DISC Discomfort

fcl Clothing area factor

hcv Convective heat transfer coefficient, W/(m2 K)

hrd Radiative heat transfer coefficient, W/(m2 K)

i Segment number

icl Vapor permission efficiency of clothing

j Air or fabric layers number

K Effective conductance between core

and skin, W/(m2 K)

LR Lewis Ratio, �C/kPa
m Body mass, kg

M Rate of metabolic heat production, W/m2

Mact Rate of metabolic heat production due

to activity, W/m2

_mbl Mass flow rate of blood, kg/(s m2)

_mres Mass flow rate of air inhaled, kg/s

_mrsw Mass flow rate of regulatory sweat

generation, kg/(s m2)

nl Number of layers covering segment

pa Water vapor pressure in the ambient air, kPa

pa,s Saturated water vapor pressure

in the ambient air, kPa

patm Atmosphere pressure, kPa

psk,s Saturated water vapor pressure at the skin

temperature, kPa

Qcd Heat flow rate due to conduction, W/m2

Qcr,sk Heat flow rate between core and skin, W/m2

Qcv Heat flow rate due to convection, W/m2

Qrd Heat flow rate due to radiation, W/m2

Qres Total heat flow rate due to respiration, W/m2

Qe,dif Latent heat flow rate due to diffusion, W/m2

Qe,max Maximum latent heat flow rate due

to evaporation, W/m2

Qe,res Latent heat flow rate due to respiration, W/m2

Qe,rsw Latent heat flow rate due to regulatory

sweat generation, W/m2

Qe,rsw,

req

Required latent heat flow rate due

to regulatory sweat generation, W/m2

Qe,sk Total latent heat flow rate from skin, W/m2

Qs,res Sensible heat flow rate due to respiration, W/m2

r Outer radius of fabric layer, m

Ra Thermal resistance of outer air, (m2 K)/W

Ral Thermal resistance of air layer, (m2 K)/W

Rcl Thermal resistance of clothing, (m2 K)/W

Rf Thermal resistance of fabric, (m2 K)/W

Rt Total thermal resistance of clothing, (m2 K)/W

Re,a Evaporative resistance of outer air, (m2 kPa)/W

Re,al Evaporative resistance of air layer, (m2 kPa)/W

Re,cl Evaporative resistance of clothing, (m2 kPa)/W

Re,f Evaporative resistance of fabric, (m2 kPa)/W

Re,t Total evaporative resistance of clothing,

(m2 kPa)/W

Ra Gas constant of air, kJ/(kg K)

Rv Gas constant of vapor, kJ/(kg K)

RH Relative humidity

Scr Rate of heat storage in the core, W/m2

Ssk Rate of heat storage in the skin, W/m2

ta Air temperature, �C
tb Body temperature, �C
tb,c Lower limit temperature of evaporative regulation

zone, �C
tb,h Upper limit temperature of evaporative regulation

zone, �C
tcr Core temperature, �C
tex Exhaled air temperature, �C
to Operative temperature, �C
trd Mean radiant temperature, �C
tsk Skin temperature, �C
TSENS Thermal sensation

w Total skin wettedness

wdif Skin wettedness due to diffusion

wrsw Skin wettedness due to regulatory sweating

Wa Humidity ratio of ambient air, kg H2O/kg dry air

Wex Humidity ratio of exhaled air, kg H2O/kg dry air

W Rate of external work accomplished, W/m2

WSIGb Warm signal from body

WSIGcr Warm signal from core

WSIGsk Warm signal from skin

α Fraction of total body mass concentrated in skin

compartment

θ Time, s

ηe Evaporative efficiency
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Thermal Comfort Analysis of Novel Low Exergy Radiant Heating
Cooling System and Energy Saving Potential Comparing
to Conventional Systems

38

Aliihsan Koca, Zafer Gemici, Koray Bedir, Erhan Böke,
Barış Burak Kanbur, and Yalçın Topaçoğlu

Abstract

In this study characteristics of a model room with dimensions 6 m � 4 m � 3 m has been investigated using

Computational Fluid Dynamics method with regard to thermal comfort, in case of that the room is heated and cooled

by the means of radiant panels. Both general thermal comfort parameters [PMV (percentage mean vote), PPD (predicted

percentage of dissatisfied)] and local thermal comfort parameters (radiant temperature asymmetry, draught, vertical air

temperature difference, warm and cool floors) which are described by the standards ISO 7730 and ASHRAE 55 have been

taken into consideration. Radiant panels have been placed to exterior walls for heating system, and they have been put on

both exte\rior walls and ceiling for cooling system. According to the TS 2164 standards, different regions are identified

with regard to outdoor climate conditions for heating and cooling seasons in Turkey, and analysis of heating/cooling is

done for each region. Heat fluxes from radiant panels and corresponding values of room mean temperature required in

order for the conditions of thermal comfort described by the standards ISO 7730 to be met have been determined for these

regions and heating/cooling system configurations. Energy saving potential of radiant system has been evaluated for these

regions and heating/cooling mode.

Keywords

Energy saving � Thermal comfort � Low exergy � Heating � Cooling

Introduction

Energy saving and emission reduction are both affected by the energy efficiency of the built environment and the quality of

the energy carrier in relation to the required quality of the energy. Low exergy heating and cooling systems allow to use low

valued energy, which is delivered by sustainable energy sources (e.g., by using heat pumps, solar collectors, either separate

or linked to waste heat, energy storage, etc.) and improve their performances.

It is vitally important to have a clear image of the exergy balance of the human body in order to understand what the low

exergy systems for heating and cooling in buildings are. It is interesting that the thermal comfortable condition is provided
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with lowest exergy consumption rate with the human body. This suggests that rational heating and cooling systems in

building would go well with low exergy consumption under a condition in which we humans consume as low amount of

exergy as possible. That is we may be able to establish both thermal comfort and low exergy consuming systems at the

same time.

Human body doesn’t sense just the temperature of the air, but also feels the operative temperature that is combination of

air temperature, air humidity, air velocity, and radiant temperature. According to this relationship lowest exergy consump-

tion rate emerges at the point where the room air temperature equals 18 �C and mean radiant temperature 25 �C [1].

This suggest that use of warm radiant energy is more effective than use of convective warm energy for a heating purpose to

realise both thermal comfort and as low exergy consumption within human body as possible.

The work concerning low exergy systems (LowEx) by Virtane and Ala-Juusela [2, 3] encourages the use of low

temperature heating systems for buildings. Low exergy heating systems allow the use of low valued energy sources. Such

heating system operates at low temperature levels that are close to room temperature. These systems can provide the

occupants with comfortable, clean, and healthy environment. In addition, low temperature systems lead to efficient use of

energy and provide flexibility in the choice of the energy source. To the knowledge of the authors, there are only a few

papers available about low temperature heating systems.

Low temperature heating with heat pump or other low temperature devices has several advantages. When using, for

example, a heat pump in low temperature systems, energy may be saved because the thermal efficiency of the pump (COP)

increases and energy loses in the distribution net decrease. Energy efficiency aside, studies show that low temperature

heating may improve indoor air quality as well as the thermal comfort conditions [4–7].

Scientist and engineers are concerned about new heating and cooling systems in buildings due to conventional air

conditioning systems consuming large amount of energy. As a result of their studies, radiant heating and cooling systems

which can produce more comfortable conditions in occupied zone and energy saving are developed. Working principle of

radiant system is based upon at least 50 % of heat transfer occurring via radiation from radiant panel placed on floor, wall, or

ceiling. By the radiant panel heat transfer occurs in two ways, primarily via radiation between panel surface and occupants

which constitutes 60–80 % of heat transfer and secondarily, heat transfer to indoor air by means of natural convection [8].

The intent of radiant systems is to lower thermostat set point temperature in winter and to increase it in summer, resulting

in substantial energy savings for heating and cooling as compared with conventional systems [9]. A forced convection

air-conditioning system creates uncomfortable environment caused by draught and air temperature differences between the

human head and foot, whereas radiant air-conditioning systems can provide lower vertical air temperature differences

and air velocity. At a given volume flow rate, water is about 4,000 times more efficient for heat transport than air.

Therefore, water heating systems are very common in Europe, and hydronic cooling systems progressively replace

air conditioning [10].

Thermal Comfort

As defined by ASHRAE Standard 55, thermal comfort is that condition of the mind that expresses satisfaction with

the thermal environment. Thermal comfort is investigated considering both general and local thermal sensation of the

human body.

General Thermal Comfort

General thermal comfort that is mainly related to PMV–PPD index can be expressed as mathematically and occupant’s

thermal sensation temperature by the whole body called as operative temperature. PMV consists of six comfort variables

(metabolic rate, clothing insulation, ambient air temperature, mean radiant temperature relative humidity, and air velocity)

and is expressed Eq. (38.1) [11] as
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PMV ¼ 0:303 � e�0,036�M þ 0:028
� �

M �Wð Þ � 3:05 � 10�3 � 5733� 6:99 � M �Wð Þ � paf g
�0:42 � M �Wð Þ � 58:15f g � 1:7 � 10�5 �M � 5867� pað Þ
�0:0014M 34� Tað Þ � 3:96 � 10�8f cl Tcl þ 273ð Þ4 � Tr þ 273ð Þ4

n o
�f cl � h � Tcl � Tað Þ

2
666664

3
777775 ð38:1Þ

PPD is expressed via Eq. (38.2) using PMV index value [11]:

PPD ¼ 100� 95 � exp �0:03353 � PMV4 � 0:2179 � PMV2
� � ð38:2Þ

Operative temperature is not equal to the ambient air temperature and is affected by surface and object temperatures of

indoor environment. When mean air speed is less than 0.2 m/s, operative temperature is calculated by Eq. (38.3):

T0 ¼ Tr þ Ta

2
ð38:3Þ

General thermal comfort criteria which are described by the standards ISO 7730 are shown in Table 38.1.

Local Thermal Comfort

In the earlier years of thermal comfort studies, comfort was usually described as affected by the occupant’s thermal sensation

by the whole body. But aside from the overall thermal state of the body, an occupant may also find the thermal environment

unacceptable if local influences on the body from radiant temperature asymmetry, draught, vertical air temperature

differences, and cold or warm floors.

Radiant temperature asymmetry is the difference between the maximum and the minimum radiant temperature on the

surfaces of a cube element located at a point in the space being conditioned [3].

Draught is the unwanted local cooling of the body caused by air movement.

Vertical air temperature difference is a high vertical air temperature difference between the ankle and the head (0.1 and

1.1 m above the floor) which usually causes discomfort. This air temperature difference should be less than 3 �C.
Floor surface temperature is especially important for thermal comfort assessment of spaces with occupants wearing light

indoor shoes or in cases where occupants sit/lie on the floor or walk indoors with bare feet as common in Asia.

Room Modeling

A CFD model with dimensions 6 m � 4 m � 3 m is designed. Two single-glazed windows which are included in the CFD

model have 1.4 m height and 1.2 m weight. Four different room models are obtained to be placed on wall surfaces of panels

with dimensions 0.6 m � 1.2 m as shown in Fig. 38.1; panels are installed all around of the window in the first model

(Fig. 38.1a), windowless exterior wall in the second model (Fig. 38.2a), either walls in the third model (Fig. 38.3a), and

ceiling in the fourth model (Fig. 38.4a). The TS 2164 standards identify four different regions in Turkey with regard to

outdoor climate conditions in winter used in heating systems design. Each region has been represented in numerical analysis

by setting these climatological parameters as boundary conditions in heating mode (Table 38.2), where in the case of

cooling, summer conditions as well as incident radiation through window are taken into account.

Table 38.1 General thermal

comfort criteria
Parameter Limit value

PMV �0.5 < PMV < 0.5

PPD (%) PPD < 10

Operative temperature (�C) Winter (1 clo/1.2 met) 20–24
Summer (0.5 clo/1.2 met) 23–26
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Fig. 38.1 (a) Model 1;

(b) Model 2; (c) Model 3;

(d) Model 4
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Fig. 38.2 (a) Streamline distribution in model 2; (b) Model 2 surfaces temperature distribution
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Numerical Solution Method

In fluid mechanics and heat transfer, basis of conservation equations stated as mathematical treatment of fluid depends on

conservation of mass, momentum, and energy. In this study, flow is steady state and three dimensional, and physical

properties of the fluid such as density, viscosity, and thermal conductivity are constant. Consequently, conservation

equations are obtained as below [12]:

Continuity equation,

∂u
∂x

þ ∂v
∂y

þ ∂w
∂z

¼ 0 ð38:4Þ

Momentum equations of x, y, z direction can be stated, respectively:

u
∂u
∂x

þ v
∂u
∂y

þ w
∂u
∂z

¼ � 1

ρ

∂p
∂x

þ ν
∂2u

∂x2
þ ∂2u

∂y2
þ ∂2u

∂z2

� �
ð38:5Þ

u
∂v
∂x

þ v
∂v
∂y

þ w
∂v
∂z

¼ � 1

ρ

∂p
∂y

þ ν
∂2v

∂x2
þ ∂2v

∂y2
þ ∂2v

∂z2

� �
� g ð38:6Þ

u
∂w
∂x

þ v
∂w
∂y

þ w
∂w
∂z

¼ � 1

ρ

∂p
∂z

þ ν
∂2w

∂x2
þ ∂2w

∂y2
þ ∂2w

∂z2

� �
ð38:7Þ

Energy equation can be stated as below:

u
∂T
∂x

þ v
∂T
∂y

þ w
∂T
∂z

¼ α
∂2T

∂x2
þ ∂2T

∂y2
þ ∂2T

∂z2

� �
ð38:8Þ

Fig. 38.4 Reference line 1, 2, 3

Table 38.2 Outside air temperature in different region for cooling and heating season

Region City

Heating season outside

air temperature (�C)
Cooling season outside

air temperature (�C)
1 Antalya 3 39

2 Istanbul �3 33

3 Ankara �12 35

4 Erzurum �21 31
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Between radiant panels and indoor air, heat transfer occurs via natural convection which has been modeled by employing

Boussinesq method that yields good results provided with small difference in extremum values of temperature within the

space in question. Turbulence is simulated by the standard k-ε model which is reported to be a good approximation

especially for near-wall flows. Radiation heat transfer has been represented by employing the Discrete Ordinates method

which takes account scattering, semi-transparent media, reflecting surface, and wavelength-dependent transmission [13].

Results and Discussion

Heating Cases of Study

Room has two exterior and interior walls, a ceiling, and floor. This room heating analysis is done when room situate in

self-contained flat. In this case, ceiling, floor, and interior walls of the room are neighbor to cockloft, ground, and unheated

space, respectively. Heating analysis was made for room model 1, 2, 3.

Results of Heating Cases
Analysis results will be expressed with regard to model 2. These results were obtained when panel heating performance

was 35 W/m2, considering second region’s outside air condition. Figure 38.2a shows velocity streamline in room.

Natural circulation of air flow in contact with warm panel surface is obviously shown in Fig. 38.2a. On the panel, surface

had air speed 0.13 m/s which is the highest air velocity in the room. Figure 38.2b represents temperature distribution on

walls, window, and panels. Warmed panel, cold window, and whole wall surface mean temperatures were found to be

296.4, 288, and 292 K, respectively, in the room.

Investigation of General Thermal Conditions Comfort for Room Model 2

General thermal comfort is based on PMV and PPD indices and operative temperature. Therefore, these parameters must be

calculated. The PMV value is calculated from Eq. (38.1). For the purpose of solving this equation, mean radiant temperature

that must be calculated is expressed in Eq. (38.9) [14].

Tr ¼ Tp þ Taust

2
ð38:9Þ

Panel surface temperature (Tp) was found to be 296.4 K as a result of numerical analysis. Area-weighted unheated surface

temperature (Taust) was calculated as 292 K with Eq. (38.10) [14].

Taust ¼ Ts1 � As1 � εs1 þ Ts2 � As2 � εs2 þ . . .þ Tsn � Asn � εsnð Þ
As1 � εs1 þ As2 � εs2 þ . . .þ Asn � εsnð Þ ð38:10Þ

Depending on these values, mean radiant temperature (Tr) was estimated to be 294.1 K using Eq. (38.9). As a result

of numerical analysis, mean air temperature and air velocity were found to be 292.5 K and 0.013 m/s, respectively. Clothing

in winter, metabolic rate of occupants, and relative humidity were admitted 1 clo, 1.2 met, and 50 %, respectively [11].

Values of these six comfort variables are shown in Table 38.3.

Operative temperature was computed 293.3 K with Eq. (38.3). PMV and PPD values were estimated by computer

program which is written based on ASHRAE 55 and ISO 7730 standards. Values of the these parameters are shown in

Table 38.4.

Table 38.3 General thermal

comfort input values for model 2
Parameter Input values

Clothing insulation (clo) 1

Mean air temperature (�C) 19.5

Mean radiant temperature (�C) 21.1

Metabolic rate (met) 1.2

Air velocity (m/s) 0.013

Relative humidity (%) 50
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The relationship between PMV and PPD is shown in Fig. 38.3. Intersection of PMV and PPD values is within the region

defined by thermal comfort

Investigation of Local Thermal Comfort Conditions for Room Model 2

The occupied zone is defined as a space 0.6 m distant from all walls and up to 1.8 m above floor level [9]. Most critical plane

in the occupied zone is farthest from panels. Reference lines were all in the critical plane and the reference lines 1, 2, and 3

were 0.6, 3, and 5.4 m distant from exterior wall which has a window, respectively (Fig. 38.4).

Temperature differences between 0.1 and 1.1 m above the floor on reference line 1, 2, and 3 were found to be 0.4, 0.3, and

0.5 �C, respectively. None of the values exceed recommended limit that is given by ISO 7730 (Table 38.5).

Maximum air velocities on reference line 1, 2, and 3 were obtained as 0.013, 0.01, 0.017 m/s, respectively. These air

velocities are less than 0.18 m/s described by ISO 7730 (Table 38.6).

Figure 38.5 represents temperature distribution in the middle plane of the room. The difference between highest and

lowest temperature is 0.34 K, which is under the standard limitation of 23 K (radiant temperature asymmetry caused by

warm vertical wall) set by ISO 7730.

Room floor surface temperature was found to be 19.2 �C which is the range of floor surface temperatures (19–29 �C)
described by ISO 7730.

Table 38.4 General thermal

comfort output values for model 2
Parameter Output values

Operative temperature (�C) 20.3

PMV �0.28

PPD (%) 6.63

Table 38.5 Vertical air

temperature differences

0.1–1.1 m on reference line

Reference line T0.1 (K) T1.1 (K) T1.1–T0.1 (K) ISO 7730 (K)

1 292 292.4 0.4 <3

2 292.1 292.4 0.3 <3

3 291.8 292.3 0.5 <3

Table 38.6 Maximum air

velocities on reference line
Reference line Maximum speed (m/s) ISO 7730 (m/s)

1 0.013 <0.18

2 0.01 <0.18

3 0.017 <0.18

Fig. 38.5 Temperature

distribution in the middle

plane of the room
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Investigation of Thermal Comfort as Regards Clothing Insulation and Metabolic Rate

The relationship between PPD and clothing insulation is shown in Fig. 38.6. Thermal comfort requirement is provided in the

range of 1–1.6 clo. Clothing insulation and PPD values of the optimal thermal comfort are 1.2 clo and 5 %, respectively.

Figure 38.7 presents the relationship between PPD and metabolic rate. Thermal comfort is satisfied from 1.2 to 1.6 clo, so

occupants feel comfortable themselves in this metabolic rate range in room. Clothing insulation and PPD values of the

optimum thermal comfort are 1.3 met and 5.13 %, respectively.

Cooling Cases of Study

Room cooling analysis is done when room situate in mezzanine, so heat loss takes place from exterior walls and window

only. Cooling analysis was made for all room models.

Results of Cooling Cases
Analysis results will be explained considering model 4. These results were obtained when panel cooling performance

was 18 W/m2, considering second region’s outside air condition. Figure 38.8a represents velocity streamline in model 4,

and maximum air speed was 0.111 m/s. Figure 38.8b demonstrates temperature distribution on whole room surfaces.

Warm window, cooled panel, and other wall surface temperatures were found to be 302.2, 299, and 296.8 K, respectively.

Investigation of General Thermal Comfort Conditions for Room Model 4

Parameters of calculating PMV were given as follows: clothing, 0.5 clo in summer; metabolic rate of occupant, 1.2 met;

relative humidity, 50 % [11]. As a result of numerical analysis, mean air temperature and air velocity were found to be

298.5 K and 0.018 m/s, respectively, and mean radiant temperature was found to be 297.9 K using with Eq. (38.9).

Consequently, the values of these six comfort variables are shown in Table 38.7.

PMV, PPD, and operative temperature values are shown in Table 38.8. These values show that thermal comfort is provided.
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Minimum Heat Flux Requirements from Radiant Panels in the Case of Heating and Cooling

Minimum heat fluxes from radiant panels and corresponding values of PMV, PPD, and room mean temperature are shown

for different region and heating/cooling in Tables 38.9 and 38.10. Mean air temperature of model 1 became lower in cooling

and higher in heating than other models for different regions.

Comparison of Radiant and Conventional Systems Under Similar Thermal Conditions

Having compared radiant and conventional heating systems under similar thermal conditions, indoor air temperature was

found to be 1.1 �C less in case of radiant heating than that of conventional heating because mean radiant temperature in

radiant heating was 1.1 �C higher than in convective heating (Table 38.11).

ba
Velocity

0.111

0.083

0.055

0.028

0.000
[m s∧−1]

Temperature

302.352

301.473

300.594

299.715

298.837

297.958

297.079

296.200

295.322
[K]

Fig. 38.8 (a) Streamline distribution in model 4; (b) Model 4 surfaces temperature distribution

Table 38.7 General thermal

comfort input values for model 4
Parameter Input values

Clothing insulation (clo) 0.5

Mean air temperature (�C) 25.5

Mean radiant temperature (�C) 24.9

Metabolic rate (met) 1.2

Air velocity (m/s) 0.018

Relative humidity (%) 50

Table 38.8 General thermal

comfort output values for model 4
Parameter Output values

Operative temperature (�C) 25.2

PMV 0.21

PPD (%) 5.91

Table 38.9 Minimum heat flux requirements from radiant panels for different regions in heating

Region

Model 1 Model 2 Model 3

1 2 3 4 1 2 3 4 1 2 3 4

Heat flux (W/m2) 60 70 90 110 30 35 45 55 15 20 25 30

PMV �0.47 �0.29 �0.32 �0.39 �0.35 �0.28 �0.29 �0.32 �0.48 �0.28 �0.37 �0.44

PPD (%) 9.61 6.75 7.13 8.17 7.55 6.63 6.75 7.1 9.81 6.63 7.85 9.04

Operative temperature (�C) 20 20.4 20.4 20.2 20 20.3 20.3 20.2 20 20.2 20 20

Mean air temperature (�C) 17.2 18.4 17.8 17 19.2 19.5 19.2 18.9 18.9 19.7 19.2 18.8
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Annual Energy Saving in the Case of Radiant Heating and Cooling

Table 38.12 demonstrates annual energy savings using radiant heating system for different regions. There is remarkable

energy saving using radiant system for heating. Energy saving was larger at regions where heating load was higher and could

reach maximum level in the coldest region. The more energy saving could be achieved using model 3.

Annual energy savings are shown for radiant cooling system in Table 38.13. Model 3 has maximum energy saving,

whereas model 4 has minimum energy saving. Energy saving is larger at regions where cooling load is higher.

Conclusion

Thermal comfort and energy efficiency performance of the novel radiant heating and cooling systems were investigated with

CFD method according to different building and heating/cooling system configurations in this study. The following

conclusions have been reached:

• The use of radiant heating and cooling systems in a model room fulfills general and local thermal comfort requirements

with lower air temperature for heating and higher air temperature for cooling than conventional system

Table 38.13 Annual energy saving use of radiant cooling systems

Region

Energy saving (Turkish currency)

Model 1 Model 2 Model 3 Model 4

1 25.7 30.0 36.4 15.1

2 15.0 15.0 16.7 10.1

3 11.9 12.5 14.5 7.6

4 1.3 1.5 1.6 1.1

Table 38.10 Minimum heat fluxes requirements from radiant panels for different regions in cooling

Region

Model 1 Model 2 Model 3 Model 4

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Heat flux (W/m2) 54 47 49 44 25.5 23.5 24 21 15.5 15 15 13.5 20.5 17.5 18.5 15.5

PMV 0.25 0.35 0.35 0.37 0.32 0.33 0.44 0.43 0.31 0.29 0.4 0.4 0.36 0.38 0.39 0.37

PPD (%) 6.3 7.55 7.55 7.85 7.13 7.26 9.04 8.86 7 6.75 8.33 8.33 7.7 8.01 8.17 7.85

Operative temperature (�C) 25.2 25.6 25.6 25.7 25.6 25.6 25.9 25.9 25.5 25.5 25.8 25.8 25.7 25.8 25.8 25.5

Mean air temperature (�C) 27 27 27 26.9 26.1 26.2 26.6 26.4 26 25.8 26.2 26.1 26 26.1 26.1 26

Table 38.11 Comparison of radiant and conventional systems

Parameter Radiant heating Conventional heating

Input Clothing insulation (clo) 1 1
Mean air temperature (�C) 20.9 22
Mean radiant temperature (�C) 22.3 21.2
Metabolic rate (met) 1.2 1.2
Air velocity (m/s) 0.028 0.028
Relative humidity (%) 50 50

Output Operative temperature (�C) 21.6 21.6
PMV 0 0
PPD (%) 5 5

Table 38.12 Annual energy saving use of radiant heating systems

Region

Energy saving (Turkish currency)

Model 1 Model 2 Model 3

1 79.0 79.0 100.7

2 143.2 143.2 179.4

3 178.5 178.5 233.8

4 268.2 268.2 333.7
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• All investigated radiant heating and cooling systems gave an acceptable indoor environment, which has smaller vertical

temperature differences and almost no air movement field

• In order to meet the conditions of thermal comfort required heat flux from radiant panels are obtained numerically for

different regions

• There is remarkable energy saving using radiant system for heating, even much more in colder areas in Turkey. In cooling

season energy saving associated with radiant system is lower than it is in heating season, since there is a smaller

difference between values of indoor and outdoor temperature, and furthermore, cooling period is shorter than its heating

counterpart.

• Both in heating and cooling cases, energy savings increase when panels are placed and heat loss occurred in either

exterior walls

Nomenclature

As Surface area

M Metabolic rate, W/m2

W Effective mechanical power, W/m2

pa Water vapour partial, Pa

Ta Air temperature, �C
fcl Clothing surface area factor

Taust Area-weighted unheated surface temperature, �C
Tcl Clothing surface temperature, �C
To Operative temperature

Tp Panel surface temperature, �C
Tr Mean radiant temperature, �C

Ts Surface temperature

T0.1 Air temperature at 0.1 m above floor level, �C
T1.1 Air temperature at 1.1 m above floor level, �C
h Convective heat transfer coefficient, W/m2�C
u Velocity component in x direction, m/s

v Velocity component in y direction, m/s

w Velocity component in z direction, m/s

x,y,z Cartesian coordinates

p Pressure, Pa

g Acceleration of gravity

Greek Letters

ρ Density, kg/m3

α Thermal diffusivity coefficient

ε Emissivity
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Comparison of Alternating-Current Losses in Two-Layer
Superconducting Cables Constructed by Shell-Type
and Solid-Core Cylindrical Wires

39

Fedai Inanir and Ahmet Cicek

Abstract

Alternating-current losses in two-layer power transmission cables of type-II superconducting wires with cylindrical

geometry are numerically investigated with regard to wire cross section. Losses in shell-type and solid-core

superconducting wires are calculated through the Finite Element Method for an applied alternating current with 50 Hz

frequency. Each cable layer is composed of 20 wires which have 1.0 mm radii, while the thickness of shell-type wires is

0.1 mm. The two wire layers are wound over a copper core such that the inner and outer layer radii are 20.0 and 25.0 mm,

respectively. Alternating-current losses at small applied current amplitudes in shell-type wires are three-times smaller than

in solid-core wires, where the discrepancy diminishes for high current amplitudes above 90 % of the critical current.

Besides, losses in both configurations are considerably higher in outer-layer wires for current amplitudes less than half the

critical current, while they converge at higher amplitudes. The reason for smaller losses in shell-type wires at low applied

current amplitudes is associated to the fact that current distribution is more homogeneous, whereas magnetic field lines

penetrate into the hollow core of these wires.

Keywords

Superconducting cable � Cylindrical wire � Alternating-current loss � Finite-element method

Introduction

A great deal of effort is concentrated on reduction of alternating-current (AC) transport losses in superconducting power

transmission systems. In this respect, especially geometries of the high-temperature superconducting (HTS) wires play an

important role [1–3]. Existing round-type HTS cable technologies rely on winding multiple layers of wires with rectangular

cross-sections around a cylindrical conductor, such as copper (Cu) [4–6]. However, AC current losses in such cables are still

considerably high. Thus, utilization of cylindrical wires, rather than rectangular ones, draws notable attention in HTS cable

technologies [7–9]. In this respect, HTS cables composed of superconducting coatings over a cylindrical metallic substrate

with a radius on the order of a few millimeters are devised [10, 11]. Alternatively, composite cylindrical cables obtained by

winding wires around a flexible core in a helical manner are also demonstrated [12]. Besides, Odier et al. [13] achieved

manufacturing shell-type (annular) cylindrical HTS wires.
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The magnetic response of either solid-core or shell-type HTS wires with circular cross-sections is substantially different

than the response of rectangular wires if they are exposed to a transport AC current or an external magnetic field.

A theoretical investigation of the magnetic behavior and AC transport losses of circular HTS wires under a magnetic field

is carried out by Mawatari [14]. Besides, Gömöry and Inanir [15] numerically investigated AC losses in coils composed of

solid-core and shell-type HTS wires. Pi et al. [16] conducted a numerical study of AC losses in an HTS shell under an

external magnetic field. The above approaches can be adopted to investigation of AC losses in multi-layer HTS cables with

circular wires.

This work focuses on a numerical study of the AC transport losses in two-layer superconducting cables with either

solid-core or shell-type circular HTS wires under an applied alternating current. A comparison of induced losses in the two

configurations is carried out. Furthermore, the loss mechanisms are discussed with regard to distribution of current density

and magnetic field in and around the wires, respectively.

Cable Geometries and Computational Methods

Cross-sections of the HTS power transmission cables on the xy plane are depicted in Fig. 39.1. Wires are composed of

second-generation high-temperature superconductors. Inner sections of the shell-type wires are vacuum with relative

permeability μr ¼ 1.0. Inner core of both cables in Fig. 39.1 are circular Cu wires with a radius of Ri ¼ 20.0 mm.

The space between the layers is filled with Kapton® dielectric with a thickness of 5.0 mm, such that the outer cable radius

is Ro ¼ 25.0 mm. The total number of wires in each layer is N ¼ 20 so that the system is symmetric with respect to

discrete rotations by an angle of θe ¼ 18º (2π/N), as depicted in Fig. 39.1a. The radius of all wires is rsc ¼ 1.0 mm.

The thickness of shell-type wires is t ¼ 0.1 mm, as depicted in the inset in Fig. 39.1. Twisting of wires around the core is

ignored so that the system is assumed to extend indefinitely along the z direction and the computational problem is reduced

to two dimensions (2D).

Numerical calculations are carried out through the use of the AC/DC module of COMSOL MultiPhysics® package via

the Finite Element Method (FEM). Computations are based on the solution of Ampere’s Law in differential form:

∇� 1

μ
∇� A

� �
¼ j ð39:1Þ

where the magnetic flux density (B) is written as the rotational of the magnetic vector potential (A) as B ¼ ∇ � A.

Thus, Eq. (39.1) is solved via FEM forA. In Eq. (39.1), μ is permeability and j is the applied current density. In 2D, assuming

permeabilities of all elements in the problem are equal to μ0, Eq. (39.1) can be written as

� 1

μ0

∂2Az x; yð Þ
∂x2

þ ∂2Az x; yð Þ
∂y2

� �
¼ jz x; yð Þ ð39:2Þ

where jz(x,y) corresponds to the current density distribution over the wires applied along the z direction.

Fig. 39.1 Design of two-layer HTS cables with solid-core (a) and shell-type (b) cylindrical wires. The dash-dotted lines represent computational

domain boundaries, where discrete rotational symmetry is exploited. The inset in the middle is a close-up view of a shell-type wire
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According to the Critical State Model, the magnitude of the current density, j, in type-II superconductors is either zero or
equal to the critical current density Jc. The current density in domains where the electric field (E) vanishes within the

superconductor is zero. In addition, the direction of the current density is determined by the local electric field within

the superconductor with non-vanishing amplitude.

Non-zero components of both E and j are those along the z axis in Fig. 39.1. The reduced dimensionality of the

computational problem requires assumption of a non-linear relation between E and j in the form of [17]:

jz x; yð Þ ¼ Jc � tanh Ez x; yð Þ
Ec

� �
ð39:3Þ

where Ec is a scaling parameter for the electric field, whose value is taken as 10�4 V/m. In obtaining Ez(x,y) at small

frequencies through the sum of the time-derivative of A and the gradient of the scalar potential (φ) as E ¼ � ∂A/∂t � ∇φ,
a point collocation method (Brandt-type formulation) is utilized [18, 19]. In this case, Eq. (39.3) becomes

jz x; yð Þ ¼ Jc � tanh
∂Az x;yð Þ

∂t �∇φ x; yð Þ
Ec

 !
ð39:4Þ

where the only non-vanishing component of A is Az. By obtaining jz(x,y) and Ez(x,y) simultaneously, the AC losses can be

calculated as will be explained below.

Due to the discrete rotational symmetry stated above, the computational domain in FEM simulations is a pie of a circle,

centered on the HTS cable’s center, with a radius of RCD ¼ 100.0 mm and a base angle of θe ¼ 18�. Furthermore, the

influence of the core and the inter-spacing dielectric is neglected for simplicity. Thus, the computational domain comprises

only two wires in each case.

The adopted boundary condition is such that the normal component of the magnetic field across the boundary of the

domain along the azimuthal direction is continuous. Besides, a constraint requiring that each wire in the HTS cable carries

the same current I(t) is adopted. This can be accomplished by adjusting ∇φ, for which an iterative technique was devised.

Constant current in each wire requires

Z
wire

jz dAwire ¼ I, while ∇φ is constant over the cross-sectional area of a wire.

The FEM elements in simulations are triangular with a total number of 75,252, for which the minimum element quality

is 0.6. The critical current for each HTS wire is set as Ic ¼ 100 A. The applied current is sinusoidal in the form of

I(t) ¼ Imax.cos(2πft), where Imax is the current amplitude and the frequency is f ¼ 50 Hz. Moreover, magnetic field,

temperature and position dependence of current is ignored. Imax is set to nine different vales ranging between 5 A (0.05Ic)
and 90 A (0.9Ic).

Results and Discussion

Variation of total AC transport loss, Qe, which is the sum of the individual losses occurring in the inner (Qi) and outer (Qo)

wires with the applied current amplitude is presented in Fig. 39.2. When Imax < Ic/2, both loss curves vary almost

linearly in the log–log scale of Fig. 39.2. The loss for the shell-type wires is significantly smaller than that of the solid-core

wires in this current range. In fact, Qe equals 1.8 � 10�6 and 5.8 � 10�6 J/m at Imax ¼ 5.0 A (0.05Ic), respectively, while

it becomes 8.5 � 10�4 and 1.6 � 10�3 J/m at Imax ¼ 50.0 A (0.5Ic). Thus, Qe in the solid-core wires is approximately

three-times and twice as high as that in the shell-type wires at 0.05Ic and 0.5Ic, respectively. However, the increase rate of

Qe at higher current amplitudes is higher for the shell-type wires, where Qe for the solid-core and shell-type wires becomes

1.0 � 10�2 and 1.2 � 10�2 J/m at Imax ¼ 90.0 A (0.9Ic). That, is Qe of shell-type wires is 16.7 % higher at this

current amplitude.

AC losses in both cable types are not equally distributed between the inner and outer layers, as depicted in Fig. 39.3.

Losses are considerably higher in the outer cable layer for Imax < Ic/2, while they are higher in the inner layer for large

amplitudes. At Imax ¼ 5.0 A (0.05Ic), Qi and Qo for the solid-core wires are calculated as 1.2 � 10�6 and 1.7 � 10�6 J/m,

respectively, whereas they are 3.7 � 10�7 and 5.5 � 10�7 J/m for the shell-type wires. Discrepancy between losses in

different layers at that amplitude is 46.6 % and 50.2 % for the solid-core and shell-type wires, respectively. At Imax ¼ 5.0 A

(0.05Ic), however, Qi is 2.8 % and 17.5 % higher than Qo for the solid-core and shell-type wires, respectively.
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To understand the variation of AC loss curves in Figs. 39.2 and 39.3, distribution of equi-potential lines of A and

current density around and in the wires, respectively, for a number of instantaneous values of the applied current with

Imax ¼ 90.0 A. Figure 39.4a demonstrates that current flow is almost homogeneous, except for a small circular cross-section

over which current flows in the opposite direction, when the value of the instantaneous current is close to �Imax (i.e. at the
beginning or the end of a full-cycle of the applied sinusoidal signal). The opposite-current-flow region expands when

the instantaneous current is small (or the half of the period of the applied sinusoidal current is reached), as the integral of

current density over a wire’s cross-sectional area approaches zero. Moreover, current flow in this region is not homogeneous

and it does not appear at the center of neither the inner nor the outer wires. Figure 39.4a also indicates that the magnetic field

lines are concentrated mainly around the outer wire at any moment of the applied current, whereas penetration into this wire

is more significant. Besides, the outer wire is subject to the normal component of the magnetic field to a larger extent.

Thus, the fact that the outer wire suffers more AC losses at moderate or small current amplitudes can be explained in terms of

the responses of the HTS wires to their self-fields.

The situation is significantly different for the shell-type wires, in which the current distribution is more homogeneous

when the instantaneous current is close to Imax, Fig. 39.4b. Towards the half of the cycle, however, almost equal amounts of

current flows in opposite directions over the halves of the shells. Although magnetic field pattern of the shell-type wires is

similar to that of the solid-core wires, normal components of the field are primarily trapped in the interiors of the shell

(vacuum region), especially on the outer wire, at any instant of the applied current, Fig. 39.4b.

Fig. 39.3 Comparison of

individual losses in the inner (Qi)

and outer (Qo) layers of solid-core

and shell-type wires

Fig. 39.2 Variation of total AC

transmission losses in cylindrical

cables with respect to the applied

current amplitude
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Conclusion

Alternating-current transport losses in two-layer HTS cables with circular wires is numerically investigated with respect to

wire cross-section. Smaller AC losses can be obtained if the wires are in the form of annuli, rather than filled circles.

Calculated losses for the former are several times smaller than those in the latter if the amplitude of the applied current with

50 Hz frequency is smaller than half the critical current in each wire. AC losses are generally higher in the outer-layer wires

for such current amplitudes, while losses in the inner wires become higher at amplitudes close to the critical current. Current

distribution over a cycle is more homogeneous in both wires of shell-type conductors. In addition, the self-field of the wires

is concentrated more around the outer wire in both configurations, while penetration into the conductor is more pronounced

in the outer layer of solid-core wires. Moreover, the boundaries of these wires are subject to the normal component of the

field to a larger extent, whereas normal component is trapped in the interior space of the shell-type conductors.
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Influences of Ferromagnetic Deflectors Between Layers
of Superconducting Power Transmission Cables
on Transport Current Losses

40

Ahmet Cicek and Fedai Inanir

Abstract

Alternating-current losses in two-layer power transmission cables constructed by type-II superconducting strips in the

presence of ferromagnetic deflectors between the layers are numerically investigated. Each layer comprises 15 wires with

rectangular cross section of 4 mm width and 2 μm height, while the inner and outer layer radii are 20 and 21 mm,

respectively. Deflectors are composed of either non-magnetic or strongly ferromagnetic material, where the width and

height of each is 5 mm and 80 μm, respectively. Losses are obtained through Finite-Element Method simulations with

respect to amplitude of the applied current with 1 Hz frequency. Use of ferromagnetic deflectors increases the total

alternating-current loss in the two layers considerably for small amplitudes, while the loss approaches that in non-

magnetic case at amplitudes around the critical current. Individual layer losses are such that outer-layer loss is

significantly larger, 2.5-fold at 1/16 of the critical current, for ferromagnetic deflectors, whereas they are almost identical

in non-magnetic case at all amplitudes. Inner and outer wires are exposed to similar self magnetic fields of wires in non-

magnetic case, while ferromagnetic deflectors accumulate magnetic field lines on themselves and increase the losses in

outer wires. The current profile is homogeneous except at the edges of the wires in the non-magnetic case, whereas

homogeneity is disrupted for the outer wire in the case of ferromagnetic deflectors, such that current flow in the positive

direction is confined to the central region.

Keywords

Two-layer superconducting cable � Ferromagnetic deflector � Alternating-current loss � Finite-element method

Introduction

Among promising applications of high-temperature superconductors (HTS) is power transmission. HTS power transmission

cables generally operate at temperatures between 64 and 77 K. The most important advantages of these cables on

conventional ones are the ability to transport high currents and their efficiency.

In evaluation of the efficiency of HTS cables, determination of alternating-current (AC) transport losses plays a central

role. Primary factors affecting AC losses include (1) the number and dimensions of the wires composing a cable, (2)

geometrical alignment of wires on cables and (3) the twist-pitch length.
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The critical current densities (Jc) of HTS cables depend heavily on the magnetic field distribution at elevated

temperatures. In such power transmission cables, the total critical current density is higher than the sum of the corresponding

densities of the strips forming the cable [1]. The reason for this lies in the fact that the variation in magnetic field distribution

takes place in a more favorable manner, especially along the edges of an individual strip.

Ferromagnetic deflectors are successfully utilized in HTS coils and practical applications [2, 3]. It is reported that a

correction in the critical current density (Jc) is required in strips coated by a ferromagnetic jacket [4]. The ferromagnetic

material restrains coupling between the filaments within the superconductor [5]. This is expected to give rise to a decline in

the transport AC losses in HTS cables. This is demonstrated by occupying the space between the filaments which inhibits the

interaction between the filaments and facilitates decrease in AC losses [6]. Screening in HTS strips coated by ferromagnetic

materials is also studied [7, 8]. Furthermore, influence of magnetization on AC transport losses in superconductors over a

ferromagnetic substrate due to applied magnetic field is studied [9, 10]. It is reported that an important improvement in the

performance of BiSCCO-2223 strips coated by a partially ferromagnetic material can be achieved [11]. Vojenčiak et al. [12]

demonstrated both theoretically and experimentally that introduction of ferromagnetic deflectors in the space between the

strips of a single-layer HTS cable gives rise to a reduction in AC losses.

Application of ferromagnetic deflectors between the layers of a two-layer HTS cable could also give rise to a reduction in

AC transport losses in such cables. This work focuses on a numerical investigation on the influences of ferromagnetic

deflectors introduced in the space between the HTS strips in a two-layer cable along the radial direction. The variation of

transport current losses with respect to the applied current for deflectors with varying permeability is studied.

Cable Geometry and Computational Methods

The two-layer HTS cable geometry is depicted in Fig. 40.1. Each layer comprises N ¼ 30 rectangular superconducting tapes

with width and height as wsc ¼ 4.0 mm and hsc ¼ 2.0 μm, where the inner and outer layers are on circular arcs with

Ri ¼ 20.0 mm and Ro ¼ 21.0 mm, respectively. The wire parameters are compatible with the standards set by American

Superconductors Inc. The core of the cable is made of copper (Cu), whereas the space between the layers is filled with

Kapton® dielectric. The ferromagnetic deflectors between the layers also possess a rectangular cross section with wT ¼ 5.0

mm and hT ¼ 80.0 μm, Fig. 40.1b.

The two-layer HTS cable in Fig. 40.1a possesses discrete azimuthal symmetry with respect to a unit of rotation

by θC ¼ 2π/30 (12�), whereas the ferromagnetic deflectors, aligned on a circle with Radius RT ¼ 20.5 mm, are rotated by

θT ¼ θC/2 ¼ 2π/62 (5.8�) with respect to the wires. Due to the above-mentioned symmetry, the problem in two dimensions

Fig. 40.1 Geometry of the

two-layer HTS cable with

ferromagnetic deflectors

(a) and a close-up view of the

wires and deflectors (b). Elements

are not drawn to scale for clarity
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(2D) is solved through the Comsol MultiPhysics® package with AC/DC module, which is a commercial implementation of

the Finite Element Method (FEM), by only considering the periodic element in Fig. 40.1a. Thus, the two wires and halves

of the deflectors, which are depicted by the filled rectangles with solid borders, are considered in computations, Fig. 40.1a.

The HTS wires are composed of second-generation yttrium barium copper oxide (YBCO) superconductors, whereas the

deflectors are either non-magnetic or strongly ferromagnetic with relative permeability of μr ¼ 1.0 and 5,000, respectively.

The magnetic flux dependence of the ferromagnetic deflectors is assumed as B ¼ μ0μrH and ferromagnetic losses are

ignored. The influence of the substrate is neglected for simplicity, so that it is not depicted in Fig. 40.1a. Moreover, twisting

of the wires along the z direction is also not taken into account. The choice of geometrical and physical parameters is to

facilitate a comparison between other possible configurations of the cable with respect to the use of ferromagnetic material.

In FEM simulations, an alternating current with a frequency of f is applied along the z direction and the component of the

vector potential along this direction (Az) is treated as the independent variable. The rotational of the vector potential yields

magnetic flux density. The critical current for each wire, which is calculated through an integration of the critical current

density (Jc) over the cross-sectional area (ASC) of the wire on the xy-plane,

Ic ¼
Z
ASC

Jc dASC ð40:1Þ

is taken as Ic ¼ 80 A. Dependence of Ic on magnetic flux density and position, which may be important in case of wires with

circular cross-sections, is ignored. The current is sinusoidal with I(t) ¼ Imax.sin(2πft), where Imax is its amplitude with

respect to Ic and f ¼ 1 Hz.

The boundary condition for addressing the cable geometry in Fig. 40.1a considers the vector potential at an arbitrary

position r due to an HTS wire in Fig. 40.1b as

Ar ¼ � μ0 I

2π
ln

r

Ri þ hSC

� �
þ ln

r

Ro þ hSC

� �
þ 2

� �
ð40:2Þ

Besides, the azimuthal boundary condition exploits continuity of the normal component of the magnetic field. The

superconducting current density in computations can be written as

jsc, z x; yð Þ ¼ Jctanh
Ap x; yð Þ � Az x; yð Þ þ∇Vð Þ

An

� �
ð40:3Þ

where Ap(x,y) is the distribution of Az(x,y) in the previous step in the time march of simulations, whereas An is the

scaling parameter which adjusts the sharpness of the translations between the region in superconductor with positive and

negative current densities and ∇V is the scalar potential. By numerically solving Ampere’s Law in combination with

Eqs. (40.2) and (40.3), the distributions of jsc,z and E ¼ �∂A/∂t � ∇V over a wire’s cross-section are calculated and AC

loss, Q (J/m), in each wire is obtained, in turn, by:

Q ¼
Z
Asc

E � jdAsc ð40:4Þ

Results and Discussion

Variation of the total AC transport loss (Qe) of the HTS cable on each periodic element in Fig. 40.1a with respect to the

applied current amplitude is depicted in the log–log scale in Fig. 40.2. In computations Imax is set to eight different values

ranging from 5.0 to 75.0 A (Ic/16 to 15Ic/16). Qe is calculated as the sum of the losses in inner (Qi) and outer (Qo) layers.

Figure 40.2 demonstrates that use of strongly ferromagnetic deflectors significantly increases Qe, while the discrepancy

between the two materials vanishes for large current amplitudes close to Ic. The losses increase almost linearly in Fig. 40.2

for Imax < Ic/2, whereas the increase is slightly steeper at higher amplitudes. The calculated losses for μr ¼ 1.0 are

2.98 � 10�6, 1.74 � 10�4 and 1.91 � 10�3 J/m for Imax ¼ 5.0 A (Ic/16), 35.0 A (7Ic/16), and 75.0 A (15Ic/16), respec-
tively. Corresponding losses for μr ¼ 5,000 are 3.82 � 10�6, 2.47 � 10�4 and 1.93 � 10�3 J/m, respectively. These values

are 28.2, 41.4 and 0.8 % higher than the corresponding values in the μr ¼ 1.0 case.
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To elucidate the loss mechanism due to the presence of deflectors, individual losses on each layer should be considered.

Figure 40.3 depicts the variation of Qi and Qo with respect to Imax. In case of μr ¼ 1.0, Qi and Qo are almost equal to each

other (and thus to Qe/2), as expected. In contrast, a significant discrepancy is observed for μr ¼ 5,000, where Qi is

considerably smaller at all Imax values. In fact, Qi is also smaller than the corresponding value for the non-magnetic deflector

case. The value of Qi and Qo are 1.1 � 10�6 and 2.7 � 10�6 J/m, respectively, such that Qo is 145.4 % higher than Qi,

at Imax ¼ 5.0 A (Ic/16) for the ferromagnetic deflectors. The corresponding value for non-magnetic deflectors is

1.5 � 10�6 J/m, which is 35.8 % larger than the Qi value at the same amplitude for the ferromagnetic case. Qi and Qo for

μr ¼ 5,000 becomes 5.6 � 10�5 and 1.9 � 10�4 J/m, respectively at Imax ¼ 35.0 A (7Ic/16), that is Qo is almost fourfold

higher at amplitudes around Ic/2. At the highest amplitude (15Ic/16), the corresponding values are calculated as 4.7 � 10�4

and 1.5 � 10�3 J/m, respectively. Although presence of ferromagnetic deflectors increases the total AC transport loss, the

loss in the inner layer of the cable can be tuned by modifying the deflector parameters. This can particularly be important in

technological applications in order to reduce process and cooling-down costs [13].

How the relative permeability of deflectors influences AC losses is closely related to how they manipulate the magnetic

field distribution around the HTS wires. Figure 40.4 presents distribution of the equi-potential lines of the magnetic vector

potential (Az) for non-magnetic and strongly ferromagnetic deflectors at an instant, at which the instantaneous current on a

wire is I(t) ¼ 18.5 A, of the sine-wave cycle of the applied current with Imax ¼ 75.0 A.

Non-magnetic deflectors do not affect the magnetic field lines due to current distributions in the wires as expected,

Fig. 40.4a. Besides, the wires on the inner and outer layers are exposed to similar self-fields. Thus, Qi and Qo for μr ¼ 1.0 in

Fig. 40.3 are almost equal. On the other hand, strongly ferromagnetic deflectors both trap and concentrate field lines on

themselves, Fig. 40.4b. Moreover, the inner layer is exposed to its self-field to a lesser extent in this case. This is the reason

Fig. 40.2 Variation of total AC

transport loss on each periodic

element with respect to the

applied current amplitude

for non-magnetic and strongly

ferromagnetic deflectors

Fig. 40.3 Comparison of

individual AC transport losses

on the inner and outer layers of

the HTS cable for non-magnetic

and strongly ferromagnetic

deflectors
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behind the fact that Qi for the ferromagnetic deflectors is smaller than both Qo in the same configuration and the

corresponding Qi for non-magnetic deflectors, as seen in Fig. 40.3. Moreover, the normal component of the magnetic

field is more dominant at the edges of the outer wire for μr ¼ 5,000. The above facts indicate that current distributions in the

wires are affected by the presence of the ferromagnetic deflectors, as depicted in Fig. 40.5.

Figure 40.5a depicts that current flow is homogeneous in the interiors of both wires, while higher current amplitudes close

to Ic are confined to the edges parallel to y direction in case of μr ¼ 1.0. Furthermore, the current distribution is almost

identical in inner and outer wires, Fig. 40.5a. On the other hand, the situation is quite different in case of μr ¼ 5,000, as

depicted in Fig. 40.5b. The current flow is more homogeneous in the inner wire, lower part of Fig. 40.5b, than in the case of

non-magnetic deflectors. For this wire, the high current flow at the edge is confined to a smaller area. However, the region

expands more into the wire along x direction in the outer wire, upper part of Fig. 40.5b. This, in turn, indicates that magnetic

field penetrates deeper into the outer wire in case of ferromagnetic deflectors. The current distribution patterns in Fig. 40.5

are consistent with distribution of magnetic field lines in Fig. 40.4.

Conclusion

Alternating-current transport losses in two-layer high-temperature superconducting cables accompanied by ferromagnetic

deflectors are numerically studied through FEM simulations. Presence of ferromagnetic deflectors with relative permeability

as high as 5,000, located in the space between the layers and rotated by half the unit angle of rotation due to discrete

azimuthal symmetry of the cable, increases the total loss relative to the case of non-magnetic deflectors. The increase in the

total loss is due mainly to the increased self-magnetic field around the outer-layer wires, whereas the ferromagnetic

deflectors concentrating magnetic field lines on themselves lead to a reduction in the individual losses of inner-layer

wires. This fact can be utilized in tuning the losses in the inner layers of multi-layer cables to reduce both operation and

cooling-down costs. In consistent with the distribution of magnetic field lines due to self-fields of the wires in the existence

of ferromagnetic deflectors, the current flow is largely homogeneous in the inner-layer wires, while the region of high current

flow expands more into the outer-layer wires.

Acknowledgments This study is supported by The Scientific and Technological Research Council of Turkey (TÜBİTAK) under the grant

number 110T876.

Fig. 40.4 Distribution of the equi-potential lines of the magnetic vector potential (Az) around the wires for μr ¼ 1.0 (a) and 5,000 (b) at an

instant of the applied sinusoidal current such that the instantaneous current takes a moderate value (18.5 A)

Fig. 40.5 Distribution of current amplitude over the inner (lower) and outer (upper) wires of the HTS wire for non-magnetic (a) and strongly

ferromagnetic (b) deflectors at an instant of the applied sinusoidal current such that the instantaneous current takes a moderate value (18.5 A)
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4. Kovác P, Hušek I, Melišek T, Ahoranta M, Šouc J, Lehtonen J, Gömöry F (2003) Magnetic interaction of an iron sheath with a superconductor. Supercond Sci

Technol 16(10):1195–1201

5. Glowacki BA, Majoros M (2000) A method for decreasing transport ac losses in multifilamentary and multistrip superconductors. Supercond Sci Technol 13

(7):971–973

6. Majoros M, Sumption MD, Collings EW (2009) Transport AC loss reduction in striated YBCO coated conductors by magnetic screening. IEEE Trans Appl

Supercond 19(3):3352–3355
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Multimodal Structure for the Management of Energies
in a Residential Home 41
Hadia Bouguessa, Nadia Saadia, Nadia Touileb, and Amina Makhlouf

Abstract

Buildings consume a significant fraction of the energy produced in the world (39 % in Algeria), so they are responsible

for important emissions of greenhouse gases; since climate change has become an international concern, we attempt to

adopt energy policies to mitigate global warming and its side effects. This is the reason for which the migration to

positive energy buildings is more and more obvious for better environment protection. The aim of this paper is a

conception of a home automation platform controlling energy. It consists of designing an adaptive software architecture

using multiple modalities for managing two important requirements: the switch between the energy sources (wind,

solar and the network) and the control of different households in a smart building to improve energy efficiency.

This multimodal software architecture is modeled by colored, timed and stochastic Petri nets (CTSRP) simulated in

CPN Tools.

Keywords

Multi-agent multimodal platform � Energy efficiency � Home automation � Renewable energies

Introduction

Global demand for energy keeps increasing with economic development and population growth, raising concerns about the

depletion of energy resources and heavy environmental impacts (depletion of the ozone layer, global warming, etc.) during

the period (1984–2004), the emission of CO2 increased by 43 %, with an average annual rate of 1.8 % as shown in Fig. 41.1

[1]. Given that the building sector (residential and commercial) is the largest consumer of energy produced in Algeria

and around the world with the rate of 39 % according to [2], exceeding the consumption of large sectors (industrial

and transportation); it represents a potential research axis to respond to these energy and environmental challenges as it

provides important opportunities to reduce energy consumption and CO2 emissions by maximizing the thermal performance

of the building envelope, minimizing energy demand whilst maintaining energy service levels [3] and implementing

renewable energy sources.

In residential sector, several computer technologies and methodologies have been used in building energy management

systems (BEMS), such as genetic algorithms, neural networks, and weighted linguistic fuzzy rules [4], to reach a better

energy efficiency and make ordinary building smarter.

In this paper, we focused on multimodal multi-agent systems (SMA) that have evolved significantly over the past

20 years; they constitute a preferred approach to deal with complex systems in many fields such as image processing,

robotics, eldercare, home automation . . ., due to their decentralized processing component entities and their interactions with

the environment.
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The objective is to develop a Home Automation System Controlling Energy (HASCE) based on multi-agent approach for

managing several modalities such as temperature, light . . ., in a smart building. To evaluate and validate the proposed

architecture, we modeled the HASCE using CPN Tools. The paper is organized as follows: “Intelligent Buildings” section

presents the evolution of smart buildings. “Overview of Multi-agent Systems” section presents an overview of multi-agent

systems in smart buildings. “Home Automation System Controlling Energy” section describes the overall multimodal

system architecture. Case studies, results and discussion are presented in “Results and Discussion” section.

Intelligent Buildings

The word intelligent appeared, in the beginning of the 1970s in the United States under the name BEMS. That’s a center of

aggregation and data processing (dump outstation) for buildings, with the development of Information and Communication

Technologies [5]. This concept is reinforced in 1980s by the increasingly sophisticated demand for “comfort living

environment and requirement for increased occupant control of their local environments” [6].

Since then, the intelligent building (IB) concept converged on several meanings, according to the research conducted

byWigginton and Harris [7], there is over 30 different definitions related to intelligent building with the development of other

technologies and communication protocols, the introduction of renewable energy sources and sustainable development; other

terms have emerged such as low-energy building, passive building, net zero energy building, and positive energy building.

In [8], we find a definition of IB that we adopt in this article: “The building is more efficient, with integrated management

equipment: equipment manufacturers and equipment storage of electricity, energy efficiency also depends on the technical

construction of the building, insulation, for example, intelligent building concept is the integration of energy management

solutions in the home, particularly to ensure in buildings with positive energy”. From this point of view, IB should have these

main characteristics:

• Exploiting and managing renewable energy on the site

• Reduce energy consumption and costs

• Improve the safety in buildings

• Improve the comfort and building

Overview of Multi-agent Systems

Researches around the smart building, home automation, and energy management reporting use of SMA appear for many

years in the literature [9, 10]. The SMA approach meets the requirements of distributed systems, it allows to understand

model and simulate complex systems, which consist of several entities in dynamic interaction with each other and the

outside world, to collectively solve a global problem.

1.5

1.4

1.3

1.2

1.1

1
1984 1986 1988

Primary energy
CO2 emissions

Population

1990 1992 1994 1996 1998 2000 2002 2004

Fig. 41.1 Primary energy

consumption, CO2 emissions

and world population. Reference

year 1984. Source: International
Energy Agency (IEA)
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In this paper, we are interested in the SMA developed for energy management in buildings, Davidsson and Boman

developed a platform for energy management for tertiary building with the establishment of three agents controlling

lighting, heating, and ventilation [11]. In the approach proposed by Dujardin et al. [9], four active and three passive agents

take charge of control and energy management in a room with four offices (Fig. 41.2), the active agents are defined as

follows: Avatar agent representing humans, the Lamp agent for the control of office lamps, the Room agent to control

temperature and finally the Energy agent to turn On/Off the halogen lamp if desk lamps consume too much energy, the

passive agents are charged with the control of radiator, air conditioner, and the halogen lamp. The SMA Interactions on

the environment are the ignition and extinction of electrical appliances as well as increase and decrease the level of

heating appliances. The system is articulated around a software bus named WSE (Web Server Event), all messages

exchanged by agents of the system, such as interactions, users or actions required of devices, transit through the

bus (Fig. 41.3).

The proposed layered control system by Wang et al. [12] is made up of multiple agents, which are classified into two

levels. The first level interacts with the power grid or micro source termed as the central coordinator-agent. The second

level termed local controller-agents in charge of users’ comfort in the smart and energy-efficient buildings mainly decided

by three factors, which are environment temperature, indoor air quality (CO2 concentration), and illumination. A similar

approach is proposed by Wang et al. [13], it consists of a hierarchical multi-agent control system with an intelligent

optimizer (PSO) to optimize the overall system and enhance the intelligence of the integrated building and micro grid

system. Duan and Indin [14] use a pure distributed architecture to achieve a number of important environmental control

parameters inside the IB, temperature control and lighting experiments are performed on a Windows CE embedded

platform. Abras [11]) proposes a system composed of software agents performing each a specific task, interacting and

communicating to find dynamically a production and energy consumption policy, satisfying various constraints. In

this work, agents are associated with equipment and sources of energy production. The Multi-Agent System (SMA) is

called MAHAS “Multi-Agent Home Automation System.” The following diagram (Fig. 41.4) shows the overall structure

of the MAHAS.

Xavier

Jose

Raphaël

Jean-
Claude

Fig. 41.2 The real environment of the proposed SMA
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Fig. 41.3 Communication

protocol between the SMA,

peripherals, and control interfaces

through WSE bus

Fig. 41.4 The MAHAS structure for energy management



Home Automation System Controlling Energy

System Architecture

The objective of this work is to design a HASCE based on multi-agent approach for managing multiple modalities such as

temperature, light . . . in a smart building. Indeed, the platform is constituted of an IB supplied with various sources of energy

(solar, wind, and the network), light sensors placed inside and outdoors of the building, presence and temperature sensors

and a switch for selecting the mode of operation (automatic or manual). The proposed interface will allow according to the

input modalities to toggle between renewable energy sources and the network switch on or off the light, start or stop the air

conditioner and heater, and raise or lower the roller shutters.

Fig. 41.5 illustrates the general aspect of our multimodal multi-agent architecture. Modalities ensure the communication

between the environment and the IB, while SMA’s role is to merge data from the sensors of the input modalities to control

the actuators. Th\is merger will ensure occupant comfort and better control of the energy produced and consumed.

Modeling Architecture by Timed Petri Nets

Introduced by Carl Adam Petri in his thesis, timed petri nets (TPN) are very suitable models for representing parallel

processes. They are at once amathematical and a graphical language formodeling complex systems [15]. Themost appropriate

formalism tool for modeling multimodal network is timed colored Petri nets (TCPN) [16] because it can:

(a) Let us assume the temporal parameters

(b) Take into account the dynamic aspects of a dialogue

(c) Represent the data exchanged in a dialogue as well as media and data structures

(d) Have a distributed representation, graphical and hierarchical

(e) Allow agents to communicate easily with the same semantics

The combination of SMA and TCPN will allow us to model a multimodal system through the interaction between agents.

Figure 41.6 illustrates the architecture of the proposed system, it consists of four agents:

• Switch energy sources agent

• Light comfort agent

• Thermal comfort agent

• Inhabitants agent

In order to validate the proposed multi-agent-based network petri multimodal platform, we build a model using CPN

Tools software, each agent is modeled by a TCPN.

CPN Tools Software

CPN Tools is a graph editor and simulator TCPN stochastic. Developed at the University of Aarhus (Denmark), it is based on

direct manipulation of menus and dialog boxes. It can produce networks with more than a thousand structured places,

transitions, and arrows into a hundred modules or more. Also CPN Tools allows multiple subnets in the same window and

SMA

DATA
FUSION

TEMPERATURE SENSOR

INDOOR LIGHT SENSOR

OUTDOOR LIGHT SENSOR

SWITCH OPERATING MODEINPUT
MODALITIES

PRESENCE SENSOR

Renewable Energy Produced

Network

Fig. 41.5 The multimodal software architecture
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have a link between them, with the possibility of spatially distributed places. Therefore, this feature can be used to produce

structures of multi-agent systems by representing each agent separately and make a connection between them. The CPN

Tools license can be obtained free of charge, also for commercial use [17].

(a) Switching energy agent

The switching energy agent (Fig. 41.7) represents the binding between the network and the IB. Considering consumer

demand and the amount of energy supplied by renewable sources; if production exceeds the estimated consumer

Input Modalities

Switching energy agent

Light comfort agent Thermal comfort agent

Inhabitants agent

Fig. 41.6 Architecture

of the proposed SMA

Fig. 41.7 Switching energy agent
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demand, switching agent disconnects IB from the network to power it by renewable energies. Otherwise, if production is

less than consumption estimated demand or there are disruptions in the production of renewable energies, the switching

agent requests relief to the network.

(b) Inhabitants agent

Inhabitants agent has two functions: people detection in the IB and the choice of the operating mode of the platform.

Indeed, this function gives them the hand to switch to automatic mode if they want that HASCE pilots the IB, or they

put the switch in the Manual position if they prefer control the actuators themselves. These two functions of the

inhabitants agent operate in all other agents except the switching energy agent. The inhabitants agent modeling is shown

in Fig. 41.8.

(c) Light comfort agent

In the case where the presence detector sends information that there’s a person in the IB, taking into account the choice

of the operating mode transmitted by agent population, Light comfort agent modeled (Fig. 41.9) ensures a graduated

ignition and raising or lowering shutters depending on the time and intensity of the light detected by the light sensors

placed respectively inside and outside the building.

(d) Thermal comfort agent

The actuation of air-conditioner and heater is ensured by the thermal comfort agent (Fig. 41.10). The agent acts

according to the temperature value sent by the sensor. Considering that the ambient temperature is between 18 and

22�, the agent regulates temperature to 19� by actuating either heater or air-conditioner if temperature is below or above

ambient temperature. If the temperature is within the ambient temperature interval, the agent does nothing.

Fig. 41.8 Inhabitants agent
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Results and Discussion

In this section, we present first an illustrative simulation example for HASCE on CPN Tools which allows us to generate

random values for the simulation, indicate the different states of each agent and display the results in comments (in green

rectangles) as shown in Figs. 41.7, 41.8, 41.9, and 41.10. Then, to validate our results, we plotted system outputs by

recovering 50 samples of random value modalities to visualize and simulate the behavior of the proposed SMA.

Simulation Results on CPN Tools

Indeed, as shown in Fig. 41.7, the switching energy agent perceives that energy demand is greater than the amount of

renewable energy produced, so it requests relief to the network (see comment in figure).

In Fig. 41.8, the values generated randomly give that the selected mode is automatic and the presence sensor has detected

the presence of a person in the intelligent building (IB). So, it sends the information to the thermal and light agents. If the

inhabitant switches to the manual operating mode of HASCE, the switching energy agent still operational.

Light comfort agent acts according to the random values provided by the modeled outdoor and indoor light sensors in

CPN Tools. In our example (Fig. 41.9), the shutters are down with 40 % while the graduated lamp lights by 20 %.

Thermal comfort agent is able to maintain ambient temperature in the IB. In Fig. 41.10, it detects that the temperature is

equal to16�; then it turns on the heater for regulating temperature by adding 3� to achieve ambient temperature.

Fig. 41.9 Light comfort agent
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Results Validation on Matlab

The Fig. 41.11 shows us 50 samples of input modalities and their respective system responses. We note for example sample 1

(indicated by a dash-dotted line in Fig. 41.11), manual operating mode is selected, thermal and light comfort agents are off

service. In the second example at the sample 11, automatic operating mode is selected. The temperature is 22�, the thermal

comfort agent actuates neither heater nor air-conditioner since temperature is ambient; while the lighting comfort agent

downs the shutters and the graduated lamp lights by 100 % at 1 pm.

After checking all the samples, we can conclude that the system responds correctly based on criteria established in the

beginning of our work. The proposed architecture displays the appropriate command considering the input modalities for

better energy management in IB.

Conclusion

This paper has presented the principles of a proposed HASCE, which allows the agents to cooperate and coordinate their

actions in order to find an acceptable near-optimal solution for power management. We showed why autonomous and

cooperative agents are particularly well suited for power management in buildings. In our structure, we used four agents:

switch energy sources agent, light comfort agent, temperature comfort agent, and inhabitant agent. A cooperation mecha-

nism that reduces the problem complexity has been detailed.

The validation of the proposed structure is done using CPN Tools and Matlab. We used the TCPN for modeling the

proposed agents and simulating the proposed structure. The obtained results show the good correlation between inputs and

outputs of the system. Indeed, the proposed multimodal multi-agent architecture model acts with the expected behavior.

Therefore, we can say that the results validate the proposed approach.

Fig. 41.10 Thermal comfort agent
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Subscripts

IB Intelligent building

TPN Timed Petri nets

TCPN Timed colored Petri nets

HASCE Home automation system controlling energy
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Quantum Dots Conjugated E. coli Living Cells as Fluorescent
Reporters to Detect Cytotoxicity of Chemicals 42
Raghuraj Singh Chouhan, Javed H. Niazi, and Anjum Qureshi

Abstract

Quantum dots (QDs) have attracted much of research interest in recent years for imaging, diagnostics, and therapy due to

their unique optical properties, such as broad excitation spectra and long fluorescence stability. In this study, a controlled

bioconjugation using CdTe QDs with gram negative E. coli cells was performed to develop QD-E. coli bioconjugates.

These bioconjugates were used as whole cell living baits to determine cytotoxicity of model toxic chemicals, such as

oxidative stress inducer (H2O2) and a pesticide (methyl viologen or paraquat). These chemicals over a wide concentration

ranges were exposed to QD-E. coli bioconjugates that interacted with cells and the real time fluorescence responses, with

QD-E. coli bioconjugates, were analyzed. The results showed that the fluorescent ability of QD-E. coli bioconjugates tend

to diminish with increasing concentration of toxic chemicals. This stress is attributed to the damages occurred as a result

of interaction of toxic chemicals to the cell-wall or membrane of cells that resulted in the loss of fluorescence signal. This

loss in the fluorescence (signal off phenomena) of QD-E. coli bioconjugates can be used as probes to develop a variety of
fluorescence-based detection kits for the rapid determination of toxic drugs or food sample testing.

Keywords

E. coli � Cytotoxicity � Quantum dots � Bioconjugate � Fluorescence

Introduction

The properties and applications of fluorescent semiconductor nanocrystals stand among the most exciting research fields in

chemistry, physics, and biology [1]. Quantum dots (QDs) have several advantages over traditional fluorescent dyes such as

stronger luminescence, better photo-stability against bleaching and physical environments, such as pH, temperature, and

optical tunability. These properties have been used in immunoassays, molecular imaging, and in vivo biological labels [2].

Optically quenched QDs have recently gained tremendous interest in environmental applications [3]. Simple assays such as

by-direct visualization of luminescence from the living cells decorated with quantum dots (QDs) as labeling probes can be

used as whole cell living baits. The water soluble quantum dots (QDs) are nontoxic because the polymer coatings make them

a better alternative as labeling probes in biological and biomedical applications. Until now, QDs as labeling probes have

been successfully used in fluorescent resonance energy transfer (FRET) [4], in vitro and in vivo imaging [5, 6], immunoassay

[7, 8] and DNA hybridization [9]. Hence, bioconjugation of QDs is of great importance in developing whole-cell based

biosensors.

Carboxylated QDs can be successfully conjugated to the secondary amines on biomolecules, such as proteins, enzymes,

or antibodies. This linking approach is simple and rapid that has been widely used in certain biosystems. Conjugation

efficiencies of QDs-biomolecules can be improved by chemically modifying surface charge states of biomolecules
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(e.g., proteins) as well as QDs surfaces [10, 11]. Repulsion of QDs and biomolecules is likely to occur mainly in proteins/

whole-cells, which may prevent their conjugation processes. In such cases, a high ionic strength or higher concentration of

proteins/cells can be used for conjugation,whichmay be accompanied by partly quenching ofQDs’ luminescence intensity [12].

In the present work, we have covalently attached QDs on the surface of living E. coli cells to give rise to QD-E. coli

bioconjugates. These bioconjugates were used as a new molecular tool for probing cellular damages induced by model test

chemicals. It required labeling of cells in order to probe their responses against the model test chemicals in the form of

detectable signals. Labeling of cells was done by nontoxic chromogenic water-soluble, capped QDs that emit light or attain

fluorescent abilities while cells are active and viable as well as retain their cellular integrity. This enabled monitoring the

cellular interaction and behavior of cells when exposed to external perturbations, such as nanomaterials, environmental

contaminants, food toxins that also find application in medical diagnostics.

Our results demonstrated that the fluorescence signal diminished in a concentration-dependent manner with known toxic

chemicals, such as H2O2 and paraquat, which is an oxidative stressor and a pesticide, respectively. The developed method

demonstrated the ability to evaluate the cellular integrity in terms of fluorescent signal generated from QDs localized on the

cell-surfaces against exposure of different toxic chemicals. Thus, it was possible to probe the cellular damages occurred by

the interaction of toxic chemicals using QD-E. coli bioconjugates developed in this study.

Materials and Methods

Chemical and Reagents

Wild-type E. coli DH5α strain was used as a model living bacterial cells in this study. Luria-Bertani broth (LB-broth) and

Luria-Bertani agar (LB-agar) were obtained from Difco (MI, USA). N-hydroxysuccinimide (NHS) and N-ethyl-N0-(3-
(dimethylamino) propyl) carbodiimide (EDC), Paraquat and H2O2 were purchased from Sigma-Aldrich. Triton-X 100

was procured fromMerk, Germany. A 10-mM Phosphate Buffer Saline (PBS), pH-7.4 used in this study was prepared from a

10� stock solution accordingly and prepared with deionized water (Milli Q, Millipore, Barnstead, CA, USA). Qdot® 585

carboxyl quantum dots (Invitrogen) were used as labeling probes having emission maxima at ~585 nm.

All glasswares and solutions used in these studies prior to experiment were autoclaved with HMC, Hirayama, Che

Scientific Co., Hong Kong. All bioconjugation studies and related work were carried out under sterile conditions using

Thermo scientific HERAsafe® KS microbiological safety cabinet. The spectral studies of QD-E. coli bioconjugate with

Paraquat and H2O2 were done in a range 500–750 nm using advanced NanoDrop 3300 Fluorospectrometer (Thermo

Scientific NanoDrop Products). All other reagents used were of analytical grade.

Preparation of E. coli Culture

Lyophilized cells of E. coli DH5α were precultured in LB-broth at 37 �C for 15 h and then the cells were harvested by

centrifugation at 3,000 rpm for 5 min at 4 �C. The cells were subsequently washed thrice with sterile PBS followed by

centrifugation for 5 min at 3,000 rpm at 4 �C. The cell pellet was resuspended in PBS and CFU were measured by serial

dilution followed by plating on LB-agar plates. The cell-suspension was divided into several aliquots carrying same number

of cells (~109 CFU/mL) for test and control experiments.

Bioconjugation of E. coli with QDs

Bioconjugation of E. coli with QD was successfully conjugated and detailed studies were done in our laboratory. Briefly,

50-mM EDC and 5-mM NHS were incubated for 5 min at 25 �C. This mixture was quickly added with 2 μL of 8 μM QD

solution and the entire reaction mixture was again incubated at 25 �C for 15 min. under constant shaking at 110 rpm. The

QD-conjugated cell-suspension (QD-E. coli bioconjugates) was centrifuged at 1,500 rpm for 3 min and the supernatant was

carefully removed and washed the pellet thrice after resuspending in PBS, pH 7.4 followed by centrifugation with same

buffer and stored at 4 �C until further use.
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Viability Tests of Cells Before and After Treatment

About 25 μL of cell suspension from all the sample tubes (control and chemical treated samples) were spread on Luria-

Bertani (LB) agar plates. CFU originating from a single living cell was counted. Images of plates with visible colonies were

captured for comparison.

Results and Discussion

Response of Bioconjugates Against H2O2

Wild-type E. coli (DH5α) cells were covalently conjugated with carboxyl-QDs by EDC/NHS coupling. The QD-E. coli
bioconjugates generated exhibited a characteristic fluorescent emission peak at 585 nm, which was derived from the cell-

bound QDs (Fig. 42.1). The covalent coupling strategy was employed to immobilize QDs on the surface of the cells without

affecting the cellular integrity or viability.

H2O2 generates hydroxyl radical (
·OH) that induces oxidative toxicity in all living cells. The cellular damage or toxicity

that occurred in the QD-E. coli bioconjugates was studied by exposing H2O2 and paraquat as model toxic chemicals that

induce generation of ·OH and ·O2
�, respectively in cells. The cytotoxic effects of these model chemicals on QD-E. coli

bioconjugate were determined using change in fluorescence emission spectra. The effect of various concentrations

(0.5–5 mM) of these chemicals on cells was studied through changes in fluorescent characteristics of bioconjugates.

Treatment of bioconjugates with initial 0.5 mM H2O2 concentration resulted in diminishing response of their characteristic

fluorescent peak at 585 nm (Fig. 42.1). At above 0.5 mM concentrations of H2O2, the fluorescent peak was completely

disappeared due to severe cellular toxicity. These results showed that higher concentrations of H2O2 severely affected the

cellular integrity of E. coli cells as a result of change in cellular integrity of QD-E. coli cells and therefore, the fluorescence
signal was diminished.

Response of Bioconjugates Against Methyl Viologen (Paraquat)

Paraquat is a pesticide chemical that generates superoxide radicals (·O2
�) that are toxic to living cells. The cellular damage

that occurs to cells with paraquat was studied by exposing with three different concentrations (0.5–5 mM) of paraquat

(Fig. 42.2).

Fig. 42.1 Fluorescence emission

spectra of QD-E. coli
bioconjugates with or without

H2O2 incubation showing

complete disappearance

of fluorescence emission.

The fluorescent spectra shown

in black was obtained against

PBS as the blank
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It was observed that the fluorescence emission at 585 nm gradually decreased with increasing concentration of paraquat

(Fig. 42.2). Exposure of above 1 mM concentration of paraquat, the fluorescence signal dramatically dropped suggesting that

the cells severely affected with paraquat above 1 mM concentration. Paraquat, however, did not have detrimental effects on

cellular structure at 2 h initial exposure with lower concentrations. Elevated levels of PQ however showed destructive effects

because of the significant loss of fluorescence from bioconjugates with extended incubation (3 h). The above results were also

supported by the results of viability tests where H2O2 severely damaged the cells and therefore cells tend to lose their viability

right at the initial stages compared to PQ (Fig. 42.3). The colonies of living cells in control and test samples that formed visible

colonies suggest that the bioconjugated cells tend to lose their viability with increasing time of chemical exposure (from left to

right in Fig. 42.3) consistent to the results of fluorescence emission measurements (Figs. 42.1 and 42.2).

Fig. 42.2 Fluorescence emission

spectra of QD-E. coli
bioconjugates with or without

paraquat incubation showing

diminishing of fluorescence

emission. The fluorescent spectra

shown in black was obtained
against PBS as the blank

Fig. 42.3 Control and test QD-E. coli bioconjugate cells exposed to paraquat and H2O2 at different time intervals were plated on LB-agar

plates. The figure shows colonies of living cells in control and test samples that formed visible colonies. Those cells that severely affected by

the chemical fail to grow or form colonies
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Conclusions

In this work, QD-E. coli bioconjugate was developed to probe the cellular damages caused by model toxic chemicals, such as

H2O2 and paraquat. To probe the cellular damages or toxic effects of model chemicals, optical properties of QD were

utilized through labeling the living E. coli cells, which provided the cellular damage information in the form of diminishing

fluorescence emission responses. The results demonstrated that the fluorescent ability of these bioconjugates diminishes

if the toxic chemicals interacted with QD-E. coli conjugates. The strategy reported in this study may be useful for creating

a novel methodology for investigating cellular interactions with toxic chemicals to determine their cytotoxicity. Our

results demonstrated that QD-conjugated cells served as an important tool to monitoring the impact of chemicals has on

cells. This method is robust, rapid, and easy to use that finds applicable in environmental and biomedical applications.

The QD-E. coli bioconjugate can be directly applied in microenvironments while the strategy opens opportunities for a new

class of biological and biomedical applications with high biocompatibility and biorecognition ability, offering a timeline

interface between fluoro-nanosensor and biological worlds.
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Mathematical Modeling of a Small Scale Compressed
Air Energy Storage System 43
Muhsin Kiliç, Zeliha Kamiş Kocabiçak, Elif Erzan Topçu, and Mustafa Mutlu

Abstract

Using compressed air to store energy is one of the energy storage methods. In this study, a small scale compressed air

energy storage (CAES) system is designed and modeled. The energy storage capacity of designed CAES system is about

2 kW. The system contains a hydraulic pump unit, expansion–compression liquid pistons, valves, a tank, and a control

unit. The aim of the designed system is basically to store air under a defined pressure. The designed CAES system is

modeled and simulated by MATLAB/Simulink program. Pressure changes in the tank and pistons are obtained. Besides,

energy storage capacity of the system for different pressures is investigated in isothermal conditions.

Keywords

Energy storage � CAES � Hydro-pneumatic system � MATLAB/Simulink modeling

Introduction

The development and use of renewable energy has shown a rapid growth over the past few years. In the next 20–30 years, all

sustainable energy systems will have to be based on the rational use of traditional resources and greater use of renewable

energy. Renewable energy sources are plentiful and conversion systems are becoming more and more affordable. Their

significant contribution to sustainable energy use will however require considerable further development of storage methods.

This will open up a new field of application, especially due to the growth of electrical production from renewable energy,

along with decentralized production. Thus, the growth of this decentralized production means greater network load stability

problems and requires energy storage.

There are various energy storage systems technologically. These systems are classified generally according to the

technology, size of power, energy, and application area. Beside the high-capacity storage facilities based on hydro-power

technologies, electrochemical solutions are the today’s candidate to store for renewable energy sources. However, limited

life-cycles and sustainability of batteries are often inhibiting factors. Compressed air technology is another renewable energy

storage system which has many advantages. They can be summarized that air is available everywhere, compressed air can be

stored for long time in a tank and pneumatic energy conversion doesn’t produce waste or greenhouse emissions.

There aremany studies in the literature on energy storage. Ibrahim et al. [1] comparatively investigated the basic characteristics

and application areas of different energy storage techniques and analyzed to determine the most appropriate technique.

Energy networks for the electrical energy storage systems are investigated by Kondoh et al. [2]. In this study, the characteristics

of energy storage systems are examined and hydraulic, compressed air, secondary batteries, super-conductingmagnets, flywheels
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or capacitors are investigated. Lund and Salgi [3] discussed the compressed air energy storage systems in their studies.

Lund et al. [4] describe three different computer-aided methods to determine the optimal operating strategy for a given CAES

device. Glendenning [5] examined long-term projections for compressed air storage systems. Denholm and Kulcinski [6]

investigated greenhouse gas emissions of large-scale energy storage systems and the energy requirements for their life cycle.

The use of compressed air energy storage systems working with wind energy was discussed in several studies [7, 8].

Grazzini and Milazzo [9] did thermodynamic analysis for a CAES system working under adiabatic condition. Baker [10]

examined the developments in energy storage systems and worked on electrochemical, mechanical, and thermal energy

storage systems. Milazzo [11] investigated CAES system with thermal energy storage (CAES-TES) for the compression

stage. Using the second law of thermodynamics, thermodynamic analysis of a compressor unit is examined. Lemofouet and

Rufer [12] study on a long-lasting, hybrid energy storage system based on compressed air energy. In the study, the general

concept of the system, the power-electronic interface circuits, the maximum efficiency point tracking algorithm, and the

output power strategy are described. In addition, the principles of energy storage system with hydro-pneumatic transducer

are defined. Van de Ven and Li [13] are investigated liquid piston gas compression systems in detail.

In this study, a mathematical model is constructed for the designed small scale compressed air energy storage system

and simulated by MATLAB/Simulink program. Pressure changes in pistons and the tank are investigated. It is assumed that

air is compressed in isothermal conditions.

The Designed CAES System

The schematic view of the designed system is shown in Fig. 43.1. The system consists of two liquid pistons, four

electro-pneumatic valves, a tank, a hydraulic pump, an electric motor, and a control unit basically.

In the system, the compression and expansion processes occur in reciprocating liquid piston working chambers. One

liquid piston is sucking the atmospheric air while the other is sending the compressed air to the tank such as internal

combustion engines. During this process, the tank pressure increases by sending the compressed air to the tank. The greater

stored air in the tank means more pressure and also more energy. The amount of energy stored in the system can be improved

by increasing tank pressure or tank volume.

The hydraulic pump is used to supply the flow of the liquid pistons and to set the working speed of the system. The speed

of the system can be changed according to the liquid piston pressure and can be necessary to save time and to eliminate

overheating. This working principle can be provided with the adjustment of the geometric displacement or speed of pump.

Due to developments in electronic technology in recent years, obtaining variable flow rate by changing electric motor speed

can be possible easily. In this system, a variable speed pump is selected to adjust the speed of liquid pistons and to direct

hydraulic oil in both directions without using any directional control valves. Thus, partial energy loses arising from friction

and throttle losses at the directional control valves are eliminated and energy recovery is increased.

The air flow in liquid pistons is controlled by electro-pneumatic valves. Two of them (B, C) are used to send the

compressed air to tank, the others (A, D) are used to suck the atmospheric air. The valves are controlled by the computer

control unit.

Mathematical Modeling of the System

In the designed system, the energy storage capacity of the designed CAES system is defined about 2 kW. Liquid

piston diameter (D), length and dead length (L, Ldead) is determined, respectively, 0.2, 1.1 and 0.05 m. The air tank capacity

(Vtank) is 0.5 m3. The equations used in system design and modeling are given below.

Stored air energy per unit mass depending on the air pressure can be calculated from Eq. (43.1).

W ¼ RTln
Ptank

Patm
ð43:1Þ

Air mass stored in the tank can be calculated from ideal gas equation.

PtankVtank ¼ mRT ð43:2Þ
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According to Eq. (43.2), pressure change in the tank can be defined as:

dPtank

dt
¼ RT

Vtank

dm

dt
� Ptank

dVtank

dt
ð43:3Þ

With the acceptanceof isothermalworking conditions, the relationship betweenpressure andvolumecanbegivenbyEq. (43.4):

P1V1 ¼ P2V2 ð43:4Þ
The mean strokes of liquid pistons to generate the desired pressure in the tank can be calculated from Eq. (43.5):

Σn ¼ PtankVtank

Patm V� Vdeadð Þ ð43:5Þ

The stroke numbers to create the desired pressure in the tank is given in Table 43.1. Energy stored in the tank per unit

mass and the total stored energy for different pressures, which is calculated from above equations, is given in Table 43.1.

TANK

Patm
PatmA B C D

Electro-pneumatic
valves

Liquid
Piston 1

Liquid
Piston 2

Pump

Computer Unit &

Data Acquisition and
Control Card

Electric motorM

Fig. 43.1 Designed CAES

system

Table 43.1 Energy values

stored in the tank for different

pressures

Pressure in the

tank, Ptank (bar)

Stored energy

per unit mass, W (kJ/kg) Stroke, n

Total stored energy,

E (kWh)

10 193.626 148 0.32

20 251.914 290 0.83

30 286.010 442 1.40

40 310.201 595 2.04

50 328.965 738 2.70
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Working speed of the pistons can be arranged by changing the flow rate of the pump as mentioned earlier. The

specifications of the selected pump are given in Table 43.2. The pump flow rate is given below;

Q ¼ Dp � npump � ηv ð43:6Þ

MATLAB/Simulink Model of the System

Compressed air storage system is modeled by MATLAB/Simulink program for isothermal condition. The flow diagram of

the system is shown in Fig. 43.2.

Both of the pistons are used for compressing and expanding phases. As one of them compresses the air, the other expands

and sucks the air from atmosphere. When compressing piston pressure is reached to the tank pressure, the valve (B or C) is

opened, compressed air is sent to the tank and the tank pressure is increased. In the expanding piston, the valve (A or D) is

opened through the stroke and liquid piston’s pressure drops to atmospheric pressure.

The MATLAB/Simulink model given in Fig. 43.3 calculates the pressures in the tank and liquid pistons. Some variables

such as the liquid level, the amount of mass sending to the tank, liquid piston speed, etc. can also be obtained by the model.

The liquid levels of both liquid pistons are determined by “n_x1_x2” submodel (Fig. 43.4). The air mass is calculated by

the “mass_calculation” submodel (Fig. 43.5). Tank pressure and liquid piston pressures are calculated by, respectively,

“tank_pressure” and “liquid pistons_pressures” submodels (Figs. 43.6 and 43.7).

Results and Discussion

Stored energy according to the tank pressure can be shown from Fig. 43.8. As shown in this figure, 2.7 kW energy can be

stored in the tank at 50 bar. Pressure changes in liquid pistons and tank are given in Fig. 43.9. Compressing piston’s pressure

increases as the expanding piston’s pressure drops to atmospheric pressure, because air is compressed and sent to the tank by

compressing piston. Until the valve is opened, the compressing piston pressure increases fast. In addition, pressure

increasing in the piston and the tank are the same but the rate of increasing decreases after opening the valve. Tank pressure

remains constant when the valve is closed. The pressures of the tank and pistons reach to the 15 bar in 10,000 s at 3,200 rpm.

If the time is extended, more air mass will be stored in the tank. Consequently, the tank and piston pressures and stored

energy will be raised.

The air mass sending to the tank is shown in Fig. 43.10. Air mass sucked by expanding piston at one stroke is

approximately 40 g. But the air mass changes as long as the system is running because of dead volume. As the tank pressure

increases, the amount of mass in the dead volume is also increases and less mass is sent to the tank. The air mass in the tank is

9 kg in 10,000 s at 3,200 rpm (Fig. 43.10).

The tank pressure changes and energy variations for different pump speeds are given in Figs. 43.11 and 43.12. As shown

in these figures, tank pressure and the stored energy values will increase faster if pump speed increases.

Table 43.2 Hydraulic pump

characteristics of the system
Dp (cm

3/dev) M (Nm) Pmax (bar) nmin (dev/dk) nmax (dev/dk) Qmin (lt/dk) Qmax (lt/dk)

20 50 160 150 3,200 2.8 60.8
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Fig. 43.3 Simulink model of the system
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Fig. 43.2 The flow diagram of the model
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Conclusions

In this study, the design and modeling of a small scale compressed air energy storage system has been examined. The system

is modeled by MATLAB/Simulink program. Isothermal conditions are taken into account in the modeling and modeling

stages are given in detail. Pressure changes in the tank and pistons are obtained.

In this system, it is determined that 2.7 kW energy can be stored in the tank at 50 bar. The pressures of the tank and pistons

reach to the 15 bar in 10,000 s at 3,200 rpm. The air mass and stored energy in the tank is 9 kg and 0.55 kW, respectively, at

the same period and speed. If the time is extended or speed of the pump is raised, more air mass will be stored in the tank.

In the advanced stages of the study, the model will be expanded with the evaluation of feedback control system.
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Nomenclature

R Universal gas constant (J/kgK)

T Air temperature (K)

Patm Atmospheric pressure (N/m2)

Ptank Tank pressure (N/m2)

Vtank Tank volume (m3)

Q Flow rate (m3/s)

Dp Pump displacement (m3/rev)

npump Pump speed (rev/min)

V Liquid piston volume (m3)

Vdead Dead volume (m3)

D The diameter of liquid piston (m)

L The length of liquid piston (m)

Ldead The dead length of liquid piston (m)

A Area of liquid piston (¼πD2

4
)

ηv Volumetric efficiency
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Use of Transparent Insulation Materials as One of the Measures
of Improving Energy of Structures 44
Mirjana Miletic

Abstract

Structures can be repaired in several ways: physically, economically or in terms of their energy consumption. When

talking about energy efficiency, buildings are certainly repaired in terms of their energy saving capacity, provided that

there is a need for it. The energy saving aspect of reparation is reflected in the rationalization of their energy consumption,

preservation of their engineering substance, improving their thermal comfort, as well as in the use of renewable energy

sources. In terms of thermal comfort, one of the traditional building reparation methods is improving the thermal

properties of sheathing by using transparent insulation materials. Depending on the purpose of the structure, it is often

necessary to use transparent insulation. Heat flows through these materials that are part of the structure’s thermal mass are

calculated specifically according to regulations on energy efficiency of structures applied in our country. These thermal

insulations are belonging to the group of newer materials. This paper provides an overview of transparent insulation

materials, along with the opportunities they are offering regarding the improvements of energy efficiency of heating, i.e.

improvements in the buildings’ thermal comfort, with the minimum use of primary energy.

Keywords

Energy efficiency � Heating � Transparent insulation materials

Introduction

Buildings, as derived based on the consumption of other resources of the earth, are the only continuously growing resources.

Previously, in the developed EU countries, buildings accounted for 50 % of energy consumption, while 25 % of energy was

consumed by the traffic; today, 40 % of the energy is spent on mechanical energy, 2 % on lighting, and 33 % on room

heating. When talking about energy efficiency, buildings are certainly being repaired in terms of their energy saving

capacity, provided that there is a need for it. The energy saving aspect of reparation is reflected in the rationalization of their

energy consumption, preservation of their engineering substance, improving their thermal comfort, as well as in the use of

renewable energy sources. The energy aspect of reparation is closely related to the spatial and economic aspects. In addition

to the need for improving the buildings in terms of their energy-efficiency, it is necessary to expand the current space of floor

areas in homes, or at least to keep the existing ones. Thermal comfort is being achieved by using proper thermal insulation

materials. In Serbia, conventional materials, i.e. polystyrene and Styrodur, are commonly used materials. However, the

thickness to which they are traditionally applied neither can meet the required criteria nor the conditions for achieving the

specific levels of energy classes. By adopting the Regulation on Energy Efficiency (“Official Gazette of the Republic of
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Serbia” no. 061/2011 of 19 August 2011) and the forthcoming Law on Energy Efficiency in Buildings, the situation in the

near future will certainly be changed also regarding the use of materials, particularly in the facade assembly as part of the

building’s thermal envelope.

This paper provides a description of a typical residential building (GF+0), along with the materials applied and the

thickness of thermal envelope layers commonly used in Serbia. The aim is to present a building where thermal insulation of

standard thickness fails to meet the minimum criteria to be achieved as prescribed by the Regulation on Energy Efficiency

in Buildings in our country (class C), which would mean that the annual energy use for heating purposes should not exceed

QH,nd � 65 kW/m2a.

Regarding the layers of thermal envelope, as applied based on calculations, the present building belongs to class D. By

increasing the thickness of thermal insulation in order to achieve the desired criteria, insulation layers will grow to 25 cm,

reducing thereby the residential space and making the possibility of repair uncertain. Therefore, innovative approaches are

being proposed using new insulating materials such as lightweight construction materials and innovative insulation

materials, namely Neopor, aerogels, and coatings. The use of transparent insulations, belonging to the group of new

materials, is also recommended. When it comes to transparent thermal insulation, according to the Regulation on Energy

Efficiency, heat flows through these materials are calculated separately (Appendix 6, “Official Gazette of the Republic of

Serbia” no. 061/2011), which is not discussed here.

Improving the Thermal Properties of Elements of the Thermal Envelope

Improving the thermal properties of elements of the thermal envelope requires treating the thermal layers of facade walls,

basement structures, ceilings above open passages, roof structures, windows and window protection elements, i.e. the

transparent and non-transparent positions of the external envelope.

The building we refer to is a family house of a surface area of A ¼ 103.82 m2 in Belgrade (Fig. 44.1).

Architectural Requirements for Achieving Energy Efficiency in Buildings

Buildings can be rehabilitated and enhanced with respect to their energy efficiency. One of the traditional methods of

doing this is improving the thermal properties of thermal sheathing elements. The term “thermal sheathing” refers to

structural elements by which the heated part of the building is separated from its unheated part, i.e. parts of the building

with different levels of comfort (Regulations on energy efficiency in buildings, “Official Gazette of the Republic of

Serbia”, no. 61/2012, Art. 2). Sheathing elements consist of facade walls, basement constructions, ceilings, and roof

structures. One of the measures of reducing energy consumption in buildings is to insulate the external walls and eliminate

thermal bridges.

Fig. 44.1 Ground floor and south facade of the residential house: energy efficiency was elaborated based onMethodology on heat protection and
heat losses, Appendix 6, Article 3.1, “Official Gazette of the Republic of Serbia” no. 061/2011. Author: Mirjana Miletic, November 2012
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Thermal Sheathing

Achieving the Appropriate Heat Transfer Coefficients

The structure’s thermal sheathing refers to its elements in contact with the external environment—these are the elements by

which the heated and the unheated rooms are separated. When speaking about the façade of the building in question, we need

to refer to its transparent and non-transparent positions as parts of the thermal sheathing. Transparent positions are the

windows, patio doors, front doors, and storefronts, while the exterior walls are considered to be the non-transparent part of

the facade assembly. The transparent positions account for the highest percentage of heat energy being lost, while 40 % of

energy is being lost through standard facade doors and windows; therefore, they need to receive a special attention.

Transparent Positions of the Facade Assembly

In the context of materials that are important for the thermal insulation of buildings in addition to insulation materials, glass

is treated as a specific class, because its nature makes it a poor thermal insulator. Thus, in order to achieve adequate thermal

protection and energy efficiency in terms of heating, glass has to be improved.

For heat and light energy transfer, glass needs to meet the following requirements (Table 44.1):

1. Minimize heat loss (outward heat transfer)

2. Minimize heat gains (inward heat transfer)

3. Provide the optimum amount of light

Innovative Glass

For the purpose of reducing the heat transfer coefficient, thermal insulating glasses are being used. These glasses are made of

two or three layers, while the space between them is completely filled with dry air or some gas.

The heat transfer coefficient can be further reduced by mounting a heat-reflecting layer on the outward face of the inner

glass or the inward face of the outer glass. The disadvantage of these glasses is that their use results in a somewhat reduced

light permeability, which is not suitable for working spaces, where this is one of the essential comfort-related

requirements [1].

Solar radiation is controlled by adequate sheathings. The use of inorganic substances as a protection against UV rays is an

innovative approach in this area. Three components are used: titanium dioxide (TiO2—absorbing the energy along with the

UV rays), zinc oxide (ZnO—protecting against UVB and UVA rays), and ceroxide (CeO—absorbing the UV rays, in

addition to a small amount of light) [2].

Non-transparent Positions of the Façade Assembly

The non-transparent positions of thermal sheathing which are parts of elements in contact with the external environment are

walls, roofs, and floor trusses. External walls are non-transparent facade positions.

Consider the layered external wall of an object which is made of gitter block and mortar. Its thickness is 25 cm, while its

Umax is 0.4 W/m2 K, complying with the new regulations. Along with the other improvement measures, the thickness of

insulation is recommended to be about 15 cm, although usually it is 5 cm [1].

Hygrothermal properties of the external wall of this facade assembly are shоwn in Table 44.2.

Table 44.1 Requirements that glass needs to meet regarding its heat and light energy transfer properties

Type of glass

Heat transfer coefficient,

U (W/m2 K)

Total sun energy

transfer, g Light permeability, Т

Duplex thermo insulation glass �1.1 0.55–0.65 0.8

Triplex thermo insulation glass �0.5 0.5 0.4–0.7

Sun radiation controlling glass �1.1 0.5–0.65 0.7–0.8
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Then we have the following values for heat transfer resistance (Table 44.3):

Where the surface heat transfer coefficient is as follows:

U ¼ 1=R ¼ 1=4:315 ¼ 0:23

U < Umax

0:23 W=m2K < 0:3 W=m2K ð44:1Þ

The above Eq. (44.1) shows that the assembly meets the requirements prescribed in “Official Gazette of the Republic of

Serbia”, Appendix 3, Art. 3.2.

Hygrothermal properties of materials used in the layers of ceiling as part of thermal sheathing of the above mentioned

house are listed in Table 44.4.

Then we have the following values for heat transfer resistance (Table 44.5):

U ¼ 1=Ru ¼ 0:15W=m2K

U < Umax

0:15W=m2K < 0:3W=m2K ð44:2Þ

Equation (44.2) shows that in order to meet the requirements (i.e. U < Umax), we need a thermal insulation layer—in this

case mineral wool—of 25 cm of thickness.

Another part of thermal sheathing of a residential house is the floor. The layers are listed below in Table 44.6.

Table 44.2 Hygrothermal

properties of the external wall

of the residential house

Construction layer δ (cm) λ (W/mK) ρ (kg/m3)

1. Composition lime mortar 3 0.85 1,700

2. Gitter block 25 0.61 1,400

3. Styrodur 15 0.038 33

4. Baumit silicate facade 1 0.70 1,600

Table 44.3 Heat transfer

resistance and temperature values

for the layers listed below

Description λ (W/mK) R (m2 K/W) Δθ (�C) θ (�C)
Inside max20

Transfer 0.13 0.97 19.3

1. Composition lime mortar 0.85 0.035 0.26 19.04

2. Gitter block 0.61 0.15 1.12 17.92

3. Styrodur 0.038 3.95 29.39 �11.47

4. Baumit silicate facade 0.70 0.01 0.07 �11.54

Heat transfer 0.04 0.3 �11.84

Outside min�12.1

Total resistance 4.315

Calculation from the report on the building’s energy efficiency made based on the Methodol-
ogy on heat protection and heat losses, Appendix 6, Article 3.1, “Official Gazette of the

Republic of Serbia” no. 061/2011

Table 44.4 Hygrothermal

properties of ceiling

of the residential house

Construction layer d (cm) λ (W/mK) ρ (kg/m3)

1. Gauged mortar 2 0.87 1,800

2. Ceiling 16 0.61 1,400

3. Concrete 4 2.04 2,400

4. Vapor permeable foil 0.04 0.19 215

5. Mineral wool 25 0.041 120

6. Vapor permeable foil 0.04 0.19 215
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Then we have the following values for heat transfer resistance (Table 44.7):

U ¼ 1=Ru ¼ 0:248

U < Umax

0:248W=m2K < 0:3W=m2K ð44:3Þ

Equation (44.3) shows that the assembly meets the requirements prescribed in “Official Gazette of the Republic of

Serbia”, Appendix 3, Art. 3.2.

Table 44.5 Heat transfer

resistance and temperature values

for the ceiling layers listed below

Description λ (W/mK) R (m2 K/W) Δθ (�C) θ (�C)
Inside 0.100 20

Transfer 0.7276 19.272

1. Gauged mortar 0.87 0.023 0.167 19.105

2. Ceiling 0.61 0.262 1.906 17.199

3. Concrete 2.04 0.0196 0.1426 17.056

4. Vapor permeable foil 0.19 0.0021 0.01527 17.041

5. Mineral wool 0.041 6.098 21.296 �4.254

6. Vapor permeable foil 0.19 0.0021 0.01527 �4.269

Heat transfer 0.7276 �4.997

Outside 0.100 �5

Ru 6.5

Calculation from the report on the building’s energy efficiency made based on theMethodology on
heat protection and heat losses, Appendix 6, Article 3.1, “Official Gazette of the Republic of

Serbia” no. 061/2011

Table 44.6 Hygrothermal

properties of the floor

of the residential house

Construction layer d (cm) λ (W/mK) ρ (kg/m3)

Inside

Transfer

1. Ceramic tiles 1 1.28 2,300

2. Cement mortar 4 1.40 2,100

3. Vapor permeable foils 0.04 0.19 215

4. Mineral wool 14 0.039 180

5. Hydro insulation 1 0.17 1,100

6. Concrete 10 2.04 2,400

7. Gravel 10 0.81 1,700

Transfer

Outside

Total

Table 44.7 Heat transfer

resistance and temperature values

for the floor layers listed below

Construction layer λ (W/mK) R (m2 K/W) Δθ (�C) θ (�C)
Inside 0.17 20

Transfer 0.590 19.41

1. Ceramic tiles 1.28 0.00781 0.027 19.383

2. Cement mortar 1.40 0.0285 0.099 19.284

3. Vapor permeable foils 0.19 0.0021 0.0073 19.2767

4. Mineral wool 0.039 3.5897 12.474 6.803

5. Hydro insulation 0.17 0.0588 0.204 6.5987

6. Concrete 2.04 0.049 0.170 6.4287

7. Gravel 0.81 0.1234 0.4288 6

Transfer 0 6

Outside 0.00 6

Total Ru ¼ 4.029

Calculation from the report on the building’s energy efficiency made based on the Methodology
on heat protection and heat losses, Appendix 6, Article 3.1, “Official Gazette of the Republic of

Serbia” no. 061/2011
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By increasing the thickness of the entire thermal sheathing on the treated house, requirements for achieving its energy

efficiency have been fulfilled (Table 44.8).

The annual energy required for heating purposes according to SRPS EN ISO 13790 is QH,nd ¼ 6,142.66 kW/a, which

corresponds to class C.

The insulation thickness of the presented external wall is 15 cm, which is seldom encountered in today’s objects. With the

insulation on the inward face of the wall being set to a minimum of 15 cm (this is the appropriate ratio if the floor and ceiling

insulation are increased to a significant degree; for this case, the above calculation shows that insulation for the ceiling has to

be 25 cm of thickness, while for the floor it has to be 14 cm), the space within the building is highly reduced, while the wall

thickness is increased, with deep openings appearing on the facade. In order to avoid this, using thermal insulation which

belongs to the group of new and innovative insulating materials may be a good solution. There are many products that are

used to a varying degree, depending mainly on their price; here, only some of them are specified.

Thermal Insulation

Thermal insulation products that are used in Serbia are mostly made of expanded polystyrene, styropor, and extruded

polystyrol, styrodur. The energy consumed by conventional buildings in heating days amounts 200–300 kW/m2. New

buildings constructed based on standards of low energy consumption consume less than 100 kW/m2. This model of

constructing enables high levels of residential comfort. Since conventional styropor is not sufficient, there is a need for

materials with better technical and thermal insulation properties [3].

Use of Transparent Insulation Materials

Aerogel
The Concept and Properties of Aerogel

The nickname for aerogel is “frozen smoke” [4] and currently it is the lightest known solid material. The aerogel was

developed in 1931 at Stockton University, California, in the laboratory of Professor Steven Kistler. “Actually, the structure

of aerogel is relatively banal: it is simply an ultra light aerated foam that consists almost 100 % of nothing else than air (the

exact figure varies between 95 and 99.9 %)” ([2], p. 128). The remaining is a glass-like material—silicon dioxide, known as

silica. The extremely high thermal resistance is conceived by low thermal conductivity of 0.018 W/mK. Using this nanogel,

heating and cooling costs can be reduced to a significant degree. The insulation value of aerogel is extremely high. It can be

used between panels of different materials, including plastics. “The insulation efficiency of a single inch1 of Aerogel is equal

to that of 32 layers of glass” ([5], p. 41). The main properties of aerogel are listed below (Table 44.9).

Use and Processing

Aerogels can be used as filtering or insulation materials. For architectural purposes, these gels are primarily used as

transparent insulation panels (Fig. 44.2), additives to glass structures, as parts of the roof construction or in double-

webbed panels. This material is mostly available in the form of granulates and it can be poured and used as high performance

insulation material when injected into narrow, 1.5 cm thick cavity layers. It is suitable for the core insulation of dual skin

external masonry and as an insulating material behind klinker brick facades. The level of heat protection provided by

aerogels is high even in the case when applied in thin layers and that is why it is referred to as one of the materials of choice

for improving the energy efficiency in the context of heating of all types of buildings.

In the above mentioned residential building aerogel can be applied as dual skin masonry or behind the gitter block.

Table 44.8 List of heat transfer

coefficients of the facade

assembly thermal sheathing

Part of thermal sheathing U (W/m2 K) Umax (W/m2 K) Fulfilled criteria for class C

External walls 0.231 0.3 Yes

Ceiling 0.15 0.3 Yes

Floor 0.248 0.3 Yes

1 2.5 cm.
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In this context, we also need to mention the translucent aerogel insulating glass, which is intended to be used mostly in

museums, sports facilities, and administration buildings for the purpose of improving their energy efficiency. Using a 60 mm

nanogel layer as the intermediate layer, the material’s G value is lower than 0.3 W/m2 K. This kind of transparent insulation

panel meets the standards prescribed for passive houses.

Aerogels can also be used as a fill between two layers of polycarbonate panels (PC panels). This material provides with

high heat-insulating qualities, and ensures high translucence and optimum light diffusion. While used as roof glazing, it is

also worth to be mentioned in the heating context. The G value of these panels is comparable to that of triple glazing [6].

Nansulate Shield
Nansulate shield is a thin transparent insulation material with the G value many times higher than that of the current best

known insulation. This new product is the first of the Industrial Nanotech’s that is not a coating, while having the same core

nanotechnology as the Nansulate line of thermal insulation and protective coatings [7]. This nano-composed thermal

insulation consists of 70 % Hydro-NM-Oxide, 30 % acryl, as well as various other additives [4].

This is a coating-like insulation of steady appearance and thickness, with its sole drawback being in its manufacturing

costs, limiting its use to a significant degree. It can be easily applied to the outward surface of construction materials.

Ceramic Foams

The Concept and Properties of Ceramic Foams
These foams are made of ceramics as silicon carbide. Given their high thermal insulating performances, these foams are used

widely in construction industry, especially in heating systems. Ceramic foams can be used on temperatures up to 2,000 �C,
particularly in lightweight construction systems. For application in construction industry, dual-component ceramic foams

were developed. At room temperature, these foams harden within half an hour. Ceramic foams are water and steam resistant,

fiber free, and contain no toxic substances [6]. These foams are mentioned here for their possibility of being used as

transparent insulation systems (Table 44.10).

Table 44.9 The main properties of aerogel

Material Group of materials Trade name Density (g/cm2)

Thermal conductivity

(W/mK) Transparency Sustainability aspect

Aerogel Insulation material Pyrogel 0.02–0.5 0.008–0.017 High transparency Outstanding thermal

insulation properties,

extremely low weight

Nanogel

Okagel

Makrolon ambient

Fig. 44.2 Transparent heat insulation for industrial buildings, aerogel structure. Source: Peters, S. 2011. p.111

Table 44.10 The main properties of ceramic foams

Material Group of materials Trade name Resistance Transparency Sustainability aspect

Ceramic foam Insulation material Duocel Sic Foam Water and steam resistant Optical 100 % Recyclable

Stelex Durable at 1,000 �C Air purifying

Dual component Heat insulating
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Results and Discussion

As indicated by the above, this housing unit cannot meet the required criteria in terms of its existing thermal layer thickness.

Achieving class C, i.e. the minimum criteria for the building to become energy-efficient, requires the thickness of layers to be

increased to a substantial degree. The buildingwas initially insulated using 5 cm roof and 10 cmwall insulation (although a 5 cm

Styrofoam insulation is commonly used), whichmakes it a class D building. If installing a thicker thermal insulation, consisting

in some parts (e.g. in the ceiling structure) of a 25 cm thick stone wool, we have a problem at hand that we cannot resolve using

current materials and construction techniques. Namely, due to the dimensions of roof wooden beams, this thick insulation is

unsuited for mounting the roof structure. Therefore, new approaches are needed using new insulating materials. In this case,

transparent insulating materials are suggested as the sole possibility. The use of these materials is limited mainly as a result of

their price; nowadays, they are used mostly for non-residential buildings. They should be surely taken into account given the

need for achieving the minimum criteria when it comes to use of primary energy and buildings of higher energy-efficiency.

Further researches are needed in terms of calculating the heat transfer ratio of thermal envelopes on buildings insulated

using new thermal insulation materials. Figures for these materials, indicating their properties, are not provided in the new

Regulations on Energy Efficiency (“Official Gazette of the Republic of Serbia” no. 061/2011). It appears that the research

process of these kinds of innovations is at its very beginning.

Conclusion

Some of the measures for achieving the desired comfort and reducing the consumption of primary energy are aimed at

improving the performance of the building’s thermal insulation. We have proposed new and innovative insulating materials.

If used properly, these materials can significantly contribute to the improvement of energy efficiency of buildings. However,

what is important for all materials, including insulation, is the performance/price ratio. Namely, innovative products,

including the new generation of thermal insulation materials, are characterized by the fact that they can be obtained from

a number of different materials, with the choice ultimately depending on the desired quality and the price. Indeed, the price is

the main limiting factor to using these materials in the construction industry both in Serbia and abroad. In Serbia, these

materials are not included in the Regulations on Energy Efficiency of structures [8, 9]. It seems that we have a lot of work

ahead of us to learn about these materials potentially enabling us to improve energy efficiency.

Nomenclature

A Surface area (m2)

U Heat transfer coefficient (W/m2 K)

Umax Maximum heat transfer coefficient (W/m2 K)

R Resistance of heat transfer coefficient (m2 K/W)

QH, nd Annual energy for heating

θ Temperature (�C)
λ Thermal conductivity (W/mK)

g Total sun energy transfer

ρ Density (kg/m3)

T Light permeability
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Experimental Insulation Performance Evaluation of Aerogel
for Household Refrigerators 45
Gamze Gediz Iliş

Abstract

Energy saving is one of the most important topic in refrigeration technology. For this reason, insulation of a household

refrigerator should be improved by innovative insulation materials. Aerogel insulation is one of the most promising high

performance thermal insulation materials for different applications nowadays. Within this work, a different application

area of aerogel is studied. Aerogel insulation sheets were applied to a household refrigerator as an additional insulation

material. Aerogel insulation was applied on the evaporators and different surfaces of the two types of static and no frost

type household refrigerators. According to the energy consumption test results, the application of 10 mm thick aerogel

sheet to the outer backside surface of the refrigerator decreases the energy consumption of the refrigerator down to 5 %.

Keywords

Aerogel � Refrigerator � Insulation � Energy consumption

Introduction

Over the past two decades, energy and energy efficiency are the main important topics around the world and many

researchers and manufacturers devote significant efforts to improve the energy efficiency of their appliances. Due to the

global warming and ozone depletion, many energy efficiency procedures have been written as energy labeling of the

appliances and many standards were written and have been applied to different sectors. ISO 15502 standard is one of them

and used for energy labeling of household refrigerating appliances.

The consumers are interested in the energy efficient appliances and this idea forces the manufacturers to make

developments and investments on energy efficient instruments. Interest in more energy efficient appliances for the household

refrigerators encourage the manufacturers to focus on many applications like modern appliances with many sensors [1], new

compressor designs [2], new working fluids [3], additives to the refrigerant [4], or the lubricant oil [5]. Also, the innovative

insulation materials or vacuum insulation panels to decrease the energy consumption of the domestic refrigerators are the

other ways to achieve more energy saving domestic refrigerator.

Polyurethane is the base insulation material of a household refrigerator. It is used not only for the insulation but also for

the rigidity of the refrigerator. Due to its long reaction time, expensive application procedure, and construction constraints,

manufacturers look for other insulation alternatives to achieve more energy efficient refrigerators. Vacuum insulation panels

are one of the alternatives on this way [6]. Another alternative can be the Aerogel insulation sheets.

Aerogels were discovered approximately 100 years ago [7]. Its density is very low (50–200 kg m�3) and they

have significant thermal, acoustic, and optical properties [8–10]. Aerogels are also used in various areas of science such as

vacuum insulation panels, acoustics, and have significant application area for possible building applications [11–13].
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Highly energy efficient windows, translucent aerogel insulation for the buildings, are one of the examples for building

applications of the aerogel. Aerogel insulation has distinct advantages due to its ability with low thermal conductivity

(down to 0.010 W m�1 K�1).

Although Aerogel has such various kinds of application areas, almost no application was performed in the household

refrigerator sector. In this paper, Aerogel insulation sheet was applied to the domestic refrigerator in order to decrease the

energy consumption. For this purpose, 10 mm thick Aerogel insulation sheet was applied to the probable critical heat loss

areas of the household refrigerator. Energy consumption tests were performed for two kinds of refrigerators: one is static

type cooler refrigerator, other one is the four-door no frost type refrigerator with freezer and cooler. The energy

consumptions of the refrigerators with and without Aerogel were compared and necessary discussions were performed.

The Thermophysical Properties of Aerogel Sheet

In this work, Aspen Aerogel sheet was applied. The Cryogel Z type aerogel sheets with 10 mm thickness were used. As can

be seen from Fig. 45.1, the sheet is flexible with aluminum sheet cover on one side. It is hydrophobic and has a density of

128 kg/m3. The thermal conductivity of the used aerogel varies with temperature, i.e. λ ¼ 138 mW m�1 K�1 at 0 �C and

λ ¼ 129 mW m�1 K�1 at �50 �C. It is non-flammable and non-reactive and not hazardous to human health.

The Tested Refrigerators

The tests were performed with two types of refrigerators: one is static only with cooler (R1), other one is no frost type

refrigerator both with cooler and freezer (R2). Both refrigerators work with 230 V–50 Hz and the refrigerant is R600a.

The refrigerant charge of the R1 and R2 is 26 and 50 g, respectively. The R1 has 341 L cooler capacities and has no freezer.

The R2 has 292 L cooler with chiller compartment and 110 L freezer capacities.

The Aerogel Application Procedure to the Refrigerators

Totally five different energy consumption tests were performed with both types of the refrigerators. Figure 45.2 illustrates

the test numbers and the procedure of the experimental work of these refrigerators. For the static type refrigerator, two tests

were performed:

Fig. 45.1 The Cryogel Z type

aerogel (Aspen Aerogels)
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(a) Reference refrigerator without aerogel (test#1)

(b) Aerogel located on the evaporator and the porous side contact with the polyurethane (test#2)

For the no frost type refrigerator three different types of tests with load were performed:

(c) Reference refrigerator without aerogel (test#3)

(d) Aerogel porous side contact with the polyurethane (test#4)

(e) Aerogel porous side, no contact with the polyurethane located at the back part of the refrigerator (test#5)

As given in Fig. 45.1, aerogel sheet has two sides, one is covered with aluminum sheet and the other side has porous

structure. Aerogel sheet was located to allow the polyurethane contact with the porous side of the aerogel.

Due to lack of freezer for the static type refrigerator, there is no need to load the refrigerator for the EC test (ISO 15502)

[14]. The evaporator was covered with the aerogel sheet and the energy consumption test, test#2, was performed. As

illustrated in Fig. 45.3, the aerogel porous side is located to allow contacting the polyurethane. The aerogel application onto

the evaporator of the static type refrigerator is illustrated in Fig. 45.3.

The application of the Cryogel Z aerogel sheet to the basement and the backside of the refrigerator for test#4 is illustrated

in Fig. 45.4. The porous side of the sheet is located to be able to contact with the polyurethane.

The test#5 was performed by covering the aerogel sheet between the back part of the refrigerator and the condenser.

Figure 45.5 shows the application of the Cryogel sheet on the refrigerator. The application is performed by covering the

aerogel sheet onto the reference refrigerator.

Experimental Procedure-Test Chamber

The refrigerators were tested according to the standard ISO 15502 [14]. The steady stated Energy Consumption (EC) test

procedures were applied. M packages were used for the refrigerator with freezer. For static type refrigerator (R1) the EC

tests were performed without M packages due to the existence of freezer. For this purpose, the M packages were placed into

the R2. The M package storage plan was given in Fig. 45.6. The thermocouples were instrumented on the M packages and

Static type
refrigerator

without freezer

No frost type
refrigerator with

freezer

(R2)(R1)

Without load
With load

Reference refrigerator Aerogel on evaporator
contact with
polyurethane

Aerogel contact with
polyurethane

Aerogel at the back outer
surface

(test#1)
Reference refrigerator

(test#3)
(test#4) (test#5)(test#2)

Fig. 45.2 The procedure of the experiments and the test numbers

Fig. 45.3 The aerogel sheet application onto the evaporator of the static type refrigerator, (a) uncovered evaporator, (b) covered evaporator
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Fig. 45.4 The aerogel sheet

application to the backside and

the basement of the no frost type

refrigerator (test#4)

Fig. 45.5 The aerogel sheet

application to the backside

of the no frost type refrigerator

for test#5
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the M packages were placed both in cooler and freezer as highlighted in Fig. 45.6. The tests were held within a climate

chamber. The climate chamber temperature can be varied between 10 and 48 �C with �0.2 uncertainty band. A compressor,

a condenser, an expansion device, and an evaporator control the test chamber cooling system. Fans and dampers obtain the

air circulation in the chamber and an electrical heater provides the warm air. Many thermocouples were located into the

chamber to provide the homogenous air temperature inside the chamber and the chamber temperature was fixed at 25 �C.
The schematic view of the test chamber is given in Fig. 45.7. The air chamber velocity should not exceed 0.25 m/s according

to the International standards [14].

T-type thermocouples were located in the refrigerator; ten for freezer, four for chiller, three for cooler, and one for crisper.

Evaporator inlet and outlet, suction line, compressor outlet, condenser inlet and outlet and compressor top point

temperatures are also measured by T-type thermocouples. The data that monitored and collected was performed with the

Marel Climatic Chamber program.

1° compartment
with basket

2° compartment
with wireshelves

3° compartment
with basket

4° compartment
with basket

Freezer Load Plan

Chiller Load Plan

M1 M2

M3

M5

M7 M8

M6

M4

M1

M2

M3

M4

Fig. 45.6 No frost four-door

refrigerator (R2) load plan

of the M packages

Fig. 45.7 The schematic view

of the test chamber
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Results and Discussion

In this section the temperature variation analysis of the internal volume and the temperature variation of the evaporator

inlet–outlet of the refrigerator were given. The energy consumption tests and the power analysis of the refrigerators were

obtained and illustrated via tables and figures. As mentioned before, two types of refrigerators were taken into consideration

and five tests were performed at 25 �C.

Temperature Variation Analysis of the Inner Temperature and at the M Packages

Static Type Refrigerator

In this section the temperature variation analysis of the internal volume and the inlet and outlet temperature of the

evaporator, crisper, suction line, dryer, compressor outlet, compressor shell, and space temperature variations of R1 for

test#1 and test#2 were measured and the collected data were illustrated in Figs. 45.8 and 45.9.

For the R1 refrigerator, EC tests were performed (test#1–2). During these tests, the variation of temperature for different

locations was also plotted. As can be seen from Fig. 45.9, the inner temperatures of the refrigerator T1, T2, T3, and crisper

temperatures were at 5 �C during the EC test. The suction line temperature varies approximately between 15 and 31 �C.
The second test of the R1 was performed for the same refrigerant charge amount with the reference static type refrigerator

as 26 g. The test result is illustrated in Fig. 45.9a. After a period that was needed for the stabilization of the refrigerator to a

steady state condition, the test results were plotted for 300 min and five operation cycles were observed during this period.

As can be seen from Fig. 45.9a, the suction line temperature starts to vary between 19 and 33 �C. The suction line

temperature is higher when compared with the reference refrigerator. Also the inlet and outlet temperatures of the evaporator

are lower when compared with the reference refrigerator, test#1. After this amount of refrigerator charge, the charge was

increased to 29 g. As can be seen from the Fig. 45.9b, the inlet and outlet temperatures are lower and the suction line

temperature is higher than the reference refrigerator temperatures. This means that the refrigerant could not be able to

vaporize. The charge reduction should be done. Finally, the charge was reduced to 22 g as the temperature variation was

given in Fig. 45.9c. When compared with the 26 g and 29 g tests, the 22 g gas charge has convergence with the reference

refrigerator.
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No Frost Type Refrigerator

In this section the temperature variation analysis for the no frost type reference refrigerator (R2) was given and illustrated in

Figs. 45.10 and 45.11 for the test#3 and #4, and Fig. 45.12 for the test#5. As seen from Fig. 45.10, the M package

temperatures inside the freezer and the chiller, the temperature variation of the crisper, and the shelve temperature inside the

cooler, during the EC test, are given. The temperature variations of the M packages inside the freezer and the chiller are

around �18 �C and 0 �C, respectively. The temperature is measured in the cooler at three different locations as T1, T2, and

T3 as illustrated in the figure. The temperatures of these points vary during the start/stop period of the compressor. During

the whole cycle, the averages of these points are around 5 �C. The same temperature variation behavior with the reference

refrigerator is seen for the test#4 in Fig. 45.11. The test#4 was performed and the temperature variations are also given when

the aerogel is applied inside the polyurethane. The M package temperatures are around �18 �C and 0 �C for the freezer and

chiller, respectively. The average inner temperature of the cooler is around 5 �C. The test results for the test#5 were also

given in Fig. 45.12 and as expected, approximately the same temperature variations with test#3 were seen.

Energy Consumption and Power Analysis of the Refrigerator

In this section the EC test results for both static and no frost refrigerators and the power analysis of the reference refrigerators

for tests 2, 4, and 5 were plotted and illustrated via figures and tables.

Static Type Refrigerator

The measured compressor power consumption of static type reference refrigerator and test#2 for the first 100 min is

illustrated in Fig. 45.13. As can be seen from the figure, the compressor on and off time of the test#2 is longer than the

reference test. The compressor cycle time, on-off-on period, and the compressor running time were calculated and the

related results were given in Table 45.1.
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As mentioned before, the reference refrigerator for the static type has 26 g gas charge and the EC results showed that for

the test#2, 22 g refrigerant charge is more suitable. The comparison of power, compressor on/off time and the EC result

comparisons are given according to these refrigerant charges. As seen from Table 45.1, the average inner cabin temperatures

for reference and test#2 refrigerators are 5 �C for both and the chamber temperatures for reference and test#2 refrigerators

are 25.2 �C and 24.3 �C, respectively. Although the compressor off time of test#2 refrigerator is longer than the reference

refrigerator, the on time of the compressor is longer, too. For this reason, the EC result of the aerogel applied R1 refrigerator
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is 5 % higher than the reference refrigerator. Although the refrigerant charge is decreased, the EC is increased. Otherwise,

with 26 g charge caused liquidification at the suction line and icing problem is observed on the pipe of the compressor. That’s

why the reduction of charge should be necessary and it affects and reduces the EC of the refrigerator.

No Frost Type Refrigerator

Figure 45.14 shows the measured compressor power consumption of no frost refrigerator in reference tests (test#3), test#4,

and test#5, for the first 200 min. By this result, the compressor cycle time, on-off period, and the compressor running time is

calculated and presented in Table 45.2. As clearly seen from Fig. 45.14, the off time of the R2 for test#4 and test#5 is longer

than the reference refrigerator. The EC result cannot be predicted from this figure due to the longer on times of the test#4 and

test#5. As given from Table 45.2, the cabin and the chamber temperatures of all tests are around 5 and 25 �C, respectively.
The hottest M packages inside the freezer are around �18 �C for all tests. The test#4 and test#5 show an increase in both

compressor off and on times when compared with the reference test. If reference test is compared with test#4, it is clearly

seen that, the running ratio of the compressor causes 3 % high EC result. The EC test of test#5 shows that the application of

aerogel is not suitable in polyurethane. It gives good results at the outer surface of the refrigerator and 5 % decrease in EC is

observed.

Fig. 45.13 The power of the

static type refrigerator, reference

refrigerator (test#1) and for test#2

for 100 min

Table 45.1 The average cabin and chamber temperature, compressor on/off time, and the EC

results of reference and aerogel applied R1 refrigerator

Static type reference

refrigerator Test#2 (22 g)

T average (�C) 5.0 5.0

CPS ON time (min) 21.7 42.3

CPS OFF time (min) 79.0 123.0

(%) Running ratio 21.5 25.6

Average chamber temperature (�C) 25.2 24.3

EC result (kW/24 h) 0.38 0.43
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Conclusion

The application of the aerogel sheet to a household refrigerator in order to decrease the energy consumption was carried out

in this study. Two types of refrigerators as static and no frost were held and with these refrigerators, totally five main energy

consumption tests were performed. The cooler, chiller, M packages’ temperature variations, the compressor on/off time, and

the power during the EC tests were measured and collected by using ISO 15502 standard procedures. The test results

performed during this study can be concluded that the application of aerogel:

• Can be suitable for the household refrigerators in order to decrease the EC where the maximum heat loss is dominant for

the refrigerator.

• In contact with the polyurethane has no effect on the EC of the refrigerator. 10 mm aerogel is used instead of 10 mm

polyurethane and almost no thermal conductivity was changed.

• To the static type refrigerator is not suitable thus the thermodynamic cycle cannot be controlled with an electronic code or

command.

• Is suitable when applied on the outer surface of the refrigerator.

• Can be applied where polyurethane cannot flow and fill the gap due to the constructional constraints like small spaces

(e.g. water dispenser backside space) that causes heat loss.

• Can be applied where the heat bridges occur (e.g. vacuum panels contact edges).

The future works can be held for the heat bridges of the refrigerators where vacuum insulated panels applied to the

refrigerators.

Fig. 45.14 The power of the

no frost type refrigerator,

reference refrigerator (test#3), R2

for test#4, R2 for test#5 for

200 min

Table 45.2 The average cabin, M package, and chamber temperature, compressor on/off time,

and the EC results of reference and aerogel applied refrigerators

NF-type reference

refrigerator Test#4 Test#5

T average (�C) 5.2 5.1 5.1

Warmest M package �18.0 �18.0 �17.8

CPS ON time (min) 14.0 19.5 20.0

CPS OFF time (min) 23.0 36.5 41.5

(%) Running ratio 37.8 40.6 36.2

Average chamber temperature (�C) 25.0 25.4 25.2

EC result (kW/24 h) 1.00 1.03 0.95
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Nomenclature

EC Energy consumption

NF No Frost

R1 Static type refrigerator

R2 NF-type refrigerator

T Temperature (�C)

Greek Letter

λ Thermal conductivity (W/mK)
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Full-Scale Experimental Studies of a Passive Cooling
Roof in Hot Arid Areas 46
Hamida Bencheikh

Abstract

A full-scale evapo-reflective roof for arid climates has been developed. The proposed roof design is composed of a

concrete ceiling over which lies a bed of rocks in a water pool. Over this bed is an air gap separated from the external

environment by an aluminum plate. The upper surface of this plate is painted with a white titanium-based pigment to

increase reflection of a radiation to a maximum during the day. At night, the temperature of the aluminum sheet falls

below the temperature of the rock bed mixed with water. Water vapor inside the roof condenses and falls by gravity. This

heat pipe effect carries heat outwards and cold inwards. Heat exchange is improved by radiation between two humid

internal surfaces. The efficiency of this cooling system is studied using finite difference method. Numerical calculations

performed for different external temperatures and solar radiation show that the cooling produced by such a system is

significant. As a result of this, the mean air temperature in the room may be kept a few degrees above the minimum

nocturnal outdoor temperature throughout the day. However, the maximum indoor air temperature was observed at

sunset. This could further be lowered by allowing ventilation of the building in the evening.

A full-scale experimental study of passive cooling roof was carried out for a typical summer day of June at Laghouat in

Algeria. The proposed roof design is composed of a concrete ceiling over which lies a bed of rocks in a water pool. Over

this bed is an air gap separated from the external environment by an aluminum plate. The upper surface of this plate is

painted with a white titanium-based pigment to increase the radiation reflection process during daytime. Several passive

modifications have been introduced to the roof in order to reduce indoor air temperature in hot climates. An experimental

investigation, employing a passive procedure, has been carried out to study the possibility of reducing air temperature in

buildings. The results show that the air temperature can decrease within a range from 6 to 10 K. This decrease can further

be lowered by 2–3 �C if night natural ventilation of buildings is allowed.

Keywords

Evaporative cooling � Evapo-reflective roof � Hot dry climate � Night ventilation � Dynamic model

Introduction

In hot climates such as southern Algeria, excessive heat is the major problem that causes human thermal discomfort. Space

cooling is therefore the most desirable factor for the inhabitants. Various examples of dwellings responsive to climatic

constraints were found in vernacular architecture throughout the world. Compact cellular layout with minimum external

surface exposure to the sun, whitewash surfaces to reduce absorptivity, blind external facades, courtyards, vegetation to

provide humidity and shade, heavy buildings with high thermal capacity materials are common passive features in most hot

arid climates such as M’Zab settlements in southern Algeria, Egypt, and Iran [1, 2]. Wind towers for cooling ventilation are
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well known in Iranian and Middle East architecture, which along with cooling of the air by water evaporation kept the

building comfortable during hot periods [3]. Underground Buildings have the advantage of large thermal capacity storage of

the earth. They are used in Matmata in Tunisia and Cappadocia in central Turkey [4].

In recent years several investigations have been performed and have shown that there can be multiple solutions to the

excessive heat problem. The popular one is cooling ventilation using a solar chimney [1, 4]. The results showed that cooling

ventilation using a solar chimney can reduce internal temperatures of buildings. Shading devices (overhangs and verandas)

to reduce summer solar radiation are also investigated, and useful depths of these shading elements for various orientations

in continental climates were defined [5].

Space cooling can also be achieved by improving the performance of roofs. This is because the roofs are the most exposed

surfaces to direct solar radiation and can cause excessive heat gain during hot periods. Some efforts were made by

investigators to improve the roof thermal performance. The use of low emissive material in the attic of a roof reduced the

underside ceiling surface temperature which in turn lowered the room air temperature [6]. Evaporative cooling approach for

passive cooling of buildings in hot arid climates has also become an attractive subject of investigation for many researchers.

The relative advantage of evaporative cooling in relation to many other approaches (cavity wall, insulation, whitewash and

large exposure orientations, vegetable pergola shading, roof with removable canvas, water film, soil humid grass, and roof

with white pots cover) were demonstrated by [7, 8].

The reduction of heat gain through the roofs using evaporative cooling systems was extensively investigated on open roof

pond [9–11], and onwater spraying over the roof, movingwater layer over the roof, thin water film, and roofs withwetted gunny

bags [9, 11, 12]. Chandra and Chandra have developed a periodic heat transfer model to study the effects of evaporative cooling

using water spray and variable ventilation on the temperature control of a non-air-conditioned building [12]. The influence of

evaporative cooling over the roof as compared to bare roof case and intermittent ventilation as compared to the continuous or no-

ventilation case has been assessed for controlling the indoor air temperature. It was found that the effectiveness of the

evaporative cooling can be improved by conscious choice of the rate and duration controls the inside air temperature

significantly. It was concluded that a combination of evaporative cooling and variable ventilation can make the internal

environment of a building more comfortable. Chandra et al. presented a theoretical assessment of three roof cooling systems

for a non-air-conditioned building [5], and showed that the maximum cooling is achieved by water spray over the roof. But the

roof pond system with stationary water is more effective in stabilizing the fluctuations of indoor temperature.

The present study suggests an improved roof design by combining the advantages of previous described cooling techniques

(water ponds, low emissive surfaces) and inserted rocks of high thermal capacity materials. The resulting design can be more

advantageous and effective than other systems for reducing heat during daytime and storing coolness at night. High thermal

Fig. 46.1 Room with cooling

roof system

Fig. 46.2 Room without cooling

roof system
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capacity materials (rock bed) will delay the entry of daytime heat into the building in such a way that by the time it reaches the

interior during the evening it is least bothersome or often welcome. The roof is composed of a concrete ceiling and a flat

aluminumplate separatedwith an air space partially filledwith rocks inserted in a small quantity ofwater. The system is closed to

prevent water vapor from skipping outside. A schematic diagram of the model design is shown in Fig. 46.1.

Mathematical Model

The basic configuration of the model considered here are shown in Fig. 46.1. It is a cubic room with 3 m height and 3 m

width. The south wall is provided with a window and the North one is provided with a door. Physical properties of materials

used for the roof are presented in Table 46.1.

The purpose of the present mathematical model is to determine the inside air temperature at each time step as a function of

outside air temperature, solar radiation, and heat due to ventilation. The solution is based on the inside heat balance at each

time step, and the method of lagging with zone capacitance uses information from previous time steps to predict system

response and update the zone temperature at the current time. Fifteen minutes is used as a time step (the shorter the time step

the smaller the error). The simulation was done for the described model for two highest-temperature summer days. The

model is situated in Algeria (Laghouat, latitude +33.46�, longitude +2.56� and elevation 767 m). The simulated day was the

26 of July, and the maximum and the minimum temperature were respectively 42.7� and 24.5�.

Inside Air Heat Balance Equation

The heat balance for the inside room air may be formulated as follows:

Cai
dTai

dt
¼ Qint þ Qci þ Qv ð46:1Þ

Cai
dTai

dt ¼: The heat stored in the inside air Cai ¼ mai � cai
Qint: Heat exchange by convection in the inside;

Qint ¼
Xi¼n

i¼1

Qinti � wð Þ

Qint: Heat exchange by convection between air and other surfaces

Qci ¼
Xi¼n

i¼1

hiAi Tsi � Taið Þ wð Þ ð46:2Þ

Qint
�: Heat exchange by ventilations and infiltration

Qv ¼ mae cae Tae � Taið Þ wð Þ ð46:3Þ

The derivative term
dTai

dt can be expressed by finite differences approximations as follows:

Table 46.1 Material properties

Material

Density

(kg/m3)

Specific heat

(j/kg�K�1)

Conductivity

(w/m�K�1)

Concrete slab 2,400 1,080 1.8

Rocks 2,600 800 2.3

Water 1,000 4,175 0.613

Aluminum 1.22 1,008 0.026

Concrete slab 2,750 936 204
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dTai

dt
¼ T t

ai � Tt�∂t
ai

� �
1

∂t
ð46:4Þ

From the above equations the inside air temperature;

T t
ai ¼

ΣQt
i þ Cai

∂t Tai þ ΣAihiTsi þ maecaeTae

� �t�∂t

Cai

∂t þ ΣAihi þ maecae½ � ð46:5Þ

Surface Temperatures

To calculate the internal surface temperatures Tsi
t, at each time step t, as a function of outside conditions, finite deference

equations based on heat balance at each node were used, which allows for temperature determination at any point of interest.

The first step is to select these points, by subdividing the medium into a number of small regions represented by reference

points called nodes. In our case, we considered the heat flow in one direction in plan elements (walls, roof and floor)

composed of deferent materials, so each layer of these material is divided into small regions and represented by nodes.

Clarke suggested that three nodes per homogeneous element and a 1 h time step, in building applications are consistent with

acceptable accuracy [13]. The temperature for each single node at time t is evaluated using heat balance equations.

The heat exchange between internal slab nodes is modeled using Fourier’s one-dimensional heat conduction equation

(Kreith 1985).

dT

dt
¼ dλ

ρc

d2T

dx2
ð46:6Þ

This equation can be solved numerically [9] by dividing the element into layers of thickness dx called nodes,

making a heat balance for each node. The boundary condition for the inside surface nodes in contact with room air may

be given by:

λ∂Tsi

∂x
¼ hi Tsi � Taið Þ ð46:7Þ

The boundary condition for the outside surface nodes in contact with outside air may be formulated using the following

equation:

λ∂Tse

∂x
¼ he Tse � Taoð Þ ð46:8Þ

The upper roof surface exchanges heat with the outside air by convection and by radiation to the sky. According to [14], a

horizontal surface with emissivity εr and absolute temperature Tr produces a net radiative cooling rate Qr, where

Qr ¼ Aσεr T4
r � T4

sky

� �
ð46:9Þ

Where

Tsky ¼ ε1=4skyTae, εsky ¼ 0:741þ 0:0062Tdp

σ is the Stefan–Boltzman constant
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Tdp is the surface dew point temperature in �C. It was computed as a function of the ambient temperature (Tae) and the

relative humidity (RH), using the expression by Murray [8]:

Tdp ¼ 237:3
lnRHþ a � b

a� lnRHð Þ þ a � b ð46:10Þ

The heat exchange by convection for outside horizontal surface is given by:

Qc ¼ Ahce Tr � Taeð Þ ð46:11Þ

The heat exchange between the lower aluminum surface and the upper rock bed surface is by radiation, convection and

evaporation. Following equations reported in [25], we may write the following.

Heat exchange by radiation is given by:

Qr ¼ AhrEwr,al Twr � Talð Þ ð46:12Þ

Heat exchange by convection is given by:

Qc ¼ Ahc,wr, al Twr � Talð Þ ð46:13Þ

Heat exchange by evaporation and condensation is given by:

Qevp ¼ 6:3� 10�3 Pvs Twrð Þ � Pvs Talð Þ½ � � L � hc,wr, al ð46:14Þ

Where L is the latent heat of evaporation at an average temperature, which is equal to 2,350 kJ/kg and Pvs is the saturated

vapor pressure in kPa at temperature T in �C. For the temperature range

20 � T � 80 �C

The following polynomial gives acceptable results [15]:

Pvs Tð Þ ¼ �16:037þ 1:8974T � 0:0699T2 þ 0:0012T3 � 5:8511� 10�6T4 ð46:15Þ

In modeling the floor elements the earth temperature at 60 cm of depth below the floor is considered constant and equal to

the daily average temperature of the region [4]. In the above equations the number of the unknowns is greater than the

number of equations; these equations were solved by proposing the initial inside air temperature at start time t. This initial

temperature Tai (t) will not be correct, and it is necessary to simulate the model with the same daily repetition of air

temperature and solar radiation until the temperature of each node returns to the same value at the same time in each day

simulation. At this point the building is in thermal harmony with the environment.

Experimental Measurements

The experimental setup consisted of two identical test cells (A) and (B), a cubic room with 3 m height and 3 m width. The

south wall is provided with a window and the North one is provided with a door. The experimental cell (B) was the basic

reference unit. The roof was constructed of simple aluminum sheet painted white.

Temperature Measurements

Air temperatures outside the room were measured using weather stations installed near the laboratory, far from the test cell

by 150 m. The temperature at different positions under the roof level has been measured by copper constant thermocouples

connected to digital thermometer. Thermocouples were fixed under the roof surface, and the end of the thermocouples was

enveloped in thin aluminum paper to reflect the radiation from the surrounding interior surfaces. The readings of all

thermocouples have been averaged to give the average temperature.
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Results and Discussion

Figure 46.3 shows the calculated and measured inside and outside air temperature in test cell (A) with cooling system,

without nocturnal natural ventilation. When the maximum outside temperature was 39 �C, the maximum measured and

calculated temperatures were, respectively, 36 �C and 35 �C, while the minimum ones were 27 �C and 29 �C. The maximum

inside air temperature of 36 �C accrued at 19.00 pm when the outside one at this time was 32 �C, and natural ventilation was
allowed. Figure 46.4 shows the calculated and measured inside and outside air temperatures in cell (A) with a cooling

system, with nocturnal natural ventilation. The ventilation lowered the inside air temperature by 3–4 �C.
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Figures 46.5 and 46.6 show the calculated and measured inside and outside air temperatures in test cell (B) without a

cooling system, with and without nocturnal natural ventilation. The calculated and measured inside air temperature in

Fig. 46.5 present no differences; however, in Fig. 46.6 the two graphs present small differences during ventilation period due

to the uncertainty in wind speed which is variable from 1 h to another.

Figure 46.7. shows a comparison of room air temperatures with cooling roof system and with bare roof without room

night natural ventilation. It can be seen from this figure that the evaporative reflective roof can reduce the internal room air
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temperatures during the day up to 10 �C in comparison to the air temperatures for a bare roof over the room. Figure 46.7 is

the comparison of room air temperatures with cooling roof system and with bare roof when room night natural ventilation is

allowed. The ventilation was allowed from 8 pm till 9 am, a period when the outside air temperature is relatively low. This

can significantly improve cooling of room air temperatures, as shown in Fig. 46.8.
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Conclusion

In comparison between calculated and measured inside air temperatures in cell (B) without cooling system, without

nocturnal natural ventilation, the two temperatures have almost the same values; however, the calculated and measured

ones in the same cell with nocturnal natural ventilation present a small difference between calculated and measured

temperatures during ventilation period as shown in Fig. 46.8, due to wind speed variations during nighttime, which was

usually considered a constant value in calculations.

Measured and calculated temperatures in cell (A) with cooling system, with and without nocturnal natural ventilation,

present a small difference in two time periods, from 6.00 am till 5.00 pm and from midnight till 4.00 am which correspond to

the evaporation and condensation periods. The differences were due to the fact that the quantities of water vapor and

condensate water were not exactly well known.

Under hot arid conditions a full-scale test cell for an evaporative reflective roof used to improve space cooling in

buildings has been tested. The experimental results examined the effectiveness of such a roof cooling system in

comparison to a bare roof. The results showed that cooling inside buildings can be improved by the application of such

a cooling design. It was also seen that combining evaporative reflective roof with night ventilation increases such cooling

more significantly.

Nomenclature

Cai Specific heat of inside air (J/kg.K)

Cae Specific heat of outside air (J/kg.K)

E Surface emissivity

hc,i Inside convection heat transfer coefficient

(W/m2.K)

hr Radiation heat transfer coefficient (W/m2.K)

hc, wr, al Convection heat transfer coefficient between

the rock bed and aluminum (W/m2.K)

I Total solar radiation (W/m)

Ij Long wave radiation (W/m)

Pvs Saturated vapor pressure (kPa)

Tal Aluminum outside surface temperature (C)

Tao Sol-air temperature

Twr Rock bed upper surface temperature (C)
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Investigation of Latent-Heat Storage Systems for Green
Building Applications 47
Devrim Aydin, Zafer Utlu, and Olcay Kincay

Abstract

In green building applications, highest energy demands are needed for air conditioning to provide comfort conditions.

This study is done by using real data obtained from a prototype structure built as part of a project. The necessity of heat

storage systems during the usage of solar energy and ground-sourced heat pump systems for heating is investigated in the

present study. This way, various techniques used for storing heat are researched and compared. Efficiency of latent-heat

storages, constituted by utilising latent heat of phase change material, is analysed. Thermodynamic analyses of the

heating system combined with solar panels, ground-sourced heat pump, and latent-heat storage are conducted. Lastly for

variable ground temperature and solar radiation, changes in amount of heat storage in a heat storage system are analysed.

For a 6-month heating period, analyses showed that especially in winter, energy consumption in compressor shows a

sharp rise. So utilising period from heat pump with low energy consumption is too short. This study focuses on energy

generation from solar panels in relation to time. Thereby, supply ratios of hourly energy demand of the inspected building

are investigated.

Keywords

Energy storage � Renewable energy � Green building

Introduction

Due to the technological and industrial development and the increase in human population, environmental pollution is

getting even worse. This phenomenon has increased the tendency to adopt renewable energy sources. Because the public

buildings and industrial corporations are generally located at city centres, migration to the city centres have been increasing,

resulting in air pollution and unplanned urbanisation. The main result of unplanned urbanisation is this: structuring without

any planning about energy systems. This situation ends up with sharp rises in energy consumptions. On the contrary, with the

recent studies, building energy consumptions have been tried to be kept under control. Concordantly “energy performance

certificate” is issued to buildings, thereby reducing energy consumption and aiming and encouraging an increase in utility of

renewable energy systems.

In addition to this, rise in the amount of greenhouse gases and price of fossil fuels are the driving force to benefit from

various renewable energy resources [1]. For most people all over the world, solar energy is evaluated as a primary energy

source for the future. Scientists are maintaining their research about new and renewable energy resources [2]. But improving

energy storage systems is as important as using new energy resources. Storage of energy in an appropriate way and
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developing systems to make it available in the case of necessity are the key missions of today’s researchers. Storing energy

in a suitable way provides an equilibrium between supply and demand, also increases performance and utility of energy

systems as well as contributes to energy conservation. Energy storage systems provide an economical usage of fuels and as a

result reduce the amount of waste energy. Thus, these systems improve utility of energy systems in an economical way [3].

Nowadays fossil fuels, on which national energy systems are dependent, are limited and predicted to be an insufficient

and expensive source in the future. In addition to this, common energy demand rises day by day. Beside this, depending on

the rise in energy consumption, environmental impacts such as climate change and atmospherical pollution are increasing.

Greenhouse emissions have attracted attention as a primary factor of climate change. Within this context, various interna-

tional organisations such as Kyoto Protocol study this problem [4].

Developing heat storage systems has a vital importance in achieving advanced level and efficient energy systems.

Energy Consumption and Green Buildings

Global energy generation and consumption amounts have a vital importance in each step of economical development, for

energy conservation and using it efficiently. Global energy consumption is related to economical and environmental

improvement, so energy consumption factor necessitates considering design of energy-saving and efficient systems as

well as environmental factors. Depending on the economical development, the main consumption fields of energy are

structuring, environmental improvement, commercial establishments, industries, transportation and buildings. In recent

years the demand for structuring has been heavily increased. Huge buildings constructed to meet this demand have an

important effect on energy consumption. In developed countries the highest energy consumption is in the building sector

with 27 % (Fig. 47.1). Also 70 % of consumption of electricity energy and atmospherical emissions including greenhouse

gases sourced from the building sector. Determination of energy consumption rates and energy losses are two important

necessities for designing energy-efficient buildings [5].

Green Buildings are known as sustainable buildings. Green building applications are aimed to meet the 75–80 % of

thermal and electrical demand from renewable energies, whereas in classical structures only 15–20 % of energy demand is

supplied from renewable energies. Recently, green building applications have been maintaining a rising trend. These

applications have paid attention not only to active technologies (mechanical cycle) but also to construction architecture,

solar radiation, green fields and construction materials for decreasing energy consumption and greenhouse-gas emissions. In

addition to this, renewable energy sources used for supplying energy to buildings are cyclical. So these systems sometimes

cannot meet the energy demand of building or sometimes provide more energy than what is needed. When all these issues

are taken into consideration, it is clear that improving energy storage systems will increase the utility of renewable energy

sources.

Recently, to keep energy usage efficient, smart building management systems have been developed. In addition to this,

various disciplines of engineering such as lighting, air conditioning, cooling, ventilating and heating have been improved,

thereby providing suitable thermal conditions, high-quality indoor air, and sufficient lighting. Thus, appropriate comfort

conditions are achieved. Despite usage of energy-efficiency enhancement techniques, capital costs increase over a long
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Fig. 47.1 Energy consumption

breakup sector wise [5]
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period of time with low energy consumption amounts; it meets the capital costs and provides profitability. Briefly, a

well-designed building is a construction which meets the comfort demand of people living in it with minimum energy

consumption (Fig. 47.2) [5].

Latent-Heat Storage Systems in Buildings

Recently, due to the increasing energy demand and environmental factors, interests on energy storage systems have been

rising. As it can be seen from the diagram above, building sector is one of the leading sectors in energy consumption.

Although there are several methods for decreasing energy consumption in buildings, a system which has a potential of

compensating peak thermal load demand of a building is a necessity. Energy storage systems store heat in the period during

which the building has a low heating or cooling energy demand, for using it during peak thermal load conditions. Heat

storage systems integrated with thermal systems provide usage of thermal energy in an efficient way as well as stabilise

unstable energy demands [6].

Thermal Energy Storage Methods in Buildings

Heat storage systems, depending on their dimensions, applied method and heat storage material, can be applied in low

temperature for a short time or a long time period in any application. In case the difference between solar energy and energy

demand of building is low, short time heat storage is applied. Long time period heat storage is used to supply seasonal energy

demand with solar energy. Utilising from heat storage increases contribution of solar energy to the process of balancing

overall energy demand. By considering thermal energy generation prices and utilisation from solar energy, it is decided

whether short time storage or long time storage can be used [7].

The selection of heat storage method mainly depends on heat storage period, economical applicability and operating

conditions. For any application, efficiency and economy of heat storage not only depends on heat storage method but also on

design of the system. For a heat storage system design, the following factors must be considered [8]:

1. Heat storage capacity of unit mass and volume of heat storage material.

2. Heat storage, recovery temperature and method.

3. Temperature gradient.

4. Dimensions of system components.

5. Material, shape and dimensions of heat storage tank.

6. Properties of the environment where the stored energy is used.

7. Total cost of storage system.

Mainly there are three types of heat storage systems. These are sensible, latent and chemical energy storage systems

(Fig. 47.3). Sensible heat storage systems store energy by changing the temperature of a heat storage material. In

thermochemical heat storage systems, energy is stored using a fission reaction. Recovering energy from the storage takes

place with an inverse reaction [9].

Fig. 47.2 Avarage breakup

of energy usage and losses

in buildings [8]
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In latent-heat storage systems storage, recovery of heat takes place with a fusion reaction (melting/solidification) during

phase change period. Latent-heat storage systems, in which phase change materials are used, allow for storing heat densely

as well as in high amounts with low temperature and volume changes [4].

Benefiting from heat storage systems allows for usage of thermal systems efficiently and also provides conservation of

energy and thermal comfort. In this study a latent-heat storage system in which paraffin is used as a heat storage material is

investigated. Effect of heat storage system in regard to the energy consumption of a building was demonstrated.

Latent-Heat Storage Materials

Classification
Depending on the phase change type, phase changed materials are classified in three groups. They are solid–solid PCMs,

solid–liquid PCMs and liquid–gas PCMs. The most suitable phase change materials for thermal energy storage are

solid–liquid ones. Solid–liquid PCMs are investigated in three groups: organic PCMs, inorganic PCMs and eutectics [4].

PCM Selection Criteria
Although selection of PCM for any application is a complex problem, it has an importance in heat storage performance.

Potential PCMs depend on the application conditions; they must have appropriate melting temperature, high fusion (phase

change) heat and thermal conductivity. Expected properties of PCMs are given in the table below (Table 47.1). The most

suitable PCMs used in heat storage systems in a building environment in terms of melting temperature are paraffin, fatty

acids, salt hydrates and eutectic mixtures.

Experimental Study

In this study utility of thermal storage combined with solar collectors for heating of an energy building is investigated. Yildiz

Energy Building is located at Davutpasa Campus of Yildiz Technical University.

Fig. 47.3 Heat storage methods [3]
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System Description

Solar energy is a cyclical energy source. So storing excess energy during daytime and using it at nighttime will increase

utilisation of solar energy. The energy building is a duplex structure which has 46 m2 floor areas [10]. The building is heated

with the pipe coils furnished inside the wall. For heating purpose, three solar collectors having a 4.86 m2 total surface area

are used. The heating system diagram of the energy building is given below (Fig. 47.4). For the experiment, paraffin, which

melts in the range of 42–44 �C and which is easily found in Turkey, was used. The shell that Paraffin was stored in has a

volume of 0.063 m3, and the paraffin shell is located in an outer shell which is 0. 22 m3. Heat transfer fluid circulates in the

gap between the inner and outer shell. There is also a 0. 1 m diameter gap in the middle of the inner shell to increase heat

transfer surface area.

Table 47.1 Expected properties of phase change materials [4]

Thermodynamic properties Appropriate melting temperature scale

High fusion latent heat per unit volume

High thermal conductivity

High specific heat and density

For preventing storage problem, low volume changes and vapour

pressure at phase change duration

Suitable melting

Kinetic properties High nucleation rate to prevent rapid cooling

High crystallisation rate to meet heat demand from heat storage

Chemical properties Inverse melting/solidification cycle

Chemical stability

Not to have any deterioration after a high number of phase

change cycles

Not to be corrosive

Not to be a toxic, flammable and explosive material

Economic properties Suitable price

A wide range of application areas

Solar
Collector

Solar
Collector

Latent Heat
Storage

Buffer Tank

Building

Solar
Collector

Fig. 47.4 Heating system

diagram of Yildiz renewable

energy building
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Evaluation of Experimental Measurements

Determination of Heat Losses of the Building and Heat Gain of Solar Collectors
In this study, a 6-month heating season between October and March was investigated. For analysing the system, hourly

average solar irradiation and temperature for each day were used [4]. Using this data, hourly average building heat load and

heat gain of solar collectors were calculated. Accumulated excess energy during daytime was analysed, and storable thermal

energy for nighttime was determined (Figs. 47.5, 47.6, 47.7, 47.8, 47.9, and 47.10).

The rate of heat gain of the solar collectors was calculated by using Eq. (47.1):

Qu : Ac:FR Ht: ταð ÞnUc Tf, i � Tað Þ� � ð47:1Þ

The rate of heat loss from each surface of the experimental building was calculated by using Eq. (47.2):

Qc : U:A: Ti � Tað Þ ð47:2Þ

By collecting heat loss from each surface, overall heat loss of the building investigated depends on time. The difference

between heat gain fromheat collection unit and overall heat losses of the building Eq. (47.3) gives the amount of storable energy:

Qs ¼ Qu � Qc ð47:3Þ
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This study was carried out at Yildiz Renewable Energy Building, located at Y{ldiz Technical University Davutpasa

Campus. Building Heat Loss–Collector Heat Gain graphics given above shows hourly changes in heat losses of building

against thermal energy absorbed by collectors. Concordant with these results, during the 3-month period from December

through February, because the heat load of the building rose sharply, storing energy gained by collectors did not seem

presentable. On the other hand, during spring and winter period (December, November, March) especially between the hours

10:00 and 15:00 utilising heat from thermal storage seemed possible. During this period, storable excess thermal energy was

available. Stored heat could be used at nighttime while the solar energy was not available.

Determining the Amount of Excess Storable Energy
Daily amount of storable, excess energy figured out in the diagram below (Fig. 47.11). It is clearly shown from the figure that

especially in December, October and March high amount of storable energy is available. In the last decade energy demand

has been increasing from day to day however energy supply decrease in the similar trend. So utilising from renewable

energies such as solar energy and wind energy is a necessity. Studies on the way of increasing efficiency of energy systems

are important for improving utility of these sources. However, storing energy and using it in the time while energy demand

increases will contribute to economy and also provide a demand–supply balance. Within this context, it seems worth to do

research and development studies about heat storage systems to increase their efficiency (Fig. 47.11).
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Results and Discussion

This study carried out in Yildiz Renewable Energy Building located at Davutpaşa Campus, Y{ldiz Technical University.

Utility of thermal storage in the process of heating the energy building was investigated. Heat storage systems; depends on

their dimensions, applied storage system and heat storage material, can be applied for short time or long time. Short time

storage can be applied if the difference between solar energy and energy demand is low. For meeting the seasonal energy

demand, long time storage applied. This type of application allows for a rise in utility of solar energy.

The study results are as follows:

• With this system, in a 3-month period, from December through February, because the heat load of the building rose

sharply, storing the energy gained by collectors did not seem presentable.

• In Spring and Autumn period (December, November and March) especially between the hours 10:00 and 15:00, utilising

heat from thermal storage seemed possible. During this period storable excess thermal energy was available. Stored heat

could be used at nighttime while the solar energy had run out.

Conclusions

The results of this study show that during day time, especially in Autumn and Spring, because the heat load of the building is

low, most of the collected thermal energy cannot be used. Heat storage systems allow for storing this excess energy anytime

while the heat loads get higher.

Research and development studies are important to increase the efficiency and utility of latent-heat storage systems.

Consequently the rate of utilisation from solar energy will get higher.

Nomenclature

A Area, m2

Q Heat, w

FR Exchanger heat efficiency coefficient

H Global radiation, w/m2

T Temperature, �C
U heat Transfer coefficient, w/m2 �C

Greek Letters

τ Diffusion coefficient α Absorption coefficient

Subscripts

u Useful

c Collector

t Total

f, i Fluid inlet

a Ambient

i Indoor
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Short- and Long-Term Solar Radiation Estimation Method 48
Yavuz Selim Güçlü, İsmail Dabanlı, and Eyüp Şişman

Abstract

In this study, Angstrom equation solar radiation estimation values corresponding to the sunshine durations are achieved

by a linear equation, which is an improvement over the classical model. The results turn out to be better than the classical

Angstrom equation. In the suggested equation, 1–10 days’ solar irradiation values are assumed to affect the present-day

values as short-term estimates. The proposed model for summer months (June–July–August) has provided estimations

that are in close agreement with observations. Both long- and short-term estimations have been obtained rather

successfully. In the proposed methodology there are two extra factors, as dependence coefficients. Finally, the classical

Angstrom equation remains as a special case of the model.

Keywords

Solar radiation � Sunshine duration � Angstrom equation � Short-term estimate � Dependence

Introduction

Especially in the twentieth Century and during its second half energy crisis has been experienced due to extreme

consumption of fossil fuels. As a result, people began to search for alternative energy sources. Solar energy is one of the

clean energy sources. To benefit from solar energy as the most important energy source in the future, present calculation and

estimation of the radiation amounts have been a problem waiting for solution. In order to determine the potential of the solar

energy for an area, solar radiation values are prerequisites. Thus, the decisions of whether or not to invest in a region should

be given by the potential of solar energy plan possibilities in the area.

Angstrom [1] made the first study on this subject and proposed a linear equation that expresses the relationship between

the sunshine duration and amount of solar radiation. Later, Page [2] changed the definition of an expression by using

radiation on the horizontal area out of the atmosphere instead of clear day radiation. Similarly, many researchers have

demonstrated studies linearly [3–12]. In addition to these studies, Şahin and Şen [13] brought dynamism to the Angstrom

equation. Some of the scientists have suggested approaches by proposing the second order equations. Ögelman et al [14]

stated that second order equation better expresses the relationship between solar radiation and sunshine duration. Ak{noğlu

and Ecevit [15], and Y{ld{z and Öz [16] studied the same problem by using second order equation too. Samuel [17] proposed

a nonlinear equation in third order. Şen [18] contributed to the nonlinear model estimates of the solar radiation. Additionally,

Şen [19] has estimated solar radiation using fuzzy logic modeling techniques. The aforementioned studies, respectively, are
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linear and nonlinear, with no dependencies between successive values. However, the solution suggested in this article takes

into consideration the linearity with dependencies.

The purpose of this article is to show the present day’s solar radiation and sunshine duration depending on the previous

days’ values and to provide new equation that yields better results than Angstrom approach. In the equation, two important

dependency coefficients are implemented. This method reduces to the classical Angstrom equation when the dependencies

are equal to zero.

Methodology

The following linear Angstrom equation that estimates solar radiation is the starting point of the present study.

H

H0

� �
¼ aþ b

S

S0

� �
ð48:1Þ

H, Solar Radiation, H0, Monthly Mean Solar Radiation, S, Sunshine Duration, S0, Monthly Mean Sunshine Duration, a

and b are coefficients.

To refine this equation, the time-effect is considered in other words, today’s sunshine duration and solar radiation are

thought of dependent on previous or earlier days’ sunshine duration and solar radiation, amounts. In Eq. (48.2), additionally,

t, day, c and d coefficients.

H

H0

� �
t

¼ aþ b
S

S0

� �
t

� d
S

S0

� �
t�i

� �
þ c

H

H0

� �
t�i

ð48:2Þ

Where ‘i’ value ranges from 1 to 10 for short-term estimates. However, for some stations, it can be further extended to

include the range (t � 1, t � 2, t � 5, t � 10, t � 15, t � 30, t � 60, etc.). Long-term estimates are suitable for the

summer months from t � 1 to t � 731.

In the first stage of creating the equation, c and d dependency coefficients are obtained, where c is the solar radiation

dependency coefficient and d is sunshine duration dependency coefficient.

To obtain the solar radiation dependency coefficient c,

H

H0

� �
t�i

is plotted against

H

H0

� �
t

,

where the slope of the drawn regression line yields c coefficient. Similarly, to obtain the sunshine duration dependency

coefficient d,

S

S0

� �
t�i

is plotted versus

S

S0

� �
t

,

where the slope of the drawn regression line gives coefficient d.

Finally, a and b coefficients are determined similar to the Angstrom case. For this purpose, the following equations are

substituted into Eq. (48.2), then into Eq. (48.5), which yields,
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X ¼ S

S0

� �
t

� d
S

S0

� �
t�i

ð48:3Þ

Y ¼ H

H0

� �
t

� c
H

H0

� �
t�i

ð48:4Þ

Y ¼ aþ bX ð48:5Þ

To obtain coefficients a and b, X values are pointed on the horizontal axis and Y values on the vertical axis. The slope of

the drawn regression line provides coefficient b, and the intersection point on the vertical axis gives the coefficient a. New

version and the classical Angstrom equations are now available for estimating the solar radiation.

Application

Daily data used in this study are taken from DMI and measured in Antakya, Turkey from 2000 to 2010. For Antakya a, b, c,

and d coefficients are obtained by using approximately half of the data and then the rest of the data are used for validation.

The same procedure is applied by using Angstrom equation. In addition, for each t � i, Angstrom equation is redetermined.

First, coefficients are determined according to t � 1.

In Fig. 48.1, the horizontal values are solar radiations for t � 1 day; the vertical values are solar radiations for t day and

then regression line is drawn. Coefficient c is determined as the slope of the regression line, as 0.541.

In Fig. 48.2, the horizontal values are sunshine durations for t � 1 day; the vertical values are sunshine durations for t day

and then regression line is drawn. Coefficient d is determined by the slope of the regression line as 0.591.

In Fig. 48.3, the horizontal values are X’s, the vertical values are Y’s and hence the regression line is drawn. Coefficient

b is determined by the slope of the regression line as 0.321 and the intercept point on the vertical axis yields the coefficient

a as 0.1.

In Fig. 48.4, the horizontal values are sunshine durations for t day, whereas the vertical values are solar radiations for t day

and then the regression line can be drawn. The coefficient b is then determined by the slope of the regression line as 0.329

and the intercept point on the vertical axis gives the coefficient as 0.193.

y = 0,541x + 0,18
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Fig. 48.1 Lag-one scatter diagram of solar radiation for c coefficient
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After that verification process begins. In this stage, solar radiation is estimated at time t. In Fig. 48.5, the horizontal values

are estimations with Angstrom (red) and the new equation (blue), whereas the vertical values are measurements. It is obvious

that the new estimation straight line is closer to measurements line than Angstrom straight line.

The daily error amounts are determined as follows;

Daily Error ¼ Measurement� Estimationð Þ2

y = 0,591x + 0,247
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Fig. 48.2 Lag-one scatter diagram of sunshine duration for d coefficient
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530 Y.S. Güçlü et al.



The total errors of the two methods are compared. After estimation of the solar radiation for all days from 2005 to 2008,

the dependency model as developed in the article has a total error equal to 2.37 but the Angstrom model has a total error of

3.14 for t � 1. Therefore, Angstrommodel has been more defective than the model of dependency as suggested in this study.

The comparison of square root errors between the two methods yields as follows 13 %,ffiffiffiffiffiffiffiffiffiffi
3, 14

p � ffiffiffiffiffiffiffiffiffiffi
2, 37

p� �
=

ffiffiffiffiffiffiffiffiffiffi
3, 14

p ¼ 0, 13 13%ð Þ:

In the same way, the above steps are applied for times instances t � 2, t � 3, t � 4, t � 5, t � 6, t � 7, t � 8, t � 9, and

t � 10 but still Angstrom model appeared more defective than dependency model. Error ratios are respectively as follows;

9 %, 8 %, 7 %, 7 %, 6.5 %, 6 %, 7 %, 7 %, and 7 %. According to measuring station’s compatibility, t � i values can be

t � 15, t � 30, or t � 60.
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Fig. 48.4 Scatter diagram for classical Angstrom coefficients
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Proposed new model in the article has estimates very close to the measurements in June, July, and August. However, the

short-term estimation model during the summer solar energy production has very high estimates of the solar radiation with

error almost zero with the highest estimation error in summer months. This is of great importance for energy planning.

In case of t � 1, after estimating of solar radiation for all summer days from 2005 to 2008, the dependency model has a

total error of 0.2226 but the Angstrom model has a total error equal to 0.5651. Therefore, Angstrom model has been more

defective with 37 % than the model of dependency. It seems that the new model has good estimation for summer days, so in

the cases of t-366 and t-731 the estimates are obtained.

In case of t-366, after estimation of the solar radiation for all summer days from 2007 to 2010, the dependency model has

a total error; 0.2407 but the Angstrom model has a total error of 0.3097. Therefore, the Angstrom model has been more

defective with 12 % than the model of dependency. Proposed model also has the ability for the long-term estimations during

the summer months. However, when the time distance increases from t onwards, then the dependence reduces.

Conclusion

In this study, the Angstrom equation is improved significantly. The new equation represents additional c and d dependency

coefficients the values of which are multiplied by previous or earlier days’ values of radiation as well as the time. The days

before the sun are thought to be dependent due to the solar radiation and sunshine duration dependence on previous days.

The new equation has estimates better than estimates of the Angstrom equation. Previous day’s solar radiation and sunshine

duration values enter into the calculations in the suggested method. Dependency model brings well short-term estimates, in

particularly in the event of loss of short-term solar radiation values. As noted, before maximum 10 days, short-term estimate

can be made because after 10 days, dependency decreases but error increases. However, as mentioned in the application part,

new model has less error especially in the summer months. So that during the summer months dependency model is

compared to the Angstrom model in case of short-term estimations and as a result, the Angstrom model has more error,

which is almost 40 %. Additionally, during the summer months dependency model is also compared to the Angstrom model

in case of long-term estimations and hence it is found that the Angstrom model has more error at about 12 %. If i values in

t � i increase than time error increases too, because of that dependency decrease. In summary, for 1 year difference, the new

model estimations have less error during the summer months.

In the case of no dependencies, the proposed model reduces to the classical Angstrom equation.
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15. Ak{noğlu BG, Ecevit A (1990) Construction of a quadratic model using modified Angström coefficients to estimate global solar radiation. Sol Energy 45:85–92
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Energy Saving with Double-Skin Glazed Facades
in Multistorey Buildings 49
Esra Lakot Alemdağ and Figen Beyhan

Abstract

As a result of growing population and technological developments, increasing consumption of limited energy sources all

over the world leads to environmental pollution. The rapid increase of environmental problems has required the world to

revise their production and consumption patterns in every sector. Minimizing energy consumption and building design

approaches which aim at using renewable energy sources in the field of architecture have come into prominence. From

this point of view, the aim is to design energy-efficient buildings that can adapt to changing climatic conditions. Building

skin, one of the most significant parameters, effecting the performance of energy-efficient buildings has important

functions in energy conservation and providing indoor comfort conditions. Within this context, energy-efficient double-

skin facade systems acting as a filter have been developed by analyzing the negative features of constantly changing

outdoor environment. These facade systems frequently used in multistorey buildings in many countries offer advantages

such as natural lighting, heat and solar control, noise control and natural ventilation. On the other hand, these facade

systems not only reduce the need for mechanical systems but also provide user comfort requirement.

In this study, the aim is to indicate the importance of energy-efficient double-skin facade systems for today’s

architecture and energy performance, and to provide a better conceptual technical understanding. For this purpose, the

positive and negative features of system were evaluated by giving technical information and construction details

concerning energy saving double-skin facade systems from the examples of contemporary architecture around the world.

Keywords

Sustainable architecture � Energy conservation � Building skin � Double-skin glazed facades

Introduction

Regarding technological developments and changes in life conditions, the necessity of energy has reached a peak. Beside

this, consuming fossil energy resources in order to meet requirements has caused huge damages to natural environment as

well as its extinction. Growing environmental consciousness with awareness of this situation that endangers the continuity of

life brings out new and alternative energy investigations which can reduce the damage to minimum and which have

continuity in all fields of life. Depending on this fact, conceptions such as ‘energy efficient’ and ‘sustainability’ have become

a current issue and also affect the design, construction and technology of buildings which life circle continues and a big

percentage of energy is consumed in big proportion [1].
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One of the most important methods of saving energy in a building is by carefully designing its facade. The facade is one of

the most significant contributors to the energy budget as well as the comfort parameters of a building. Because, the facade of

a building can account for between 15 and 40 % of the total building budget and may be a significant contributor to the cost

of up to 40 % more through its impact on the cost of building services [2]. The facade can only be described as truly “energy

efficient” when it makes use of natural, renewable energy sources, such as solar radiation, air flows and ground heat sources

to secure a building’s needs in terms of heating, cooling, ventilation and lighting [3].

A “double-skin facade” is optimally one of the best options in managing the interaction between the outdoors and the

internal spaces. “Energy-efficient double-skin facade approach”, which can show best performance in accordance with

summer and winter conditions and also take up the task of setting a balance between interior and exterior climate, has

changed building facade into a friend to the environment and dynamic ones.

In the context, aim of this study is to make energy-efficient double-skin facade design more understandable as functional,

conceptual and technical by indicating the importance of current architecture.

Double-Skin Facade Systems

Double-skin facade is composed of an external facade, an intermediate space (also called cavity or an air corridor) and an

inner facade. Double-skin structures make up one of the most widely employed functional principles used to protect against

exterior environmental influences through the facade envelope. Various terms are used to name these facades. Terms such as

“active facades,” “passive facades,” “double-skin facades,” “climatic facades” or “multiple-skin facades” are often used.

Double-skin facades create different options, depending on layers of facades with opaque and/or transparent material. The

facade that consists of two transparent skins separated by a cavity is described as “Double-Skin Glazed Facades.” The layers

of the double-skin facade are described below:

• Exterior Glazing: Usually it is a hardened single glazing. This exterior facade can be fully glazed.

• Interior Glazing: Insulating double glazing unit (clear, low-E coating, solar control glazing, etc. can be used). Almost

always this layer is not completely glazed.

• The air cavity between the two panes. It can be totally natural, mechanically or hybrid ventilated. The width of the cavity

can vary as a function of the applied concept between 200 mm and more than 2 m.

• The interior window can be opened by the user. This may allow natural ventilation of the offices.

• Automatically controlled solar shading is integrated inside the air cavity.

• As a function of the facade concept and of the glazing type, heating radiators can be installed next to the facade [4].

Five main ventilation modes for double-skin facade are described here bear on the ventilation of the facades at the

component level, not at the building level (Table 49.1).

Different ways to classify Double-Skin Facade systems are mentioned in literature. Oesterle et al. [6] categorize the

Double-Skin Facades mostly by considering the type of the cavity. The types are described as follows:

• Box window facades

• Corridor facades (storey-high double-skin facade)

• Shaft box facades

• Multistorey facades (building-high double-skin facade)

Box Window Facades

In this facade types horizontal partitions on each floor and vertical partitions on each window divide the facade in smaller

and independent boxes. The inlet and outlet vents are placed at each floor.

The interior windows can be opened for ventilation into the gap between the two facade layers. The exterior facade

comprises opening for supply and exhaust air. Horizontal as well as vertical separation from adjacent elements ensures

optimum sound insulation not only from the outside but from neighbouring offices as well. Unpleasant odour and flashover

can be prevented rather easily if the compartmentalization is designed correctly. Thermal shorts, meaning exhaust air from a

lower element flowing into an element above, can be avoided by offsetting the supply and exhaust openings from storey to

storey [7].
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Corridor Facades

Corridor facades manage the air flow storey by storey. Air inlets are located near the floor and the ceiling. They are arranged

at an offset to avoid thermal shorts by exhaust air mixing with fresh air. The corridor between the facades is accessible and is

typically designed to be wide enough to be used as a service platform. This corridor is ventilated through openings at ceiling

level. The airflow can be regulated by motorized flabs [7].

When inlet and outlet vents are placed at each floor, the lowest degree of air heating and therefore the most effective level

of natural ventilation is to be expected [3]. The facade cavity is therefore generally divided horizontally for acoustical, fire

security or ventilation reasons.

Shaft Box Facades

Shaft facade is a combination of a double-skin facade with a building-high cavity and a double-skin facade with a storey-

high cavity. The full height cavity forms a central vertical shaft for exhaust air. One both sides of this vertical shaft and

connected to it via overflow openings are storey-high cavities. The warmed, exhaust air flows from the storey-high cavity

into the central vertical shaft. There it rises, due to the stack effect and escapes into the open at the top [4].

Even when there is a little air flow outside natural ventilation of the building is ensured by the buoyancy in the shaft.

However, at a certain height the pressure situation reverses and warmed air might return in the storey-high cavities. For this

reason it is necessary to limit the height of the shaft. This limitation is influenced by various factors, such as overall building

height, prevailing wind etc., and it has to be calculated individually for each building [3]. Therefore, this type of facade is

suitable for lower rise buildings.

Table 49.1 Ventilation modes of the cavity [5]

1. Outdoor air curtain

In this ventilation mode, the air introduced into the cavity comes from the outside and is immediately rejected towards the outside.

The ventilation of the cavity therefore forms an air curtain enveloping the outside facade

2. Indoor air curtain

The air comes from the inside of the room and is returned to the inside of the room or via the ventilation system. The ventilation of the cavity

therefore forms an air curtain enveloping the indoor facade

3. Air supply

The ventilation of the facade is created with outdoor air. This air is then brought to the inside of the room or into the ventilation system.

The ventilation of the facade thus makes it possible to supply the building with air

4. Air exhaust

The air comes from the inside of the room and is evacuated towards the outside. The ventilation of the facade thus makes it possible to evacuate

the air from the building

5. Buffer zone

This ventilation mode is distinctive in as much as each of the skins of the double facade is made airtight. The cavity thus forms a buffer zone

between the inside and the outside, with no ventilation of the cavity being possible
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Multistorey Facades

Multistorey facades are characterized by a cavity which is not partitioned either horizontally or vertically; the space between the

two glazed facade layers therefore forming one large volume. Generally, in this type of facade, the cavity is wide enough to

permit access to individuals (cleaning service, etc.) and floors which can be walked on are installed at the level of each storey in

order to make it possible to access the cavity, primarily for reasons of cleaning and maintenance. In some cases, the cavity can

run all around the building without any partitioning [8]. The basic idea of a building-high cavity is the following: air that

accumulates at the top of the air space between the two layers is likely to get hot on sunny days. Openings in the outer skin and at

the roof edge siphon out the warm air, while cooler replacement air is drawn from near the base of the building [4] (Fig. 49.1).

Double-Skin Glazed Facade Examples

In this part of the study, design criteria of four selected samples building with double-skin glazed facades have been

evaluated in tables. It is aimed to examine details (facade construction, ventilation of the cavity, shading device type, HVAC

system) and summarized briefly the concept of double-skin glazed facades in multistorey building project (Tables 49.2, 49.3,

49.4, 49.5 and 49.6).

Conclusions

A wide range of energy saving measures can be implemented such as natural ventilation, night-time cooling, natural

lighting, the creation of buffer zone, etc. This assumes an intensive interaction between the facade and the building. In this

context, energy-efficient double-skin facade systems that act as a filter of constantly changing outdoor environment are

frequently used in multistorey buildings in many countries. The advantage and disadvantage of DSF system are given briefly

below, very much depending on location and type of building.

Advantages

• Acoustic insulation (reduced internal noise from room to room and external noise from outdoor sources)

• Thermal insulation (during the winter, the external additional skin provides improved insulation)

• Night time ventilation (pre-cool the offices during the night using natural ventilation)

• Natural ventilation (provide fresh air before and during the working hours)

• Reduction of the wind pressure

• Thermal comfort-temperatures of the internal wall

• Better protection of the shading or lighting devices (when they are placed inside the air cavity)

• Energy saving and reduced environmental impact

• Natural daylight, transparent architectural design

Fig. 49.1 Types of the double-skin facade systems [1]
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Table 49.2 Building certificate of type 1

Type 1: Box window facade example—Print Media Academy building

Building certificate

Architect: Schroder Architects and Studio Architects

Location: Bechtloff, Germany

Completion: 2000
Facade Type: Box Window Facade

Building height: 50 m

Number of Floors: 12
Facade Function: Energy efficiency, Optimum air-conditioning, Daylighting

Table 49.3 Building certificate of type 2

Type 2: Corridor facade example—Galleries Lafayette building

Building certificate

Architect: Jean Nouvel

Location: Germany

Completion: 1995
Facade Type: Corridor Facade
Building height: –
Number of Floors: –
Facade Function: Energy efficiency, Optimum air-conditioning, Noise Control, Daylighting



Table 49.4 Building Certificate of type 3

Type 3: Shaft box facade example—Halenseestrabe building

Building certificate

Architect: Leon-Wohlhage Architects

Location: Germany

Completion: 1996
Facade Type: Shaft box facade

Building height: –
Number of Floors: 10
Facade Function: Energy efficiency, Optimum air-conditioning, Noise Control, Daylighting

Table 49.5 Building Certificate of type 4

Type 4: Multistorey facade example—Telus/William Farrell building

Building certificate

Architect: Peter Busby
Location: 2001
Completion: Canada
Facade Type: Multistorey facade

Building height: 48 m

Number of Floors: 10
Facade Function: Energy efficiency, Optimum air-conditioning, Natural ventilation, Daylighting



Disadvantages

• Fire Protection (is not properly designed, room to room or floor to floor smoke transmission problems can take place)

• Higher Construction costs (compared to a conventional facade)

• Reduction of rentable office space (it is quite important to find the optimum depth of the facade in order to be narrow

enough so as not to lose space and deep enough so as to be able to use the space close to the facade)

• Overheating problems (if the facade is not properly designed)

• Increased air flow velocity (inside the cavity, mostly in multistorey high types)

• Acoustic insulation (sound transmission problem can take place if the facade is not designed properly)

• Additional maintenance and operational costs

Double-skin facade has to be designed for a certain building location and facade orientation otherwise the performance of

the system will not be satisfactory. The constraining parameters (climate, site and obstructions of the building, use of the

building, building and design regulations) have to be taken into account in the early design stage.

Table 49.6 Design criteria of selected four building examples with double-skin glazed facades

Types

Type 1 Type 2 Type 3 Type 4

Box window facade Corridor facade Shaft box facade Multistorey facade

Facade

construction

External skin: Fixed single

glass pane

Internal skin: Openable sealed
double glass pane

Air Cavity: 46 cm

The 29 mm thick insulating

glass unit, has a cavity filled

with argon

External skin: Fixed 8 mm

single glass

Internal skin: Openable 6 mm

low-E coated glass

Air Cavity: 20 cm

External skin: Fixed 12 mm

single-pane

Internal skin: Openable sliding
double-pane glass doors

Air cavity: ~20 cm

External skin: Openable-fixed
fritted glass

Internal skin: Openable low-E
coated glass

Air cavity: 90 cm

Ventilation

of the cavity

Type of ventilation: Hybrid
Ventilation mode: Outdoor air
curtain, Air supply, Air

exhaust, Buffer zone

Type of ventilation: Natural
Ventilation mode: Outdoor air
curtain, Air supply, Air

exhaust, Buffer zone

Type of ventilation:
Mechanical

Ventilation mode: Outdoor air
curtain, Air supply, Air

exhaust, Buffer zone

Type of ventilation: Hybrid
Ventilation mode: Outdoor air
curtain, Air supply, Air

exhaust, Buffer zone

Shading

device type

Shading system: Aluminium

blind system

Control System: Mechanical

Location: Inside of the cavity

Shading system: Perforated
stainless steel louver blind

Control System: Manuel

Location: Inside of the cavity

Shading system: A blind

(85 cm wide, one storey high)

Control System: Manuel

Location: Inside of the cavity

Shading system: Solar shade
glass panel

Control System: Manuel

Location: External skin

HVAC Fresh air can be gained by

operating the inner window

slider. The building central

system then controls the rate of

air flow into the cavity

The facade enables natural

ventilation of the offices for

most of the year. If the outside

temperature is too low or too

high, a mechanical ventilation

system is switched on

During the summer, the blinds

can be used to block solar

radiation while the air space is

mechanically ventilated. At

night, internal heat gains are

removed with mechanical

ventilation. During the winter,

solar gains prewarm the air in

the cavity

The steam-heating system was

replaced with a heat-recovery

system, which uses waste heat

from the cooling process of the

adjacent building

Commentary Cross ventilation control

system exists that moderates

the buffer space between the

outer and the inner glazing.

This is done by opening sets of

upswing glass louvers to allow

outside air flow to pass through

and push the heated air in the

cavity out, thus cooling the

envelope

The inlet and outlet vents are

placed at each floor, the lowest

degree of air heating and

therefore the most effective

level of natural ventilation is to

be expected. The openings

permanently open

Fresh air is mechanically

drawn from the roof, the passed

down to the intermediate space

of the double-skin facade

through vertical channels at

both ends of the corridor. Air is

extracted through the

horizontal ducts leading to

vertical channels situated in the

center of the facade

The air cavity, acts as a thermal

buffer, which provides

insulation during winter and

allows air intake during off-

peak seasons. Motorized

dampers are installed at the top

and bottom of the cavity. When

the dampers are opened, it

allows air to flow into the air

space and create natural

ventilation. Furthermore, PV

powered fans are employed to

boost the air movement.

During the cold season, the

dampers close and the cavity

becomes an insulator
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It is really important to understand the performance of double-skin facade by studying the physics inside the cavity.

The geometry of the facade influences the air flow and thus the temperatures at different heights of the cavity. Different

panes and shading devices results in different physical properties. The interior and exterior openings can influence the type

of flow and the air temperatures of the cavity. All together these parameters determine the use of the double-skin facade

and the HVAC strategy that has to be followed in order to succeed in improving the indoor environment and reducing the

energy use [4].
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A New Approach for Compressor and Turbine Performance
Map Modeling by Using ANFIS Structure 50
Isil Yazar, Emre Kiyak, and Fikret Caliskan

Abstract

Aviation is the one of the continually developing sector in transportation area. People prefer to travel with more

comfortable, more economic, time saver and safety vehicles during their travel. According to this selection, the number

of passengers in civil aviation is increasing day by day. Due to this acceleration, air-lines expand their fleet and increase

the number of their daily flights. Eventually, manufacturing velocity accelerates as well. Today, aircraft manufacturers

focus on trying to design safer, more efficient, more environment-friendly, more economic aircraft. No doubt, it is not an

easy process. Aircraft has a complex structure, and its design duration takes a very long time.

Aircraft is composed of two main parts: structural part and system part. Both of them have a critical design process.

After the design level, manufacturing and test levels are followed respectively. These levels are valid for all parts in

aircraft. It means that every component has a critical mission in aircraft. One of the critical sections of the aircraft is the

engine part. In aircraft, different kinds of gas turbine engines are used. A typical example of a gas turbine engine is

formed in five parts. These are, respectively, inlet, compressor, combustion chamber, turbine, exhaust parts. Basic

operation principle of the gas turbine engine is to convert chemical energy into mechanical energy. In compressor part,

the air that is taken from inlet is compressed and pressurized. In the combustion chamber, the pressurized air is burnt

under the high temperature. Then the gas form is taken to the turbine part and it expands to the ambient pressure crossing

through the turbine. Finally it is exhausted in the exhaust part.

In the design process of gas turbines, all parts have different design issues. Especially, compressor and turbine design

models have critical points that must be considered due to their geometrical structure. When preparing models for these

parts, component maps are used. Especially, for the transient conditions, maps represent the component performance

very well. The maps are difficult to directly use in simulations so, different techniques are used to read data from maps.

In our study, a technique based on the “Adaptive Neuro-Fuzzy Inference System (ANFIS)” is tested and proposed on

MATLAB/Simulink.
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Introduction

Gas turbines are widely used in aviation sector. Different types of aircraft engines are classified in terms of range, efficiency,

and thrust demands. These demands identify the design cycle of the gas turbine at the same time. Gas turbines are complex

structures. In order to monitor and control the operation of these complex structures and predict the abnormal conditions in

steady-state and transient operations, reliable mathematical models are needed [1]. Gas turbine nonlinear mathematical

models are made up of aerothermodynamics laws, energy-mass conservation laws, and empirical formulations and so on [2].

These models are prepared for design process before manufacturing. An accurate mathematical model helps the design of

the control system process, so deriving a realistic mathematical model is very important. Each component of gas turbine

can be modeled by using equations and empirical solutions. The critical ones are the compressors and turbines. These

components are composed of multiple individual stages and in modeling, they are assumed to be a stacked single stage

structure. By this way, components dynamic behavior can be analyzed with only inlet and outlet conditions [3]. For defining

the performance characteristics of these components, compressor and turbine maps are used. These maps are formed from

actual rig test of the engines and then the values are plotted on the map [3]. An example of compressor map can be seen in

Fig. 50.1.

Compressor maps can be determined in several ways in terms of the accuracy, complexity and processing time [5]:

• Streamline Curvature Methods

• Map Scaling Techniques

• Stage Stacking Methods

• Row-by-Row Analysis

• Two-Zone Models

• One-Dimensional Loss Models

Map scaling is one of the most used techniques in this area. Map Scaling techniques use different digitizing methods for

providing data to the simulations. The following methods are the commonly used examples for the digitizing process [6]:

• Beta Line Method

• Curve Fitting Techniques

• Neural Network Techniques

In the literature, many studies have been done for making the map data comprehensible for computer simulations. Beta

Line Method is used by Kurzke in describing data from maps [7]. Curve fitting techniques try to form an equation that shows

the characteristic outputs of the compressors and turbines. Sieros et al. [8], Moraal and Kolmanovsky [9], Orkisz and

Stawarz [10] and Ailer et al. 2001 [11] uses functions to represent the characteristics of the components. Kong et al. [12] and

Kong and Ki [13] use genetic algorithm method to generate digital data from maps. In the last few years, neural network is a

popular concept for preparing digitalized data from maps. Bao et al. [14], Yu et al. [15], and Ghorbanian and Gholamrezaei

[16–19] based their studies on studying and comparing different types of Artificial Neural Network structures for digitizing

map data.
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In this study, the compressor and turbine components characteristic performance output parameters are calculated via

Adapted Neuro-Fuzzy Inference System (ANFIS). By using test data, corrected mass flow rate and isentropic efficiency

values of the components are estimated for a given input data (RPM, Pressure ratio) between idle to maximum thrust levels.

As a result of training calculations, accurate output data is found at the end of the simulations in a short time. Both on design

and off design values are simulated and the results are satisfactory. Fuzzy connected neural network structure is suitable for

modeling output performance parameters of these components.

Compressor and Turbine Performance Maps

Fluid machines that transfer energy between a rotor and a fluid are called turbo machines. Compressors and turbines are

categorized in this type of machines [20]. In the literature, there are three types of compressors that are used in gas turbines

[21]. These are respectively centrifugal flow, axial flow, and centrifugal-axial flow compressors. In centrifugal flow

compressor, compression is formed by accelerating the air outward perpendicular to the longitudinal axis of the compressor.

In axial flow compressor, compression is formed by a series of rotating and stationary airfoils moving the air parallel to the

longitudinal axis. The last type, centrifugal-axial flow compressor, uses both compression methods for achieving the desired

compression [21]. In a gas turbine, compressor and turbine parts work correspondingly. In turbine part, the energy that is

extracted from the expansion of the fluid is transferred into compressor part mechanically. In modeling of turbo machines,

forming the accurate model is important. Especially in compressor and turbine parts, it is possible to find mutual dimension-

less parameters characterizing the flow [22]. Maps are used for finding these characteristic performance parameters.

Maps are designed among correctedmass flowparameter, pressure ratio, and corrected speed lines.An example can be seen in

Fig. 50.1. Characteristics are defined in corrected parameters for eliminating the dependence of the performance characteristics

from temperature and pressure. Corrected mass flow rate ( _mcorr) and isentropic efficiency (η) can be determined as a function

of pressure ratio (π) and corrected rotational speed in Eqs. (50.2) and (50.3) [3]. To define corrected rotational speed Eq. (50.1)
is used. It is the proportion of actual data over design data. Final value of mass flow rate is defined as in Eq. (50.4).

Ncorr ¼
Nffiffi
θ

p
� �
Nffiffi
θ

p
� �

design

ð50:1Þ

_mcorr ¼ fa π;Ncorrð Þ ð50:2Þ

η ¼ fb π;Ncorrð Þ ð50:3Þ

_m ¼ _mcorr

δffiffiffi
θ

p
� �

ð50:4Þ

As mentioned earlier, there are many ways to calculate fa and fb functions in the literature. fa and fb are functions that

digitize the map data into suitable simulation form. Instead of using 2D Look Up table, curve fitting, beta lines, or individual

neural network algorithms, in our work, Adapted Neuro-Fuzzy Inference System is applied to our simulation model. Map

data for two types of compressors and two types of turbines are used in different simulation models. Initially, with real test

data, the system is trained and then by using the trained system, on design and off design values are tested on the system.

Adaptive Neuro-Fuzzy Inference System (ANFIS)

System modeling techniques based on mathematical formulations are sometimes not suitable for nonlinear systems. In this

type of systems, input–output mapping method usage can be convenient [23]. This work is an application example of

input–output mapping method in MATLAB/ANFIS structure (Fig. 50.2). ANFIS (Adaptive Neuro-Fuzzy Inference System)

is a combination of Neural Network training structure and Fuzzy Logic clustering structure. It can be directly used on

command window of MATLAB as ANFIS or GUI structure on MATLAB/Simulink.

ANFIS GUI structure consists of two parts: generating FIS and training FIS. In generating FIS structure, MATLAB

presents two types of methods: Grid Partitioning and Sub Clustering. Furthermore, a preformed FIS structure can be used
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directly by loading from a file or workspace. In this study, Grid Partitioning method is adopted for generating FIS structure.

Grid Partitioning is a method that generates a single-output Sugeno-type FIS structure by grid partitioning on the data [24].

Training FIS is the important part of the ANFIS structure. There exist two types of training methods in ANFIS:

backpropagation training and backpropagation-least squares combination Hybrid training methods. In our work, hybrid

training method is used for training the FIS structure.

The ANFIS architecture can be explained as follows [23]:

The FIS structure with two inputs x, y and one output z can be formed by describing following two fuzzy if-then rules of

Takagi and Sugeno’s type [25]:

Rule 1: If x is A1 and y is B1, then f1 ¼ p1x + q1y + r1.

Rule 2: If x is A2 and y is B2, then f2 ¼ p2x + q2y + r2.

Layer 1: Every node in this layer has a membership function as the following. This function is the output function of the

node as well.

O1
i ¼ μAi

xð Þ

where x is the input, i is the node number, and Ai is the linguistic variable of this node function. The node function in our

work is selected as a Gaussian function. Constants of the Gaussian function are labeled as premise parameters in ANFIS.

Layer 2: In this layer, incoming signals (membership functions) are multiplied. Each node output represents the firing

strength of a rule.

wi ¼ μAi
xð Þ � μBi

yð Þ, i ¼ 1, 2:

Then normalized firing strengths are calculated by taking the ratio of related node firing strength to the sum of all rule’s

firing strengths:

wi ¼ wi

w1 þ w2

, i ¼ 1, 2:

Fig. 50.2 An example of ANFIS model structure [24]
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Layer 3: Output function of this layer is described as the following. The parameters {pi, qi, ri} are called consequent

parameters in ANFIS.

O3
i ¼ wifi ¼ wi pixþ qiyþ rið Þ

Layer 4: The last layer is the overall output of the system. It is calculated by summing of all signals from the previous layer.

Overall output ¼ O4
i ¼

X
i

wifi ¼

X
i

wifiX
i

wi

Hybrid Learning Algorithm

The algorithm of the Hybrid Learning is composed of two different procedures (Table 50.1). These are Forward Pass and

Backward Pass respectively [23]:

In the forward pass, input and related functional signals go forward to layer 3 and least squares estimation method tries to

estimate consequent parameters in this period. After fixing the consequent parameters, in the backward pass, the premise

parameters are updated by using gradient descent method corresponding to the sum of all nodes error rates from output to the

input [23]. ANFIS tries to accurate the described error value in each epoch, so the selected epoch number is important as well.

Simulations, Results and Discussions

In the simulations, different compressor and different turbine models that are created on MATLAB/Simulink are used. In

training section, two different types of compressor and two different types of turbine data are used. For each engine

component, different membership function test error values searched via performance parameters. According to the error

values, a stable membership function number value is fixed. For generating Fuzzy Inference System (FIS), in case of small

number of inputs, both Grid Partition Method and Sub Clustering Method can be used [26, 27]. In our work we prefered Grid

Partition method for generating FIS structure. In the FIS training section, instead of only back propagation gradient descent

method, a combination of back propagation gradient descent method and least squares estimation methods, Hybrid

Optimization Method is preferred. Hybrid Optimization Method has faster and nearer results than the individual back

propagation gradient descent optimization method [28, 23]. Simulink model view for compressor type 1 and an example of

membership function view are shown in Figs. 50.3 and 50.4 respectively.

The average error values, epoch numbers and number of membership function values can be seen in the following tables

and ANFIS figures. In Fig. 50.5, for compressor 1, corrected mass flow rate (MF ¼ 5) and isentropic efficiency (MF ¼ 5)

training solutions are seen. In Table 50.2, the best value of average test error for corrected mass flow is found with five

Table 50.1 Hybrid learning

algorithm table [23]
Forward pass Backward pass

Premise parameters Fixed Gradient descent

Consequent parameters Least squares estimate Fixed

Signals Node outputs Error rates

PR

RPM

Compressor_1_Model

In1

In2

Out1

Out2
Corrected_mass

Isentropic_Efficiency

2

1

Signal 1

Signal 1

Fig. 50.3 Simulink model view
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membership functions and in Table 50.3, the best value of average test error for isentropic efficiency is found with five

membership functions. After these membership function values, unstability of average test error starts in the increasing

direction of membership functions and so does the simulation time.

In Fig. 50.6, for compressor 2, corrected mass flow rate (MF ¼ 5) and isentropic efficiency (MF ¼ 5) training solutions

are seen. In Table 50.4, the best value of average test error for corrected mass flow is found with five membership functions

and in Table 50.5, the best value of average test error for isentropic efficiency is found with five membership functions. After

these membership function values, unstability of average test error starts in the increasing direction of membership functions

and so does the simulation time.
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0
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Fig. 50.4 An example of

membership function view of PR
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Fig. 50.5 Corrected mass flow (MF ¼ 5) and isentropic efficiency (MF ¼ 5) training data diagrams for compressor 1

Table 50.2 Corrected mass flow

error results for compressor 1
Compressor 1-corrected mass flow

Epoch number Average test error Number of membership function (MF)

5 0.0027004 2

5 0.0016331 3

5 0.0010621 4

5 0.00078742 5

5 0.0085135 6

5 0.0019336 7

5 0.011696 8

5 0.0093629 9

5 0.0095345 10
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Table 50.3 Isentropic efficiency

error results for compressor 1
Compressor 1-isentropic efficiency

Epoch number Average test error Number of membership function (MF)

5 0.015914 2

5 0.0022847 3

5 0.001627 4

5 0.00074378 5

5 0.2824 6

5 0.0012207 7

5 0.045845 8

5 0.001561 9

5 0.016111 10

1
Training data : 0 FIS output : * Training data : 0 FIS output : *
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Fig. 50.6 Corrected mass flow (MF ¼ 5) and isentropic efficiency (MF ¼ 5) training data diagrams for compressor 2

Table 50.4 Corrected mass flow

error results for compressor 2
Compressor 2-corrected mass flow

Epoch number Average test error Number of membership function (MF)

5 0.0031677 2

5 0.0018184 3

5 0.0011317 4

5 0.00099039 5

5 0.055742 6

5 0.0051453 7

5 0.054999 8

5 0.0075333 9

5 0.0023086 10

Table 50.5 Isentropic efficiency

error results for compressor 2
Compressor 2-isentropic efficiency

Epoch number Average test error Number of membership function (MF)

5 0.026705 2

5 0.0035932 3

5 0.0024906 4

5 0.0010388 5

5 0.056028 6

5 0.006311 7

5 0.070202 8

5 0.018059 9

5 0.005396 10
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In Fig. 50.7, for turbine 1, corrected mass flow rate (MF ¼ 11) and isentropic efficiency (MF ¼ 11) training solutions are

seen. In Table 50.6, the best value of average test error for corrected mass flow is found with 11 membership functions and in

Table 50.7, the best value of average test error for isentropic efficiency is found with 11 membership functions. After these

membership function values, unstability of average test error starts in the increasing direction of membership functions and

so does the simulation time.
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Fig. 50.7 Corrected mass flow (MF ¼ 11) and isentropic efficiency (MF ¼ 11) training data diagrams for turbine 1

Table 50.6 Corrected mass flow

error results for turbine 1
Turbine 1-corrected mass flow

Epoch number Average test error Number of membership function(MF)

5 0.004068 2

5 0.0015129 3

5 0.00037277 4

5 0.00025415 5

5 0.00035519 6

5 0.000060146 7

5 0.000015917 8

5 0.00000042807 9

5 0.00000042586 10

5 0.00000042266 11

5 0.00000045725 12

5 0.00000051955 13

5 0.0000005217 14

Table 50.7 Isentropic efficiency

error results for turbine 1
Turbine 1-isentropic efficiency

Epoch number Average test error Number of membership function (MF)

5 0.0058168 2

5 0.0027477 3

5 0.0018257 4

5 0.0015368 5

5 0.0013878 6

5 0.00040202 7

5 0.00017977 8

5 0.00000088838 9

5 0.00000079984 10

5 0.00000079876 11

5 0.00000085982 12

5 0.00000096349 13

5 0.00000096971 14
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In Fig. 50.8, for turbine 2, corrected mass flow rate (MF ¼ 11) and isentropic efficiency (MF ¼ 12) training solutions are

seen. In Table 50.8, the best value of average test error for corrected mass flow is found with 11 membership functions and in

Table 50.9, the best value of average test error for isentropic efficiency is found with 12 membership functions. After these

membership function values, unstability of average test error starts in the increasing direction of membership functions and

so does the simulation time.
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Fig. 50.8 Corrected mass flow (MF ¼ 11) and isentropic efficiency (MF ¼ 12) training diagrams data for turbine 2

Table 50.8 Corrected mass flow

error results for turbine 2
Turbine 2-corrected mass flow

Epoch number Average test error Number of membership function (MF)

5 0.0055707 2

5 0.0022691 3

5 0.0016757 4

5 0.00082476 5

5 0.00070482 6

5 0.000399 7

5 0.000041398 8

5 0.000082751 9

5 0.0000004618 10

5 0.00000038769 11

5 0.00000047972 12

5 0.00000049337 13

5 0.0000004891 14

Table 50.9 Isentropic efficiency

error results for turbine 2
Turbine 2-isentropic efficiency

Epoch number Average test error Number of membership function

5 0.0074187 2

5 0.0040202 3

5 0.0028297 4

5 0.0021117 5

5 0.0016568 6

5 0.00094596 7

5 0.00015175 8

5 0.00016766 9

5 0.0000041732 10

5 0.0000012372 11

5 0.0000008691 12

5 0.00000098896 13

5 0.0000010333 14
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Conclusion

In this work, an approach for modeling performance parameters of gas turbine engine compressor and turbine is proposed.

The proposed approach is an effective and easy-use way for modeling the performance parameters of compressors and

turbines. The proposed method is tested with two different compressors and two different turbines data. The Adaptive

Neuro-Fuzzy structure estimates good output values for both on-design and off-design conditions. By altering the number of

membership functions, different error values are calculated and it shows that the models can be run accurately with a few

number of membership functions. Additionally, this decreases the simulation time. If the selected number of membership

function is over the best membership function value, unstability increases in average test error and so does the simulation

time. By comparing with the previous studies declarations, this proposed approach has advantages about both accuracy and

simulation time. The individual neural network method usage sometimes fails about error value, although it is short

simulation time. Curve fitting and beta line methods do not work accurately. In addition, as a difference from other studies

it is applied to the turbine component as well. The proposed compact fuzzy-neural network method is functional for both

compressor and turbine. In the upcoming works, it is planned to study about engine start up modeling. It is very hard to

model the startup operation in an engine. In the next step, this operation regime is tried to adapt this examination.

Acknowledgement We would like to thank to the Tusas Engine Industries for their valuable contributions to our study.

Nomenclature

_mcorr Corrected mass flow rate, dimensionless

π Pressure ratio, dimensionless

Ncorr Corrected revolution, dimensionless

N Revolution

η Isentropic efficiency

_m Mass flow rate

δ Compressor input pressure under sea level

condition, dimensionless

θ Compressor input temperature under

sea level condition, dimensionless

O Output function

p, q, r Premise parameters

f Fuzzy rule

μ(x) Membership function

wi Firing strength of the rule

wi Normalized firing strength value
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Performance Estimation of Gas Turbine System
via Degree-Day Method 51
Umit Unver and Muhsin Kılıc

Abstract

Nowadays the focus of the power sector is on renewable energy sources. Even so, in Turkey, the most preferred power

plants are still co-generation power plants. Considering installed power, gas turbine power plants are the most used type.

In gas turbine power cycles, both power and efficiency are highly affected by atmospheric temperature. In this study, the

degree-day method is used to expose the variation of the electric power of a gas turbine with respect to atmospheric

conditions. The installed capacity of the gas turbine is 237 MW. The operating data were supplied by Ovaakça Power

Plant Administration of Bursa/Turkey. In this paper it is indicated that, for a 45 �C increment of atmospheric temperature,

mass flow through the compressor at a unit time decreases by about 85.2 kg. Therefore, the compression work decreased

by about 11.45 %. In addition, by means of the atmospheric temperature increment, both the total energy input via natural

gas and intake airflow rate were decreased by 17.1 % and this resulted in a reduction in net electric power production.

Keywords

Gas turbine � Performance analysis � Degree-day � Topping cycle

Introduction

Energy is one of the world’s most important issues since the last two centuries. Until recently, energy demand was met by

fossil fuels. But, due to the negative effects of fossil fuels on the environment, the release of hazardous gases came into

prominence. Therefore, many countries prefer to convert their energy production systems from fuel oil to natural gas.

Because natural gas is a clean source compared to fuel oil, installations are easier and have high efficiency. Also in Turkey,

in the 1990s when air pollution began to threaten human health, coal and fuel oil systems were converted to natural gas, to

meet domestic and industrial energy demand, and the conversion was stimulated by the government.

The use of high-tech materials and methods in natural gas-fired turbines increased the efficiency of energy production. In

addition, the emissions of hazardous gases in flue gases decreased to controllable limits. However, although installing gas

turbine cycles is quick and easy, there are also some disadvantages. One of the most important disadvantages is that gas

turbine systems are highly affected by atmospheric conditions. It is indicated that compressors of gas turbines are designed

to pass a constant volumetric flow [1]. When the atmospheric temperature rises, specific volume increases. Thus, through a

constant volume, the mass flow rate decreases, and as a result both the useful power that is achieved from the gas turbine and

the thermal power that is achieved from the Heat Recovery Steam Generator (HRSG) decrease. Bassily [2] studied the

interaction between atmospheric temperature and compressor work, as well as their effect on system performance, and also
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studied the efficiency improvement by cooling of inlet air via evaporative coolers. Similarly Alhazmy has addressed the

issue to inlet air cooling via spray cooling and cooling coil methods [3]. Gareta and Gil also focused on cooling the inlet air

by various methods [4]. Arpaci İ. ve Binark [5] examined a natural gas-fired co-generation cycle and described the algorithm

of the calculation of system parameters in detail.

The studies mentioned up to here declare that the increase of the atmospheric temperature has a negative effect on gas

turbine cycle performances. Thus they all agreed that the selection of the climate of the place where the power plant would

be installed has significant importance. However, studies investigating the gas turbine systems have not clearly stated that

how climate impact should be determined.

In this paper, we have shown the relationship between the degree-day method, which is generally used to determine

the optimum insulation thickness of buildings, and net electric power produced by gas turbine cycles. In this way, first it will

be possible to determine the atmospheric affect on the net electric power production, and then, comparing different climatic

locations with reliable numerical data would be possible.

The degree-day method that was used in this study was described in detail in [6]. In the study, the optimum insulation

thickness was determined via the degree-day method.

Material

The data were obtained from an operating 501F type gas turbine, which was produced byMitsubishi Heavy Industries. At the

topping cycle electric power is generated by natural gas combustion. Additionally, exhaust gases about 550 �C, are sent to an
HRSG to obtain more electric power from the bottoming cycle.

The natural gas consumption is about 14 kg/s at full load while the atmospheric temperature is 15 �C. Annual average of
Lowest Heating Value (LHV) was calculated from monthly analysis data of natural gas, which was about 45,000 kJ/kg. The

combustion system of 701F consists of 20 combustion cells. Combustion cells consist of two-stage burners and a by-pass

valve. The cooling cycle of turbine consists of rotor cooling cycles and four stationery cooling cycles. Cooling air is obtained

from various stages of turbine blades. The compressor and turbine have a single shaft on a couple of bearings.

Characteristic data for gas turbines:

Manufacturer Mitsubishi Heavy Industries/Japan

Type Axial flow—701F

Gross output power/efficiency 239,000 kW/701F

NOx emission 50 mg/m3

Number of blade stage 4

Inlet temperature 1,350 �C (ISO)

Exhaust temperature 558 �C
Revolution per minute 3,000 rev/min

Critic rev. (1) Critic 930, (2) Critic 2550

Start up time 1,200 s

Combustion chamber type/num. Multi cell/20

Ignition Spark

Compressor type Axial flow

Stage number 17

Compression ratio 16

Air flow (ISO) 580 kg/s (100 % load, 15 �C)

Method

The degree-day method is a powerful tool to calculate heating and cooling loads of buildings. First a base temperature is

defined, and then from the difference of mean temperature of each day of the year and the base temperature, heating and

cooling degree-days can be obtained. A wide range of information can be obtained from the recent studies [7–12]. Generally;

DD ¼
X365
1

Tb � T0ð Þ ð51:1Þ

Equation is used to define degree-day.
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Gas turbine cycles are very sensitive cycles vs. atmospheric conditions and so degree-day method. Because of this, when

atmospheric temperature decreases, the mass flow rate through the cycle is expected to decrease while the volumetric flow

rate remains constant, which means the power required to compress air calculated by

Wcomp ¼ _m hi � heð Þ
ηcomp

ð51:2Þ

should change. The atmospheric temperature variation changes both mass flow rate of inlet air and natural gas. That means

the energy that is supplied by natural gas and the net electric power production changes. The net electric power, which is

produced by gas turbine cycles, can be calculated by:

We ¼ _m x LHVð Þ �Wcomp ð51:3Þ

Results and Discussion

As it is well known, when the air temperature increases, the specific volume of the air also increases. The volumes of the

stages of a turbo compressor are constant. Thus, the amount of volumetric flow per unit time is considered to remain

unchanged. In this case, for a constant rotation, an increment of volume of unit mass flow through stages means a reduction

in the mass flow rate. According to this statement, the variation of specific volume and mass flow rate with respect to inlet air

temperature difference are given in Fig. 51.1. As it is seen from the figure, with a 45 �C increase of temperature, the specific

volume rose from 0.76518 to 0.89264 m3/kg. The increment is about 0.12746 m3/kg. For small-scale cycles, this value can

be considered negligible, but this slight change affects mass flow rate dramatically. The mass flow rate was about 621.6 kg/s

at �3 �C and decreased down to 536.5 kg/s with the 45 �C decrease of atmospheric temperature. In other words, for a 45 �C
increment of atmospheric temperature, mass flow through the compressor for a unit time decreases by about 85.2 kg.

If the enthalpy is defined as the energy level of the fluid, we can consider that the energy level of the fluid increases with the

increasing atmospheric temperature. Naturally, when the inlet air temperature increases, exit air temperature also increases.

This means, the enthalpy of air at the compressor exit increases. In Fig. 51.2 the enthalpies at inlet, exit of the compressor and

the difference between these are given. At first glance, the increase of the enthalpy at the exit seems to be useful but if we look

into Fig. 51.2, when the atmospheric temperature is at�3 �C, the enthalpy is about 684.8 kJ/kgwhile with a 45 �C temperature

increment it increases by about 56 kJ/kg and reaches 740.7 kJ/kg. Meanwhile inlet air enthalpy was 270.1 kJ/kg at�3 �C, and
with a 45 �C increment it rises up to 425.5 kJ/kg. In other words, the enthalpy difference, which can be calculated via

Eq. (51.2) goes up about 10.8 kJ/kg with the increase of atmospheric temperature of about 45 �C. The increase of difference
between enthalpies, means a serious energy loss if we take such a big mass flow rate into account.

Fig. 51.1 Variation of specific

volume and mass flow rate with

respect to atmospheric

temperature
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In Fig. 51.3 the variation of the energy supplied to the system with combustion and the compression work vs. atmospheric

temperature are given. As it is seen in the figure, decrease of the mass flow rate of air reduces the compression work

positively. In other words, with the increasing atmospheric temperature, the compression work reduces by means of decrease

of mass flow rate of air. In the calculations, compressor efficiency is considered 0.65. The compression work was obtained at

396.6 MW at �3 �C. With a 45 �C increase of temperature, 45.4 MW of reduction is observed and compression work

decreased to about 351.2 MWs. On the other hand, analyzing the reduction of compression work alone is specious. Because,

the reduction of the energy which is supplied by natural gas is more dramatic. The energy supplied by natural gas was about

653.8 MW and with the 45 �C increase of temperature, it reduces by about 112 MW and decreases to 542 MW. That means

the reduction of the natural energy gas is more than the reduction of energy that is used for compression work, which also

means that, by a 45 �C increase of atmospheric temperature, the reduction of the total energy entering the system is more

than the reduction of the required energy for compression work. The main cause of this is, in gas turbine cycles, that

atmospheric temperature difference not only affects the inlet air mass flow rate but also affects the mass flow rate of natural

gas negatively. The decrease of flow rates of fuel and air results in more reduction on the energy that is supplied by fuel than

the reduction of the compression work. Consequently, the net electric power produced by the gas turbine cycle also reduces.

Fig. 51.2 Inlet, exit and the

difference air enthalpies at the

compressor

Fig. 51.3 Variation of

compression work and total

input energy vs. atmospheric

temperature
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So far, the findings show us that atmospheric temperature has a direct impact on the power production of the gas turbine

cycle. Recent studies note that the effect of atmospheric temperature must be taken into consideration during the selection of

the power plant’s location. Of course, proximity to the sources and the market are very important parameters during the

selection of location of a power plant on where it would be installed. In parallel to this, with this study, the relationship

between the electric power achieved from the plant and the effect of climate was given via the degree-day method.

The degree-day method is a method that may expose the impact of atmospheric temperature that can become visible.

With the method, significant comparable numerical results can be obtained by using the degree-day method for different

climatic zones during the selection of the location of the power plants. The degree-day curve of Bursa, where the power plant

considered in this study is located, is given in Fig. 51.4. For the same time interval, the electric power produced by the power

plant is given in Fig. 51.5. As it can be seen in the figures, there is a significant similarity that attracts the attention between

the degree days and the produced power. The causes of similarity were examined in detail so far. The net electric power was

about 240 MW during the cold days in winter. During spring season, when the atmospheric temperature begins torise, the

electric power begins to decrease. When the atmospheric temperature reaches to a maximum during summer, the net electric

power reaches to the minimum values—about 200 MW. It is also observed that the slopes of the curves are in counter

agreement with each other.

Fig. 51.4 Atmospheric

temperature difference vs. days

of the year in order
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Conclusion

In this study, the variation of net electric power achieved from gas turbine cycles was analyzed with respect to atmospheric

temperature. Also a similarity between atmospheric temperature and power production were exposed. It was seen that, with

the increase of atmospheric temperature, specific volume increased by 16 %; as a result, the intake air mass flow rate

decreased by 13.7 %. The reduction of intake air and increment of atmospheric temperature were negatively affected the

total energy input via natural gas, and intake air flow rates in parallel. Both the total energy input via natural gas and intake

air flow rate were decreased by 17.1 %. The atmospheric temperature increment also caused to decrease compression work

by 11.45 %. However, if we take into account that the decrease of compression work is less than the decrease of total energy

input, the compression work relatively seemed to be ascending in proportion to the total energy input. As a result, the net

electric power decreases with increasing temperature.

In the study, quite a significant relationship was determined between degree-day and net electric power curves. It is seen

that the relation between the net electric power production and atmospheric conditions may be defined quantitatively. In this

way, during the selection of location of power plants, forecasting the power production variation vs. the atmospheric

conditions variation would be possible even if the power plants were not operating. By using this method, not only possible

production but also unavailability may be forecasted quantitatively. Moreover, the effect of different climate zones may be

compared, and an alternative and clear criterion, except from proximity to market and source parameters, may be achieved.

Nomenclature

DD Degree day

Tb Base temperature (�C)
To Atmospheric temperature (�C)
Wcomp Compression work (kW)

_m Mass flow rate (kg/s)

hi Inlet air enthalpy (kJ/kg)

hi Exit air enthalpy (kJ/kg)

ηcomp Compressor efficiency

We Net electric power (kW)

LHV Lower heating value (kJ/kg)
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Evaluation of Turkish Electricity Demand Projections 52
Betül Özer

Abstract

Electricity demand forecasting and energy models are required for many different utility purposes. According to the

results of the large number of studies in the literature about electricity consumption forecasting and modeling, the factors

affecting energy consumption may change from country to country. Accordingly energy demand models may be

developed for each country basing on their own situations. Economic indicators such as population, gross domestic

product (GDP), GDP per capita, imports and exports, prices, and the other socioeconomic factors such as continuous

tendency for better living standards, and access to electricity are the variables that were taken into consideration for the

forecast studies. There are several studies in the literature on forecasting the electricity consumption of Turkey in which

various models were used with different assumption of variables, correspondingly presenting different results. The aim of

this study is to overview these studies and to evaluate the different results.

Keywords

Electricity demand � Forecasting � Energy modeling � Turkey

Introduction

Energy is one of the most significant components in the economic development of countries. It is also certain that energy is

the most important necessity of human life and, hence, there is an increasing relation between the level of development and

the amount of energy consumption. Worldwide energy consumption is rising fast because of the increase of human

population, continuous pressures for better living standards, emphasis on large-scale industrialization in developing

countries and the need to sustain positive economic growth rates. Given this fact, a sound forecasting technique is essential

for accurate investment planning of energy production, generation and distribution [1].

The estimation of electricity consumption is of great importance for effective implementation of electricity policies, such

as conservation programmes, the planning of capacity expansion and the construction of nationwide interconnections of

power network [2]. Therefore, studies focusing on the forecasting of electricity demand using different techniques are

important for an accurate energy planning in order to avoid electricity shortage and to guarantee adequate infrastructures of

the countries.

The most common difficulty for a good prediction of the electricity demand is the determination of sufficient and

necessary information, and selecting the most related variables. Electricity is not demanded for its own sake; it is a derived

demand that comes from the demand for lighting, heating, cooling, and it is the demand for the services it produces with the

capital stock in a place at a certain time. The amount of energy consumed is therefore connected to the technological level of

the energy appliances to assure the demanded level of services. Consequently there are some exogenous factors that might
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influence electricity demand behavior, such as improved technical efficiency of the capital and appliance stock, and changes

in consumer tastes, preferences, demographic parameters, social structures, environmental regulations, economic structure

like gross domestic product (GDP) per capita or economic growth, business cycles etc. [3, 4].

Various studies in the literature indicate that the relationships between electricity consumption and several potentially

relevant variables, like prices, consumer income, key weather parameters, number of customers and tourists, and sectoral

demand trend, change from one country to another [5]. These variables can all or partially have an influence on electricity

demand according to country-specific characteristics. The predictive ability of the models that are applied to energy demand

forecasts depend on the variables, estimated values and the assumption of their influence factors on electricity demand.

It is obvious that consumption is related to population. As the population increases more electricity will be consumed.

However, the increase ratio of the energy consumption is usually higher than the increase ratio of the population. This proves

that there are some other factors affecting the electricity demand, such as gross national product (GNP), which is a measure

of all economic activities, imports and exports. Increasing GNP means improved living standards that cause increase of

energy use, while imports and exports are related to manufacturing processes and therefore strongly affect electricity

consumption [6]. These factors are generally difficult to observe directly but arguably play an important role in determining

electricity demand behavior [3]. Consequently the goal of accurate modeling of consumption requires attention to a few

extremely important points. The first point is to identify all the necessary variables and parameters that contribute to

electricity consumption in a given country. The second point is to choose a modeling methodology that can handle the

difficulties of the consumption modeling task. One difficulty in this area, similar to many other modeling studies, is the fact

that the relationship between the input variables and the output variable is nonlinear and the nature of the nonlinearity is not

known very well. Therefore it is not easy to postulate the form and/or order of a mathematical function whose parameters

could be estimated through regression type computations [7, 8]. Although being the most important aspect, accuracy of the

model is never the only concern in any modeling analysis. Models should also be able to handle imperfections in the data

such as noise, errors, missing data points, disturbances and short-term effects. Another area of concern in modeling is the so-

called local minima. Most modeling techniques compute model parameters by minimizing a cost function which may not

have a single local minimum that is also the global minimum. Then getting trapped in one of the local minima avoids

reaching the real optimal parameters. Therefore a good modeling method should either be able to guarantee reaching global

minimum or should have a single global minimum for its cost function. In summary, the models should exhibit good global

optimization and robustness characteristics as well as accuracy in prediction. Furthermore, the methodology used should

allow future prediction by letting the model topology cover one-step or multi-step ahead predictions. This is critical since

the eventual goal here is to predict the future values of electricity production that leads to dynamic model structures.

It is well-known that time series formalism using nonlinear models is very suitable for these types of problems. In addition,

the methodology should allow rangeability as often the data available for modeling does not cover the ranges of data for the

times the predictions need to be done [7].

Energy security is the one of the most important issues of the twenty-first century. Arguably, the policies and strategies

cannot be neither assessed nor constructed without sound demand forecasts [4]. Therefore, demand forecast results of

different kinds of studies have great importance when implementing future energy policies, especially for energy supply and

security and when demand grows faster, as in the case of Turkey. Turkish Parliament ratified the Kyoto protocol in February

2009, which is leading to the introduction of legally compulsory commitments for the reduction of greenhouse gases

(GHGs). It is therefore commonly expected there will be a change in Turkish energy policy that might include CO2 taxes.

Even there are some regulations including incentives to the use of renewable energy. Regarding this new environment in

which markets will operate, determining the total and sectoral electricity demand (including industrial, residential and

services etc.) function might have a significant importance on evaluating new policy implications. Sensible and reliable

energy demand forecasts assist in financing and developing the necessary measures for the sustainable economic growth of

Turkey [4]. According to the various studies on the forecast of the electricity demand of Turkey, the results differ from each

other as they used different models, and variables with different future assumptions. Furthermore, the effects of the variables

to the demand forecast mainly depend on the model setup.

From the point of view the aim of this chapter is to present an overview of the studies in literature on the electricity

demand projections of Turkey. The results were evaluated by putting forward to what extent the projections can be done with

various assumptions of the variables used in different methodologies. The results of this chapter can indicate the importance

of using alternative forecasting methodologies to the energy planners and policy makers for building Turkey’s future

electricity generation scenarios.
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Background: Development of Turkish Electricity Sector

Turkey’s electricity demand has been growing very rapidly as a result of the rate of population growth, a rapid industrialization

and economic development. It has increased from 47 TWh in 1990 to 195 TWh in 2012, with an annual average growth rate of

6.8 %. Only in the economic crisis years (2001 and 2009) the demand decreased. The installed capacity has increased

from 16.3 GW in 1990 to about 57 GW in 2012 by a 5.8 % growth rate ([9]; Fig. 52.1). The electricity industry is a large,

high-growth sector in the Turkish economy. The industry contributes significantly to the country’s GDP and is a US$12 billion

industry at current end-user prices [10].Despite the increasing demand, Turkey’s per capita gross consumption is still very low at

the value of about 2,900 kWh when compared to the EU average of about 5,700 kWh.

Figure 52.2 indicates the comparison of the increase ratios of the GDP and electricity demand in the period of 1980 to

2012 for Turkey. The electricity consumption growth rate was 7.4 % which is higher than 4.4 % the average annual growth

rate of GDP [9, 11, 12].
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Review of Turkish Electricity Demand Studies

In the planning of investment strategies of the electricity production, transmission and distribution systems, mid- and

long-term electricity forecasting is very important.

Studies before the 1970s that directly focused on analyzing Turkish electricity demand are very limited, being generally

carried out by governmental institutions with their own approaches, namely the State Planning Organization (SPO), the State

Institute of Statistics (SIS) and the Ministry of Energy and Natural Resources (MENR). Although some researches in those

institutions tried to apply mathematical modeling techniques to analyze energy demand in the late 1970s, these methods

were not used in official energy planning until 1984. Before 1984, national energy policy was shaped by the forecasts of the

SPO in which they employed various simple best-fit curves [4, 13]. The MENR utilized “balance” and “impact” models in

order to determine energy demand functions and to make future projections, and also used the simulation models: Model for

Analysis of Energy Demand (MAED), Wien Automatic System Planning (WASP III) and Energy Flow Optimization Model

(EFOM-12C Mark). The SPO also developed its own models based on sectoral energy demand for different consumer

groups and subgroups whereas the SIS explored the relationship between demographic factors and economic parameters

with energy demand in its models [14]. Since 1984, the MENR is preparing Turkey’s future electricity projections yearly and

has carried out projections for Turkey’s energy demands by using the MAED simulation technique. In the model, energy

demand forecasting is realized by considering past situations of the country’s economic, demographic and social structure.

They also have some deviations due to the deviations of the assumed values of the variables.

There was a large increase in the number of Turkish energy modeling studies after the late 1990s and they can be divided

into three main groups. In the first group, the focus is on investigating the causality between energy consumption and

economic variables and can be defined as causality studies. In the second group, the focus is on identifying the relationship

and the magnitude of the key relationships—mainly the elasticities between economic variables and energy consumption

that can be defined as relationship studies. And in the third group, the aim is to forecast future energy demand using a number

of different approaches which can be defined as forecast studies [4]. Most of the studies for Turkish electricity demand

projections in the literature are overviewed in this section.

Yumurtacı and Asmaz [15] proposed an approach to calculate the future energy demand of Turkey for the period of

1980–2050, based on the population and energy consumption increase rates per capita. The multiplication of population value

and the consumption per capita gives the necessary energy amount. According to the calculations for the year 2050, if an

individual uses 10,197 kWh of energy in 1 year, then 115million individuals will need an electric energy of 1,173 billion kWh.

Öztürk et al. [16] used the genetic algorithm (GA) approach to investigate the relationship between total electricity

consumption, GNP, population, imports and exports for the period 1980–2001 in Turkey with annual data. The total

electricity demand of Turkey was estimated 220 and 300 TWh in 2020 with exponential and quadratic forms of the genetic

algorithm electricity demand (GAED) models, respectively. They mentioned that the estimation of electric energy demand,

based on the socioeconomic indicators, might be estimated with various forms of mathematical expressions. These equations

might be linear or nonlinear forms. The nonlinear forms of the equations could better estimate the future electricity demand

of Turkey due to the fluctuations of socioeconomic indicators.

However, in the study of Öztürk and Ceylan [2], total electricity consumption was estimated based on GNP, population,

and import and export figures of Turkey. Industrial sector electricity was calculated based on the GNP, import and export

figures. Three forms of the GAED models for the total electricity consumption and two forms of GAED for the industrial

electricity consumption were developed. The best-fit GAED model in terms of total minimum relative average errors

between observed and estimated values that was GAEDquadratic (GAEDquad) was selected for future demand estimation.

High- and low-growth scenarios were proposed for predicting the future electricity consumption. The electricity consump-

tion in 2020 with the GAEDquad estimation for the low-growth scenario will be about 462 TWh while it will be about

500 TWh for the high-growth scenario. The following conclusions can be drawn from the study as the GA notion can be

applied as an alternative way of electricity consumption estimation for the future by appropriately fitting the mathematical

expressions to the existing data. The reason for applying the GA is that it is flexible in nature to provide many optimal,

or near-optimal solutions to estimate the future trends of the electricity consumption. This advantage comes from the GA

approach itself, because the GA starts the solution of the problem from a large population base. The model is actually

a multi-parameter solution, which has many feasible solution points. The inclusion of the import and export figures in the

electricity demand estimation improves the GAED model performance.

In the study of Tunç et al. [17] Turkey’s electric energy consumption rates were predicted by regression analysis for the

years of 2010 and 2020, and finally a linear mathematical optimization model was developed to predict the distribution of

future electrical power supply investments in Turkey. In 2020 it was predicted that Turkey’s electricity consumption will be

about 322 TWh.
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Erdoğdu [18] used co-integration analysis and autoregressive integrated moving average (ARIMA) modeling, for both

providing an electricity demand estimation and forecast, and compared the results with official projections. The study

concluded, first, that consumers’ response to price and income changes is quite limited and therefore there is a need for

economic regulation in the Turkish electricity market; and second, that the existing official electricity demand projections

highly overestimated the electricity demand, which may endanger the development of both a coherent energy policy in

general and a healthy electricity market in particular. The data used in the estimation process was quarterly time series data

on real electricity prices, real GDP per capita and net electricity consumption per capita for the period 1984–2004, a total of

84 observations. The electricity demand of Turkey was predicted to be 160 TWh by the year 2014.

Hamzaçebi [19] used the artificial neural networks (ANN) model with a time series structure for the period 1970 and 2004

to analyze sectoral electricity consumption in order to forecast sectoral and aggregate electricity demand. Residential,

industrial, agricultural and transportation sectors were considered. The results indicated that aggregate electricity demand

would be just below 500 TWh in 2020. Although this network structure is well suited for prediction beyond an existing data

set; the confidence in predictions decreases as time moves forward [6]. ANN, imitating the functioning of the human brain, is

a tool of great importance in sample classification, pattern recognition, and forecasting. The most widely used ANN type for

forecasting is a multi-layer perceptron (MLP). In an MLP designed for time series forecasting, determining the variables,

such as number of input, hidden and output neurons, is highly important. However, these parameters are subject to change

with respect to the problem at issue [19].

The grey prediction with rolling mechanism (GPRM) approach was proposed to predict Turkey’s total and industrial

electricity consumption in the study of Akay and Atak [20]. The GPRM approach was used because of high prediction

accuracy, applicability in the case of limited data situations and requirement of little computational effort. Results showed

that the proposed approach estimated more accurate results than the results of MAED, and had explicit advantages over

extant studies. Grey prediction is thought to be an alternative forecasting tool for those systems whose structure is complex,

uncertain and chaotic as in the case of Turkey’s energy demand structure. Grey prediction has been widely used in

forecasting studies due to its advantages, requiring low data items to build forecasting models and higher forecasting

accuracy when compared with other forecasting techniques. The rolling mechanism is an efficient technique to increase

forecasting accuracy of grey prediction in case of having exponential and chaotic data. The electricity consumption data for

Turkey from 1970 to 2004 was modeled and it showed an exponential trend for the period of 1970–2004. The model was

applied separately to forecast total and industrial sector electricity consumption. It was expected that industrial and total

consumption would be 140.37 and 265.7 TWh in 2015, respectively. The reason for the differences with the MAED model

results were mentioned as MAED uses too many indicators, and in case of the existence of a high level of variability between

them, this simply brings about an error effect on the results. On the other hand, GPRM uses only the consumption data of the

last 4 years. In this respect, it has both simplicity and much better prediction accuracy, and can be implemented reliably [20].

Yüksek [21] evaluated some previous demand projection studies. He evaluated nine projection results of the MAED model

which were used for Turkey’s long-term electricity energy demand by Turkish Electricity Transmission Company (TEIAS).

According to the comparison of the projection and the observed electricity demand values for the years 2005, 2006 and 2007,

only three of those studies were taken into consideration for future demand values due to very well predicted values. According

to the results of comparison values for the years 2005, 2006 and 2007 Yumurtacı and Asmaz [15], Tunç et al. [17], and

Hamzaçebi [19] have an average of 11.3, 3.5 and 19.6 % relative errors respectively. Thus these studies weren’t taken into

consideration in Yüksek’s [21] study. Six new scenarios were applied in the study according to the different assumptions of the

increase ratios of population, electric energy consumption per capita and total electric energy consumption values. Depending on

the applied scenarios andMAEDmodel results, Turkey’s annual electric energy demand in 2010, 2015 and 2020 varied between

222 and 242 TWh; 302 and 356 TWh; and 440 and 514 TWh; with average values of 233, 334 and 476 TWh, respectively.

Kavaklıoğlu et al. [6] used ANN for predicting the electricity consumption of Turkey. They mentioned that it was better

to use models those can handle nonlinearities among variables, as the expected nature of the energy consumption data is

nonlinear. It is a well-known fact that ANN can model any nonlinear relationship to an arbitrary degree of accuracy by

adjusting the network parameters. Electricity consumption was modeled in their study as a function of economic indicators

such as population, GNP, imports and exports. Imports and exports to Turkey were related to manufacturing processes and

therefore strongly affect electricity consumption. Turkey’s electricity consumption was predicted to reach 240 TWh in 2020

and 279 TWh by the year 2027. From year 2010 to 2027, a slower pace growth was predicted with an average 5.6 billion kWh

increase year over year. In essence, the neural network model indicated that the fast growth was not sustainable. Murat and

Ceylan [22] obtained that modeling of the energy consumption may be carried out with ANN with a lack of future prediction

since the ANN models they built were good at solving existing data, but were not good for prediction since they do not use

any mathematical models [6].
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Toksarı [23] studied models obtained by using the ant colony optimization (ACO)-based algorithm to forecast net

electrical energy generation and demand. ACO is a multi-agent system in which the behavior of each unit is inspired by

the foraging behavior of real ants to solve the optimization problem. The estimation of electrical energy generation and

demand based on economic indicators was to be modeled by using linear and quadratic forms of equations. The economic

indicators that were used during the model development were GDP, population, import and export data. Ant colony

optimization electricity energy generation and demand (ACOEEGE and ACOEEDE) were developed inspired from the

ACOEDE algorithm used to estimate energy demand [24]. Both models were developed by using the ACO-based algorithm

and observed data between 1979 and 2006. And the linear and quadratic forms of the proposed ant colony optimization

electricity energy estimation (ACOEEE) algorithm were used. The linear ACOEEGE and ACOEEDE, and quadratic

ACOEEGE and ACOEEDE were obtained. Quadratic models for both generation and demand provided the better fit solution

due to the fluctuations of the economic indicators. The ACOEEGE and ACOEEDE models were used under three scenarios

with different assumptions of the variables for estimating Turkey’s electricity generation and demand in the years 2007–2025.

Electricity generation and demand estimations were thought to be separate and varied according to the forms of the equations.

Consequently the electricity demand estimates varied from 125 TWh to 2,500 TWh in 2025 for three scenarios.

In Küçükali and Barış’ study [25], the fuzzy logic electricity demand model was developed in Turkey. Unlike most of the

other forecast models about Turkey’s electricity demand, which usually use more than one parameter, GDP based on

purchasing power parity was the only parameter used in the model. In the most of the previous studies the net electricity

consumption of Turkey was predicted. MENR, Küçükali and Barış’ [25] study have tried to forecast the gross electricity

consumption of Turkey. According to this study the fuzzy model follows the general trend in the scatter more closely than

the regression solutions. This was because internal uncertainties and system behavior at different time periods were not taken

into account in the classical regression approach. The advantage of the fuzzy logic procedure lies in the ability to mimic

human thinking and reasoning. The results indicate that the electricity demand growth mainly reflects the changing

expectations of GDP. So, forecasting the Turkey’s electricity consumption with the country’s economic performance in

the short-term will be more meaningful and will provide more reliable data for the policy makers and investors. Turkey’s

electricity demand was predicted to be 230 TWh in 2014.

Çunkaş and Taşkiran [26] have carried out Turkey’s electric consumption forecasting by using genetic programming (GP).

Unlike GA, GP is a symbolic regression tool that performs well on assigned tasks. GP does not need any functional

relationship between dependent and independent variables [26, 27]. In general, Turkey’s electricity consumption can be

characterized as both unstable and fluctuating. Therefore, the GP method is a good forecasting tool for systems which are

complex, uncertain, and unstable. The proposed model effectively predicts the future electricity demand through GP using

annual data for the previous years. By using the available data, finding the function which represents the data well is called

curve fitting. There are many different curve-fitting techniques like interpolation, regression, and symbolic regression.

Conventional regression techniques are used to find the function and the coefficients best representing the data. Most of

the time, it is very hard to find the best fit function. On the other hand, symbolic regression does not look for function

coefficients; instead, it looks for the best fitting structure that represents the model. GP is known as the best symbolic

regression tool [26, 28]. According to GP results in this study, the electricity consumption is predicted to be 315 TWh in 2020.

In the study of Kavaklıoğlu [7], support vector regression (SVR) methodology was used to model and predict the

Turkey’s electricity consumption. Electricity consumption was modeled as a function of time, and socio-economic

indicators such as population, GNP, imports and exports. In order to facilitate future predictions of electricity consumption,

a separate SVR model was created for each of the input variables using their current and past values; and these models were

combined to yield consumption prediction values. An analysis of historical data for these four variables has shown that

except for the population variance, there are no steady trends within these indicators. This is probably due to the fact that

Turkey is a developing country and is very vulnerable to global influences and also has a highly dynamic internal structure.

In addition, these four variables do not constitute a full list of all the variables that affect electricity consumption although

they are responsible for the majority of the input–output relationship. Based on the optimal consumption model by SVR

method, future electricity consumption of Turkey is predicted until 2026 using data from 1975 to 2006. The model predicts

that the consumption will reach 285 TWh in the year 2026.

Dilaver and Hunt [3] investigated the relationship between Turkish aggregate electricity consumption, GDP, average real

electricity prices, and an Underlying Energy Demand Trend (UEDT) in order to forecast future Turkish aggregate electricity

demand. Structural Time Series Model (STSM) was the adopted methodology which allowed the estimation of a stochastic

UEDT. The STSM decomposes a time series into explanatory variables, a stochastic trend and an irregular component.

As Dilaver and Hunt [3] mentioned in their study arguably, some of the previous studies failed since the relative big

deviations of the actual demand values. A key reason for their failure was the inability to adequately capture the impact of

the main economic drivers and the UEDT for Turkish electricity demand. They argued that their results attempted to rectify
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these perceived defects by using the STSM to estimate a Turkish aggregate electricity demand function and use it to produce

future forecast scenarios. Turkish aggregate electricity demand was predicted to be 259, 310 and 368 TWh in 2020 in

the low, reference and high case scenarios respectively according to the forecast scenarios based upon GDP, electricity price,

STSM coupled with the UEDT.

In another study of Dilaver and Hunt [4] it was mentioned that technological progress of the capital stock was an important

factor that influences industrial energy demand. Overall based upon the different forecast assumptions, Turkish industrial

electricity demand was predicted to be between 90 and 106 TWh in 2015 and between 97 and 148 TWh in 2020. This is

somewhat less than the previous forecasts for Turkish industrial electricity demand; Akay and Atak [20] suggested that

demand would be 140.4 TWh in 2015 and Hamzaçebi [19] suggested demand would be 219.2 TWh in 2020—both of which

are somewhat higher than the high case scenario of this study. The differences in forecasts, it is argued, being primarily due to

these other studies neglecting the relationship between economic variables, underlying trend and electricity consumption.

In the study of Dilaver and Hunt [14] Turkish residential electricity demand is predicted to be 48, 64 and 80 TWh in low,

reference and high case scenarios, respectively by 2020. They mentioned that although the UEDT could not anticipate how

future unknown structural changes would affect the evolution of electricity demand—but this is an issue with all forecasts,

whatever methodology is utilized.

TEIAS is preparing a Turkish electricity demand projection report as an affiliated foundation of MENR. In the last report

it was predicted that the electricity demand will be 398 and 434 TWh in 2020 in the low and high scenario respectively

according to MAED model results [9, 29].

In the study of Özer [30] electricity demand forecast is mainly based on the population, historical consumption, GDP,

value added of each activity sector, the energy intensity of the different sectors with sectoral growth rates and the ratio of

each sector in the total electricity demand. The gross electricity demand was predicted to be 416 TWh in 2020 and 848 TWh

in 2030, whereas net electricity demand was predicted to be 341 TWh in 2020 and 696 TWh in 2030. Electricity demand per

capita is calculated as 5.3 MWh in 2024 which is about the average value of EU-27 as 5.7 MWh in 2008 [31]. Annual

average total electricity demand growth rate was predicted at 6.8 % (from 2006 to 2030) which is also convenient with the

average growth rate of 7.3 % for the period of 1990–2006. As the predicted Turkish net electricity demand for the year 2020

is 341 TWh, it is in the range of the results of Dilaver and Hunt’s [3] study. This study’s results indicated that the growth rates

for total, industrial and residential electricity demand were different from each other as convenient to the historical data. This

was also mentioned in the study of Dilaver and Hunt’s studies [3, 4, 14].

Turkish electricity demand forecast results of the researches overviewed in this section are summarized in Table 52.1.

The common decision of most of the studies overviewed here is that the MAED model results used in the official reports are

higher than most of the other model results in the literature and the actual demand values.

Results and Discussion

Most of the studies in the literature for Turkish electricity demand forecast have results for the year 2020. The minimum

electricity demand prediction is 220 TWh in the study of Öztürk et al. [16] as a result of the GA model and the maximum

prediction is 514 TWh from the study of Yüksek [21] that used the MAED model. Besides, for the year 2020 in the results of

the studies such as Özer [30], Dilaver and Hunt [3], Çunkaş and Taşkiran [26], Tunç et al. [17], and Öztürk et al. [16] have

demand predictions in the same range as they are 341, 310, 315, 322 and 300 TWh, respectively. In the most of these studies

the previous data and the energy demand trend were taken into consideration. The results of the studies are given in Fig. 52.3.

On the other hand, actual Turkish net electricity consumption in 2010 and 2011were 172 and 186 TWh respectively [9, 29].

Kavaklıoğlu [7] has the best forecast for the year 2010 with 1.16 % relative error, whereas for 2011 Dilaver and Hunt [3]

predicted 185 TWh and Özer [30] predicted 184 TWhwith 0.5 and 1.075% relative errors, respectively. Furthermore Turkish

actual gross electricity demand values were 211 and 229 TWh in 2010 and 2011, respectively. Çunkaş and Taşkiran [26] have

forecast values as 216 TWh in 2010 and 227 TWh in 2011 with 2.37 and 0.87 % relative errors, respectively. Forecasting

Turkey’s electricity consumption with the country’s economic performance in the short term will provide more reliable data

for policy makers and investors [25].

Turkey’s electricity consumption can be characterized as fluctuating and mostly increasing. According to the results of the

studies in the literature overviewed here, and emphasized in Öztürk et al.’s study [16] the nonlinear forms of the equations can

better estimate the future electricity demand of Turkey due to the fluctuations of socioeconomic indicators. Population, GDP,

import and export data are the most used variables while the variables of per capita consumption, increase ratios, income

elasticities, prices, previous data and sectoral demand trend could find fewer usage areas for the forecast results.
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Turkey has an annual electricity demand growth rate of about 7 %. This will continue until the consumption per capita

reaches a convenient level for Turkey. Then it will be more stable and can be expected to have a more similar growth rate of

population and GDP. Besides sectoral electricity demand projections are also important in the case of aggregate electricity

projections.

Table 52.1 Summary of Turkish electricity demand studies literature review

TWh Projection year TWh Variables/assumptions Methodology

Yumurtacı

and Asmaz [15]

2010

2011

2050

~195

~198

1,173

Population and energy

consumption per capita

Increase rates

Öztürk

et al. [16]

2010

2011

2020

150–180

170–190

220–300

Population, GNP, import

and export

GA

Öztürk and

Ceylan [2]

2010

2011

2020

270–290

290–310

462–500

Population, GNP, import

and export

GAEDquad

Tunç

et al. [17]

2010

2011

2020

225

270

322

Regression analysis,

linear mathematical

optimization model

Erdoğdu [18] 2010

2011

2014

155.6

156

160

Income elasticities, population,

real electricity prices, real GDP

per capita and net electricity

consumption per capita

Cointegration analysis

and ARIMA

Hamzaçebi [19] 2010

2011

2020

207

226

500

ANN, time series structure

Akay and

Atak [20]

2010

2011

2015

180

200

266

Previous consumption data GPRM

Yüksek [21] 2010

2015

2020

222–242 (233)

302–356 (334)

440–514 (476)

Population, electric energy

consumption

per capita, total electric energy

consumptions

MAED and increase ratios

Kavaklıoğlu

et al. [6]

2010

2011

2015

2020

2027

183

189

212

240

279

Population, GNP, imports and exports ANN

Toksarı [23] 2010

2011

2025

175–190

160–200

125–2,500

GDP, population, import and export ACO

Küçükali and

Barış [25]

2010

2011

2014

193

206

230

GDP Fuzzy logic method

Çunkaş and

Taşkiran [26]

2010

2011

2020

216

227

315

Population, annual data

of the previous years

GP

Kavaklıoğlu [7] 2010

2011

2026

170

175

285

Population, GNP, imports and exports SVR

Dilaver and

Hunt [3]

2010

2011

2020

175

185

259–310–368

GDP, average real electricity prices,

and an UEDT

STSM

TEIAS [29] 2010

2011

2020

–

–

398, 434

Macroeconomic targets, demand

trend forecast

MAED

Özer [30] 2010

2011

2020

2030

–

184

341

696

Population, GDP, historical data, value

added per sector, the energy intensity

of sectors, sectoral demand trend,

the ratios of the sectors in total demand

Time series approach
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According to the results of several numbers of studies in the literature about electricity consumption forecasting and

modeling for Turkey, the electricity demand projections differ from each other with varying methodologies based on the

different assumptions of the variables. All the researchers mentioned that the results of their own studies give better results

than the results of MAED used by MENR, as the absolute relative errors of the other model results for the actual values were

less than that of the MAED results. The overviewed studies in this chapter indicate that electricity demand growth mainly

reflects the changing expectations of population and GDP. However, Turkish electricity demand growth rate was higher than

the GDP growth rate according to the historical data, which indicates there are some other factors affecting electricity

demand. Those can be prices, GDP per capita, imports and exports, sectoral demand trends and so on.

The results of different model studies used various methodologies and variables are important for energy planners and

policy makers to plan Turkey’s future energy investments. In Turkey, as still being a developing country, the aforementioned

indicators are not stable. Thus it is rather difficult to handle uncertain factors such as socioeconomic indicators for electricity

demand projections. Projection of these indicators is another significant issue which has to be studied with for electricity

demand projections.

Nomenclature

Abbreviations

ARIMA Autoregressive integrated moving average

ACOEEE Ant colony optimization electricity

energy estimation

MAED Model for analysis of energy demand

ANN Artificial neural networks

ACO Ant colony optimization

DPT State planning organisation

EFOM Energy flow optimisation model

GA Genetic algorithm

GDP Gross domestic product

GHG Greenhouse gas

GNP Gross national product

GP Genetic programming

GPRM Grey prediction with rolling mechanism

GW Gigawatt

kWh Kilowatt-hour

MENR Ministry of energy and natural resources

MLP Multi layer perceptron

SPO State planning organization

SIS State institute of statistics

STSM Structural time series model

SVR Support vector regression

TEIAS Turkish electricity transmission company

TWh Terawatt-hour

UEDT Underlying energy demand trend
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Fig. 52.3 The results of Turkish electricity demand forecast studies
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Optimized Analysis of Cold Energy Utilization for Cold
Storage Project of Xingtan LNG Satellite Station 53
Wendong Xu, Zhonghao Huang, and Shuanshi Fan

Abstract

The project of cold energy utilization for cold storage of Xingtan LNG satellite station is the first cold energy utilization

demonstration project of LNG satellite station in China with (2–4) � 104 m3/day gasification rate of LNG and

10–15 tons/day supply of liquid ammonia in a temperature range of �25 to �38 �C. Its innovation lies in the point of

adopting two ammonia refrigeration circulation systems to recover LNG cold energy for cold storage at the same time.

Although this project had operated smoothly for more than 2 years after commissioning, there still existed some

problems. Such as refrigerant frozen blocking problem and undersupply of cold energy which are caused by

underperformed coordination between the two ammonia refrigeration circulation systems. According to the equipment

running state and automatic control system data, this article presented optimized analyses of the whole process, including

using a redesigned ammonia refrigerant flow channel and achieving dynamic balance of ammonia refrigeration to relieve

the refrigerant frozen blocking phenomenon, improving production process and optimizing process parameters to

ameliorate the condition of the cold supply shortage problem. Combined with the above research, many new methods

were proposed which can effectively solve the above problems in the utilization of LNG cold energy so as to increase the

LNG cold energy utilization ratio and enhance the safety and stability of project operation. In addition, it provides a

valuable reference for design, development and construction of other analogous LNG cold energy utilization projects in

China.

Keywords

LNG � Cold energy � Cold storage � Optimized analysis

Introduction

With the energy security and environmental pollution problem becoming more and more serious, the liquefied natural gas

(LNG) industry and energy-saving projects are developing rapidly in China. LNG needs to be heated and gasified before

supplying it to downstream users with a cold energy release of 830 kJ/kg [1]. If the price of electricity is calculated as

0.85 yuan/(kWh), LNG of �162 �C contains cold energy value of about 510 yuan/ton. So making full use of LNG cold

energy can not only save enormous amounts of electricity for refrigeration, but also be helpful to reduce the costs of LNG

gasification and expand the natural gas downstream market [2].

There are many theoretical studies on the LNG cold energy utilization technology at present, mainly including the cold

energy used for power generation, air separation, cryogenic freezing (cold storage and cold water), etc. [3]. So far, the LNG

cold energy utilization has successfully realized the application for power generation, air separation and the cryogenic
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freezing project abroad. But in the domestic sector, the LNG cold energy utilization projects are still in the demonstration

research stage and the development of technology is relatively backward. In order to improve this actuality, we developed a

technical solution with independent intellectual property rights about LNG cold energy utilization on the basis of fully

absorbing domestic and foreign experience, and successfully applied it to Xingtan LNG satellite station in Shunde district,

Foshan city. After having operated smoothly for more than 2 years, the cold energy utilization project of Xingtan LNG

satellite station reflected its well technical feasibility and practical operability. The project can recycle LNG cold energy

effectively and create economic benefits in the meantime. However, some problems still exist in the actual operation of the

project reflecting some shortcomings of the technical design.

Therefore, this paper analyzed the LNG cold energy recycling system of the Xingtan LNG satellite station and put

forward some constructive improvement and optimization solutions. It can not only perfect the overall scheme and solve the

existing problems in the current project, but also provide a very valuable reference to the design, development and

construction for similar projects of LNG cold energy utilization in our country. All in all, it is of great significance for

promoting the work process of energy-saving and emission reduction in China.

The Project Overview of LNG Cold Energy Utilization for Cold Storage
in Xingtan LNG Satellite Station

Project Background and Gas Station Situation

Xingtan LNG satellite station which affiliated to Hong Kong China Gas Co. Ltd. is a supplementary gas regulating station

for the insufficient daily average and fluctuant flow in Shunde district, Foshan city. The current amount of LNG gasification

is (2–10) � 104 N m3/day with a maximum supply capacity of 24 � 104 N m3/day, the gasification pressure is 0.4–0.7 MPa

and the pipeline transmission pressure is 0.3 MPa.

There are six cylindrical LNG storage tanks with 100 m3 cubage in the station, including four tanks with storage pressure

of 0.35 MPa and two tanks with storage pressure of 0.55 MPa. The station also has eight air-heated evaporators with a single

gasification capacity of 2,000 N m3/h. During daily operation, a mass of mist condensed around the evaporators, which

caused a certain degree of cold pollution on the station environment.

Adjacent to the station, there is a cold storage with the total capacity of 3,000 tons. The cold storage which is divided into

a freezer of �30 �C and a refrigerator of 15 �C is mainly engaged in aquatic products process and storage. The cold storage

has three ammonia compression refrigeration units that should be turned on selectively according to the quantity of aquatic

products process and the process requirements. Generally, two refrigerating installations will be turned on and run

15–16 h/day to supply cold quantity of 4,890–5,216 kWh in summer, while one will be turned on and run 18–20 h/day to

supply cold quantity about 3,100 kWh in winter, and the electricity fee is about 120 � 104 yuan all the year round [4].

Technological Process Description

In the light of the characteristics of the Xingtan LNG satellite station and the needs of downstream cold users, the scheme of

LNG cold energy recovery for cold storage has been chosen for the station’s cold energy utilization project. The technical

solution mainly includes three parts: LNG gasification system, low pressure ammonia refrigeration circulation and ammonia

electric compression refrigeration circulation. The process flow diagram is shown in Fig. 53.1.

LNG out from the storage tank (T1)will be divided into two streams, one streamwill flow into the air-heated evaporator (H1)

directly and evaporate into gas of 25 �C, then it will pass through the pressure regulating valve and be regulated to 0.3–0.35MPa.

The other stream will flow into a heat exchanger (E1) first and exchange heat with ammonia gas from cold storage of�20 �C,
0.10MPa, then the LNG streamwill turn into gas of�25 to�30 �C and flow into the air-heated evaporator (H2) to evaporate to

25 �C. After mixing with the former stream and its pressure having been regulated, the gas will enter the urban gas pipe network

in the end. In the meanwhile, ammonia gas will be condensed into liquid ammonia of�40 �C and flow into the liquid ammonia

tank (T2), then the pumpwill pressurize the liquid ammonia to 0.3–0.5MPa. The streamwill flow via a flow-meter to a pressure

regulating valve, dropping to 0.15 MPa, and will finally flow into the cold storage for cooling supply [5].

When the cold quantity demand of cold storage is in a larger amount or the gasification quantity of LNG is in short supply,

the electric compression refrigeration circulation of ammonia will be turned on and the two ammonia refrigeration

circulation systems will operate together. In the electric compression ammonia refrigeration circulation system, ammonia
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gas out from cold storage will transform into liquid ammonia of 35 �C through twice compression and heat exchange with

cold water in a heat exchanger (E2). Then after being regulated to 0.15 MPa by the pressure regulating valve with the

temperature dropping to �40 �C, the liquid ammonia stream will mix with the stream out from low pressure ammonia

refrigeration circulation and will finally flow into the cold storage for cooling supply.

Project Operation Situation

The project was completed in May 2010 and began to process debugging in June. One month later, the technology process

basically achieved the design requirements with the LNG gasification rate of (2–10) � 104 N m3/day, provided liquid

ammonia temperature of�25 to�38 �C and liquid ammonia flow rate of 10–15 tons/day. After 3 months of commissioning,

the project has been put into production officially. So far the system has been running for more than 2 years, no major

accidents have occurred and equipments were all in good condition and working properly during that period. What’s more,

the system obviously alleviated the cold-fog phenomenon in the station and continued supplying reclaimed cold energy of

LNG to cold storage for its normal operation.

The project construction was invested by Xingtan LNG satellite station, and the cold storage users bear the cost of cold

supply by taking the liquid ammonia flow rate as the settlement measurement. The annual sales income of the project is

850,000 yuan/year and the average annual after-tax profit is 300,700 yuan/year, so it shows a good economy.
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Fig. 53.1 The process flow diagram of LNG cold energy utilization technology for cold storage
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In addition, as the first domestic engineering example of LNG cold energy used for cold storage, the project passed the

recognition of scientific and technological achievements by experts of Gas Professional Committee, Guangdong Institute of

Petroleum, and won the Hang Seng Pearl River Delta Environmental Protection awards issued by the Hong Kong Industrial

Association. The success of the project has attracted extensive attention within the LNG industry.

Analysis of the Existing Problems in the System

Refrigerant Frozen Blocking
From the operation report recorded by the operation department of the Xingtan LNG cold energy utilization project group, we

have known that during the actual running, the system often faced the problemwhere part of the liquid ammonia solidified and

blocked pipes in the heat exchanger. With regard to the designed process, the inlet of LNG is at the bottom of the heat

exchanger and the outlet of NG is at the top, while the inlet of ammonia is at the top left of the heat exchanger and the outlet of

liquid ammonia is at the bottom right so as to facilitate their counterflow heat exchange. Because the freezing point of

ammonia is�77.73 �C and the inlet temperature of LNGwhich would exchange heat with ammonia is�162 �C, especially as
the inlet of LNG is located closely to the outlet of liquid ammonia, that will cause partial undercooling of the liquid ammonia

by LNG in the process of heat exchange, and result in liquid ammonia freeze between the outlet at the bottom of the heat

exchanger and tube plates. The frozen layer would thicken with the extension of time and eventually make the blockage in the

liquid ammonia pipeline, leading to equipment damage. The problem of refrigerant frozen blocking seriously influenced the

thermal efficiency in the heat transfer system, and hindered the normal operation of the system as well [6].

Cold Energy Undersupply
From the design perspective of the whole system, the cold storage refrigeration system would not affect the overall

LNG gasification quantity and the control operation of gas pressure, thus the system has the advantages of more simple

operation, less investment and so on. But as the project only has one heat exchange system, the refrigerant exchanges heat

with LNG directly and recycles cold energy to supply for cold storage cooling capacity. The system can only adjust the flux

of LNG flow based on the actual cold capacity requirement of cold storage, and it can’t adapt to the volatility of the

gasification quantity of the station.

Moreover, although the electric compression ammonia refrigeration system as a backup control system can replenish cold

energy to cold storage with the method of electric compression refrigeration when the cooling supply is insufficient,

the coordination and operation of the two ammonia refrigeration systems was not that effective in the actual operation.

In addition, the cold storage continuously was expanding year by year. By the end of 2012, the capacity of cold storage has

been increased to 8,000 tons, which made the problem of cold energy undersupply increasingly outstanding.

The Design Optimization of System Process

The Design Optimization of Heat Exchange System

Aiming at the problem of refrigerant frozen blocking, the following optimization measures in several aspects are

put forward:

1. In the heat exchange system, LNG of�162 �Cwill first flow through the heat exchanger and pass cold energy to ammonia

gas, then enter the evaporator and be heated up again. Under the circumstances, there is a big heat transfer temperature

difference between the two heat transfer mediums in the heat exchanger, and the temperature of LNG is far below

the freezing point of the refrigerant. So it is very likely to lead to the refrigerant frozen blocking phenomenon. The key to

solve this problem is the optimal selection of refrigerant and redesign of pipelines. Through the comparison and analysis

we found that choosing the refrigerant which can be resistant to low temperature, such as butane or R404A, can

effectually avoid the solidification of refrigerant. Furthermore, the horizontal heat exchanger should be adopted in the

design of the heat exchange system, and strict monitoring of the fluid pipeline should be taken to prevent the infiltration of

impurities and water in the process of equipment operation.

2. Through practical observation and operation experience, we also found that when the flow rate of refrigerant (ammonia)

was less than 30 % of design value, the flow velocity of refrigerant was slow and the unit heat load increased; When

the flow rate of refrigerant was more than 140 % of design value, the pressure drop of the heat exchanger would increase
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more than 0.05 MPa. These are most likely to cause the refrigerant to freeze. So during the running of the equipment, it is

necessary to make appropriate regulation of the refrigerant flow rate and keep the fluctuation of the flow rate in the

allowed range in order to avoid refrigerant frozen blocking.

3. In order to deal with the refrigerant frozen blocking problem that occurs in the actual operation process, a thaw line

should be set up in the heat exchange system. When the circulating line has been blocked by the frozen refrigerant, the

LNG pipe line should be shut off firstly and then switch on the thaw line, a part of natural gas of 25 �C from the original

gasification process would be introduced into the LNG flow channel through this thaw line melted the frozen refrigerant

by exchanging heat in the heat exchanger until the refrigerant circulation line restore clear.

The Design Optimization of Refrigerant Circulation

Aiming at the problem of cold energy undersupply, the following optimization measures in several aspects are put forward:

1. Because of a lack of the intermediate refrigerant circulation, the whole system lacks the function of cold storage and peak

shaving. In the current designed system, the refrigerant storage tank is the sole equipment that can temporarily store cold

energy, so we need to modify it. The transformation method is tank capacity expansion: increasing the volume of the tank

from 3 to 15 m3. Using the newly designed storage tanks of large capacity can make it carry more refrigerant and ensure

that there are plenty of refrigerants to transfer heat with LNG and provide cold energy to the cold storage continuously.

What’s more, increasing the capacity of the refrigerant tank may also avoid the liquid ammonia pump cavitation caused

by the flash of internal liquid ammonia in the storage tank, to a certain extent.

2. In the long run, the better solution is adding a set of refrigerant circulation devices in the system and using the

intermediate refrigerant cycle for the purpose of cold storage and peak shaving [7]. The redesign process is shown in

Fig. 53.2.
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Fig. 53.2 The optimized process flow diagram of LNG cold energy utilization technology for cold storage
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Firstly, LNG of�162 �C, 0.7MPa, 162 kg/h will exchange heat with the refrigerant (butane) of 20 �C, 0.5MPa, 3,000 kg/h

in the heat exchanger (E1). LNG will be warmed up to 2 �C after gasification and flow into the city gas pipeline network

after regulating the pressure; Butane will be cooled down to �120 �C and enter the low-temperature liquid phase refrigerant

tank (T2). Then, Butane will be pressurized to 0.5 MPa by the pump (P1) and exchange heat with ammonia of �20 �C,
0.15MPa, 380 kg/h out from cold storage in the heat exchanger (E2). Butane will be warmed up to�26 �C and enter the liquid

refrigerant tank (T3); Ammonia gas will be cooled into liquid ammonia of �45 �C and enter the liquid ammonia tank (T4).

Finally, Butane will be pressurized to 0.5MPa by the pump (P2) and exchange heat with circulating water of 25 �C, 0.15MPa,

5,000 kg/h in the heat exchanger (E3). Butane will be warmed up to 20 �C and flow back to the heat exchanger (E1) to

complete the intermediate refrigerant circulation; Circulating water will be cooled down to 10 �C. Meanwhile, liquid

ammonia of �45 �C will be pressurized to 0.2 MPa by the pump (P2) and enter the cold storage for cooling supply.

According to the analysis computation by Aspen-plus, the above scheme can ensure the system operates well with the

fluctuation of LNG gasification quantity and still meet the dynamic needs of cold storage by appropriate adjusting.

The addition of intermediate refrigerant circulation will directly increase the total cost and the initial investment of the

project and make the operation more complex. But for the growing amount of LNG gasification quantity and cold energy

demand of cold users, this design can not only solve the imbalance problem of cold energy supply and demand, but also

make the adjustment and distribution of cold energy utilization more reasonable.

Thoughts and Suggestions on the Development of Cold Energy Utilization Project
in LNG Satellite Station

As for the development and construction of current domestic LNG cold energy utilization projects, both the depth and the

scale of cold energy utilization still have a very big development space. Through the case study of the first LNG satellite

station cold energy utilization project in China: cold energy utilization for cold storage in Xingtan LNG satellite station, we

raised some thoughts and suggestions on the development of the current domestic cold energy utilization project of the LNG

satellite station:

Choosing Appropriate Refrigerant to Adapt to Different Occasions

In the technical process of LNG cold energy recycling, the selection of refrigerant is one of the key technologies. The desired

refrigerant not only needs to meet the requirements of some specific physical and chemical properties, but also should be

high-efficiency, economical, and environmental friendly. At present, the domestic and foreign experts have done a lot of

research about the circulating refrigerant, and proposed many available refrigerants which can be applied to LNG cold

energy utilization technology such as ammonia, glycol aqueous solution and R404A [8], etc. But for the specific application

occasions and design requirement, we should considerate comprehensively containing the function of the refrigerant

circulation system, the equipment and operating cost, the control temperature and so on before choosing the optimal

refrigerant. For example, R404A or butane can be a good choice used as the refrigerant in the low-temperature refrigerant

circulation system, while ammonia or ethylene glycol aqueous solution can be a good choice used as the refrigerant in a

high-temperature refrigerant circulation system.

Setting the Intermediate Refrigerant Heat Circulation to Realize Cold Storage and Peak Shaving

LNG satellite stations have the characteristics of wide distribution, small but wildly fluctuant flow rate and indefinite operation

time [9]. So if we want to fully recover and utilize the cold energy of LNG, it needs to set up a set of devices for cold storage and

peak shaving in the design of LNG cold energy utilization projects. That is, using an intermediate refrigerant circulation to store

excess cold energy in the gas supply peak and provide the stored cold energy to cold users when LNG gasification quantity

decreases in gas supply trough. In this way, the entire system can run smoothly and meet the demand of cold users.

The refrigerant circulation system ismainly composed of four parts: a low-temperature storage tank (containing phase change

material), a high-temperature storage tank, a heat exchanger for refrigerant and LNG, a heat exchanger for low-temperature

refrigerant and high-temperature refrigerant. The refrigerant circulation system can adjust the supply and demand of

the recovery and utilization of LNG cold energy. Especially for the long-term development of the LNG cold energy utilization
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project, the utilization of cold energy from LNG gasification and the energy matching in different temperature levels with other

cold users all depend on the operation of the multi-stage refrigerant circulation to achieve. Therefore, setting intermediate

refrigerant circulation in the cold energy utilization system is not only the requirement of cold storage and peak shaving of LNG

cold energy, but also the needs of the further development of LNG cold energy utilization technology.

Planning Comprehensive Utilization Scheme to Promote the Cascade
Utilization of LNG Cold Energy

As we know, according to the principle of refrigeration, the lower the requirement of the process temperature, the more

power consumed by a conventional refrigeration method. Within a certain low-temperature region, every 1 K decrease of the

evaporation temperature will increase the energy consumption by 10 %. So at that point, the energy-saving effect of LNG

cold energy utilization will be more obvious and the utilization ratio of cold exergy will be higher [10]. Thus it can be seen, if

we only use LNG cold energy for cold storage refrigeration—that means only the high temperature part of LNG cold energy

has been recycled and the utilization of the low temperature part still has great development space, which results in the low

utilization ratio of cold exergy.

Consequently, we need to design a comprehensive utilization of the LNG cold energy scheme in consideration with the

characteristics of LNG satellite stations. First, establish the refrigerant circulation system to recover LNG cold energy and

store it appropriately. Then, provide the stored cold energy for cold users based on the principle of “temperature counterpart

and cascade utilization” by matching with their cold needs in different temperature sections. The low-temperature section of

cold energy can be used for air separation or cryogenic crushing, and the high-temperature section of cold energy can be used

for cold storage or cold water air conditioning [11]. Through this method, LNG cold energy can be made full use of and the

cold exergy utilization ratio will be improved significantly.

Conclusions

1. The cold energy utilization for cold storage project of Xingtan LNG satellite station, which was designed by Shunde,

Hong Kong China Gas Co. Ltd. and South China University of Technology, is the first LNG cold energy utilization

project of LNG satellite station in China. In this project, the cold energy generated during LNG gasification would be

recycled by ammonia and applied to cooling the cold storage so as to save electricity for refrigeration. The annual profit of

the project is about 300,700 yuan. After over 2 years’ practical running, the system has shown a pretty good result of cold

energy utilization. There is no doubt that the project has great benefits of technical, economic and social.

2. According to the practical operation condition of the cold energy utilization for cold storage project of Xingtan LNG satellite

station and the analysis of the equipment running state and automatic control system data, some corresponding optimization

measures were proposed: redesigning the heat exchange system to ease the problem of refrigerant frozen blocking, adding an

intermediate refrigerant circulation system to solve the situation of insufficient cold supply by re-matching the cold energy

with the downstream cold users, which will ultimately make the device running smoothly and orderly.

3. Concerned with the characteristics of the cold energy utilization project of LNG satellite station, we put forward some

suggestions on long-term development of LNG cold energy utilization: choosing the proper refrigerant and setting

multistage refrigerant circulation system to establish the integrated technology of LNG cold energy comprehensive

utilization. The integrated technology will recycle LNG cold energy in different temperature ranges more effectively,

match the cold-requiring systems more reasonably and gain maximum economic benefits. This paper would provide a

valuable reference to the similar LNG cold energy utilization projects in China.
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Comparison of Different Turbulent Models
in Turbulent-Forced Convective Flow and Heat
Transfer Inside Rectangular Cross-Sectioned Duct
Heating at the Bottom Wall

54

Kamil Arslan and Nevzat Onur

Abstract

In this study, steady-state turbulent-forced flow and heat transfer in a horizontal smooth rectangular cross-sectioned duct

was numerically investigated. The study was carried out in the turbulent flow region where Reynolds number ranges from

1 � 104 to 5 � 104. The flow was developing both hydrodynamically and thermally. The bottom surface of the duct was

assumed to be under constant surface temperature. A commercial CFD program Ansys Fluent 12.1 with different

turbulent models was used to carry out the numerical study. Different turbulence models (k–ε Standard, k–ε Realizable,
k–ε RNG, k–ω Standard and k–ω SST) were used. Based on the present numerical solutions, new engineering correlations

were presented for the heat transfer and friction coefficients. The numerical results for different turbulence models were

compared with each other and the experimental data available in the literature. It was observed that k–ε turbulence models

represented the turbulent flow condition very well for the present study.

Keywords

Simultaneously developing flow � Forced convection � Heat transfer � Rectangular cross-sectioned duct � Turbulent

flow � CFD

Introduction

Predicting the pressure drop and heat transfer under hydrodynamically and thermally developing flow conditions is quite

important in many applications such as compact heat exchangers where flow passages are typically short in length. Flow and

heat transfer in rectangular channels have received considerable attention due to their practical importance. Especially,

turbulent-forced convection inside rectangular cross-sectioned ducts is of interest in the design of a high-Reynolds number

heat exchanger apparatus. Ducts having rectangular cross-sections are widely used in industrial heat transfer equipment

such as compact heat exchangers. They have been widely used in various industries because of their high heat transfer area

on the basis of unit volume and good mechanical strength even with very thin foils. These devices are required to be compact

as well as to transfer heat rapidly to the environment. Among the various duct cross-sections, rectangular cross-sectioned

ducts are used in compact the heat exchanger extensively, because of its simplicity of construction. Compared to circular

cross-sectioned ducts, heat transfer and fluid flow in rectangular cross-sectioned ducts are complicated and dependent on

several parameters [1].

Several studies of flow in straight rectangular cross-sectioned ducts were presented in the past. An excellent comprehen-

sive review of forced convection flow in rectangular ducts was presented by Shah and London [2], Kakaç et al. [3],
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and Kakaç and Liu [4]. Zhang [1] carried on numerical study for hydrodynamically developed thermally developing forced

convection heat transfer in rectangular ducts under uniform plate temperature. Bottom and top plates of the rectangular duct

were kept at constant temperature, at the same time different conductance materials were chosen for side walls. Various duct

aspect ratios were considered, and the side walls had different conductance parameters from zero to infinitely large. The

forced convection heat transfer parameters for rectangular ducts were determined. Muzychka and Yovanovich [5]

investigated laminar-combined developing flow in non-circular cross-sectioned ducts. New models were proposed which

simplify the prediction of the Nusselt number for combined entry region in most non-circular duct geometries. This new

model predicts both local and average Nusselt numbers and is valid for both isothermal and isoflux boundary conditions.

Chung et al. [6] investigated the numerical behavior of hydrodynamically fully developed and thermally developing laminar

flow of Newtonian fluids in rectangular ducts for the constant heat flux boundary condition. The developing Nusselt number

was obtained for a wide range of duct aspect ratios. Aparecido and Cotta [7] analytically studied laminar-forced convection

inside a rectangular duct by extending the generalized integral transform technique. Fully developed and thermally

developing regions were examined. Beavers et al. [8] investigated experimentally hydrodynamic flow development in

rectangular ducts for different aspect ratio. The concern of the research was the determination of the pressure field associated

with the hydrodynamic development of the flow in the rectangular duct. Montgomery and Wibulswas [9] developed an

alternative numerical method which was used to solve the heat transfer equations for laminar flow in ducts of rectangular

cross-sectioned with simultaneously developing temperature and velocity profiles, both for constant wall temperature

and for constant heat input per unit length of the duct. Comparisons were made with analytical solutions for circular

ducts and parallel plates with experimental data. It was obtained that Prandtl number had a strong effect on the Nusselt

number for simultaneously developing profiles. Sparrow [10] studied laminar simultaneous development of temperature and

velocity profiles in the entrance region of a flat rectangular duct for different Prandtl numbers. Two temperature conditions at

the duct walls were considered: both duct walls had the same uniform temperature and one of the duct walls was maintained

at a uniform temperature while the other wall was insulated. The results were presented graphically for different boundary

conditions, Reynolds and Prandtl numbers. Savino and Siegel [11] determined the temperature distributions analytically for

fully developed heat transfer in rectangular ducts with different aspect ratios. The channel walls were uniformly heated, but

the heat flux on the short sides was an arbitrary fraction of the heat flux on the broad sides. Chiu et al. [12] numerically

examined the mixed convection heat transfer in rectangular cross-sectioned duct with radiation effects. The vorticity–-

velocity method was employed to solve the three-dimensional Navier–Stokes and energy equation simultaneously. It was

obtained that radiation effects had a considerable impact on the heat transfer and would reduce the thermal buoyancy effects.

Naccache and Mendes [13] examined the heat transfer to non-Newtonian fluids flowing laminarly through rectangular cross-

sectioned ducts. It was observed in the numerical investigation that shear thinning yields a negligible heat transfer

enhancement effect when compared with the secondary flow effect. Chong et al. [14] experimentally investigated the

laminar and transition opposing mixed convection in the entrance region through a rectangular cross-sectioned duct. The

friction factors were calculated and analyzed under different Reynolds numbers, Grashof numbers, and inclination angles.

The results indicated that the friction factors showed different characteristics when the Reynolds numbers were larger or

smaller than 1,500. Gnielinski [15] modified the widely accepted turbulent flow correlations which provide fully developed

heat transfer coefficients for flows with Reynolds numbers exceeding 1 � 104. It was noted that the modified equation

purported to be applicable to Reynolds numbers as low as 2,300. The vast majority of the data were mean values of the heat

transfer coefficient rather than fully developed values, reflecting the early era in internal convection investigations. Kostic

and Hartnett [16] reported an experimental investigation for the turbulent flow of water in a 2:1 asymmetrically heating

rectangular duct. The results of the study were compared with the literature results. Abraham et al. [17] presented a

predictive theory which was capable of providing quantitative results for the heat transfer coefficients in round pipes for the

three possible flow regimes: laminar, transitional, and turbulent. The theory was based on a model of laminar-to-turbulent

transition which was also viable for purely laminar and purely turbulent flow.

Heat and momentum transfer processes in the simultaneously developing flow of rectangular cross-sectioned channels are

very complex. Basic knowledge on the flow and heat transfer of the three-dimensional turbulent forced convection in

rectangular cross-sectioned duct is needed for the design of thermal equipment. However, it is seen from literature surveys

that in spite of being commonly used in engineering applications, the rectangular geometry under constant bottom surface

temperature and turbulent flow condition has not been adequately studied in depth despite its importance.

The present study concerns a three-dimensional numerical study of turbulent flow heat transfer in a horizontal straight

rectangular cross-sectioned duct under hydrodynamically and thermally developing turbulent flow conditions. The bottom

surface of the duct was isothermally heated. Air (Pr ffi 0.7) was used as the heat transfer medium. The momentum,

continuity, energy, and turbulence equations for three-dimensional flow in a rectangular cross-sectioned duct were solved
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using finite volume-based commercial software Ansys Fluent 12.1. Five turbulence models (k–ε Standard, k–ε Realizable,
k–ε RNG, k–ω Standard and k–ω SST) were used in numerical calculations. Practical engineering correlations for the

average Nusselt number and average Darcy friction factor were determined. Local Nusselt number and local Darcy friction

factor for different Reynolds numbers along the flow direction were also obtained. Furthermore, the results of the numerical

investigation with different turbulence models were compared with each other and as well as experimental data available in

the literature.

Theoretical Description

A schematic diagram depicting the computational domain of the rectangular cross-sectioned duct along with the coordinate

system and flow geometry is presented in Fig. 54.1a. The rectangular cross-sectioned duct was mathematically modeled for

numerical computations. Since the flow field was symmetric with respect to the y–x plane, only one half of the channels was

considered for the computational domain to reduce the computational time. The principle flow was in the x-direction.
Turbulent flow enters the duct with a uniform velocity and temperature profile. The three-dimensional Navier–Stokes,

energy, and turbulence equations were used to describe the flow and heat transfer in the computational domain. The

three-dimensional incompressible Newtonian flow with negligible buoyancy effects and viscous dissipation was assumed

to be turbulent and steady; the physical properties of fluid, taken at the bulk temperature were considered to be constant

in the duct.

The continuity, momentum, energy, and turbulence equations were solved by Ansys Fluent 12.1 in the duct. The code

provides mesh flexibility by structured and unstructured meshes. Ansys Fluent 12.1 includes several turbulence models.

Turbulence intensity levels used at the inlet of the duct varied from 4 to 5 % depending on the Reynolds number. Hydraulic

diameter of the duct was used as appropriate length scale at the inlet. No slip boundary conditions were employed on the duct

walls. A uniform wall temperature boundary condition was employed on the bottom surface of the duct. Insulated boundary

condition was applied on the sides and top surface of the duct. At the outlet of the duct, pressure outlet boundary condition of

Ansys Fluent 12.1 was used. Symmetry boundary condition was employed on the symmetry planes. All the boundary

conditions applied on the duct were depicted in Fig. 54.1b.

The objective of the data reduction is to calculate the average Nusselt number and Reynolds number along with average

Darcy friction factor. The hydraulic diameter (Dh ¼ 4Ac/P) is chosen as the characteristic length.

Re ¼ U � Dh=ν ð54:1Þ

q′′w = 0
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b

Fig. 54.1 (a) Computational

domain of the rectangular cross-

sectioned duct, (b) boundary

condition of the duct, (c) mesh

distribution in y–z plane
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Nu ¼ h � Dh=k ð54:2Þ

f ¼ Δp Dh=Lð Þ= ρU2=2
� � ð54:3Þ

In Eqs. (54.1)–(54.3), U (m s�1) is the mean velocity of the air flow in the rectangular cross-sectioned duct, Dh (m) is the

hydraulic diameter of the rectangular duct, ν (m2 s�1) is the kinematic viscosity of air, h (W m�2 K�1) is the average heat

transfer coefficient, and k (W m�1 K�1) is the thermal conductivity of air. In addition, Δp (Pa) is the pressure drop along the
duct, L (m) is the axial length of the duct, and ρ (kg m�3) is the density of air.

Average convective heat transfer coefficient of the air flow in the rectangular cross-sectioned duct is obtained [18] as follows

h ¼ _Qc= A Tw � Tbð Þ½ � ð54:4Þ

where A (m2) is the surface area (i.e., in contact with the air) of the bottom surface of the duct and Tw (K) is the surface

temperature of the bottom surface of the duct. Tb (K) is the mean bulk temperature of the air flow in the duct. _Qc (W) is the

convective heat transfer from the duct’s bottom surface to the air flowing through the duct under steady-state condition and is

calculated as follows [18]

_Qc ¼ ρUAc cp Tbo � Tbið Þ ð54:5Þ

where Ac (m
2) is the cross-sectional area of the rectangular cross-sectioned duct, cp (J kg

�1 K�1) is the specific heat of the air.

Tbi (K) and Tbo (K) are bulk temperatures of the air at the inlet and outlet of the duct, respectively. All fluid properties in the

duct were evaluated at the bulk temperature; Tb ¼ (Tbi + Tbo)/2. The air flow properties were taken from Incropera and

DeWitt [19].

Computations were performed under turbulent flow conditions. The energy equation was solved neglecting radiation

effects. Five different turbulence models (k–ε Standard, k–ε Realizable, k–ε RNG, k–ω Standard and k–ω SST) were used

in this study for solving the flow in this study. The Reynolds averaged Navier–Stokes equations were solved numerically in

conjunction with transport equations for turbulent flow. Near wall regions were fully resolved for average y+ values between

0.5 and 1.1 in all the calculations, sufficiently resolving the laminar sub-layer (i.e., y+ � 4–5). In the present study,

hexahedral cells were created with a fine mesh near the duct walls. A non-uniform grid distribution was employed in the

plane perpendicular to the main flow direction while uniform grid distribution was employed in main flow direction as

shown in Fig. 54.1c. Close to each wall, the number of grid cells or control volumes was increased to enhance the resolution

and accuracy. Steady segregated solver was used with a second order upwind scheme for convective terms in the mass,

momentum, energy, and turbulence equations. For pressure discretization, the standard scheme was employed while the

SIMPLE-algorithm [20] was used for pressure–velocity coupling discretization.

The grid independence study was performed by refining the grid size until the variation in both average Nusselt number

and average Darcy friction factor are less than 0.18 and 0.09 % respectively. To obtain the optimum mesh size, a grid

independence study was conducted using six different grid sizes changing from 1.8 � 105 to 17.25 � 105 for Re ¼ 5 � 104.

Each mesh was processed using the k–ε Standard turbulence model. It was observed that a further refinement of grids from

2.8 � 105 to 4.0 � 105 did not have a significant effect on the results in terms of average Nusselt number and average Darcy

friction factor as depicted in Table 54.1. Based on this observation, grid size of 2.8 � 105 was used for all of the calculations.

No convergence problems were observed during the calculations. The same procedure was used for other turbulence

models, and optimum grid size was obtained for each turbulence model calculations. To obtain convergence, each equation

for mass, momentum, and turbulence was iterated until the residual falls below 1 � 10�5 while the energy equation was

iterated until the residual falls below 1 � 10�6.

Table 54.1 Grid size effect

for average Nusselt number

and average Darcy friction factor

for k–e standard turbulence model

Grid size Nu f

1.80 � 105 137.7626 0.03296

2.80 � 105 138.0095 0.03293

4.00 � 105 138.1041 0.03293

6.45 � 105 138.1762 0.03296

10.50 � 105 138.2819 0.03299

17.25 � 105 138.3207 0.03302
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Results and Discussion

In the study reported here, the convective heat transfer and fluid friction in an air-cooled rectangular cross-sectioned duct

under uniform bottom surface temperature were numerically investigated. The investigation was carried out under

hydrodynamically and thermally developing turbulent flow conditions. The results were presented in a non-dimensional

Nusselt number and Darcy friction factor. After the determination of temperature fields in the fluid, the average Nusselt

number was calculated. In addition, the average Darcy friction factor was estimated with the determination of a pressure

drop in the duct. Numerical results obtained under steady-state conditions are presented in Figs. 54.2, 54.3, 54.4, 54.5, and

54.6 for different turbulence models. Plotted in these figures are the best-fit lines. The flow and temperature distributions,
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Fig. 54.5 (a) Local Darcy friction factor and (b) local heat transfer coefficient, as function of dimensionless position (x/Dh)
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numerically obtained average Nusselt numbers and average Darcy friction factors presented in this study highlight the

influence of duct geometry and wall boundary conditions on the thermal performance of a rectangular cross-sectioned duct

and provide additional useful design data.

Air at the ambient temperature entered the duct with a uniform velocity profile. The velocity fields for different

turbulence models at x ¼ 0.2 m of the duct entrance were considered first. Typical velocity magnitude contours for different

turbulence models at x ¼ 0.2 m are presented in Fig. 54.2 for Re ¼ 5 � 104. It is seen in Fig. 54.2 that there are small

differences for velocity contours at the entrance region of the duct for different turbulence models.

Velocity contours at the outlet of the duct is presented in Fig. 54.3 for Re ¼ 5 � 104 and different turbulence models. It is

obtained in the figure that velocity contours for k–ε turbulence models have almost the same profile; however, velocity

profiles for k–ω turbulence models are slightly different from k–ε turbulence models.

In order to compare the velocity distributions of different turbulence models, typical velocity profiles are obtained for

each turbulence model and these are plotted on a symmetry plane at the entrance region for Re ¼ 5 � 104. As can be seen

from Fig. 54.4a, the velocity profile for different turbulence models in the rectangular duct is plotted as a function of the

dimensionless height (y/H) of the duct. It is obtained in this figure that velocity magnitudes of k–ε and k–ω turbulence

models have nearly the same profiles; however, velocity profiles of k–ω turbulence models are slightly different from

velocity profiles of k–ε turbulence models. Dimensionless temperature distribution is plotted as a function of the dimension-

less height (y/H) of the duct for various turbulence models on a symmetry plane at the entrance region as shown in

Fig. 54.4b. Dimensionless temperature profile is defined asΘ ¼ (Tw � T(x, y, z))/(Tw � Ti) where Tw (K) is the bottom wall

temperature of the duct and Ti (K) is the inlet temperature [3]. It is seen in the figure that the dimensionless temperature

profile of k–ε turbulence models are a bit different than the dimensionless temperature profile of k–ω turbulence models.

One of the key parameters of interest in the hydrodynamic and thermal entrance region is the variation of the numerically

obtained local Darcy friction factor and the local heat transfer coefficient for different turbulence models along the axial

position. Figure 54.5a, b shows the variation of the local Darcy friction factor and local heat transfer coefficient as a function

of dimensionless position (x/Dh) for the channel, respectively. Figure 54.5a shows the local Darcy friction factor as a

function of dimensionless position (x/Dh) for different turbulence models. An examination of Fig. 54.5a reveals that the local

Darcy friction factor in the entrance is very large and decreasing along the duct for all turbulence models. An inspection of

Fig. 54.5b reveals that the values of local heat transfer coefficient in the inlet of the duct is very large and is decreasing along

the duct for various turbulence models. It is observed from an inspection of Fig. 54.5a that the local Darcy friction factor of

each k–ε turbulence model is larger than the local Darcy friction factor of each k–ω turbulence model. The local heat transfer

coefficient of each k–ε turbulence model is larger than the local heat transfer coefficient of each k–ω turbulence model. On

the other hand, the k–ε RNG turbulence model predicts the largest value for local heat transfer coefficient.

Figure 54.6a, b displays the average Nusselt number and the average Darcy friction factor in the duct along with the

available experimental data from the literature for Reynolds numbers ranging from 1 � 104 to 5 � 104. It is observed that as

the Reynolds number increases, the average Nusselt Number increases. In addition, the average Darcy friction factor

decreases with increasing the Reynolds number. It is also seen from an inspection of Fig. 54.6 that the Nusselt numbers

obtained using the k–ε turbulence models are closer to each other and larger than the Nusselt numbers obtained using the k–ω
turbulence models. At the same time, the average Darcy friction factors obtained using the k–ε turbulence models are

slightly larger than those obtained using the k–ω turbulence models.

Average Nusselt numbers obtained with the present study are compared with the experimental correlations of the

Gnielinski [15] and Hausen [21] in Fig. 54.6a.

The average Darcy friction factors obtained with the present study are compared with the experimental correlation of the

smooth rectangular cross-sectioned duct given by Kakaç et al. [3] as;

f ¼ 1:0875� 0:1125 H=Wð Þ½ �f c ð54:6Þ

where fc is the average Darcy friction factor for the circular cross-sectioned duct, suggested by Petukhov [22] in Fig. 54.6b.

H (m) and W (m) are the duct height and width, respectively.

A comparison of the average Nusselt numbers of the present study with the experimental data available in literature was

carried out. It is observed that the results of the k–ε turbulencemodels are very close in correlation ofGnielinski [15] andHausen

[21], especially for small Reynolds numbers. On the other hand, the k–ω turbulence models predict lower Nusselt numbers

compared to the experimental data available in the literature. The difference is nearly 16 %. The average Darcy friction

factors obtained using the k–ε turbulence models are nearly harmonious with the experimental correlation of Kakaç et al. [3].

However, the average Darcy friction factors obtained using the k–ω turbulence models are approximately 6 % lower than

experimentally obtained average Darcy friction factors.
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Numerically obtained average Nusselt numbers and average Darcy friction factors were expressed as a power law variation

with a Reynolds number. In other words, the results were presented in the forms of Nu ¼ aReb and f ¼ cRed. The average
Nusselt number, average Darcy friction factor, and Reynolds numbers for flow in this duct are based on the hydraulic diameter

Dh. The equations were obtained with the least-square method for the average Nusselt number and the average Darcy friction

factor. The values of a, b, c, and d for Nu ¼ aReb and f ¼ cRed were given in Table 54.2.

Conclusions

In this study, hydrodynamically and thermally developing three-dimensional steady turbulent flow in a horizontal rectangu-

lar cross-sectioned duct with constant bottom surface temperature and with three insulated sides were numerically

investigated for different turbulence models. A numerical study was carried out for a Reynolds number ranging from

1 � 104 to 5 � 104 with Pr ¼ 0.7. The turbulence models used in numerical simulations were k–ε Standard, k–ε Realizable,
k–ε RNG, k–ω Standard and k–ω SST. The results of numerical computations are presented in terms of average Nusselt

numbers and average Darcy friction factors. The results are given in Table 54.2 and in Figs. 54.2, 54.3, 54.4, 54.5, and 54.6.

It is shown that increasing the Reynolds number increases the average Nusselt number. On the other hand, the average Darcy

friction factor decreases with increasing the Reynolds number. Based on the present numerical solutions of full 3D

governing equations, new engineering correlations were obtained for the average Nusselt number and the average Darcy

friction factor in the form of Nu ¼ aReb and f ¼ cRed, respectively. It is obtained that k–ε turbulence models represent the

turbulent region very well for the present study.
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Three-Dimensional Numerical Analysis of Thermal Output
of a Steel Panel Radiator 55
Muhsin Kılıç, Gökhan Sevilgen, and Mustafa Mutlu

Abstract

Nowadays, new developments in the properties of insulation materials used in buildings and international regulations lead

to the use of more efficient heating systems. On the other hand, the increased energy efficiency of modern buildings

makes necessary the use of low-temperature heating systems. Thus, we need to design a new generation of energy-

efficient radiators which have a low capacity of water volume and low weight compared to conventional radiators.

Moreover, the standards defined for the testing procedures of the thermal output of steel panel radiators have been

changed depending on the objectives of energy efficiency. In this context, a detailed thermal analysis of a panel radiator

should be performed to meet the needs for these objectives. Three-dimensional computational fluid dynamics (CFD) is a

useful tool for the thermal analysis of a steel panel radiator. In this study, three-dimensional numerical calculations of the

thermal output of a steel panel radiator, in accordance with TS EN442, was performed by using CFD analysis based on the

finite volume method. The numerical calculations were performed under steady-state conditions. The results obtained

from the numerical simulations were in good agreement with the experimental data available in the literature.

Keywords

Panel radiator � Thermal output � Computational fluid dynamics

Introduction

Steel panel radiators are the most common used elements for heating systems of indoor environments such as buildings and

offices. This heating elements are chosen for energy efficiency and simple compact design to have a long-lasting effect. On

the other hand, design configurations should be performed due to new developments in insulation materials, new interna-

tional regulations and testing procedures and the consumer demands for thermal comfort levels. Moreover, the displacement,

location, surface area and operating temperature of the panel radiator(s), heat transfer characteristics of the wall surfaces and

surface area of the window(s) have a great impact on thermal comfort and energy consumption [1]. Thermal sensation of

the human body is dependent on local heat transfer characteristics of the human body’s surfaces [2]. For this reason,

consideration of local heat transfer characteristics of a human body surface is highly important for numerical calculations

with sufficient accuracy and acceptable results. A combined numerical simulation was performed modeling for airflow,
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e-mail: gsevilgen@uludag.edu.tr

M. Mutlu

Faculty of Engineering, Department of Mechanical Engineering, Uludağ University, Görükle, Bursa, Turkey
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thermal radiation, heat and moisture transfer with thermo physiological properties between a standing human body and its

surroundings in an adiabatic room [3]. Considering the energy efficiency, studies show that low-temperature heating may

improve indoor air quality as well as the thermal comfort conditions [4, 5]. Experimental studies show that people living in

houses with low-temperature heating systems are more satisfied with the indoor climate than people living in houses with

high-temperature heating systems [6, 7]. Previous researches for thermal comfort used to be carried out by means of

experiments. But, performing experiments with consideration of the all parameters reveals complexity and difficulty.

However, researchers have also used combined numerical simulations based on the CFD method with experimental studies

[8–15]. The analysis of complex HVAC systems based on numerical calculations with sufficient accuracy and acceptable

results is now possible for HVAC researchers due to improved computer technology and CFD techniques [16, 17]. All

considerations described above, it can be said that the thermal output of a steel panel radiator is the main important

parameter for design configurations and heating performance. For this purpose, a detailed analysis of the thermal output of a

steel panel radiator should be performed to meet the needs for these objectives. In this study, three-dimensional steady-state

numerical calculations of the thermal output of a steel panel radiator, in accordance with TS EN442, was performed by using

the CFD method.

Method

Today there are many computer software packages for CFD analysis. In this study Ansys Fluent software is used for three-

dimensional flow field and heat transfer analysis. Fluent software solves continuum, energy and transport equations

numerically with natural convection effects [18]. A sectional view of steel panel radiators and the CAD Model of the

steel panel radiator used in the numerical study are shown in Figs. 55.1 and 55.2. In the numerical simulations, we used

original dimensions and geometry of a steel panel radiator without any simplifications in geometrical detail and we chose a

type-10 steel panel radiator, according to TS EN442, and the type of fittings was a TBSE (Top–Bottom–Same–End)

connection.

Constructions of steel panel radiators include panels, convectors (fins), grilles and T connections in general. In the

numerical calculations, a type-10 radiator model (Fig. 55.2b) which includes one panel without any extended surfaces

(convectors) was used. The dimension of a steel panel radiator is shown in Table 55.1. Water flow volume (Fig. 55.3)

extraction was achieved from the original CAD data of a steel panel radiator to get precise velocity and temperature fields of

a real radiator.

The boundary surfaces defined in the computational model are shown in Fig. 55.3. In numerical calculations mesh

generation is very crucial for getting accurate predicted results and reducing computing time. The mesh structure of the

surfaces of the radiator includes triangular elements. The computational domain consists of about 2,300,000 volume cells

(Fig. 55.4, Table 55.2).

Heat is transferred from warm water inside a radiator to air and room surfaces surrounding the radiator. In the numerical

simulations, we calculated the thermal output of a radiator fromEq. (55.1) andwe just employed on the parameters shown on the

left side of the Eq. (55.1). The parameters on the left side, _m kg=sð Þ, cp (W s kg�1 K�1), Tinlet and Toutlet are the mass flow of

water inside the radiator, specific heat capacity of water and temperature difference between inlet and outlet water, respectively.

Fig. 55.1 Sectional view

of steel panel radiator
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The parameters on the right side,U (W/m2K),A (m2),ΔTln are the total heat transfer coefficient, total surface area of the radiator
and logarithmic temperature difference between radiator surface and indoor air.

θ ¼ _mcp Tinlet � Toutletð Þ ¼ UAΔTln ð55:1Þ

In the solution process, numerical calculations were performed under steady-state conditions. Water flow was assumed as

laminar and Simple C algorithm was chosen for velocity–pressure coupling and a cell-based option was set for flow field

computations (Table 55.3). The first order schemes were employed in the discretization of all the governing equations at the

beginning of the numerical simulations, and then the second order scheme was chosen depending on the convergence criteria

and getting precise results. The convergence criterions were assumed when the normalized residuals of flow equations are

less than 10�4 and the energy equations are less than 10�6.

Three different cases were considered according to standard test conditions of the thermal output of a steel panel radiator.

In all three cases, the value of water inlet temperatures were set to 85.7, 74.9, 52.4 �C and the value of entering mass-flow

Panel

Convectors

T-fittings

Convection

Conduction

Water inlet

Water outlet

Radiation 

a

b

Fig. 55.2 The detailed CAD

model of the steel panel radiator

(a) Type-22, (b) Type-10

Table 55.1 The dimensions

of steel panel radiator(s) used

in this study

Type Connection type Length (mm) Height (mm) Width (mm)

Type-10 TBSE 2,000 mm 600 mm 13 mm
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rates were set to 0.027719, 0.027822, 0.027972 kg/s, respectively. Thus, the leaving temperature of water was computed to

calculate the thermal output of the radiator in all cases. The reference air temperature values were obtained from the

experimental results and they were set to 20.4, 20.5, 19.8 �C, respectively (Table 55.4). The boundary conditions used for all
cases in the numerical simulations were shown in Table 55.5. At the water outlet surfaces, atmospheric boundary conditions

were used for calculating the leaving temperature of water. The thickness of the panel surfaces were set to 0.0012 m and the

material type of the panel radiator was steel. At the panel surfaces, a boundary condition was set which includes convection,

Water inlet

Water outlet

Wall surfaces

Fig. 55.3 Water flow volume

extraction from the original

CAD data of steel panel radiator

Table 55.2 Mesh structure

and boundary conditions
Mesh structure

Element type Tetrahedral

Number of elements 2,300,000

Number of nodes 450,000

Fig. 55.4 Mesh structure

of computational domain

for water flow volume
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and a shell conduction zone. At the outer surfaces of the panel radiator natural convection occurs thus, we used UDF (user

defined function) in Fluent for the computation of the heat transfer coefficient [Eq. (55.1)] at the outer surfaces of the panel

radiator surfaces. UDF is a function that you program that can be dynamically loaded with the Fluent solver to enhance the

standard features of the code. More descriptions and detailed information can be obtained from [19]. We used correlation for

Nu (Nusselt) number as described in Eq. (55.2) [20], where, Ra, Pr and Gr are the dimensionless numbers as the known

Rayleigh, Prandtl and Grashof numbers respectively. hm (W/m2 K) is the mean heat transfer coefficient, kf (W/m K) is the

thermal conductivity of fluid (water) and L (m) is the length of the vertical plate.

NuL ¼ hmL

kf
ð55:2Þ

NuL ¼ 0:825þ 0:387RaL
1=6

1þ 0:492=Prð Þ9=16
h i8=27

2
64

3
75
2

; RaL ¼ GrLPr ð55:3Þ

Results and Discussions

The computed values of thermal output (W) and temperature (�C) of water from the radiator are shown in Table 55.6 and the

temperature distributions obtained from the numerical simulations are shown in Figs. 55.5, 55.6, and 55.7.

In case-I, the thermal output was computed at about 1,500 W and the difference in percentage between the experimental

and CFD data was 5 %. From the numerical results shown in Table 55.6, we can say that the predicted results of both

temperature and thermal output are in good agreement with the experimental data.

The cooler and warmer area of the whole radiator surfaces were at the bottom and the top of the radiator, respectively. The

maximum predicted temperature was achieved near the water inlet surfaces for all cases. A temperature field obtained by

Table 55.3 Solver settings and

turbulence model used in the

numerical simulations

Solver settings and turbulence model

Time Steady-state

Solver Pressure-based/coupled

Gradient option Least squares cell-based

Formulation First-order implicit scheme

Equations Combined simulation of flow and energy

Flow Laminar

Table 55.4 Three different

cases obtained from

experimental results

Cases Tinlet (
�C) Mass-flow rate (kg/s) Tair (

�C)
Case-I 85.7 0.027719 20.4

Case-II 74.9 0.027822 20.5

Case-II 52.4 0.027972 19.8

Table 55.5 Boundary

conditions used in numerical

simulations

Boundary conditions

Surface Boundary-type Properties

Water inlet Mass flow inlet Tinlet ¼ Texp (obtained from experiments)

Mass-flow rate: (obtained from

experiments)

Water outlet Pressure outlet Atmospheric conditions

Panel surfaces

and T-fittings

connections

Ambient

temperature

hm is computed from Eqs. (55.2)

and (55.3), Tair (obtained from experiments)

Wall thickness 0.0012 mm

Material Steel
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Vavricka and Basta is shown in Fig. 55.8. They used thermography for mapping temperature fields of radiator surfaces. This

radiator used in their study was nearly about our steel panel radiator in view of dimensions and conditions. The temperature

fields obtained from their experimental studies have the same trends with our numerical results shown in Figs. 55.5, 55.6,

and 55.7. Three different lines were defined to get comparative results on the surface of the panel radiator (Fig. 55.9).

From the results shown in Figs. 55.10, 55.11, and 55.12, all three cases have the same trends and higher temperature gradients

were computed between the bottom and top of the radiator surfaces. The maximum temperature gradients were obtained in the

Table 55.6 Three different cases obtained from experimental results

Cases Tinlet (
�C) Toutlet (

�C) (CFD) Toutlet (
�C) (Exp.) θ (W) (CFD) θ (W) (Exp.) Difference (%)

Case-I 85.70 72.79 73.40 1,501.20 1,431 5

Case-II 74.90 64.68 65.20 1,191.04 1,131 5

Case-II 52.40 47.08 47.40 622.12 583 7

Fig. 55.5 Temperature contours of panel radiator surface (Case-I)

Fig. 55.6 Temperature contours of panel radiator surface (Case-II)
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76.0�C

20.0�C

Fig. 55.8 Temperature fields by

radiator 10 � 500 � 2,000 mm

(single-side top connection) [8]

Fig. 55.9 The locations of the

lines described for temperature

results

Fig. 55.7 Temperature contours of panel radiator surface (Case-III)
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zone which has 0.1 m height from the radiator bottom. The temperature values along the radiator surface were not remarkably

altered from the half part of the radiator surface in all three cases. Another important result is that the temperature difference

between inlet and outlet water temperature, decreases depending on the heat transfer coefficient.
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Conclusion

In this study, three-dimensional steady-state numerical calculations of the thermal output of a steel panel radiator, in

accordance with TS EN442, was performed by using the CFDmethod. In the numerical simulations, original dimensions and

geometry of a steel panel radiator was used without any simplifications in geometrical detail. Three different cases were

considered according to standard test conditions of the thermal output of a steel panel radiator. The water inlet temperatures,

mass flow rates and ambient temperatures were set to different values obtained from experimental results in all three cases.

The results show that higher temperature gradients occurred at the radiator surface and the temperature values along the

radiator surface were not remarkably altered from the half part of the radiator surface in all three cases. The lowest

temperature difference between inlet and outlet surfaces was obtained for case-III. Another important result was that the

convective heat transfer coefficient gets an important role in the thermal output of steel panel radiators. Numerical results

show that CFD is a useful tool for predicting the thermal output of a panel radiator and temperature distributions of panel

radiator surfaces. The results obtained from the numerical simulations were in good agreement with the experimental data.
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Combined Effect of Viscous Dissipation on the Coupling
of Conduction and Mixed Convection Along a Vertical
Slender Hollow Cylinder

56

Ahmet Kaya and Orhan Aydin

Abstract

An analysis is presented to investigate the influences of viscous dissipation and Joule heating in the entire thermo-fluid

dynamic field resulting from the coupling of bouncy forced flow with conduction along one side of a heated/cooled

vertical slender hollow cylinder. The governing equations are transformed into dimensionless non-similar equations by

using a set of suitable transformations. The non-similar solutions using the Keller box method are obtained. The wall

conduction parameter, the buoyancy parameter, the viscous dissipation parameter and the magneto-hydrodynamic

parameter are the main parameters. For various values of these parameters the local skin friction and local heat transfer

parameters are determined. The validity of the methodology is checked by comparing the results with these available in

the open literature and a fairly good agreement is observed.

Keywords

Vertical slender hollow cylinder � Conjugate heat transfer � Buoyancy effect � Viscous dissipation � Joule heating

Introduction

The interaction between the conduction inside and the buoyancy forced flow of fluid along a solid surface is termed as

conjugate heat transfer process [1]. In many practical applications, such as heat exchangers, heaters, nuclear reactors, pipe

insulation systems, etc., the effect of conduction within the solid wall is significant and must be taken into account. Hence,

the analysis of this type of heat transfer mechanism possesses the necessary coupling of the conduction in the solid body and

the convection in the fluid surrounding it [2, 3].

The conjugate heat transfer problem, in which the coupled heat transfer processes between the solid body (conduction

mechanisms) and the fluid flow (convection mechanisms) are considered simultaneously, has been investigated by several

researchers. Mamun et al. [1] investigated the heat generation effect on natural convection flow along and conduction inside a

vertical flat plate.Miyamotoet al. [4] studied two-dimensional conjugate heat transfer problemsof free convection fromavertical

flat plate with a uniform temperature or a uniform heat flux at the outside surface of the plate. Sparrow and Chyu [5] investigated

the conjugate problem for a vertical plate fin with various heat transfer coefficients under forced convection. They assumed that

the heat conduction in the finwas to be one-dimensional. Hossain [6] studied the effect of viscous and Joule heating on the flowof

an electrically conducting fluid past a semi-infinite plate of which temperature varies linearly with the distance from the leading

edge and in the presence of a uniformly transverse magnetic field. Na [7] investigated the effect of wall conduction on the

heat transfer characteristics of the natural convection over a vertical slender hollow circular cylinder. Wang [8] studied the
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thermo-fluid-dynamic field resulting from the coupling of wall conduction with laminar mixed convection heat transfer of

micropolar fluids along a vertical flat plate. Shu and Pop [9] investigated the conjugate heat transfer across a vertical finite wall

separating two forced and free convection flows at different temperatures. They assumed that the heat conduction in thewall was

only in the transversal direction. Pop and Na [10] reported a numerical study of the steady conjugate-free convection over a

vertical slender hollow circular cylinder with the inner surface at a constant temperature and embedded in a porous medium.

Vaszi et al. [11] investigated two-dimensional conjugate-free convection from an inclined flat plate in a semi-infinite porous

medium under the boundary layer approximation. Jilani et al. [12] investigated the conjugate heat transfer in a heat generating

vertical cylinder washed by a laminar-forced convection boundary layer. El-Amin [13] analyzed the influences of both first and

second order resistance, due to the solid matrix of non-Darcy porous medium, Joule heating and viscous dissipation on forced

convection flow from a horizontal circular cylinder under the action of a transverse magnetic field. Chang [2, 14] presented a

numerical analysis of the flow and heat transfer characteristics of forced and natural convection in a micropolar fluid flowing

along a vertical, slender, hollow, and circular cylinder with wall conduction and buoyancy effects. Chang [15] presented a

numerical analysis of the flow and heat transfer characteristics ofmixed convection in amicropolar fluid flowing along a vertical

flat platewith conduction effects. It is assumed that the heat conduction in thewallwas only in the transversal direction. Jahangeer

et al. [16] investigated the conjugate heat transfer problempertinent to the rectangular fuel element of a nuclear reactor dissipating

heat into an upwardmoving stream of liquid sodium. Hsiao [17] studied a radiative and viscous dissipation effect conjugate heat

transfer problemof a second-grade viscoelastic fluid past a stretching sheet.Alim et al. [18] investigated the influences of viscous

dissipation and Joule heating in the entire thermo-fluid dynamic field resulting from the coupling of bouncy forced flow with

conductionalongone sideof a heatedflat plate.Hsiao andHsu [19] studied a conjugatemixed convectionheat transfer problemof

a second-grade visco-elastic fluid past a horizontal flat-plate fin. Kaya [3, 20] studied steady laminar magneto-hydrodynamic

(MHD) mixed convection heat transfer about a vertical slender hollow cylinder under the effect of wall conduction for pure and

porous medium.

In the present paper, the studies of the conjugate effects of viscous dissipation and Joule heating on the coupling of

conduction with mixed convection along a heated/cooled vertical slender hollow cylinder have been investigated. The

boundary layer equations governing the flow are reduced to local non-similarity equations which are solved using the

implicit finite difference method (Keller box). Variation in the fluid–solid interfacial temperature distribution, the local skin

friction and local heat transfer parameters as well as the velocity and temperature profiles are presented to highlight the

influence of the wall conduction, viscous dissipation, magneto-hydrodynamic and buoyancy parameters.

Analysis

This study considers the case of an MHD mixed convection flow past a vertical slender hollow circular cylinder of length

L and outer radius ro (L� ro). Also, this study considered the case of a vertical slender hollow cylinder such that the heat

conduction within the wall is one-dimensional [2, 15]. The physical model and coordinate system are shown in Fig. 56.1.

The gravitational acceleration, g, acts in the downward direction. The temperature and velocity of the fluid at a distance

remote from the cylinder are given by T1 and u1, respectively. The temperature of the inside surface of the cylinder is

maintained at a constant temperature of T0, where T0>T1. Other than the density variation, the remaining fluid properties

are assumed to be constant. The temperature difference between the body surface and the surrounding fluid generates a

buoyancy force, which results in an upward convective flow. A magnetic field of constant strength B0 is applied in the

negative r direction at all times. Its interaction with the electrically conducting working fluid produces a resistive force in

the negative x direction. This force is called the Lorentz force. The magnetic Reynolds number is assumed to be small so that

the induced magnetic field is neglected. Under foregoing assumptions and taking into account the Boussinesq approximation

and the boundary layer approximation, the system of continuity, momentum and energy equations can be written [18, 21]:

∂ ruð Þ
∂x

þ ∂ rυð Þ
∂r

¼ 0 ð56:1Þ

u
∂u
∂x

þ υ
∂u
∂r

¼ v

r

� � ∂
∂r

r
∂u
∂r

� �
þ gβ T � T1ð Þ � σB2

0

ρ
u� u1ð Þ ð56:2Þ
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u
∂T
∂x

þ υ
∂T
∂r

¼ v

Pr

1

r

∂
∂r

r
∂T
∂r

� �
þ v

cp

� �
∂u
∂r

� �2

þ σB2
0

ρcp
u2 � u1 u
� � ð56:3Þ

The viscous dissipation and Joule heating term are included in the energy equation [Eq. (56.3)]. Here u and υ are the

velocity components in the x and r direction, respectively, T is the temperature of the fluid, β is the coefficient of thermal

expansion, v is the kinematic viscosity, ρ is the fluid density, g is the acceleration due to gravity σ is the electrical

conductivity of the fluid and B0 is the magnetic flux density.

The boundary conditions are given by the following:

r ¼ r0; u ¼ υ ¼ 0, T ¼ Tw xð Þ
r ! 1; u ! u1, T ! T1

ð56:4Þ

where subscripts w and1 refer to the wall and the boundary layer edge, respectively. In addition, Tw(x) is the outer surface

temperature of the cylinder, which is not known a priori. One of the objectives of the current study is to predict the outer

surface temperature of the cylinder, Tw(x). Therefore, an additional governing equation is required for the slender hollow

cylinder based on the simplification that the wall of the cylinder steady transfers its heat to the surrounding fluid. Since the

outer radius of the hollow cylinder, ro, is small compared to its length, L, the axial conduction term in the heat conduction

equation of the cylinder can be omitted [2, 7, 22]. The governing equation for the temperature distribution within the slender

hollow circular cylinder is given by Chang [2] and Kaya [3] as follows:

1

r

d

dr
r
dT

dr

� �
s

¼ 0; 0 � x � L; ri < x � r0 ð56:5Þ

The boundary conditions for the wall of the cylinder are given:

At

r ¼ ri, Ts ¼ T0, ð56:6aÞ

L

r 

T0

ri

r0

v 

u 

x 

g

B0

u∞,T∞

Tw(x)

Fig. 56.1 The schematic of the problem
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At the interface

r ¼ r0ð Þ,Ts ¼ T x; r0ð Þ : � ks
dT

dr

����
s

¼ �kf
∂T x; r0ð Þ

∂r

����
f

ð56:6bÞ

where ks and kf are the thermal conductivity of the cylinder and the fluid, respectively. The boundary conditions given in

Eq. (56.6b) state the physical requirements that the temperature and heat flux of the cylinder must be continuous across the

solid–fluid interface. From Eqs. (56.5) and (56.6b), the temperature distribution Tw at the interface is derived as [2]:

Tw xð Þ ¼ T x; r0ð Þ ¼ r0
Kf

Ks
ln

r0
ri

� �
∂T x; r0ð Þ

∂r
þ T0 ð56:7Þ

To seek a solution, the following dimensionless variables are introduced:

ξ ¼ x

r0
, η ¼ 1

2x
Re1=2x

r2 � r20
r0

	 

, θ ¼ T � T1

T0 � T1
, ψ x; rð Þ ¼ r0 vu1xð Þ1=2f ξ; ηð Þ ð56:8Þ

where ψ (x, y) is the free stream function that satisfies Eq. (56.1) with u¼ (1/r)(∂ψ /∂r) and υ¼� (1/r)(∂ψ /∂x)
In terms of these new variables, the velocity components can be expressed as

u ¼ u1f
0
, υ ¼ r0

r

vu1
x

� �1=2

ηf
0 � 1

2
f � ξ

∂f
∂ξ

	 

ð56:9Þ

The transformed momentum and energy equations together with the boundary conditions, Eqs. (56.2)–(56.4), can be

written as

1þ ληð Þf 00 þ λf
00 þ 1

2
f f

00 þ Riξθ �Mnξ f
0 � 1

� �
¼ ξ f

0 ∂f
0

∂ξ
� f

00 ∂f
∂ξ

" #
ð56:10Þ

1

Pr
1þ ληð Þθ00 þ λ

Pr
θ

0 þ 1

2
f θ

0 þ Ec 1þ ληð Þ f
00

� �2

þMnEcξ f
0
f
0 � 1

� � ¼ ξ f
0 ∂θ
∂ξ

� θ
0 ∂f
∂ξ

2
4

3
5 ð56:11Þ

with the boundary conditions;

η ¼ 0; f þ 2ξ
∂f
∂ξ

¼ 0, f
0 ¼ 0, θ � 1 ¼ pξ�1=2θ

0

η ! 1; f
0 ¼ 1, θ ¼ 0 ð56:12Þ

where

p ¼ kf
ks
ln

r0
ri

� �
Re1=2

is the conjugate heat transfer parameter. It should be noticed that for the limiting case of p¼ 0, the thermal boundary

condition in Eq. (56.12) on the wall becomes isothermal. Intuitively, if the heat conductivity of the hollow cylinder is very

large, its temperature can be expected to be approximately uniform at T0. Hence, the magnitude of p determines the

importance of the wall heat conduction effect [2, 3].
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The corresponding dimensionless groups that appeared in the governing equations were defined as:

Pr ¼ μcp
k

¼ v

α
, Ri ¼ Gr

Re2
, Gr ¼ gβ T0 � T1ð Þr30

v2
, Re ¼ u1r0

v
,

Mn ¼ Ha=Re, Ha ¼ σB2
0r

2
0

μ
, λ ¼ 2

ξ

Re

0
@

1
A

1=2

, Ec ¼ u21
cp T0 � T1ð Þ

ð56:13Þ

where Pr is the Prandtl number, Ri is the Richardson number, Gr is the Grashof number, Re is the Reynolds number, Mn is

the magnetic parameter, Ha is the Hartman number, λ is the transverse curvature parameter and Ec is the Eccert number.

The dimensionless interfacial temperature distribution θw, is defined as follows [14, 15].

θw ¼ Tw � T1
T0 � T1

ð56:14Þ

Numerical Solution

The system of transformed equations under the boundary conditions, Eqs. (56.10)–(56.12), have been solved numerically

using the Keller box scheme, which is proved to be an efficient and accurate finite-difference scheme [23]. Readers are

referred to Cebeci and Bradshaw [23] for the details of the numerical methods. This is a very popular implicit scheme, which

demonstrates the ability to solve systems of differential equations of any order as well as featuring second-order accuracy

(which can be realized with arbitrary non-uniform spacing), allowing very rapid x or ξ variations [20, 24].
A set of nonlinear finite-difference algebraic equations derived are then solved by using the Newton quasi-linearization

method. The same methodology as that followed by Takhar and Beg [24] is followed. Therefore, for the finite-difference

forms of the equations, the reader is referred to Takhar and Beg [24] for the brevity of the article.

In the calculations, a uniform grid of the step size 0.01 in the η-direction and a non-uniform grid in the ξ-direction with a
starting step size 0.001 and an increase of 0.1 times the previous step size were found to be satisfactory in obtaining sufficient

accuracy within a tolerance better than 10�6 in nearly all cases. The value of η1¼ 16 is shown to satisfy the velocity to reach

the relevant stream velocity [20].

In order to verify the accuracy of the present method, the present results were compared with those of Chang [2], Chen

and Mucoglu [25] and Takhar et al. [26]. The comparison is found to be in good agreement, as shown in Table 56.1.

Table 56.1 Comparison of the local skin friction and local heat transfer parameters with Pr¼ 0.7, Ri¼ 0.0, Mn¼ 0.0, Ec¼ 0.0 and p¼ 0.0

ξ ¼ 4
r0

vx
u1

� �1=2 Chen and Mucoglu [25] Takhar et al. [26] Chang [2] Present study

f 00(ξ, 0) � θ 0(ξ, 0) f 00(ξ, 0) � θ 0(ξ, 0) f00(ξ, 0) � θ0(ξ, 0) f00(ξ, 0) � θ0(ξ, 0)
0.0 1.3282 0.5854 1.3281 0.5854 1.3280 0.5852 1.3201 0.5846

1.0 1.9172 0.8669 1.9167 0.8666 1.9133 0.8658 1.8934 0.8599

2.0 2.3981 1.0986 2.3975 1.0963 2.3900 1.0940 2.3822 1.0918

3.0 2.8270 1.3021 – – 2.8159 1.2982 2.8098 1.2902

4.0 3.2235 1.4921 – – 3.2187 1.4925 3.2102 1.4898
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Results and Discussion

The aim of this study was to investigate the flow and heat transfer characteristics for the mixed convection flow along a

vertical slender hollow cylinder with wall conduction effect, taking into account the effects of Ohmic heating and viscous

dissipation. The following ranges of the main parameters are considered: Ri¼ 0.0, 1.0, 5.0 and 10.0; Ec¼�0.1, 0.0 and 0.1;

Mn¼ 0.0, 0.5, 1.0 and 2.0 and Pr¼ 1.0. Hence, the numerical computations were performed with Re¼ 250 [2, 3, 20]. The

conjugate heat transfer parameter, p, is ranged 0.0–0.3 to conform to the practical cases. For example, the fluid (for water:

kf¼ 0.628 W/m K) flows along a slender stainless steel tube with ro¼ 0.03 m, ri¼ 0.02 m and ks¼ 15 W/m K, we can find

the conjugate heat transfer parameter p¼ 0.27 [2].

The combined effects of p, Ri, Mn and Ec on the momentum and heat transfer are analyzed. The Richardson number,

Ri represents a measure of the effect of the buoyancy in comparison with that of the inertia of the external forced or

free stream flow on the heat and fluid flow. Outside the mixed convection region, either the pure forced convection or the free

convection analysis can be used to describe accurately the flow or the temperature field. Forced convection is the dominant

mode of transport when Ri! 0, whereas free convection is the dominant mode when Ri!1. Buoyancy forces can enhance

the surface heat transfer rate when they assist the forced convection [20]. Viscous dissipation, as an energy source, severely

distorts the temperature profile. Remember positive values of Ec correspond to wall heating (heat is being supplied across

the walls into the fluid) case (T0>T1), while the opposite is true for negative values of Ec [27].

The effect of conjugate heat transfer parameter p on the velocity (a) and temperature (b) profiles within the boundary

layer with Ri¼ 5.0, Ec¼�0.1, Mn¼ 0.5 and Pr¼ 1.0 is shown in Fig. 56.2a, b, respectively. The increasing of the conjugate

heat transfer parameter decreases velocity and temperature gradients at the wall. A lower wall conductance ks or higher

convective cooling effect due to greater kf increases the value of p as well as causes greater temperature difference between

the two surfaces of the cylinder. The temperature at the solid–fluid interface is reduced since the temperature at the outside

surface of the cylinder is kept constant [3].

The variation of the interfacial temperature, the local skin friction and the local heat transfer parameters for different

values of p with ξ are shown in Fig. 56.3a–c, respectively where Ri¼ 5.0, Mn¼ 0.5, Ec¼�0.1 and Pr¼ 1.0. It can be seen

that the temperature of the fluid on the wall increases monotonically with ξ for a given value of p (Fig. 56.3a). Comparing

this with an isothermal cylinder (p¼ 0), an increase in the conjugate heat transfer parameter, p, causes a reduction in the

interfacial temperature. This is because an increased value of p corresponds to a lower wall conductance, ks, and promotes a

greater surface temperature variation (Fig. 56.3a). The increased value of p increases the momentum and thermal boundary

layer thickness and therefore the local skin friction and the local heat transfer parameters decrease as shown in Fig. 56.3b, c.

Also, increasing the streamwise direction ξ increases the interfacial temperature, the local skin friction and the local heat

transfer parameters (Fig. 56.3a–c). Similar results were found in the literature [2, 3, 15, 20].

Figure 56.4 shows the effects of Ec on the dimensionless velocity and temperature profiles for the cases of an isothermal

cylinder (p¼ 0) and a non-isothermal cylinder (p¼ 0.2). For a positive value of Ec, since the temperature of the wall is

greater than that of the free stream, there will be a heat transfer from the wall to the fluid. The viscous dissipation will cause

η
0 2 4 6

f'(
1,

η)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

p=0.0
p=0.1
p=0.2
p=0.3

Ri=5
Mn=0.5
Pr=1
Ec= - 0.1

η
0

θ(
1,

η)

0.0

0.2

0.4

0.6

0.8

1.0

p=0.0
p=0.1
p=0.2
p=0.3

Ri=5
Mn=0.5
Pr=1
Ec= - 0.1

a b

8 1 2 3 4 5 6

Fig. 56.2 Dimensionless velocity (a) and temperature (b) profiles for different p while Pr¼ 1.0, Ri ¼5, Mn¼ 0.5, Ec¼�0.1 and ξ¼ 1.0

600 A. Kaya and O. Aydin



ξ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

θ w

0.70

0.75

0.80

0.85

0.90

0.95

1.00

p=0.0
p=0.1
p=0.2
p=0.3

Ri=5
Mn=0.5
Pr=1
Ec= - 0.1

ξ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

f''
(ξ

,0
)

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

p=0.0
p=0.1
p=0.2
p=0.3

Ri=5
Mn=0.5
Pr=1
Ec= - 0.1

ξ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

-θ
'(ξ

,0
)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

p=0.0
p=0.1
p=0.2
p=0.3

Ri=5
Mn=0.5
Pr=1
Ec= - 0.1

a b

c

Fig. 56.3 Effect of conjugate heat transfer parameter p on the dimensionless interfacial temperature (a), local skin friction (b) and local heat

transfer (c) parameters against the stream-wise direction ξ while Pr¼ 1.0, Ri¼ 5, Mn¼ 0.5 and Ec¼�0.1

η

f'(
1,

η)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6
Ec= - 0.1
Ec=   0.0
Ec=   0.1

Ri=5
Mn=0.5
Pr=1

p=0.0
p=0.2

η
0 2 4 6 8 0 1 2 3 4 5 6

θ(
1,

h)

0.0

0.2

0.4

0.6

0.8

1.0

Ec= - 0.1
Ec=   0.0
Ec=   0.1

Ri=5
Mn=0.5
Pr=1

p=0.0
p=0.2

a b

Fig. 56.4 Dimensionless velocity (a) and temperature (b) profiles for different Ec while Ri¼ 5, Pr¼ 1.0, Mn¼ 0.5 and ξ¼ 1.0 for isothermal

(p¼ 0) and non isothermal plate (p< 0)

56 Combined Effect of Viscous Dissipation on the Coupling of Conduction and Mixed. . . 601



a heat generation inside the fluid, which results in an increase in the temperature distribution and a decrease in the velocity

distribution in the flow region. This is due to the fact that heat energy is stored in the fluid due to frictional heating. Due to the

increased bulk fluid temperature, the temperature gradient will decrease. For a negative value of Ec, since To< T1, the

viscous dissipation will increase the temperature distribution in the flow region more. Finally, this leads to an increased

temperature gradient, as will be shown later, which will result in increased heat transfer values. As it can be noticed from

Fig. 56.4, the effect of Ec intensifies downstream [27].

Figure 56.5 shows the variation of the interfacial temperature, the local skin friction and the local heat transfer parameters

for different values of Ec with ξ are shown in Fig. 56.5a–c, respectively where Ri¼ 5.0, Mn¼ 0.5 and Pr¼ .0 for isothermal

cylinder (p¼ 0) and non-isothermal cylinder (p¼ 0.2).

Increasing the Ec decreases the interfacial temperature and the local skin friction whereas increases the local heat transfer

parameter. Also, both the local skin friction and the local heat transfer parameters decrease for non-isothermal wall cases

(Fig. 56.5a–c).

Figure 56.6 shows the dimensionless velocity (a) and temperature (b) profiles inside the boundary layer for different

values of the buoyancy parameter Ri for the cases of an isothermal cylinder (p¼ 0) and a non-isothermal cylinder (p¼ 0.2).

The increasing of Ri increases velocity and temperature gradients at the wall. And also, increasing the conjugate heat

transfer parameter decreases the velocity and temperature profiles in the boundary layer.

The variation of the dimensionless interfacial temperature distributions, the local skin friction and the local heat transfer

parameters as a function of ξ in the boundary layer are shown in Fig. 56.7a–c, respectively. It can be seen that as the values of
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Fig. 56.5 Effect of Ec on the dimensionless interfacial temperature (a), local skin friction (b) and local heat transfer (c) parameters against the

stream-wise direction ξ while Ri¼ 5, Pr¼ 1.0 and Mn¼ 0.5 for isothermal (p¼ 0) and non isothermal plate (p< 0)
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Fig. 56.7 Effect of Ri on the dimensionless interfacial temperature (a), local skin friction (b) and local heat transfer (c) parameters against the
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ξ increases, the interfacial temperature rises, i.e., the interfacial temperature increases from the bottom of the cylinder

towards the top of the cylinder. Compared with the limiting case of Ri¼ 0 (i.e., pure forced convection), an increase in the

value of Ri gives rise to a reduced interfacial temperature since a greater value of Ri indicates a greater buoyancy effect,

which increases the convection cooling effect and hence reduces the wall temperature (Fig. 56.7a). Figure 56.7b illustrates

the effect of the buoyancy force on the local skin friction factor for p¼ 0 (dashed lines) and 0.2 (solid lines). It is observed

that the local skin friction factor increases with the buoyancy effect. The reason for this is that an increase in the buoyancy

effect in mixed convection flow leads to an acceleration of the fluid flow, which increases the local skin friction factor.

Additionally, the higher the value of the buoyancy effect, the more the sensitivity of the wall conduction effects that

influence the skin friction factor. In the limiting case of Ri¼ 0, i.e., pure forced convection with no buoyancy effects, the

conjugate heat transfer parameter, p, is virtually independent of the skin friction factor because the buoyancy effect

generated by the temperature difference is relatively weaker. In Fig. 56.7c, the effect of the buoyancy force on the local

heat transfer parameter is illustrated. It is noted that as the value of the Ri increases, the local heat transfer parameter also

increases, both for the case of an isothermal cylinder (dashed lines) and a non-isothermal cylinder (solid lines). This is

because an increased buoyancy effect generates a greater buoyancy force, which increases the fluid velocity, and hence

raises the local heat transfer parameter [15, 20].

Figure 56.8 shows the dimensionless velocity (a) and temperature (b) profiles inside the boundary layer for different

values of the magnetic parameter Mn for the cases of isothermal cylinder (p¼ 0) and non-isothermal cylinder (p¼ 0.2). The

increasing of the magnetic parameter Mn increases velocity and temperature gradients at the wall. As mentioned above,

increasing the conjugate heat transfer parameter p decreases velocity and temperature gradients at the wall.

The variations of the dimensionless interfacial temperature distributions, the local skin friction and the local heat transfer

parameters as a function of ξ in the boundary layer for different magnetic parameters are shown in Fig. 56.9a–c, respectively.

Increasing the magnetic parameter Mn decreases the interfacial temperature (Fig. 56.9a). The local skin friction and the local

heat transfer parameters with different values of Mn for an isothermal cylinder (p¼ 0) and a non-isothermal cylinder

(p¼ 0.2) are illustrated in Fig. 56.9b, c. The magnetic force aids the flow and increases the local skin friction (i.e., shear

stress) and the local heat transfer (i.e., heat transfer rate) parameters at the wall.
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Conclusions

This study has analyzed the influences of viscous dissipation and Joule heating in the entire thermo-fluid dynamic field

resulting from the coupling of bouncy forced flow with conduction along one side of a heated/cooled vertical slender hollow

cylinder. The nonlinear formulation governing equations and their associated boundary conditions have been obtained and

solved using the non-similarity transform and the finite difference method (Keller box), respectively. The influences of the

conjugate heat transfer parameter, the viscous dissipation parameter, the Richardson number and the magnetic parameter on

the solid–liquid interfacial temperature distribution, the local skin friction and the local heat transfer parameters have been

systematically examined. From the present numerical investigation, the following conclusions can be drawn:

1. An increase in the conjugate heat transfer parameter decreases the velocity and the temperature gradient and therefore

decreases the dimensionless interfacial temperature distribution, the local skin friction and the local heat transfer

parameters.

2. An increase in the magnetic and buoyancy parameters increases the local skin friction and local heat transfer parameters

and decreases the dimensionless interfacial temperature distributions. Increasing Mn and Ri decreases the velocity and

temperature gradients at the wall for a non-isothermal cylinder (i.e., p> 0).

3. An increase in the viscous dissipation parameter increases the local skin friction and the dimensionless interfacial

temperature distributions and decreases the local heat transfer parameter.
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Nomenclature

cp Specific heat of the convective fluid

Ec Eccert number

G Gravitational acceleration

Gr Grashof number

F Dimensionless stream function

Ha Hartman number

K Thermal conductivity

L Length of the cylinder

Mn Magneto-hydrodynamic parameter

p Conjugate heat transfer parameter

Pr Prandtl number

ri ro Inner and outer radii of the hollow cylinder

Re Reynolds number

Ri Richardson number

T Temperature

T0 Temperature of the inside surface of the cylinder

u, v Velocities in x and r directions, respectively

x, r Coordinates in axial and radial directions respectively

Greek Symbols

η Similarity variable

Λ Transverse curvature

ξ Dimensionless streamwise coordinate

ρ Fluid density

M Dynamic viscosity

U Kinematic viscosity

Θ Dimensionless temperature profile in Eq. (56.8)

θw Dimensionless interface temperature in Eq. (56.14)

Subscripts

F Condition in the fluid

S Condition in the wall of cylinder

W Wall

1 Free stream
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Effect of Radiation–Conduction Interaction on Mixed
Convection from a Slender Cylinder 57
Ahmet Kaya and Orhan Aydin

Abstract

The problem of steady laminar mixed convection heat transfer about a slender cylinder is studied numerically, taking into

account the radiation–conduction effect. The resulting governing equations are transformed into the non-similar

boundary layer equations and solved using the Keller box method. The velocity and temperature profiles as well as the

local skin friction and the local heat transfer parameters are determined for different values of the governing parameters,

mainly the Richardson number, the Planck number (i.e., radiation–conduction parameter), and the surface temperature

ratio. For some specific values of the governing parameters, the results agree very well with those available in the

literature. Generally, it is determined that the local heat transfer coefficient increase, increasing the Richardson number Ri

(i.e., the mixed convection parameter) and Planck number (i.e., radiation–conduction parameter) Rd or decreasing the

surface temperature ratio θw.

Keywords

Slender cylinder � Buoyancy effect � Radiation � Surface temperature ratio

Introduction

Mixed convection flow along vertical cylinders is important in situations encountered in the areas of geothermal power

generation and drilling operation when free stream velocity and induced buoyancy velocity are of comparable order and

received much less attention. Chen and Mucoglu [1] analyzed the buoyancy and transverse curvature effects on forced

convection of Newtonian fluid flow along an isothermal vertical cylinder using the local non-similarity method. The same

problem for a uniform surface heat flux case was conducted by Mucoglu and Chen [2]. Lee et al. [3] studied the problem of

mixed convection along a vertical cylinder with uniform surface heat flux for the entire mixed convection regime, ranging

from pure forced convection to pure free convection by employing the buoyancy and curvature parameters. Hossain and

Alim [4] studied a free convection flow of an optically dense viscous incompressible fluid along a vertical thin circular

cylinder with effect of radiation. Hossain et al. [5] studied mixed convection flow of an optically dense viscous incompress-

ible fluid along a horizontal circular cylinder with the effect of radiation when the surface temperature is uniform. Takhar

and Nath [6] studied the mixed convection flow over a continuous moving vertical slender cylinder under the combined

buoyancy effect of thermal and mass diffusion. Kumari and Nath [7] studied the effects of localized cooling/heating and

injection/suction on the mixed convection flow on a thin vertical cylinder. Datta et al. [8] obtained the non-similar solution of

a steady laminar forced convection boundary layer flow over a horizontal slender cylinder including the effect of nonuniform
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slot injection (suction). Roy et al. [9] developed general analysis for the influence of nonuniform double slot injection

(suction) on the steady non-similar incompressible laminar boundary layer flow over a slender cylinder. Anwar et al. [10]

numerically studied the steady mixed convection boundary layer flow of a viscoelastic fluid over a horizontal circular

cylinder in a stream flowing vertically upwards for both cases of heated and cooled cylinders. Singh et al. [11] studied

unsteady mixed convection flow over a rotating vertical slender cylinder under the combined effects of buoyancy force and

thermal diffusion with injection/suction where the slender cylinder is inline with the flow. The effect of surface curvature is

also taken into account, especially for the applications such as wire and fiber drawing, where accurate predictions are

desired. Molla et al. [12] investigated natural convection boundary layer laminar flow from a horizontal circular cylinder

with uniform heat flux in the presence of heat generation.

In this chapter the effect of radiation–conduction on mixed convection flow over a slender cylinder with uniform surface

temperature has been analyzed. The boundary layer equations governing the flow are reduced to local non-similarity

equations which are solved using the implicit finite difference method (Keller box). Numerical results for the velocity

and temperature profiles as well as local skin friction and local heat transfer parameters are presented.

Analysis

In this analysis, a two-dimensional steady laminar mixed convective flow of a viscous incompressible fluid along a slender

cylinder of length L and outer radius ro (L � ro) is considered. The physical model and coordinate system are shown in

Fig. 57.1. The gravitational acceleration, g, acts in the downward direction. The temperature and velocity at a distance

remote from the cylinder are given by T1 and u1, respectively, and the body has a uniform temperature Tw. The radiative

heat flux in the x-direction is considered negligible in comparison with that in the r-direction. Under foregoing assumptions

and taking into account the Boussinesq approximation and the boundary layer approximation, the system of continuity,

momentum, and energy equations can be written:

∂ ruð Þ
∂x

þ ∂ rυð Þ
∂r

¼ 0 ð57:1Þ

u
∂u
∂x

þ υ
∂u
∂r

¼ v

r

� �
∂
∂r

r
∂u
∂r

� �
þ gβ T � T1ð Þ ð57:2Þ

u
∂T
∂x

þ υ
∂T
∂r

¼ v

Pr

� �
∂
∂r

r
∂T
∂r

� �
� 1

ρcp

� �
1

r

∂
∂r

qrð Þ ð57:3Þ

Here u and υ are the velocity components in the x and r direction, respectively, T is the temperature of the fluid, β is the

coefficient of thermal expansion, v is the kinematic viscosity, ρ is the fluid density, and g is the acceleration due to gravity.

x

r

2r0
g

Tw

u∞, T∞

r=r0

x, u

r, υ

Fig. 57.1 The schematic

of the problem
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The quantity qr on the right-hand side of Eq. (57.3) represents the radiative heat flux in the r direction. For simplicity and

comparison, the radiative heat flux term in the energy equation is analyzed by utilizing the Rosseland diffusion approxima-

tion [13] for an optically thick boundary layer as follows:

qr ¼ � 4σ

3αR

∂T4

∂r
and

∂qr
∂r

¼ � 16σ

3αR

∂
∂r

T3 ∂T
∂r

� �
ð57:4Þ

where σ is the Stefan–Boltzmann constant and αR is the Rosseland mean absorption coefficient. This approximation is valid

at points optically far from the bounding surface and is good only for intensive absorption, that is, for an optically thick

boundary layer [14].

The appropriate boundary conditions for the velocity and temperature of this problem are

r ¼ r0; u ¼ υ ¼ 0, T ¼ Tw

r ! 1; u ! u1, T ! T1
ð57:5Þ

To seek a solution, the following dimensionless variables are introduced

ξ ¼ 4

r0

0
@

1
A vx

u1

0
@

1
A

1=2

, η ¼ r2 � r20
4r0

2
4

3
5 u1

vx

0
@

1
A

1=2

, θ ¼ T � T1
Tw � T1

ψ x; rð Þ ¼ r0 vu1xð Þ1=2f ξ; ηð Þ, r2

r20
¼ 1þ ξη½ �,

ð57:6Þ

where ψ (x, y) is the free stream function that satisfies Eq. (57.1) with u ¼ (1/r)(∂ψ /∂r) and υ ¼ � (1/r)(∂ψ /∂x)
In terms of these new variables, the velocity components can be expressed as

u ¼ 1

2
u1f

0
, υ ¼ r0

2r

vu1
x

� �1=2

ηf
0 � f � ξ

∂f
∂ξ

� �
ð57:7Þ

The transformed momentum and energy equations together with the boundary conditions, Eqs. (57.2), (57.3), and (57.4),

can be written as

1þ ξηð Þf 00 þ ξf
00 þ f f

00 þ Riξ2θ ¼ ξ f
0 ∂f

0

∂ξ
� f

00 ∂f
∂ξ

" #
ð57:8Þ

1

Pr
1þ ξηð Þθ00 þ ξ

Pr
θ

0 þ f θ
0 þ 1

3PrRd
1þ ξηð Þ θ θw � 1ð Þ þ 1½ �3θ0

h i0

¼ f
0 ∂θ
∂ξ

� θ
0 ∂f
∂ξ

� �
ð57:9Þ

with the boundary conditions,

η ¼ 0; f þ ξ
∂f
∂ξ

¼ 0, f
0 ¼ 0, θ ¼ 1

η ! 1; f
0 ¼ 2, θ ¼ 0

ð57:10Þ

The corresponding dimensionless groups that appeared in the governing equations defined are as

Pr ¼ μcp
k

¼ v

α
, Ri ¼ Gr

Re
, Gr ¼ gβ Tw � T1ð Þr30

2v2
, Re ¼ u1r0

v
, Rd ¼ 3αRk

4σT3
1
, θw ¼ Tw

T1
ð57:11Þ

where Pr is the Prandtl number, Ri is the Richardson number, Gr is the Grashof number, Re is the Reynolds number, Rd is the

Planck number (radiation–conduction parameter), and θw is the surface temperature ratio to the ambient fluid.
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In the above system of equations, the radiation conduction parameter is absent from the mixed convection heat transfer

problem when Rd ! 1. It should be mentioned that the optically thick approximation should be valid for relatively low

values of the radiation–conduction parameter, Rd. According to Ali et al. [15], some values of Rd for different gases are as

follows: (1) Rd ¼ 10–30: carbon dioxide (100–650 �F) with corresponding Prandtl number range 0.76–0.6; (2)

Rd ¼ 30–200: ammonia vapor (120–400 �F) with corresponding Prandtl number range 0.88–0.84; (3) Rd ¼ 30–200:

water vapor (220–900 �F) with corresponding Prandtl number 1.

The system of transformed equations together with the boundary conditions, Eqs. (57.8), (57.9) and (57.10), has been

solved numerically using the Keller box scheme, an efficient and accurate finite-difference scheme, similar to that described

in Cebeci and Bradshaw [16]. For the sake of brevity, details of the numerical method are not described, referring the reader

to Cebeci and Bradshaw [16].

In order to verify the accuracy of the present method, the present results were compared with those of Chen and Mucoglu

[1] and Chang [17]. The comparison is found to be in good agreement, as shown in Table 57.1.

Results and Discussion

In this study, the effect of radiation–conduction on mixed convection is examined. The following ranges of the main

parameters are considered: the mixed convection parameter Ri ¼ 0.0, 1, 5 and 10; Pr ¼ 1.0, the radiation–conduction

parameter Rd ¼ 30, 50, 100, and 150, and the surface temperature ratio θw ¼ 1.5, 1.7, 2.0 and 2.3. The combined effects of

Ri, Rd, and θw on the momentum and heat transfer are analyzed.

Figure 57.2 shows the effect of the buoyancy parameter Ri on the dimensionless velocity and temperature profiles while

Fig. 57.3 shows the effect of the mixed convection parameter Ri on the local skin friction and the local heat transfer

parameters. The Richardson number, Ri, represents a measure of the effect of the buoyancy in comparison with that of the

Table 57.1 Comparison of the local heat transfer rate and local skin friction with Pr ¼ 0.7, Rd ! 1, yw ¼ 0.0, and Ri ¼ 0.0

ξ
Chen and Mucoglu [1] Chang [17] Present results

f 00(ξ, 0) � θ 0(ξ, 0) f 00(ξ, 0) � θ 0(ξ, 0) f 00(ξ, 0) � θ 0(ξ, 0)
0.0 1.3282 0.5854 1.3280 0.5852 1.3201 0.5846

1.0 1.9172 0.8669 1.9133 0.8658 1.8934 0.8599

2.0 2.3981 1.0986 2.3900 1.0940 2.3822 1.0918

3.0 2.8270 1.3021 2.8159 1.2982 2.8098 1.2902

4.0 3.2235 1.4921 3.2187 1.4925 3.2102 1.4898
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inertia of the external forced or free stream flow on the heat and fluid flow. Outside the mixed convection region, either the

pure forced convection or the free convection analysis can be used to describe accurately the flow or the temperature field.

Forced convection is the dominant mode of transport when Ri ! 0, whereas free convection is the dominant mode when

Ri ! 1. Buoyancy forces can enhance the surface heat transfer rate when they assist the forced convection [18].

Figure 57.4 shows the dimensionless velocity and temperature profiles inside the boundary layer for different values of

the radiation parameter Rd. The increasing of conduction–radiation parameter increases temperature gradients near the wall

(Fig. 57.5a), which increases heat transfer rates; this is due to the fact that radiation effects increase temperatures of ionized

gases and the absence of radiation defines small temperatures (Fig. 57.5b).

The effect of surface temperature parameter θw on the velocity and temperature profiles is shown in Fig. 57.6. Increasing

the surface temperature ratio increases dimensionless velocity profile (Fig. 57.6a), which is shown to increase the local skin

friction parameter (Fig. 57.7a). Moreover increasing the temperature ratio also increased the temperatures inside the

boundary layer (Fig. 57.6b) and consequently decreases the local heat transfer parameter (Fig. 57.7b).
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Conclusions

In this chapter, we have studied numerically the effects mixed convection parameter Ri, radiation–conduction parameter Rd,

and surface temperature ratio θw on a steady mixed convective flows about an inclined slender cylinder. A transformed set of

non-similar equations have been solved using the Keller box scheme. From the present numerical investigation, the

following conclusions can be drawn:

1. An increase in the mixed convection parameter Ri increases the local skin friction and the local heat transfer parameters.

2. An increase in the radiation parameter Rd decreases the local skin friction parameter and increases the local heat transfer

parameter.

3. An increase in the surface temperature parameter θw increases the local skin friction parameter and decreases the local

heat transfer parameter.

Nomenclature

cp Specific heat of the convective fluid

Gr Grashof number

f Dimensionless stream function

Pr Prandtl number

qr The component of radiative flux in r direction

Re Reynolds number

Ri Richardson number

Rd Planck number

T Temperature

u, v Velocities in x and r directions, respectively

x,r Coordinates in axial and radial directions respectively

Greek Symbols

αR Rosseland mean absorption coefficient

η Similarity variable

ξ Transverse curvature

σ Stefan–Boltzmann constant

ρ Fluid density

μ Dynamic viscosity

υ Kinematic viscosity

θ Dimensionless temperature profile

θw Surface temperature ratio

Subscripts

w Wall 1 Free stream
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Novel Fin Design for the Panel Type Radiators Using CFD 58
Emir Aydar, İsmail Ekmekçi, and Yaşar Şen

Abstract

There are many panel radiator manufacturers in Turkey. Their panel radiator designs are very similar, and radiators that

have been manufactured by various producers have very similar thermal efficiency values and specific heating per unit

weight of the radiator. In this study, CFD analysis of existing panel radiators was made with a commercial CFD software

of STAR-CCM+ with top-bottom-opposite-end connection method in three-dimensional space. Panel-convector-convec-

tor-panel, Type-22-600�500 steel panel radiator, was used in this numerical study. In the content of this analysis, new

configurations at fin design were performed to increase the rate of heat transfer of the panel radiator. Four fin designs were

drawn and examined. Since triangular profile fin design contains less material and has higher heat flux, it is more efficient

than the other profiles, and therefore it is more suitable for applications requiring minimum weight.

Keywords

Panel radiator � Thermal efficiency � Computational fluids dynamics (CFD) � Fin design

Introduction

Panel radiators are the most widely used central-heating emitters to heat most homes and offices in Europe. There is a high

demand for panel radiators due to their compact design and less place requirements. 80 % of the heat output from radiators is

natural convection; 20 % of the heat output from radiators is radiation. Although radiators are known as radiator, most of

their output is by natural convection [1]. Since panel radiators are elegant design, light, cheap, and occupy less place, they

are in common use at homes and offices. Radiators are the combination of water circulation channels and high convectors

that is directly welded onto these panels. All panel radiators release a combination of radiant and convective heat into a room

as hot water flows through them.

There is insufficient 3-D numerical study about panel radiator in literature. Lu et al. [2] showed the airflow and

temperature field in a heated room by using a CFD package. This study includes using CFD to predict a three-dimensional

airflow field and temperature distribution in a full-scale enclosure with a radiator; the predicted airflow pattern and

temperature field will be validated by the measured data carried out by Lebrun and Marret and using CFD to predict the
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smoke particle distribution in the room. Zhai et al. [3] are interested in coupling an energy simulation (ES) program with a

computational fulid dynamics (CFD) program. Static and dynamic coupling strategies have been implemented to bridge

the gap between ES and CFD programs to reduce the computing costs while achieving accurate results but conserve the

accuracy and details of the computed results.

The aim of this study is that there are many panel radiator manufacturers in Turkey, but their panel radiator designs are

very similar and due to this similar design, radiators that have been manufactured by various producers have very similar

values of thermal efficiency and specific heating for unit weight of the radiator. In our research, CFD analysis of existing

panel radiator will be made with a commercial CFD software of STAR-CCM+ with top-bottom-opposite-end connection

method using forced convection model in three-dimensional space. After that, four fin designs will be created in order to

obtain more efficient panel radiator with containing less material with respect to original radiator fin design.

Mathematical Modeling

When inlet water temperature and mass flow rate were fixed, optimum air-side heat transfer coefficient was obtained and

used for the other numerical analysis. Mass flow rate was computed from energy balance equation as given below:

Q
: ¼ m

: �cp � ΔT ð58:1Þ

899 ¼ m
: �4189:8� 75� 65ð Þ ð58:2Þ

m
: ¼ 0:0214 kg=s ð58:3Þ

All conditions and properties are defined via the STAR-CCM+ GUI. This study incorporates both multi-region and

conjugate heat transfer. Outlet temperature was obtained according to the fixed inlet temperature and mass flow inlet. In this

numerical study, rate of heat transfer of the panel radiator was obtained by the help of the forced convection model. Rate of

heat transfer of the whole panel type radiator is 899 W/m obtained from experimental result. Rate of heat transfer of the one

module was calculated from the rate of heat transfer of the whole panel type radiator times the module length as follows:

Q
0 ¼ Q� L ð58:4Þ

Q
0 ¼ 899� 0:0017 ð58:5Þ

Q
0 ¼ 15:28 W ð58:6Þ

Mass flow rate is found from the energy balance.

Q
: ¼ m

: �cp � ΔT ð58:7Þ

15:28 ¼ m
: �4189:8� 75� 65ð Þ ð58:8Þ

m
: ¼ 0:00036 kg=s ð58:9Þ

Under most practical conditions, the flow in a tube is laminar for Re < 2,300, fully turbulent for Re > 10,000, and

transitional in between. But it should be kept in mind that in many cases the flow becomes fully turbulent for Re > 4,000 [4].

In order to define nature of the flow in a circular tube, Reynolds number was computed as follows:

Re ¼ 4� m
:

π � D� μ
ð58:10Þ
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Re ¼ 4� 0:00036

3:14� 0:017� 0:0004
ð58:11Þ

Re ¼ 67:20 ð58:12Þ

which is less than the critical Reynolds number of 2,300, and the flow regime of a circular tube is laminar.

Computational Methodology

This numerical study is based on a domestic radiator which is in accordance with Standard TS EN442. Half of the geometry

was used for numerical study because of the symmetrical structure of the panel radiator geometry, and then the drawn

geometry was imported to STAR-CCM+.

The panel radiator has been drawn by means of CAD software according to original measurements of the PCCP (panel-

convector-convector-panel) arrangement of the panel radiator. PCCP, Type-22 steel panel radiator is used in this numerical

study. Heat transfer rate of the steel panel radiator has been measured according to EN 442 in an accredited laboratory [5].

Connection type of the steel panel radiator used in this study is top-bottom-opposite-end. The outer panel is made of a

shaped plate with horizontal and vertical depressions. In order to increase heating performance, some types of radiators are

provided with a convector plate, welded to the vertical waterways of the panel. The panel is made of two stamped steel sheets

welded together with a seam weld on the perimeter and with a spot weld where the depressions are. Since the panel radiator

is symmetrical, a half of the geometry can be used for numerical study. A 500-mm-long, 600-mm-high, and 105-mm-wide

are the dimensions of the half of the panel radiator. A 150-mm-high and 473.5-mm-long are the dimensions of the convector.

First four and last four convectors are smaller than middle ones to prevent the difficulties at the installation of T-Junctions.

Panels and convectors are made of steel sheet. Water channels are 1.1 mm thick, and the panel radiator has 25 mm pitch. The

convectors are 0.5 mm thick and have a height of 37 mm from the base. The width of one panel is 12 mm.

Four fin designs were performed to enhance heat transfer rate by using less material usage. It is aimed to manufacture a

more efficient panel radiator. Four different fin designs were performed by the help of CAD software. Fin material, height,

width, and length weren’t changed. Cross-sectional area of the fin was only changed. Original and new fin designs are shown

in Figs. 58.1, 58.2, and 58.3.

Fin design-3 is different from the other ones. Original design and the other fin ones have two contact faces, but Fig. 58.3

shows that fin design-3 has three contact faces between panel and convector. Mesh sizes of the panel radiator geometry are

listed in Table 58.1.

The panel radiator with TBOE connection was meshed using tetrahedral volume meshing model and also surface

remesher and prism layer mesher were selected. Figures 58.4, 58.5, and 58.6 show the mesh type and the mesh density of

outer side of the original radiator fin design and novel fin designs.

Fig. 58.1 Original fin and new

fin design-1
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Fig. 58.2 New fin design-2 and

triangular profile fin design

Fig. 58.3 New fin design-3

Table 58.1 Mesh sizes of the panel radiator geometry

Number of prism layers Number of prism layers 2

Prism layer stretching Prism layer stretching 1.2

Prism layer thickness Absolute size 1 mm

Surface curvature # Pts/circle 36

Surface size Absolute size 4 mm

Surface size Absolute size 2 mm

Fig. 58.4 Computational meshes of the panel radiator with original fin and new design-1
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The computational meshes with high resolution of approximately 1,800,000–1,900,000 for fluid region and

3,000,000–4,400,000 cells for solid region were created for the flow analysis of the panel radiator. The numerical

simulations were carried out using the finite volume CFD-based code STAR-CCM+ with parallel processing to accelerating

the calculations. The computations were performed on a 3.00 GHz CPU and 16GB of RAM workstation.

Steel panel radiator (AISI 316) used in this study was computed at inlet and outlet temperatures respectively, 75 �C and

65 �C according to EN 442 [6]. In this numerical study, inlet temperature and mass flow rate will be determined, and outlet

temperature will be computed in order to obtain optimum air-side convective heat transfer coefficient according to boundary

conditions. Inlet water temperature was specified as 75 �C according to EN 442 [5].

Water was selected as liquid material. Material properties of water was computed as the average of inlet and outlet water

temperatures. The tables of thermophysical properties of saturated water was used to compute material properties of water.

Stainless steel (AISI 316) was selected for solid material. Material properties of stainless steel were determined according to

the database of commercial CFD code of STAR-CCM+. Material properties of stainless steel (AISI 316) and water are listed

in Table 58.2. Boundary conditions of the panel radiator geometry are also listed in Table 58.3.

Results and Discussion

The view of the scalar temperature distribution of fluid flow and the original radiator fin design at air-side convective heat

transfer coefficient of 6.5 W/m2K are given in Figs. 58.7 and 58.8.

Fig. 58.5 Computational meshes of the panel radiator with new design-2 and triangular fin

Fig. 58.6 Computational meshes of the panel radiator with new design-3

Table 58.2 Material properties

Material type Density (kg/m3) Dynamic viscosity (Pa-s) Specific heat (J/kg K)

Thermal conductivity

(W/m K)

Water 977.7 0.0004 4,189.8 0.6

Stainless steel (AISI 316) 8,238 468 13.4
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Table 58.3 Boundary conditions of the panel radiator geometry

Boundary Type Physics values Inputs

Inlet Mass flow {nlet Mass flow rate 0.0214 kg/s

Total temperature 75 �C
Direction x-direction

Outlet Flow-split outlet Split ratio 1

Direction x-direction

Four T-fittings Wall Thermal specification Adiabatic

Panel surface Wall Thermal specification Convection

Ambient temperature 20 �C
Heat transfer coefficient 6.5 W/m2K

Convectors surface Wall Thermal specification Convection

Ambient temperature 20 �C
Heat transfer coefficient 6.5 W/m2K

X

Temperature (K)

348.00

341.79

335.58
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323.16

316.95

z

Y

Fig. 58.7 Scalar temperature

distribution of fluid flow
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328.90

320.25
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Fig. 58.8 Scalar temperature

distribution of original fin design



Figures 58.7 and 58.8 show that there are high temperature gradients that are readily seen at the middle-bottom region of

panel and fluid flow regions. This high temperature gradients are caused by distinct values of mass flow rates at vertical

ducts.

Evaluation of Numerical Result

Different air-side convective heat transfer coefficients were tested so as to compute outlet water temperature of 65 �C that is

related to panel radiator in accordance with TS EN442. Inlet water temperature of 75 �C is fixed for all studies. The

numerical results of convective heat transfer coefficients of 5W/m2K, 6.5 W/m2K, 8W/m2K, and 10W/m2K were compared

to each other. Numerical results at different air-side heat transfer coefficients of the panel radiator with TBOE connection are

listed in Table 58.4.

Convective heat transfer coefficient of air side is directly proportional to the thermal output of the radiator. Normally, the

larger the air-side heat transfer coefficent, the higher the rate of heat transfer from the panel radiator. Table 58.4 should offer

a good compromise between heat transfer rates of numerical study and experimental study whose heat transfer rate is 899W,

when the air-side heat transfer coefficent is 6.5 W/m2K. Therefore, the air-side heat transfer coefficent of 6.5 W/m2K was

used in all numerical studies.

The heat transferred to the air by means of forced convection model, which was calculated from the difference in enthalpy

times the mass flow rate between the inlet and outlet of the water within the radiator as following:

Qh

:

¼ m
: � h1 � h2ð Þ ð58:13Þ

For the fix inlet temperature of 75 �C, fix mass flow rate of 0.0107 kg/s, and convective heat transfer coefficient of

6.5 W/m2K, outlet temperature of 64.9 �C was obtained.

Effects of Original Fin Design of the Panel Radiator on Fin Efficiency

In the limiting case of zero thermal resistance or infinite thermal conductivity, the temperature of the fin will be uniform at

the base value of Tb. The heat transfer from the fin will be maximum in this case and can be expressed as

_Qfin,max ¼ hAfin Tb � T1ð Þ ð58:14Þ

In reality, however, the temperature of the fin will drop along the fin, and thus the heat transfer from the fin will be less. To

account for the effect of this decrease in temperature on heat transfer, fin efficiency is defined as

ηfin ¼
_Qfin

_Qfin,max

ð58:15Þ

Table 58.4 Numerical results at different air-side heat transfer coefficients

Specifications Symbol Values

Heat transfer coefficient (W/m2K) h 5 6.5 8 10

Mass flow {nlet (kg/h) _m 77.2 77.2 77.2 77.2

Inlet water temperature (�C) T1 75 75 75 75

Outlet water temperature (�C) T2 66.5 64.9 63.6 62

Room temperature (�C) Tr 20 20 20 20

Heat transfer rate (W) (based on enthalpy) _Qh
755 894.2 1,015.8 1,157.1

Heat transfer rate (W) (the heat output from the radiator) _Qtot
753.7 892.1 1,015.4 1,156
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where Afin is the total surface area of the fin.Q� fin means the actual heat transfer rate from the fin andQ� fin,max the ideal heat

transfer rate from the fin if the entire fin were at base temperature. Each fin was dissolved as shown in Fig. 58.9. Actual heat

transfer rate from the fin and ideal heat transfer rate from the fin were computed for each fin and they are listed in Table 58.5.

After values had been computed, fin efficiency for each fin of the original radiator fin design was computed by using

Eq. (58.15). Fin efficiency results of each fin of the original radiator fin design are listed in Table 58.10.

x

convector2
convector1

Temperature (K)

346.19

337.54

329.08

320.52

311.97

303.41

y

z

Fig. 58.9 Split each fin

of the panel radiator

Table 58.5 The values of each original radiator fin design to compute fin efficiency

Specifications

Heat transfer rate

from the fin (W)

Heat transfer

surface area (m2) Base temperature (�C)
Ideal heat transfer

rate from the fin (W)

Fin 1 14.850 0.0795 69.147 25.396

Fin 2 14.312 0.0794 67.167 24.342

Fin 3 13.251 0.0795 63.559 22.509

Fin 4 12.048 0.0795 59.620 20.473

Fin 5 12.628 0.0893 56.499 21.185

Fin 6 12.012 0.0894 54.485 20.039

Fin 7 11.699 0.0893 53.843 19.644

Fin 8 11.767 0.0893 53.914 19.685

Fin 9 12.059 0.0893 54.870 20.240

Fin 10 12.527 0.0893 56.189 21.005

Fin 11 13.116 0.0892 57.951 22.003

Fin 12 13.736 0.0892 59.690 23.012

Fin 13 14.359 0.0893 61.544 24.114

Fin 14 14.915 0.0891 63.100 24.961

Fin 15 15.395 0.0890 64.679 25.846

Fin 16 14.050 0.0791 65.838 23.567

Fin 17 14.352 0.0790 66.809 24.036

Fin 18 14.537 0.0791 67.242 24.289

Fin 19 14.255 0.0784 66.847 23.873
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Effects of New Fin Design-1 on Fin Efficiency

The view of the scalar temperature distribution of fin design-1 at air-side convective heat transfer coefficient of 6.5W/m2K is

given in Fig. 58.10.

The values used in order to compute fin efficiency by means of Eq. (58.15) are listed in Table 58.6 for design-1.

After values had been computed, fin efficiency for each fin of fin design-1 was computed by using Eq. (58.15). Fin

efficiency results of each fin of fin design-1 are listed in Table 58.10.

x

Temperature (K)
346.36

336.92

327.48

318.04

308.60

299.16
Y

z
Fig. 58.10 Scalar temperature

distribution of fin design-1

Table 58.6 The values of each fin design-1 to compute fin efficiency

Specifications

Heat transfer rate

from the convector (W)

Heat transfer surface

area (m2) Base temperature (�C)
Ideal heat transfer rate from

the convector (W)

Fin 1 16.289 0.1083 69.016 34.504

Fin 2 15.494 0.1081 66.866 32.930

Fin 3 14.321 0.1081 63.180 30.340

Fin 4 13.155 0.1081 59.517 27.766

Fin 5 13.469 0.1194 56.292 28.166

Fin 6 12.690 0.1195 54.258 26.609

Fin 7 12.292 0.1194 53.135 25.716

Fin 8 12.287 0.1194 52.932 25.558

Fin 9 12.568 0.1194 53.853 26.273

Fin 10 13.108 0.1195 55.516 27.587

Fin 11 13.719 0.1194 57.167 28.869

Fin 12 14.384 0.1195 59.153 30.412

Fin 13 15.062 0.1194 61.114 31.908

Fin 14 15.671 0.1194 62.764 33.189

Fin 15 16.201 0.1194 64.312 34.390

Fin 16 15.085 0.1082 65.602 32.071

Fin 17 15.329 0.1081 66.527 32.692

Fin 18 15.456 0.1081 66.852 32.920

Fin 19 15.388 0.1082 66.473 32.684
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Effects of New Fin Design-2 on Fin Efficiency

The view of the scalar temperature distribution of fin design-2 at air-side convective heat transfer coefficient of 6.5W/m2K is

given in Fig. 58.11. The values used in order to compute fin efficieny by means of Eq. (58.15) are listed in Table 58.7 for

design-2.

After values had been computed, fin efficiency for each fin of fin design-2 was computed by using Eq. (58.15). Fin

efficiency results of each fin of fin design-2 are listed in Table 58.10.
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Temperature (K)

346.25

337.46
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Fig. 58.11 Scalar temperature

distribution of fin design-2

Table 58.7 The values of each fin design-2 to compute fin efficiency

Specifications

Heat transfer rate from

the convector (W)

Heat transfer surface

area (m2) Base temperature (�C)
Ideal heat transfer rate from

the convector (W)

Fin 1 15.339 0.0853 68.933 27.130

Fin 2 14.657 0.0851 67.071 26.037

Fin 3 13.626 0.0851 63.740 24.194

Fin 4 12.591 0.0851 60.469 22.385

Fin 5 12.943 0.0939 57.422 22.840

Fin 6 12.188 0.0939 55.386 21.597

Fin 7 11.909 0.0940 54.372 21.001

Fin 8 11.926 0.0939 54.473 21.040

Fin 9 12.191 0.0939 55.275 21.530

Fin 10 12.644 0.0939 56.543 22.304

Fin 11 13.192 0.0939 58.228 23.332

Fin 12 13.797 0.0939 60.083 24.464

Fin 13 14.396 0.0939 61.802 25.513

Fin 14 14.903 0.0939 63.370 26.470

Fin 15 15.429 0.0939 64.752 27.314

Fin 16 14.296 0.0851 65.950 25.417

Fin 17 14.575 0.0851 66.827 25.902

Fin 18 14.667 0.0851 67.122 26.065

Fin 19 14.565 0.0851 66.772 25.871
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Effects of Triangular Profile Fin Design on Fin Efficiency

The view of the scalar temperature distribution of triangular profile fin design at air-side convective heat transfer coefficient

of 6.5 W/m2K is given in Fig. 58.12.

The values used in order to compute fin efficieny by means of Eq. (58.15) are listed in Table 58.8 for triangular profile fin

design.

After values had been computed, fin efficiency for each fin of triangular profile fin design was computed by using

Eq. (58.15). Fin efficiency results of each fin of triangular profile fin design are listed in Table 58.10.
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Table 58.8 The values of each triangular profile fin design to compute fin efficiency

Specifications

Heat transfer rate from

the convector (W)

Heat transfer surface

area (m2) Base temperature (�C)
Ideal heat transfer rate from

the convector (W)

Fin 1 14.941 0.0767 68.874 24.366

Fin 2 14.254 0.0765 66.805 23.273

Fin 3 13.179 0.0765 63.275 21.518

Fin 4 12.274 0.0765 60.362 20.070

Fin 5 13.088 0.0861 57.811 21.160

Fin 6 12.486 0.0861 56.102 20.204

Fin 7 12.243 0.0861 55.385 19.803

Fin 8 12.243 0.0861 55.350 19.783

Fin 9 12.462 0.0861 56.166 20.240

Fin 10 12.878 0.0861 57.320 20.886

Fin 11 13.378 0.0861 58.857 21.746

Fin 12 13.933 0.0861 60.528 22.681

Fin 13 14.448 0.0861 62.086 23.553

Fin 14 14.958 0.0861 63.580 24.389

Fin 15 15.359 0.0859 64.935 25.089

Fin 16 14.047 0.0765 66.073 22.909

Fin 17 14.303 0.0765 66.985 23.363

Fin 18 14.417 0.0764 67.321 23.499

Fin 19 14.120 0.0757 67.160 23.205
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Effects of New Fin Design-3 on Fin Efficiency

The view of the scalar temperature distribution of fin design-3 at air-side convective heat transfer coefficient of 6.5W/m2K is

given in Fig. 58.13.The values used in order to compute fin efficieny by means of Eq. (58.15) are listed in Table 58.9 for

design-3.

Fin efficiency results of new fin designs according to the Eq. (58.15) are listed in Table 58.10 for each fin. They were

compared with original radiator fin design.These fin efficiency results can be easily seen in graph as shown in Fig. 58.14.

In Fig. 58.14, it can be seen that arithmetic average of triangular profile fin design is 61.42 %, arithmetic average of original

radiator fin design is 59.48 %, arithmetic average of design-3 is 58.44 %, arithmetic average of fin design-2 is 56.43 %,

x

Temperature (K)
346.23

337.02

327.80

318.59

309.37

300.16

Y
zFig. 58.13 Scalar temperature

distribution of convector for

design-4

Table 58.9 The values of each fin design-3 to compute fin efficiency

Specifications

Heat transfer rate from

the convector (W)

Heat transfer

surface area (m2) Base temperature (�C)
Ideal heat transfer rate from

the convector (W)

Fin 1 27.213 0.1510 67.765 46.881

Fin 2 25.585 0.1508 64.959 44.068

Fin 3 22.985 0.1508 60.328 39.529

Fin 4 20.120 0.1507 55.323 34.600

Fin 5 19.838 0.1664 51.152 33.694

Fin 6 18.344 0.1664 48.791 31.140

Fin 7 17.793 0.1665 47.868 30.160

Fin 8 17.965 0.1665 48.119 30.431

Fin 9 18.526 0.1664 49.072 31.444

Fin 10 19.508 0.1664 50.586 33.081

Fin 11 20.765 0.1665 52.736 35.428

Fin 12 22.176 0.1665 55.054 37.937

Fin 13 23.616 0.1665 57.354 40.426

Fin 14 24.915 0.1665 59.497 42.745

Fin 15 26.155 0.1664 61.423 44.803

Fin 16 24.598 0.1508 63.156 42.301

Fin 17 25.314 0.1508 64.461 43.580

Fin 18 25.648 0.1508 64.987 44.096

Fin 19 25.398 0.1508 64.729 43.843
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Fig. 58.14 Fin efficiency comparison between original radiator fin design and new fin designs

Table 58.10 Fin efficiency comparison between original radiator fin design and new fin designs

Specifications

Fin efficiency (ηfin) (%)

Fin 1 58.47 47.20 56.53 61.31 58.04

Fin 2 58.79 47.05 56.29 61.24 58.05

Fin 3 58.86 47.20 56.31 61.24 58.14

Fin 4 58.84 47.37 56.24 61.15 58.15

Fin 5 59.60 47.82 56.66 61.85 58.87

Fin 6 59.94 47.69 56.43 61.79 58.90

Fin 7 59.55 47.79 56.70 61.82 58.99

Fin 8 59.97 48.07 56.68 61.88 59.03

Fin 9 59.58 47.83 56.62 61.57 58.91

Fin 10 59.63 47.51 56.68 61.65 58.97

Fin 11 59.61 47.52 56.54 61.51 58.61

Fin 12 59.69 47.29 56.39 61.43 58.45

Fin 13 59.54 47.20 56.42 61.34 58.41

Fin 14 59.75 47.21 56.30 61.33 58.28

Fin 15 59.56 47.10 56.48 61.21 58.37

Fin 16 59.61 47.03 56.24 61.31 58.14

Fin 17 59.71 46.88 56.26 61.22 58.08

Fin 18 59.85 46.95 56.27 61.35 58.16

Fin 19 59.71 47.08 56.29 60.84 57.92
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and arithmetic average of fin design-1 is 47.34 %. The most increase in the fin efficiency results was obtained for triangular

profile fin design. The specifications of numerical results of original radiator fin design and new fin designs are listed

together in Table 58.11.

The area magnitude of fin design-1 is 35 % greater than original radiator fin design. The increase at heat transfer rate from

the radiator based on Eq. (58.13) is 1.5 %. Heat flux is 24.7 % smaller than original radiator fin design. 6.1 % increase at area

magnitude of fin design-2 according to original radiator fin design was obtained but 1.1 % increase at heat transfer rate from

the radiator based on Eq. (58.13) was obtained. Heat flux is 4.8 % smaller than original radiator fin design. The area

magnitude of triangular profile fin design is 3.6 % smaller than original radiator fin design. The increase at heat transfer rate

from the radiator based on Eq. (58.13) is 1.2 %. Heat flux is 4.9 % greater than original radiator fin design. The area

magnitude of fin design-3 is 87.9 % greater than original radiator fin design. The increase at heat transfer rate from the

radiator based on Eq. (58.13) is 35.1 %. Heat flux is 28.1 % smaller than original radiator fin design.

Conclusions

New fin designs were created in order to enhance the rate of heat transfer of the panel radiator with containing less material.

It is aimed to manufacture a more efficient panel radiator. Different air-side convective heat transfer coefficients were tested

so as to compute outlet water temperature of 65 �C that is related to panel radiator in accordance with TS EN442. 6.5 W/m2K

was optimum value for this panel radiator and used in these all numerical studies. The contact interface type was used to join

together to permit conjugate heat transfer between a fluid and solid region. Heat transfer rate of the panel radiator was

specified by the help of a commercial CFD code of STAR-CCM+ with top-bottom-opposite-end connection. Four convector

designs were drawn so as to compare their fin efficiencies and heat transfer rates with respect to the original panel radiator.

Since the increase at heat transfer rate from the radiator based on Eq. (58.13) is 1.2 %, in case of 3.6 % decrease at the

area magnitude of convector, and heat flux is 4.9 % greater than original radiator fin design, most efficient fin among

these ones is triangular profile fin design. Arithmetic average of triangular profile fin design efficiency is 3.151 % greater

Table 58.11 Numerical results of new fin designs according to original radiator fin design

Specifications

Area magnitude of fin (m2) 1.616 2.180 1.715 1.559 3.038

Area magnitude {ncrease ratio relative

to original radiator

1 1.349 1.061 0.964 1.879

Heat transfer rate of panel (W) 190.028 187.865 189.633 190.921 174.955

Panel decrease ratio relative

to original radiator fin design

1 0.988 0.997 1.004 0.920

Heat transfer rate of fin (W) 256.020 272.044 259.912 259.090 426.538

Fin {ncrease ratio relative to original

radiator fin design

1 1.0625 1.015 1.011 1.666

Outlet water temperature (�C) 64.9 64.7 64.8 64.8 61.4

Enthalpy difference (J/kg) 41,673 42,336 42,136 42,200 56,338

Heat transfer rate (W)

[based on Eq. (58.13)]

894.172 908.398 904.136 905.479 1,208.837

Increase ratio for heat transfer rate relative

to original radiator fin design

1 1.015 1.011 1.012 1.351

Heat flux (W/m2) 553.324 416.696 527.193 580.807 397.905

Decrease ratio for heat flux 1 0.753 0.952 1.049 0.719
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than original radiator. Figure 58.14 proves that most increase in fin efficiency was obtained for triangular profile fin design,

and thus triangular profile fin design is more efficient, has a higher heat transfer rate and has a lower cost material than

original radiator fin design.

Nomenclature

A Total area [mm2]

Afin Total surface area of the fin [m2]

cp Specific heat [kJ/kg K]

EN European standard

H Panel radiator height [mm]

ha Air-side heat transfer coefficient [W/m2K]

hi Enthalpy at inlet side [kJ/kg]

ho Enthalpy at outlet side [kJ/kg]

k Thermal conductivity [W/m K]

L Module length of the radiator [mm]

m
:

Mass flow rate [kg/s]
_Q Heat transfer rate [W]

_Qfin Actual heat transfer rate from the fin [W]
_Qfin,max Ideal heat transfer rate from the fin [W]
_Qh Heat transfer based on enthalpy [W]

Q0 Rate of heat transfer of the one module [W]

Re Reynolds number

TBOE Flow and return top and bottom at opposite ends

TS Turkish standard

Tb Base temperature [K]

Ti Inlet temperature [K]

To Outlet temperature [K]

T1 Ambient temperature [K]

V Fluid inlet velocity [m/s]

Greek Symbols

ΔT Temperature difference between inlet

and outlet side [K]

μ Dynamic viscosity [Pa s, kg/ms]

ρ Density [kg/m3]

ηfin fin efficiency

Subscripts

i Inlet condition o Outlet condition
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Hydrodynamic Aspects of Oscillating Flow Through Porous
Media Consisting of Steel Spheres 59
Mehmet Turgay Pamuk and Mustafa Özdemir

Abstract

Hydrodynamic aspects of oscillating flow through porous media are investigated within the scope of this experimental

work where water is used as the flow medium. Friction factors are found reducing the data of hydrodynamic experiments

for oscillating flows. The experimentally determined maximum friction factors for oscillating flow are represented as

correlations. They are then compared to those obtained by the other researchers. The results can readily be used in the

design of cryogenic coolers and heat exchangers where pressure drop; thus, hydraulic losses are of primary importance.

Keywords

Porous medium � Oscillating flow � Friction factor � Permeability � Inertial coefficient

Introduction

The porous media have been used widely in many engineering fields such as cryogenic coolers, solid matrix heat exchangers,

cooling of electronic equipment, and regenerators in order to enhance heat transfer. However, due to the complex structures

of porous media, pressure loss and thus fluid pumping power have always been very important. Henri Darcy, a French

hydrologist who designed a water filter for the city’s drinking water system established the first theory on the hydrodynamic

aspects of fluid flow through porous media about 150 years ago. Another historic work was accomplished by Ergun [1] who

calculated experimentally the coefficients of the constitutive equations required by the continuum modeling such as

permeability and inertial coefficients of porous media. These experimental coefficients can be found widely in the literature

according to the types of porous media.

Özdemir [2] investigated the hydrodynamic aspects of porous media consisting of wire screen meshes under steady flow

conditions. His work suggests a new method to calculate the porosity using REV. He used Ergun’s equations to define the

permeability and other parameters of the media used in his experiments.

Dukhan et al. [3] conducted steady-state unidirectional pressure-drop measurements in wind tunnel for airflow through

nine compressed and uncompressed isotropic open-cell aluminum foam samples, having different porosities and pore

densities. They found that the compressed foam produced significantly higher pressure drop, which increased with

increasing Darcian velocity following the quadratic Forchheimer equation. Both compressed foam and uncompressed

foam were correlated using an Ergun-like equation with the correlation.
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M. Özdemir

Mechanical Engineering Faculty, Istanbul Technical University, Beyoglu, Istanbul, Turkey

e-mail: ozdemirmu4@itu.edu.tr

I. Dincer et al. (eds.), Progress in Exergy, Energy, and the Environment,
DOI 10.1007/978-3-319-04681-5_59, # Springer International Publishing Switzerland 2014

633

mailto:turgaypamuk@hotmail.com
mailto:ozdemirmu4@itu.edu.tr


Riberio et al. [4] tried to establish equations to represent wall effects in densely packed porous media subjected to steady

flow. According to their findings, average porosity increases as D/dp decreases. This feature should be taken into consider-

ation especially when particle sizes are big when compared to that of the channel through which the flow takes place.

Aside from these developments in steady fluid flow through porous media, the oscillating fluid flow also has found many

engineering applications such as internal combustion engines, Stirling engines, cryogenic coolers, and other periodical

processes in thermal and chemical systems.

Zhao and Cheng [5] investigated experimentally oscillatory pressure drops through a woven-screen packed column. They

presented correlations for maximum pressure drop factor and cycle-averaged pressure drop factor in the kinetic Reynolds

number range of 0.001–0.13 and in dimensionless fluid displacement range of 614.73–2,827.56, under the condition of

sinusoidal motion of air. They found that the values of cycle-averaged pressure drop of oscillatory flow were several times

higher than that of steady flow.

Ju et al. [6] conducted experiments to determine the oscillating flow characteristics for a regenerator consisting of stacks

of wire meshes in a pulse tube cryogenic cooler. The oscillating flow characteristics appear not only as pressure drops but

also as phase lags, as gas is used as the flow medium throughout the experiments. It is found that the value of the cycle-

averaged pressure drop of the oscillating flow in the regenerator is 2–3 times higher than that of a steady flow at the same

Reynolds numbers based on the cross-sectional mean velocity.

Hsu et al. [7] studied experimentally pressure–velocity correlations of steady and oscillating flows in regenerators made

of wire screens. They indicate that, for oscillating flows, the velocity responses quite linearly to the pressure gradient when

the piston amplitude is small. This suggests that Darcy’s law is valid for small amplitude oscillating flows. When the piston

amplitude becomes large, the response and therefore the correlation of pressure-drop and velocity in the regenerator become

nonlinear.

Nam and Jeong [8] analyzed a regenerator under oscillating flow. In their model, they used an additional parameter

named as Breathing factor for the precise estimation of the phase angle. They obtained empirical correlations of the friction

factor and the Breathing factor for the screen regenerators.

Ju and Shen [9] studied comparatively the oscillating flow characteristics of cryogenic cooler regenerators at low

temperatures. They proposed universal friction factors for various temperature conditions to be used in regenerator designs.

Cha [10] studied experimentally and numerically hydrodynamic parameters of microporous media for steady and

oscillatory flow on oscillating flow in eight different microporous media. His findings show that pressure drop in oscillatory

flow is not necessarily lower than that of steady flow which actually depends on packing material and the oscillating

frequency.

Shen and Ju [11] summarized typical experimental results and correlations on the friction factor of regenerators, at

different operating frequencies, at room and cryogenic temperatures. The comparison of these friction factor data was

presented to clarify the reason for their difference. Finally, a new correlation of friction factor for oscillating flow

regenerator, in terms of two nondimensional parameters, was presented.

Jin and Leong [12] and Leong and Jin [13] have conducted an experimental study regarding steady and oscillating flows

through open cell aluminum foams. Considering various porosities and permeabilities, they conclude that flow resistance

increases with form coefficient and decreases with the increasing permeability for a given porosity. Form drag is the primary

reason for pressure loss by increasing flow velocity. They presented correlations of friction factors as Zhao and Cheng. They

also showed that the pressure loss is increased both with increasing Ao and kinetic Reynolds number Reω.
Cheadle et al. [14] studied packed sphere regenerator friction factors under oscillating flow conditions using CFD

Analysis. They used Valensi number which is defined as kinetic Reynolds number in other publications, to take into account

the oscillation frequency. They point out that friction factor is independent of Valensi number, for Va < 10, and is therefore

not effected by oscillating flow in this range. For Va > 10, however, oscillating flow effects are evident.

Pamuk and Özdemir [15] studied experimentally oscillatory and steady flows of water through two different porous

media consisting of mono-sized stainless steel balls. They provided expressions for friction factors for both steady and

oscillating flows.

In this chapter, findings of Pamuk and Özdemir [15] have been compared to those of Zhao and Cheng [5] and Leong and

Jin [12] who used wire screen meshes and aluminum foam, respectively. It has thus been possible to assess these three most

common packing materials in terms of pressure drop under oscillating flow conditions.
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Experimental Setup

Water is used in this study as the working fluid unlike the majority of the experimental studies in literature. The air dissolved

or encapsulated by water is a major problem when it comes to pressure and velocity measurement. The compressibility of

water is considerably affected due to air content; thus, the flow rates of half cycles are different. In order to overcome this

problem, the whole system was vacuumed and then filled with water.

A schematic diagram of the experimental setup is shown in Fig. 59.1. Main components of the experimental setup are an

oscillation generator (a double-acting cylinder), an electrical motor reducer to drive it, and a flywheel with an adjustable

crank arm. The remaining components are related to piping.

Data collected by means of Keithley 2700 data acquisition system from pressure sensors installed at the inlets of the

porous medium are sent to a PC to be processed. An inductive type proximity sensor is installed to sense a metallic target

mounted on the periphery of the flywheel such that the location of the target corresponds to the maximum piston movement

(full stroke). Since pressure and location signals are both collected by the data acquisition system, it is possible to

synchronize them due to the fact they are in the same phase, as opposed to when gas is used as the working fluid where

significant phase lags may occur depending on the oscillation frequency.

The test chamber is made from a stainless steel pipe. Porous media are formed by filling the test chamber with mono-sized

stainless steel balls of 1 and 3 mm in diameter. The test chamber is shaken to ensure that no excessive voids are left. Wire

meshes are installed at both ends of the test chamber in order to prevent the balls from scattering.

An uncertainty analysis based on the method described by Figliola and Beasley [16] is performed. The uncertainties of

angular frequency, maximum fluid displacement xmax, dimensions, the amplitude of area averaged fluid velocity, and

pressure gradient (ΔP/L) are estimated to be 0.43 %, 0.51 %, 1.95 %, 0.23 %, and 1.76 % respectively.

Fig. 59.1 Experimental setup: 1. test section (porous medium), 2. PE pipe, 3. pipe of 32 mm in diameter, 4. Keithley 2700, 5. PC, 6. oscillation

generator, 7. motor reducer, 8. flywheel, 9. crank arm, 10. inductive proximity sensor, 11. air purger, 12. separating valves for steady and

oscillating flows
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Results and Discussion

Oscillating flow experiments are conducted for three different flow amplitudes and eight different flow frequencies.

Maximum fluid displacements are chosen according to the displacement of the piston as 130, 170, and 195 mm. In this

case, the maximum flow displacements (xmax) at the entrance of the porous channel are calculated from the ratio of cross-

sectional areas of piston and the entrance of porous channel as 72.63, 94.97, and 108.94 mm, respectively. For each

amplitude, line frequency of 50 Hz is changed from 5 Hz to 15 Hz by an A/C motor drive. As a result of this, flow frequency

changes in the range of 0.115–0.345 Hz depending on the 6.9–20.7 rpm speed of motor reducer which normally operates at

69.7 rpm at 50 Hz of line frequency.

The displacement of the piston is taken as zero at the rear position inside the cylinder, and it becomes maximum

value which is equal to the diameter of the flywheel at the forward position. The piston displacement will be equal to the

fluid displacement due to the fact that the fluid is incompressible. Hence, at the entrance of the porous medium, the fluid

displacement xm varies with angular frequency (ω) and time (t) according to

xm tð Þ ¼ xmax

2
1� Cosωtð Þ ð59:1Þ

where xmax ¼ 2RAp/A. Here, R, Ap, and A are flywheel radius, cross-sectional areas of double acting cylinder, and test

chamber, respectively. The cross-sectional mean fluid velocity in the channel is

um tð Þ ¼ umaxSinωt ð59:2Þ

where umax ¼ ωxmax/2

In Fig. 59.2 it is seen that the slope of the pressure gradient is subjected to an abrupt change near the oscillation axis. The

rate of pressure gradient is low within this region where flow velocity is very low, but it is considerably higher for the other

region. This abrupt change may mean that the flow regime inside the porous medium changes. Four distinct flow regimes for

steady flow through porous medium are determined with Reynolds number defined as Rep ¼ ρ(um/ε)d/μ. These regimes are

Darcy flow regime (Rep < 1), inertial flow regime (1 < Rep < 150), unsteady laminar flow regime (150 < Rep < 300),

and unsteady and chaotic flow regime (Rep > 300) as pointed out by Kaviany [17]. The instant average velocity of

oscillating flow changes 0–0.12 m/s, so that Reynolds number increases up to approximately 300.

The temporal variation of pressure gradient with respect to cycle angle and the maximum flow displacement is given in

Fig. 59.3 for a fixed frequency (ν ¼ 0.233 Hz). As seen in the figure, amplitude of the pressure gradient increases as the

amplitude of the flow displacement increases. The abrupt change near the oscillation axis can be observed here also.

Because the mean velocity and pressure gradient vary with time in oscillating flows, friction factor defined above also

varies with time. For this reason, friction factor is defined in the literature with amplitudes of mean velocity and pressure

first medium, xmax=94.74 mm
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Fig. 59.2 Temporal variation of pressure gradient for various oscillation frequencies (xmax ¼ 94.97 mm, first medium)
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gradient as shown in the following:

fmax ¼
2DΔPmax

ρu2maxL
ð59:3Þ

Variation of friction factor obtained from the experimental data with respect to Remax for the first porous medium is

shown in Fig. 59.4. The correlation equation in the form of Eq. (59.4) is obtained by curve fitting of the experimental data.

fmax ¼
3083998

Remax
þ 1882 ð59:4Þ

It is seen that this kind of correlation equation is in reasonable agreement with experimental data. Eq. (59.5) expresses the

behavior of the maximum friction factor in oscillating flow through porous medium in a good manner.

Figure 59.5 shows the variation of maximum friction factor with respect to Remax for the second porous medium. And the

correlation equation obtained by curve fitting of the experimental data is

fmax ¼
532936

Remax
þ 612:1 ð59:5Þ
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Fig. 59.3 Variation of pressure gradient with respect to various flow displacements for fixed frequency (ν ¼ 0.233 Hz, first medium)
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As seen in Figs. 59.4 and 59.5, the maximum friction factor for the first medium with the porosity of 0.369 is about four

times higher than that of the second medium with the porosity of 0.3912. Increasing porosity reduces the maximum friction

factor considerably as expected. These correlation equations of maximum friction factors for oscillating flows through

porous media have a maximum relative error of 9 % in comparison with experimental data.

The above correlations have then been compared to those of Zhao and Cheng [5] and Leong and Jin [12] who used wire

screen meshes and aluminum foam, respectively. Figure 59.6 shows all six correlations together. Their correlations normally

given in terms of pore hydraulic diameter are here recalculated in terms of channel-diameter-based Reynolds numbers for

comparison. For the selected set of porous media, it is obvious that the aluminum foams that have a porosity of 0.90 have the

lowest friction factor. However, friction factors of both wire screen meshes and steel balls have the same order of

magnitudes.
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Conclusion

Friction factor representing the pressure drop through porous media subjected to oscillating flow decreases asymptotically

independent of the porous media. However, the porosity differences and variation of permeability due to complex

geometries within the porous media have key importance in terms of the magnitude of the friction factors and thus the

pressure loss through these media. It is therefore important to decide the type of the medium when it comes to comparing

the cost of constructing the porous medium to energy cost due to pressure loss. However, heat transfer features of these

different types of media have not been mentioned here and assumed to be comparable to each other.

Nomenclature

A Cross-sectional area of the test chamber

Ap Cross-sectional area of double acting cylinder

Ao Nondimensional displacement defined as Ao

¼ xmax/D

d Ball diameter

D Inner diameter of test chamber

Dh Hydraulic diameter, same as inner diameter of

test chamber

fmax Maximum friction factor defined

in Eq. (59.3)

F Inertial coefficient

K Permeability

L Length of the porous medium

ΔP Pressure difference

ΔPmax Amplitude of pressure difference

P0 Nondimensional pressure parameter defined

in Eq. (59.1)

R Radius of flywheel

ReD Reynolds number defined in Eq. (59.1)

Remax Reynolds Number defined as

Remax ¼ AoReω/2
Reω Kinetic Reynolds Number (ρωD2/μ)
t Time

um Cross-sectional mean fluid velocity

umax Amplitude of mean fluid velocity

xm Temporal fluid displacement at the inlet of the

test chamber

xmax Maximum fluid displacement at the inlet of

the test chamber

Va Valensi Number (ρωD2/μ)

Greek Letters

ε Porosity

ρ Fluid density

ω Angular frequency, rad/s

ν Frequency, 1/s

μ Dynamic viscosity
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Flow and Heat Transfer Characteristics of an Empty
Refrigerated Container 60
Ersin Alptekin, Mehmet Akif Ezan, and Nuri Kayansayan

Abstract

To preserve the quality and the shelf life of perishable foods, it is essential to analyze the airflow distribution inside a

refrigerated truck for maintaining homogeneous temperature throughout. This study is an initiation of such analysis, and

air distribution patterns of ceiling-slot ventilated enclosure are numerically investigated for three different geometries.

Numerical analysis is carried out by using ANSYS-FLUENT software which is based on control volume approach. In the

analysis, the container’s cross-sectional area is kept constant. However, by changing the container length as 6 m, 8 m, and

13.3 m, the aspect ratio of the container is varied accordingly. The air velocity at the slot exit is varied in such a way that

Reynolds number of the discharge flow covers the range between 20 and 1.23 � 105.

A three-dimensional solution domain is considered in the analysis and is identified by a total number of 2.5 � 106

meshes. The Reynolds Stress Model (RSM) is applied in solving turbulent Navier–Stokes equations at each computa-

tional node. The validity of the present computational method is checked by generating and comparing the results with

available work in literature. The flow distribution patterns of empty container indicate that there exist circulation zones

close to the surface at the opposite of air discharged slot. In fact, two different vortices at two perpendicular planes

coexist. The location of these circulation zones does not change with the discharge flow rate, but the circulation intensity

increases as the flow rate increases. It is determined that variation of the container aspect ratio affects the flow behavior.

For the case of container length at 13.3 m, the flow at the upper surface separates at a distance of 11.5 m from the air

injection plane.

Keywords

Refrigerated vehicle � Airflow distribution � Food transportation � Cold chain

Introduction

Cold chain is generally used to define a combination of temperature-controlled supply systems in food industry.

As illustrated in Fig. 60.1, from the cold storage (or warehouse) to the client, the food must be kept in a predefined

temperature range to preserve its quality and increase the shelf life. According to Flick et al. [1] about 60 % of food products

require refrigeration process in the cold chain. They also stated that inadequate storage or transport conditions cause

corruption of 25–30 % of global food production. This huge amount of loss can be regained by designing each component of

the cold chain properly.

As indicated by Hoang et al. [2], 120 million tons of chilled foods are transported each year in Europe. With the expansion

of the urban areas, the temperature control of frozen foods in refrigerated vehicles becomes crucial. Hoang et al. also

mentioned that the ATP (International Agreement for the Transport of Perishables) separates the refrigerated vehicles into
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two categories, which are “Normally Insulated” and “Heavily Insulated” vehicles. Heavily insulated trucks are adequate for

frozen food transportation with an overall heat transfer coefficients less than 0.4 W/m2K, and normally insulated trucks are

considered to be proper for chilled foods (U � 0.7 W/m2K). In these trucks, the main issue is to control the temperature

distribution within a narrow range. To accomplish this in large volume (V > 50 m3) transportation, the cooling system is

usually driven by an engine separated from the vehicle’s main engine. The positioning of the evaporator is a critical issue in

acquiring homogeneous temperature distribution inside the container. Neglecting the small influences of radiation and

natural convection, the cooling process is mainly controlled by forced convection, and the homogenous temperature

distribution may be achieved by optimization of the flow distribution inside the container.

Even though numerous experimental and numerical results have been published for thermal behavior of warehouses,

there are few studies conducted related with the refrigerated vehicles. As a pioneer, Moureh and his colleagues numerically

and experimentally examined the flow and thermal behavior of a refrigerated container under several conditions. Moureh

et al. [3] used FLUENT CFD software to obtain velocity distribution in empty and loaded containers. They compared the

predicted velocity field with experimental LDA (Laser Doppler Anemometer) measurements. Two different turbulence

models are implemented, k-ε and RSM. As a result, RSM turbulence model showed good agreement with the experimental

data. After this pioneer study, Moureh and his colleagues conducted many other researches related with the refrigerated

containers. Moureh and Flick [4] represented dimensionless temperature distribution inside container for one selected case at

a single Reynolds number and a container length. In addition, Moureh and Flick [5] experimentally and numerically studied

the temperature and velocity distributions inside a loaded container for two different spacings between loads, and the spacing

is taken to be at 1 cm and 2 cm. Later, Moureh and Flick [6] tried to improve the performance of the container ventilation by

locating the inlet section near lateral surface. They compared the ventilation efficiency for lateral and central inlet

orientations. Besides, Moureh et al. [7] tried to improve the cooling effect by changing the air duct configuration. Unlike

the previous numerical models, in this study, Moureh and his colleagues considered loads as porous medium to achieve more

realistic velocity field.

In this study, air is discharged from the evaporator located at midsection of front surface having half width of the

container. Suction, on the other hand, takes places at all surfaces except the discharge plane of the evaporator. First, the flow

field is studied and the circulation zones are identified. To do this, flow Reynolds number and container aspect ratio have

varied, and the local and the average heat transfer characteristics of such a flow are computed. The refrigerated truck is

assumed to be moving for external flow simulations. Thus, the container’s overall heat transfer coefficients and heat gains

through the container surfaces are realistically evaluated.

Material and Method

Definition of the Problem

The geometry and the size of the refrigerated container are provided in Fig. 60.2. The evaporator is located at the center of

the front surface, and the spacing between the ceiling and the evaporator is 4 cm. Air is supplied to the computational domain

from the inlet section as represented in Fig. 60.2 and collected by the openings at the bottom, lateral, and top surfaces of the

evaporator. The container cross-sectional area is kept constant, but the length is varied, so that the aspect ratio (L/H) is in

the range between 2.4 and 5.32.

Fig. 60.1 Cold chain
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Governing Equations and Solution Method

To simplify the problem, instead of solving time-dependent governing equations, time averaged Reynolds-Averaged-

Navier–Stokes (RANS) equations are solved. Considering steady and incompressible flow conditions, the principle of

conservation of mass, momentum, and energy can be satisfied by the following equations:

Mass:

∂
∂xi

uið Þ ¼ 0 ð60:1Þ

Momentum:

∂
∂xj

ρuiuj
� � ¼ � ∂p

∂xi
þ ∂
∂xj

μ
∂ui
∂xj

þ ∂uj
∂xi

� �
� ρu

0
iu

0
j

� �
ð60:2Þ

Energy:

∂
∂xi

ρCρuiT
� � ¼ ∂

∂xj
k
∂T
∂xj

� ρCρu
0
jT

0
� �

ð60:3Þ

where u and u0 indicate the average and fluctuating velocities, respectively. Similarly, T and T0 represent the mean and

instantaneous temperatures. Turbulence modeling by using RSM (Reynolds Stress Model) has been in use by many authors.

Norton et al. [8] discussed the pros and cons of eddy viscosity and Reynolds stress closure models in turbulence modeling for

confined rooms with adverse pressure gradients and flow separations. It is determined that RSM provided reasonable

predictions for flow separations and Coanda effects. Similarly, Schälin and Nielsen [9] and Moureh and Flick [6] indicated

that for three-dimensional flow in confined spaces, RSM method of calculations predicts the experimental results with a

maximum of 10 % deviation. As a result, Reynolds Stress Model (RSM) is considered in this study for modeling the 3D

turbulent flow.

Equations (60.1), (60.2), and (60.3) are solved with the aid of ANSYS-FLUENT software [10]. Software is based on the

control volume approach of Patankar [11]. QUICK scheme [12] is applied for discretization of convective terms, and

SIMPLE [13] algorithm is adapted for solution of momentum and continuity equations. For evaluating the turbulence

boundary layer near the wall, “log-law” function is used [14]. Computational domain is divided into nonuniform quadrilat-

eral grids. To capture the temperature, velocity, and pressure gradients close to the solid surface, fine grids are generated.

Convergence criteria for all conservation equations are taken to be 10�5.

Outlet Section

Inlet Section

H = 2.5 m

L = 6 m, 8 m and 13.3 m

W = 2.5 m

Fig. 60.2 Geometry of the container and evaporator
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Boundary Conditions and Mesh Independency

Because of container symmetry, half of the computational domain is taken into account, and at the symmetry plane, the

boundary condition is set to be ∂ϕ/∂x|x ¼ W/2 ¼ 0. Uniform velocity (win) and temperature (Tin) profiles are assumed at

the inlet section of the evaporator. On the container walls, no slip condition is sufficed by u ¼ v ¼ w ¼ 0. Due to large

insulation thickness at the bottom and front (i.e., surface with evaporator) surfaces, these surfaces are assumed to be

adiabatic (∂T/∂n|surface ¼ 0). The insulation material is selected to be polyurethane, with k ¼ 0.02 W/mK, and the thickness

of the insulation layers are 100 cm, 85 cm, and 80 cm for the ceiling, lateral, and rear surfaces, respectively. On the top,

lateral, and rear surfaces, the combine effect of solar radiation, convection, and surface emission is considered, and the

following energy balance equation is defined at those surfaces:

�k
∂T
∂n

����
surface

¼ αIsolar � σε T4 � T4
sky

	 

� h1 T � T1ð Þ ð60:4Þ

where α and Isolar are the surface absorptivity and the incident solar radiation, respectively. Meteorological data of Izmir,

Turkey, for June 21st at 1 PM noon are considered for solar radiation intensity (Isolar), the sky (Tsky), and atmospheric (Tatm)
temperatures.

Average heat transfer coefficient (h) for each surface is evaluated by considering the results of a preliminary analysis. To

solve 3D flow over the truck and container combination, at a velocity of 90 km/h, a total of 16 million hybrid grids are

generated. The flow patterns around the truck are represented in Fig. 60.3. At the top and back sides of the container,

separation of flow can easily be located. As a result of this preliminary analysis, average heat transfer coefficients for three

surfaces are calculated as given in Table 60.1. The predicted heat transfer coefficients are compared with the well-known

correlation over a flat plate [15]. Comparative results show that the numerical heat transfer coefficients are approximately

30 % higher than that calculated by theoretical methods.

To get numerical results free of mesh size, the same geometry at the same flow conditions is studied for three different

mesh sizing which are respectively 2.5 million, 4.5 million, and 10 million. As indicated in Fig. 60.4, no remarkable change

of results is detected due to change in mesh size. Therefore, 2.5 million mesh is selected for the current study.

Fig. 60.3 Flow patterns around the refrigerated truck

Table 60.1 Mean heat transfer coefficients for external surfaces of container

Surface

Mean heat transfer coefficient, h (W/m2K)

Predicted

Theoretical

Correlation Result

Top 64.48 NuL ¼ 0:037Re
4=5
L Pr1=3 50.73

Lateral 66.18 56.4

Rear 42.05 � �
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Results and Discussion

In this section, first the validity of the numerical method is discussed with regenerating the numerical data for the same

geometry and flow conditions as studied experimentally by Moureh and Flick [6]. After that, the influence of selected

parameters on the heat transfer inside the container is evaluated.

Validation of the Methodology

Recent experimental work of Moureh and Flick [6] that provides flow patterns inside a refrigerated vehicle is selected

for comparison of present methodology. The container studied by Moureh has the same cross-sectional dimensions as

H ¼ W ¼ 2.5 m with the present study, and the container length is taken to be 13.3 m. Unlike the present study geometry,

the air inlet section is at the top, and the outlet is at the bottom of the front plane. Moureh and Flick studied the airflow

characteristics of such a container both experimentally and numerically. In their analysis, LDA is used to capture the

velocity distributions on the symmetry surface. In addition, the inlet velocity is taken to be 11 m/s, and the turbulence

intensity of entering flow is defined to be 10 %. Moureh’s results and the present study are compared for the same flow

geometry and flow conditions.

In Fig. 60.5, airflow patterns on the symmetry plane of the container are compared with the experimental and numerical

results of the reference work. On the symmetry plane of the container, two separated circulation zones are formed. Owing to

the viscous effects, flow separates from the upper surface and generates a secondary circulation at the rear region of the

container. As illustrated in Fig. 60.5, this study results predict the experimental results of the reference work fairly

accurately. In Fig. 60.6, decay of the jet axis velocity in longitudinal direction is given and represents Moureh’s experimental

results within acceptable engineering accuracy.

Fig. 60.4 Influence of number

of grids on the jet velocity decay
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Fig. 60.5 Comparison of airflow patterns with the reference work. (a) Experimental results [6]. (b) Numerical results [6]. (c) Current predictions
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Parametric Results

In order to evaluate the effect of inlet velocity on heat transfer through container surfaces, the flow Reynolds number is

varied in the range of 20–1.23 � 105. In Reynolds number definition, characteristic length is taken to be hydraulic diameter

of the evaporator exit section. In addition, the container length is varied so that the container aspect ratio (H/L) assumes the

following values 2.4, 3.2, and 5.32. Hence, as shown in Table 60.2, a total of eight parameters are varied in the analysis.

Effect of Reynolds Number
Flow patterns and isotherms are illustrated in Fig. 60.7 for various Reynolds numbers. Temperature contours are represented

in nondimensional form as T* ¼ (T � Tin)/(Tout � Tin). As the Re number increases from 20 to 1.23 � 105, intensity of

circulation increases and dominates the rear side region of the container. From Fig. 60.7, one can clearly see the Coanda

effect for Re > 20. Coanda effect is defined as the tendency of the fluid jet which is attracted to a nearby surface. After

leaving the inlet section, because of Coanda effect, flow becomes attached to the ceiling surface; however, depending on the

Reynolds number, flow separates from the surface after travelling a certain distance. At low Re numbers (Re � 2,000), flow

separates from the ceiling and creates secondary circulation zone at the rear side of the enclosure.

The existence of reverse flow for various Reynolds numbers are revealed with representing the velocity distribution along

the container length calculated at the jet axis (see Fig. 60.8). For Re ¼ 20, almost 75 % of the enclosure is stagnant.

However, for Re ¼ 200 and 2,000, flow separation from the ceiling is observed at container lengths approximately

z/L ¼ 0.9 and 0.95, respectively. At higher Reynolds numbers, Re � 12,300, there is no separation of flow and a single

circulation zone forms. Increasing Reynolds number slightly changes the velocity variation especially at Reynolds numbers

above 61,500.

Referring to Table 60.3, increasing the Reynolds number decreases the mean air temperature of the container. In fact,

average temperature decreases from 25.47 �C to �9.68 �C by increasing the Reynolds number as indicated in the table. As

shown in Fig. 60.7, container temperature distributions become more uniform at high Reynolds numbers. As seen by

Fig. 60.9, average values of inner surface heat transfer coefficients assume high values as the Reynolds number increases.

Due to decrease in surface thermal resistance, the surface heat gains assume asymptotic values accordingly.

Effect of the Container Length
Figure 60.10 shows the flow patterns and isotherms for three different lengths of the container. For the suction design

considered in this study, a stagnant region takes place just below the evaporator suction line. As indicated in Fig. 60.10,

increasing the container length increases the size of the stagnant region; this in turn deteriorates the uniformity of air

temperature distribution of the container. Specifically for container length at 13.3 m, due to separation of flow from the

ceiling surface at a length ratio z/L ¼ 0.88 (see Fig. 60.11), the temperature distribution even becomes worse. Table 60.4

presents the average air temperatures at three different container lengths. One may conclude that the length effect on average

temperature is insignificant. Besides, as in Fig. 60.12, the heat gain per unit surface area varies insignificantly at all surfaces.

Table 60.2 Parameters that are used in the current study

Case Reynolds number Inlet temperature Length of the container

#1 20

�10 �C

8 m

#2 200

#3 2,000

#4 1.23 � 104

#5 6.23 � 104

#6 1.23 � 105

#7 1.23 � 105 13.3 m

#8 6 m
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Fig. 60.7 Airflow patterns and isotherms on the symmetry surface. (a) Re ¼ 20. (b) Re ¼ 200. (c) Re ¼ 2,000. (d) Re ¼ 1.23 � 104. (e)

Re ¼ 6.15 � 104. (f) Re ¼ 1.23 � 105
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Table 60.3 Average air temperatures at various inlet conditions

Reynolds number 20 200 2,000 1.23 � 104 6.15 � 104 1.23 � 105

Tmean 25.47 �C 16.74 �C 1.07 �C �7.26 �C �9.38 �C �9.68 �C

Fig. 60.9 Influence of flow Reynolds number on heat transfer. (a) Heat transfer coefficients. (b) Heat gains

Fig. 60.8 Decay of velocity

on jet axis
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Fig. 60.10 Airflow patterns and isotherms on the symmetry surface. (a) L ¼ 6 m. (b) L ¼ 8 m. (c) L ¼ 13.3 m

Fig. 60.11 Decay of velocity

on jet axis

Table 60.4 Average air temperatures at various container lengths

Container length 6 m 8 m 13.3 m

Tmean �9.72 �C �9.68 �C �9.47 �C
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Conclusions

Flow and heat transfer characteristics of an empty container used for frigorific transportation is numerically studied.

The container has constant cross-sectional dimensions of 2.5 m � 2.5 m, and the length is varied in such a way that the

container aspect ratio takes the values of 2.4, 3.2, and 5.32. Identifying the turbulent stresses, Reynolds Stress Model is

adopted. Similar studies of literature are also recalculated and compared by this method of solution. Satisfactory results

indicate that RSM method of analysis is appropriate for studying the flow inside of refrigerated containers.

In the analysis, the flow Reynolds number is changed by varying the flow injection rate at the evaporator outlet. For

aspect ratios between 2.4 and 3.2, no separation of flow from the upper surface is noted. However, in a region close to the

rear surface of the container, two separate vorticities perpendicular to each other occur at flow Reynolds numbers greater

than 200. Occurrence of these vorticities indicates that a stagnant region develops at the rear side of the container.

For aspect ratio 5.32, the flow separates from the upper surface of the container at a length ratio z/L ¼ 0.88. Similar

to smaller aspect ratios, two distinct circulation zones occurs but their plane of occurrence is different from the cases with

H/L ¼ 2.4 and 3.2.

Nondimensional temperature, T*, should vary in the range between 0 and 1. If it is greater than the unity, at a particular

location, then that location would not be affected heat transfer wise by the airflow in the container. In the analysis, as

the Reynolds number increases, T* assumes less than 0.1 for the entire container region. This also indicates that at high

Reynolds numbers, temperature uniformity throughout the container is satisfactorily obtained. In addition, as the Reynolds

number increases, the volumetric mean temperature of air in the container drastically drops and approaches to the exit

temperature at the evaporator.

Current study investigates the essential features of the flow and describes the heat transfer characteristics of an empty

refrigerated container. Further studies should be conducted to evaluate the effect of loading conditions on the flow and on the

heat transfer characteristics in a frigorific container.
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Nomenclature

cp Specific heat, J/kgK

DH Hydraulic diameter of the inlet section, m

h Convective heat transfer coefficient, W/m2K

H, L, W Height, length, and width of the container, m

Isolar Incident solar radiation, W/m2

k Thermal conductivity, W/mK

Nu Nusselt number, hL/k
p Pressure, Pa

Pr Prandtl number

Re Reynolds number, ρDHwin/μ
T Temperature, �C
T* Dimensionless temperature, T* ¼ (T � Tin)/

(Tout � Tin)
u, v, w Velocity components on Cartesian geometry, m/s

U Overall heat transfer coefficient, W/m2K

V Volume of the container, m3

x, y, z Cartesian coordinates, m

Greek Letters

α Surface absorptivity

ε Surface emissivity

μ Viscosity, Ns/m2

ρ Density, kg/m3
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Numerical Simulation of 1-D Compression Stroke
Using Smoothed Particle Hydrodynamics 61
Tarek El-Gammal, Essam Eldin Khalil, Hatem Haridy, and Essam Abo-Serie

Abstract

1-D numerical simulation is conducted for compression stroke of air inside a flat piston-cylinder pattern using Smoothed

Particle Hydrodynamics (SPH) and explicit time integration methods. Flow and fluid properties are calculated and

represented during the whole stroke time and at different piston positions inside the cylinder. Investigations about the

value of the smoothing length (h) of minimum error and optimizing the ghost particles’ position and interaction boundary

conditions have been undergone. The simulation results show consistent accuracy with isentropic data in reasonable time

consumption.

Keywords

Compression � Mesh-less � Smoothing length � Stroke � Virtual particles

Introduction

Smoothing Particle Hydrodynamics (SPH) is one of the recently developed mesh-less methods which have acquired the

reliability in the last decade as a numerical solution approach. SPH is a Lagrangian adaptive method that does not need a

mesh for solving the discretized domain. Using this method, the physical domain is divided into unrelated particles that have

physical properties (i.e., volume, mass, velocity, pressure, etc.) of the domain. The field function (temperature, pressure,

velocity, etc.) is calculated for a discrete particle from the field functions of the all surrounding particles weighted by the

smoothing function (Wij). The smoothing (weighting) kernel function takes into account the percentage effect of the

neighboring particles within a predefined radius called smoothing length (h). Many common kernel functions use a

dependent factor (K) to multiply with the smoothing length (h) [1].

After being developed for simulating the cosmological phenomenon [2], SPH has been used in solving fluid and solid

mechanics problems. The adaptive nature of SPH makes it more suitable for simulations involving fluid free surfaces, wave

discontinuity, solidification [3] multiphase flow [4], and highly deformable geometries which are difficult and require large

memory and long computational time due to the continuous change in the computational mesh in space and time to fit the

domain leading to inaccuracy and sometimes system collapse.

Pressure wave propagation is of great interest to be studied. High attention is directed for those which is developed by

impacts and reflected by solid walls. An important example is the adiabatic compression process for a gas to increase its

pressure for storage (Air compressors) of further processing (Internal combustion engines). Differential (i.e., Lagrangian)

analysis is required in this case with high effect and accurate method.
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In this chapter, a simulation is done for compression stroke inside a cylinder to track the behavior of air particles and

measure the fluid and flow properties at different points during the stroke till the end. The verification is applied to the

isentropic relations depending on the compression ratio and the initial and boundary conditions. The smoothing length (h)

was varied to minimize the error, and the virtual particles were laid and carefully treated to optimize the solution.

Problem Definition

The case represents a compression stroke in internal combustion engine using a flat piston inside a cylinder (D ¼ 0.1285 m,

Lstroke ¼ 1.2D ¼ 0.15842 m).The stroke starts from rest (velocity u ¼ 0) at the top dead center (TDC) to stop and finish at

the bottom dead center (BDC). The other cylinder specifications were as follows: compression ratio (rc ¼ 6), and rotational

speed (N ¼ 1,000 rpm).

The medium under investigation is air and it’s dealt as inviscid perfect gas of constant volumetric specific heat

(Cv ¼ 717.5 J/kg) and isentropic index (γ ¼ 1.4).The initial pressure and temperature are (Pi ¼ 105 Pa, Ti ¼ 300 K).

Finally, the cylinder piston arrangement is considered adiabatic but not isentropic. It should be noted that the simulation

was 1-D (the direction of piston motion).

The governing equations describing the change in density (ρ), pressure (p), horizontal velocity component (u), and

temperature (T) are

Continuity equation:

Dρ

Dt
¼ �ρ

∂u
∂x

ð61:1Þ

Linear momentum conservation:

Du

Dt
¼ �1

ρ

∂p
∂x

ð61:2Þ

Energy conservation:

DT

Dt
¼ 1

Cv

�p

ρ

∂u
∂x

ð61:3Þ

Equation of state:

P ¼ ρ γ � 1ð ÞCvT ð61:4Þ

Speed of sound:

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ γ � 1ð ÞCvT

p
ð61:5Þ

Note the air is considered inviscid (i.e., no shear term in linear momentum equation). Artificial viscosity is added later to

account for particle over penetration. The piston is governed by equations of motion and adiabatic boundary conditions [5],

such that the properties of air particles attached to the piston are calculated by

Piston equations of motion:

up ¼ Lstroke
2

� �
� ω � sin ωtð Þ þ

Lstroke
2

� �2 � ω � sin 2ωtð Þ
2 � l ð61:6Þ

ap ¼ Lstroke
2

� �
� ω2 � cos ωtð Þ þ

Lstroke
2

� �2 � ω2 � cos 2ωtð Þ
l

ð61:7Þ
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Piston momentum equation:

Du

Dt

����
p

¼ ap ¼ � 1

ρ
∂P
∂x

����
p

ð61:8Þ

Adiabatic density-pressure gradients:

∂ρ
∂x

����
p

¼ 1

C2
p

� ∂P
∂x

����
p

ð61:9Þ

where (up) is the piston velocity in (m/s), (ap) is the piston acceleration (m/s2), (Cp) is the sound speed of air particles at the

piston conditions (m/s), ω ¼ 2π N
60

� �
is the angular velocity of the crank shaft (rad/s), (t) is the time from the start till the

required moment (s), and (l) is the connecting rod length in (m) and it is taken equal to Lstroke.

The cylinder head side is fixed. This applies a zero velocity particle with constant zero gradients for the other properties

(density, pressure, temperature) at all times.

The validation of this case already exists in the isentropic solution for a compression process of ratio (rc) for an air charge

of initial pressure and temperature (Pi and Ti). This is shown in the following relations:

Pf ¼ Pi rcð Þγ ð61:10Þ

Tf ¼ Ti rcð Þγ�1 ð61:11Þ

Pf and Tf are the final pressure and temperature after the compression stroke.

Methodology

Governing Equations Using SPH

SPH formulation starts from the integral representation of field function using a limited zone, kernel function W(xij,h). Then

we can write the function approximation in SPH formulation as

f xið Þ � f xið Þh i ¼
Z

f xj
� �

W xij; h
� �

dx ð61:12Þ

where <f(xi)> is the kernel approximation of the scalar field f(x) at particle (i).

For two or three dimensions, the kernel function W (xij,h) can be replaced by W (rij,h) such that (rij) is the vectorial

distance between (i) and (j).

The gradient (∂f(xi)/∂x) and Laplacian (∂
2f(xi)/∂x

2) of the field function are evaluated in integral representation [6] to be

∂f xið Þ=∂x � ∇if xð Þh i ¼
Z

f xj
� �

∇iW rij; h
� �

dx ð61:13Þ

∂2f xið Þ
∂x2

� fxxih i ¼ 2

Z
f xið Þ � f xj

� �� 	
r2ij

:xij:∇iW rij; h
� �

dx ð61:14Þ

The field functions in Eqs. (61.12), (61.13), and (61.14) are discretized in space, using the particles representing the

domain, so the integrations are approximated by summations of functions weighted by the kernel function [6].

f xið Þh i ¼
Xmj

ρi
f rj
� �

W xij; h
� � ð61:15Þ
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∇if xð Þh i ¼
Xmj

ρi
f rj
� �

∇iW xij; h
� � ð61:16Þ

fxxih i ¼ 2
Xmj

ρi

f rið Þ � f rj
� �� 	

r2ij
:xij:∇iW xij; h

� � ð61:17Þ

SPH formulation mentioned above can be substituted into the governing equations (61.1, 61.2, and 61.3). Accordingly,

the SPH representation of 1-D continuity, momentum, and energy can be written as follows:

Dρi
Dt

¼ ΣNb

j¼1mj ui � uj
� �

∇iWij ð61:18Þ

Dui
Dt

¼ �ΣNb

j¼1mj
pi
ρi2

þ pj
ρj2

þ πij

 !
∇iWij ð61:19Þ

DTi

Dt
¼ 1

2Cv
ΣNb

j¼1mj
pi
ρi2

þ pj
ρj2

þ πij

 !
ui � uj
� �

∇iWij ð61:20Þ

Note that (πij) is the artificial viscosity term which will be discussed later.

The compact cubic spline is kernel function that has been used in this study [7]. The formulations of the cubic spline

kernel function (Wij) and its spatial derivative can be shown in Eqs. (61.21) and (61.22).

W xij; h
� � ¼ Wij ¼ a1 �

2

3
� R2 þ 1

2
R3 0 � R < 1

1

6
2� Rð Þ3 1 � R < 2

0 R > 2

8>>>>><
>>>>>:

ð61:21Þ

∇iWij ¼ dWij

dR
� dR

drij
� xi � xj
� �

rij
ð61:22Þ

where (R ¼ xij/h) is the ratio between the magnitude of the distance between two neighboring particles (xij) and the

smoothing length (h). In Eq. (61.22), the coefficient (a1) is dependent on the smoothing length (h) and has a value of (1/h).

Numerical Analysis

Domain Particles Distribution

Using MATLAB®, the cylinder domain is discretized into (Nx) equally spaced particles which are classified into (Nx�2)

interior particles with two boundary particles (one at each side).

The initial conditions of (ρ, P, T, u) are set to all the particles. Particle differential length will be calculated from its

spacing in x coordinate (i.e., m/ρ ¼ dx). The cylinder starts from rest (i.e., ui ¼ 0) at pressure and temperature mentioned

above with adiabatic boundaries (q00 ¼ 0).

Virtual (Ghost) Particles

The virtual or ghost particles [8] are generated in every time step as an image for the medium particles near the boundary

(i.e., lie within the kernel domain of the wall/boundary particle) as in Fig. 61.1.
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The virtual particle gains its physical properties from its real particle and the boundary condition of the wall. The

existence of artificially particles plays an important role in completing the kernels to give accurate physical properties for all

particles. Also they facilitate accurately representing the boundary conditions as in F.D. especially for Neumann boundary

condition.

The virtual particles were applied to the two boundaries, the moving piston and the cylinder head, and they are increasing

every time step due to compactness of particles.

Boundary Forces

If any fluid particle approaches the special limited zone of the boundary, it is exerted by a repulsive force from the wall

particle (along the line of centers) to prevent the penetration. This force is calculated in the same way as the molecular force

of Lennard-Jones form. The repulsive force on particle (i) is generated according to this relation [9]:

RFi
k ¼ D r0

rij

� �n1

� r0
rij

� �n2
 �
0

8<
: xij

k

rijz
rij � r0

rij > r0

ð61:23Þ

(RFi
k) is the repulsive force on particle (i) in the (k)th dimension. (r0) is the cutoff distance which determines the effective

zone of the wall repulsive force. (r0) is usually taken as a fraction from the initial spacing. (D) is a problem-dependent factor.

Artificial Viscosity

The artificial viscosity approach [10] is proposed to prevent particles’ interpenetration by adding viscous terms in the

momentum and energy equations to overcome the drawbacks that arise from SPH kernel in solving the pressure waves along

the particles. The proposed artificial terms are

πij ¼
�απcij þ βπ∅2

ij

ρij
uij:xij < 0

0 uij:xij � 0

8><
>: ð61:24Þ

where απ ¼ βπ ¼ 1 in most reviews [1], but in this case they were taken equal to 0.1 and zero, respectively, to minimize their

detrimental effect of disturbing the particles’ order, while other parameters are calculated from

∅ij ¼ hijuij:xij

xij
�� ��2 þ φ2

ð61:25Þ

Cij ¼
Ci þ Cj

� �
2

ð61:26Þ

ρij ¼
ρi þ ρj
� 

2
ð61:27Þ

uij ¼ ui � uj ð61:28Þ

φ ¼ 0:1hij ð61:29Þ

Time Marching

The property (i.e., density, temperature) at the current time step is calculated using the value of the previous time step and its

rate of change.
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At t ¼ dt (i.e., n ¼ 1)

T1 ¼ T0 þ dtð Þ � ∂T
∂t

����
n¼0

ð61:30Þ

where ∂T
∂t

��
n¼0

are evaluated by initial values T0 from the governing energy equation. For n > 1:

Tn ¼ T n�1ð Þ þ dt � ∂T
∂t

����
n�1=2

ð61:31Þ

where ∂T
∂t

��
n�1=2

are evaluated by Tn�1/2 from the energy equation.

The time step has been chosen to satisfy the Courant-Levy condition for mechanisms involving thermo-fluids [11].

dt � 0:3
h

max ci þ uið Þ ð61:32Þ

In this case, time step was considered as (dt ¼ 1 � 10�5 s) which is very convenient to the above-mentioned condition

that deals with small time steps.

Results

Optimum Smoothing Length

Due to the variety of properties in this case, the optimized smoothing length (hopt) was based on reducing the maximum

percentage error found at the stroke end, and it was always dedicated to the pressure values. Note that the percentage error is

calculated from this equation:

% error ¼ calculated value� isentropic value

isentropic value
� 100% ð61:33Þ

Figure 61.1 shows the permanent increase of hopt value with the increase in number of discretizing particles (Nx). This

trend is best fitted with proper linear equation. Other polynomial orders aren’t better than this fit.
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Other important variable to be taken into consideration was the calculation time to achieve the acceptable accuracy. This

is demonstrated in Figs. 61.2 and 61.3 where the maximum percentage error and the numerical time of calculation are plotted

against (Nx). It’s worth noting that the plotting values were considered in case of (hopt) of each (Nx).

From Figs. 61.2 and 61.3, the chosen number of particles was (Nx ¼ 41) with optimized factor of smoothing length

(hopt ¼ 1.5). This is because of the acceptable limits of error, time (0.015 % and 1.37 s, respectively), and well-organized

final distribution of particles.

After the choice of (Nx) and (hopt), the results produced by the code are presented for any time during the stroke to show

the development of properties under effect of pressure waves and the motion of particles with their internal velocities. The

plots are illustrated in lines of property variation with different air particles according to the position inside the cylinder.
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Transient Period

The following plots (Figs. 61.4, 61.5, and 61.6) are showing the percentage difference of particles’ properties (pressure,

density, and temperature) to the isentropic values at three times of compression (t ¼ 0.01, 0.02, and 0.03 s). It’s obvious that

the properties near piston head at the first period (t ¼ 0.01 s) are having a lower value than the isentropic. This happens due

to the permanent deceleration of piston lowering the generated pressure wave every time step (i.e., concentrated rarefaction

at the piston side). Meanwhile, at t ¼ 0.02 and 0.03 s, the cylinder stroke highly decreased, so the wave is reflected between

both sides in very short distance and time. Consequently, the reflected pressure wave is added with the compression applied

by piston causing an exceptional rise near the piston head.

In Fig. 61.7, the particles’ velocities are compared to the mean piston speed (mps) at the three different times to show the

variation in place and time. The highest gradient is achieved at t ¼ 0.02 s as the piston reaches its maximum at t ¼ 0.015 s in

half the stroke and then decreases to stop at t ¼ 0.03 s at the end of stroke.

Fig. 61.4 Pressure difference from isentropic values in (%)

Fig. 61.5 Density difference from isentropic values in (%)
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Conclusion

From the simulation, the property field evolves during compression stroke depending on the pressure waves sent by the

moving piston. These waves are reflected at the boundaries with continuous shrinking in stroke length causing a high rate of

properties development.

Optimizing the smoothing length in SPH achieves the merits of high accuracy and less computation time. Any increase or

decrease in the smoothing length will change the kernel weighting function (Wij) in shape and value and disorients it from

the actual property profile.

The optimized (h) is not a constant value at every circumstance. It varies with the discretizing particles number (Nx) and

other parameters like initial gradients. In this case, (hopt) changes in linear relation with (Nx).

The proper choice of the number of virtual particles and the boundary treatment are very important in achieving the

accuracy at the boundary and avoiding system collapse. Meanwhile the addition of artificial viscosity terms helped in

preserving the motion from improper behavior of some particles due to inconvenient approximation of kernel function.

Fig. 61.6 Temperature difference from isentropic values in (%)

Fig. 61.7 Particles’ velocities in percentage of mean piston speed
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SPH ability of calculating the properties at any differential particle independent on predefined connectivity or distribution

with smooth results makes it superior in applications of material deformation and the generated pressure waves with its

reflections. This was well obvious in this case study of compression stroke for air charge.

Nomenclature

απ Shear viscosity coefficient

βπ Bulk viscosity coefficient

ρ Density, kg/m3

φ Non-singularity coefficient

π Artificial viscosity term

a Piston acceleration, m/s2

a1 Dimension coefficient of smoothing kernel function

C Specific heat, kJ/kg K

D Engine Diameter, m

L Engine stroke length, m

P Pressure, Pa

q Heat rate, W

RF Repulsive force per particle mass, m/s2

T Temperature, K

u Velocity, m/s

X Position

Subscript

i Initial, interested particle

f Final

j Neighbor particle

opt. Optimum

p Piston

Superscript

00 Flux
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Performance Evaluation of Eco-friendly
Humidifying Material Using Hwangto 62
Hyeon Ku Park, Seong Seok Go, and Myeong Yeol Ryu

Abstract

Indoor air in the winter season is very dry because of heating especially in Korea. When indoor air is dry, the problems

arise not only in the furniture and static electricity but also in the residents’ health due to contaminated indoor air. This has

resulted in the use of artificial humidifier to humidify dry indoor air easily and continuously. Recently, there were

accidents because of the sterilizing agent used in humidifier and it became social problem. This study aimed to develop

humidifying material using Hwangto called loess to substitute the artificial humidifier. The material developed is used

in the evaporating humidifier and, therefore, is effective as humidifier, and environmental performances were

examined by test.

Keywords

Humidifying pad � Indoor air � Hwangto � Natural material

Introduction

Dry air effects on the human body are a potential health hazard, causing skin irritations, eye itching, and static electricity.

These problems can be reduced by increasing the indoor humidity by humidifiers, vaporizers, steam generators, and other

simple methods such as boiling water or wet towels. In the winter season the room is heated to keep the temperature warm,

and the ventilation is decreased, that is why the air in the room becomes dry and gives bad effects to resident and furniture

[1]. Particularly, the impacts of dry air on people are decreased immunity to the disease due to the dry respiratory organs,

snivel, soar throat, and headache. Dry air also makes problem skin over sensitiveness.

To humidify room plant or small artificial water fountain is used, and the most general way of humidifying room is to use

electrical device. The electrical device can add moisture in room effectively, while a side effect of using the sterilizing agent

to prohibit the fungi and bacteria from growing inside the humidifier was lung disease. This put an infant to death and

became social problem.

The aim of this study is to seek for the alternatives to avoid this kind of problem, thus to develop humidifying pad to be used

in evaporating humidifier with eco-friendly performance and antibacterial performance. Contrary to the general electrical

humidifier, the evaporating humidifier can reduce electric energy; furthermore, it can heat room while humidifying.
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To develop pad material, the tests on the antibacterial performance and resistance performance to fungi were carried out to

give good effect to the indoor air quality together with the performance of absorbing and evaporating moisture.

The most popular humidifying pads are of two categories depending on their behavior of flowing wind: aspen excelsior

and rigid cellulose media. The aspen pad doesn’t have uniform direction of wind flow, but draws the wind to every direction.

On the contrary the rigid media pads are made of special wettable cellulose in corrugated sheets bonded together at opposing

angles [2]. The angles of the corrugated cellulose are intended to maximize air contact and evaporation [3]. The main

material used in this study is hwangto, which has never been used for the evaporative pad in the existing research or industry.

The shape of the pad using hwangto is considered to be well fitted to make corrugated sheet, and the work to make the

corrugated sheet will be carried out using hwangto with hardening agents and function materials.

Evaporative Humidification

Evaporation is to transmit moisture into the air invisibly by using a fan to blow air through a moistened absorbent material

such as a belt, wick, or filter [4]. When the fluid turns into vapor, it needs heat from outside. The heat absorbed is called

evaporative heat. In case of evaporative humidifier, it uses the heat of warm air from air conditioner; thus, no extra energy

is needed. The evaporative humidifier is a humidifier applying such phenomenon that the heated air blows on the surface

of wet material and the room becomes humid. The ways of wetting a material are of mainly two types: a spraying method

above the material through water pipe and a capillary method that makes material absorb water from the water stored at

the bottom.

Development of Humidifying Pad

The objective of this study is to develop a humidifying pad which is composed of various eco-friendly or natural materials

such as Hwangto (loess), traditional paper, silica, and charcoal. The existing pads used for evaporative humidifier are

made from silica-coated ceramic mixed with glass wool or rubber type for a spraying method and fiber for a capillary

method to absorb water well. Hwangto, the main raw material to develop evaporating pad, is abundant in Korea and has

been used in the traditional housing. Thus, the research has been done to use hwangto as pozzolanic admixtures [5, 6]. So

it is expected to provide environment reservation if the development of evaporating pad is successful. Especially, the pad

is wet which is likely to be contaminated by fungi or bacteria; it is very important to develop a pad free of contamination.

In this point, mixed rates between natural materials like pulp, hwangto, elvan, or silica, including fiber material, were

considered.

The development was proceeded in the point of getting strength of the specimen and then the attempt to make

standardized size was done, and finally the representative specimen was used for the evaluation of environmental

performance. Firstly to get enough strength of specimen it should act well with water. Whether it absorbs water or not,

the specimen should keep its strength. Hardening agent that consists of natural material and vegetable adhesive material

were applied for the test, and fiber and pulp were used for the reinforcement of the strength to prevent leakage.

Table 62.1 shows the test for the strength of pad carried out in three steps. In the first step, the pulp law material of paper

was used to check if it has enough strength when mixed with hwangto. Because there is no specific standard for the test of

Table 62.1 Test for the strength of hwangto paste with adhesives

Test Main ingredients Process Result

First test Pulp Mixing hwangto with pulp Not good

Examine the strength after hardening

Second test Starch from sea plant Use adhesive from sea plant Not good

Mixing hwangto with pulp and fiber

Examine the strength

Third test Powder and fluid from MGO Use hardening powder and fluid from MGO Enough strength

Mixing hwangto with pulp, fiber

664 H.K. Park et al.



pad strength, it was observed by eye on the surface and on the resistance to water if the specimen maintains the strength

without any deformation or separation. The second test was carried out using natural bondage made from sea plant which is

generally used for the adhesion of wall paper. In addition, the pulp and the fiber were used to reinforce the strength. In the

third step, the strength of mixed material was examined. The materials mixed were MGO powder, fluid, pulp, and fiber with

activated hwangto.

The results from the tests showed that the strength of the hwangto mixture with pulp was not good. Practically, the pulp

needs some specific mould with high temperature to have enough strength. In this test the mould was not applied; then it is

considered not to have enough strength. The disadvantage is that the pulp can be applied only in order to improve the strength

as a subsidiary material. When the adhesive from sea plant in the second test was used, the shape was good, but there was

separation in the materials. The strength was judged to be good, but appeared to be contracted. In addition the specimen when

absorbing water was deformed so that it can’t be applied to humidifying pad. The result when powder and fluid extracted from

MGO (oxygenized magnesium) were mixed with hwangto was good that the specimen has enough strength. Moreover, the

pulp and fiber were shown to give additional strength to the specimen. The specimen with thin cloth was best, and there was no

deformation of its shape when it absorbs water. The details about the test and result are represented in the Table 62.2.

The test result showed that the hwangto mixture mixed with hardening powder, fluid from MGO, and fiber at the same

time was best in strength and had good performance of both absorbing and discharging water. The mixing ratio was when

hwangto is mixed with hardening powder and fluid with same amount. Therefore, the mixing ratio which showed best result

was decided to apply to the humidifying pad; then the size fit to the evaporating humidifier and the shape were taken into

consideration.

The concept of shape design was based on the type of evaporating humidifier. The humidifier considered to this study is

that the water is sprayed above the pad and discharged at bottom through small pipe. The types considered were (1) vertical

type, (2) horizontal type, (3) bending type, and (4) sponge type. The horizontal type has some problems in keeping water

balanced that the water is supplied excessively and consumed. The bending type was considered to be effective but the water

flowing was not well balanced. The sponge type has limitation to compose the mould. Eventually, the vertical type was

chosen to be applied to the humidifier by making specimen. The specimen would be used for the test of eco-friendly

characteristics and humidifying performance.

Performance Evaluation

The performance of specimen was evaluated on the eco-friendly characteristics and humidity control performance. The

test of eco-friendly performance is done for the antibacterial performance and resistance performance to fungi to provide

good effect on the indoor air quality. The humidity control performance is tested on the performance of absorbing and

evaporating moisture by testing the room humidity when operating evaporating humidifier practically. The test method on

Table 62.2 The result from the test to examine the strength of hwangto mixture depending on the mixing ratio

Mixing ratio

Appearance

Hardening (bad—

fair—good)

Separation of

material (none—

normal—severe) Photo Evaluation

Good—

fair—bad Crack

Hwangto:hardening

powder:hardening

fluid:fiber:water ¼
1:1:1:0.01:0.6

Good None Good None Good

Hwangto:hardenign

powder:hardening

fluid:fiber:water ¼
1:0.5:0.5:0.01:0.6

Bad Crack Good None Bad
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the antibacteria was in accordance with KS J 4206:2008 [7] and that on the resistance performance was in accordance with

KS J 3201:1980(2006 reexamined) [8]. The humidity control performance was tested and evaluated for the specimen

manufactured with the corrugated form fit to be equipped to the evaporative humidifier in two same sized test rooms.

Eco-friendly Performance

To evaluate the eco-friendly performance, some materials known to be good in the air were used for the mixing. The

ingredients were hwangto including coal powder, elvan, and silica. These materials were mixed with hardening materials

from MGO with fiber reinforcing strength which was approved to give enough strength to the specimen through earlier test.

Tables 62.3 and 62.4 illustrate the mixing ratio of each material and the specimen, respectively. For the test of antibacteria

and resistance to fungi, the specimen no. 1 and no. 5 were used. The specimen no. 4 was excluded in the test because it took a

relatively long time to dry and harden by using adhesive from sea plant, and no. 2 and no. 3 were also not used in the test but

examined if the strength and shape were good because the ingredients used were included in the specimen no. 5 as well.

After hardening, the specimen’s strength and shape were good except that no. 4 used sea plant adhesive. The result of

antibacterial test showed that the rate of bacteria reduction was above 99.9 % and then there was no bacteria growth. The test

result of the resistance to fungi showed that there was no any fungi growth until 4 weeks were passed.

Table 62.3 Mixing ratio of the specimen for the test of eco-friendly performance

No. Hwangto

Charcoal

powder Elvan Silica

Hardening agent

(powder)

Hardening

agent (fluid)

Adhesive agent

(from sea plant) Water Remarks

1 300 300 300 180

2 300 15 300 300 180

3 300 15 15 15 300 300 180

4 300 15 15 15 300 300

5 300 15 15 15 300 300 180 PVA 5 g

Table 62.4 Test specimen for the test of eco-friendly performance

Specimen

No.

1 2 3 4 5

Antibacterial test

Resistance to fungi
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Humidifying Performance

For the evaluation of humidity control performance, only specimen no. 1 was used among those specimen. The shape is

corrugated like in the Fig. 62.1, which was manufactured using corrugated mould. The corrugated mould was made from the

punched iron plate flexible to be bent. The easy separation between mould and specimen could be able to use oil paper

between them. Finally, the specimen made one by one was installed to the frame of evaporating humidifier to measure indoor

air temperature and humidity. The test rooms are composed of two same rooms that one room, the reference room, doesn’t

have anything in it, and in the other room, the test room, the humidifier has been installed (Fig. 62.2). The two humidifiers

were tested to compare the performance of the specimen with the existing humidifier. The air temperature and the humidity

were measured by self-writing thermohygrometer manufactured by SATO.

The air temperature outdoor was 22–30 �C, and the humidity was 20–70 % fluctuated by time. The air temperature in the

reference room was 22–27 �C, and the humidity 45–60 % less fluctuated than that in outdoor. On the contrary while the air

temperature in the test room was 22–25 �C similar to the reference room, the humidity was approached to 78 % close to the

humidity which was set up to 80 % which is quite different with that in the reference room. It could be judged that

the humidity control performance of the specimen is quite good, because the evaporating humidifier installed specimen set

the optimized indoor humidity and kept the humidity targeted value. Figure 62.3 is showing the trend of humidity in the test

room how it matches the targeted value well comparing with reference room and outdoor.

Fig. 62.1 The shape of the corrugated specimen and installation to the case fit to evaporating humidifier

A B

Reference room

A

Existing

Test room

B

Specimen

Fig. 62.2 Test room for the test of humidity control performance
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Conclusions

The electrical humidifier has become a social problem due to the use of a sterilizing agent to prevent the device from

contamination; the eco-friendly humidifier is necessary for the indoor air quality. In addition, the electrical devices more or

less consume electrical energy to run it; then the device reducing the energy consumption is another reason of developing

humidifier. In this study, focusing on the evaporating humidifier, the humidifying pad was developed and tested. Tests were

carried out for the eco-friendly performance and humidity control performance. The developed pad has shown good ability

for the antibacteria and resistance to fungi, which can be used for good indoor air quality. The humidity control performance

was evaluated good that the humidity in the test room, where specimen was installed, meets the targeted value, even though

the humidity in the reference room was very low. This result shows that the evaporating humidifier installed specimen

developed can provide optimized room humidity together with good air quality, and be useful in the point of energy saving.
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Common Applications of Thin Layer Drying Curve
Equations and Their Evaluation Criteria 63
Haydar Kucuk, Aydin Kilic, and Adnan Midilli

Abstract

In this study, thin layer drying curve equations commonly used in the literature between 2003 and 2013 are systematically

discussed and evaluated in terms of their applications and selection for thin layer drying processes by considering

the model evaluation criteria. As a result of this study, serious complications, confusions, and conflicts in the applications

of thin layer drying curve equations and their evaluation criteria are noticed. Consequently, it is recommended that

the drying curve equations should be applied in accordance with the forms commonly used in the literature. Also, it is

determined that the following drying curve equations give the best results for thin layer drying processes which are

the Midilli-Kucuk, Page, Logarithmic, Two-term, Wang and Singh, Approximation of diffusion, Modified Henderson

and Pabis, Modified Page, Henderson and Pabis, Two-term exponential, and Verma et al.

Keywords

Thin layer drying curve equation � Midilli-Kucuk model � Mathematical modeling

Introduction

Thin layer equations have been used to estimate drying times of several products and to generalize drying curves. In the

development of thin layer drying models for agricultural products, generally the moisture content of the material at any time

after it has been subjected to a constant relative humidity and temperature conditions is measured and correlated to the

drying parameters [1]. The thin layer drying models can be classified as theoretical, semi-theoretical, and empirical.

The most widely used theoretical models are derived from Fick’s second law of diffusion. Similarly, semi-theoretical

models are generally derived from Fick’s second law and modifications of its simplified forms (other semi theoretical models

are derived by analogues with Newton’s law of cooling) [2]. The empirical models have also similar characteristics with

semi-theoretical models. They strongly depend on the experimental conditions and give limited information about the drying

behaviors of the product [2]. The empirical method is based on experimental data and dimensional analysis. They are easily

applied to drying simulation as they depend on experimental data [1]. The theoretical method takes into account not only the

external conditions, but also the mechanism of internal movement of moisture and their consequent effects [3]. The Semi-

theoretical and empirical models consider only the external resistance to moisture transfer between the product and air [4].
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Thin Layer Drying Curve Equations

Researchers have developed numerous thin layer models given as below for various agricultural products depending on

product type, pretreatment of the product, drying parameters, and drying methods.

Newton (Lewis, Exponential, Single exponential) Model [2–44]

MR ¼ exp �ktð Þ� ð63:1Þ

Page Model [2–7, 5, 9–20, 16, 22–24, 27, 26–34, 36–46]

MR ¼ exp �ktnð Þ ð63:2Þ

Modified Page (Modified Page-I, Overhults et al.) Model [4, 6, 17, 18, 21–23, 37, 40–43]

MR ¼ exp � ktð Þnð Þ ð63:3Þ

Modified Page-II Model [58]

MR ¼ exp �c
t

L2

� �n� �
ð63:4Þ

Henderson and Pabis (Single term, Generalized exponential) Model [1–3, 5, 7, 8, 10, 11, 13, 17, 19–23, 26, 28–31, 35, 37,

39, 42–44, 46–54, 56–58, 61–63]

MR ¼ a exp �ktð Þ ð63:5Þ

Logarithmic (Asymptotic, Yagcioglu et al.) Model [1–3, 5, 7, 8, 11, 14, 19, 21, 23, 26, 28, 30, 31, 34, 35, 37, 39, 42–44,

46, 47, 49, 50, 53–54, 56–58, 61–63]

MR ¼ a exp �ktð Þ þ c ð63:6Þ

Midilli-Kucuk (Midilli, Midilli et al.) Model [1–3, 5, 7–11, 13, 14, 16, 19, 23, 26, 28, 30, 31, 35, 37–39, 42–44, 47, 49, 50,

52–54, 56–59, 61–63]

MR ¼ a exp �ktnð Þ þ bt ð63:7Þ

Modified Midilli et al. (Ghazanfari et al.) Model [24]

MR ¼ exp �ktnð Þ þ bt ð63:8Þ

Abbasi et al. (Modified Midilli-Kucuk) Model [1]

MR ¼ a exp �ktnð Þ þ b ð63:9Þ

Demir et al. Model [3, 21, 29]

MR ¼ a exp �ktð Þn þ b ð63:10Þ

Modified Henderson and Perry (Agrawal and Singh) Model [45]

MR ¼ a exp �ktnð Þ ð63:11Þ

Three Parameter Model [45]
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MR ¼ a exp � ktð Þnð Þ ð63:12Þ

Two-Term Model [1–3, 5, 8, 14, 22, 26, 28, 31, 39, 42, 50, 51, 56, 57, 63]

MR ¼ a exp �k1tð Þ þ b exp �k2tð Þ ð63:13Þ

Two-Term Exponential Model [1–3, 5, 9, 14, 20–23, 26, 30, 31, 37, 39, 46, 49–51, 56, 57, 61–63]

MR ¼ a exp �ktð Þ þ 1� að Þ exp �katð Þ ð63:14Þ

Verma et al. (Modified Two-Term Exponential) Model [1, 2, 5, 9, 14, 21–23, 26, 29–31, 34, 37, 39, 46, 47, 49, 51, 53,

57, 61–62]

MR ¼ a exp �ktð Þ þ 1� að Þ exp �gtð Þ ð63:15Þ

Approximation of Diffusion (Diffusion Approach) Model [1–3, 5, 10, 11, 13, 21, 23, 28, 30, 31, 35, 37, 39, 46, 47, 49–51,

53–54, 57, 58, 61–63]

MR ¼ a exp �ktð Þ þ 1� að Þ exp �kbtð Þ ð63:16Þ

Modified Henderson and Pabis (Three Term Exponential) Model [1–3, 5, 9, 21, 22, 28, 30, 31, 35, 37, 39, 49–51, 57, 62]

MR ¼ a exp �ktð Þ þ b exp �gtð Þ þ c exp �htð Þ ð63:17Þ

Thompson Model [5, 21, 22, 37, 63]

t ¼ aln MRð Þ þ b ln MRð Þð Þ2 ð63:18Þ

Wang and Singh Model [1–3, 5, 7, 9, 11, 14, 16, 21–24, 26, 28, 30, 31, 35, 37, 39, 42, 43, 46, 49, 52, 56–58, 61–63]

MR ¼ 1þ atþ bt2 ð63:19Þ

Kaleemullah Model [21]

MR ¼ exp cTð Þ þ bt pTþnð Þ ð63:20Þ

Diamente et al. Model [17]

ln �ln MRð Þð Þ ¼ aþ b ln tð Þð Þ þ c ln tð Þð Þ2 ð63:21Þ

Hii et al. Model [29]

MR ¼ a exp �ktnð Þ þ c exp �gtnð Þ ð63:22Þ

Simplified Fick’s diffusion (SFFD) Model [22, 49, 58]

MR ¼ a exp �c
t

L2

� �� �
ð63:23Þ

Weibull Model [3]

MR ¼ exp � t

a

� �b� �
ð63:24Þ
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Modified Drying Model [27]

MR ¼ aþ exp �ktnð Þ ð63:25Þ

Aghbashlo et al. Model [3]

MR ¼ exp � k1t

1þ k2t

� �
ð63:26Þ

Seiiedlou and Aghbashlo Model [47]

MR ¼ exp � k1t

1� k2t

� �
ð63:27Þ

Decay Model [40]

MR ¼ exp
k1τ

1þ k2τ

� �
ð63:28Þ

Chavez-Mendez et al. Model [35]

MR ¼ 1� 1� L2ð ÞL1t½ �
1

1�L2

� �
ð63:29Þ

Geometric Model [13]

MR ¼ at�n ð63:30Þ

Parabolic (Polynomial, Quadratic) Model [2]

MR ¼ aþ btþ ct2 ð63:31Þ

Logistic Model (Yurtsever 2005)

MR ¼ b

1þ a exp ktð Þð Þ ð63:32Þ

Multiple Multiplicative Factor (MMF) Model [7]

MR ¼ a� bþ c� td
� �

bþ tdð Þ ð63:33Þ

Noomhorn and Verma (Ranjbaran and Zare, Modified Two Term) Model [29]

MR ¼ a exp �k1tð Þ þ b exp �k2tð Þ þ c ð63:34Þ

Akbulut and Durmuş Model [4]

MR ¼ a
Tdi � Tdoð Þ
Tco � Tcið Þ

� 	
exp �ktnð Þ Vc

Li � Li�1ð Þ=Δt
� 	m�1 bw þ bdð Þ=2

Lw þ Ldð Þ=2
� 	s�1

ð63:35Þ

Simplified Fick’s Second Law of Diffusion Model [60]

MR ¼ 8

π2
exp � π2Deff τ

4L2

� �
ð63:36Þ
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Exponential-hyperbolic Decay (Montazer-Rahmati and Amini-Horri) Model [40]

MR ¼ exp � k1 t=t0ð Þ
1þ k2 t=t0ð Þ

� �
ð63:37Þ

Third-degree Polynomial (Cubic) Model [34]

MR ¼ aþ btþ ct2 þ kt3 ð63:38Þ

Das et al. (Jena-Das) Model [9]

MR ¼ a exp �ktþ b
ffiffi
t

p� �þ c ð63:39Þ

Linear Model (Sharifian et al. 2012)

MR ¼ atþ b ð63:40Þ

Quasi-stationary Model [30]

MR ¼ 1

1þ t=xð Þyð Þ ð63:41Þ

Balbay and Şahin Model [10]

MR ¼ 1� að Þexp �ktnð Þ þ b ð63:42Þ

Alibas (Modified Midilli-Kucuk) Model [6]

MR ¼ a exp �ktnð Þ þ btþ g ð63:43Þ

Polynomial (Meda et al.) Model [36]

MR ¼ aþ btð Þ2 ð63:44Þ

Exponential (Meda et al.) Model [36]

MR ¼ exp mþ nt1:5
� � ð63:45Þ

Jittanit (Modified Page) Model [33]

MR ¼ exp �KtN
� �

exp � A

Tk

� �� �
ð63:46Þ

Jittanit (Modified two-term) Model [33]

MR ¼ A1exp �K1tð Þexp � B

Tk

� �� �
þ A1 exp �K2tð Þexp � B

Tk

� �� �
ð63:47Þ

Regression Model [15]

MR ¼ exp � at2 þ bt
� �� � ð63:48Þ

Yun et al. Model [56]

MR ¼ a� btþ ct2

1þ dtþ f t2
ð63:49Þ
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Kaleta et al. (Modified Verma et al.) Model [29]

MR ¼ a exp �ktnð Þ þ 1� að Þ exp �gtnð Þ ð63:50Þ

Ademiluyi Model [29]

MR ¼ a exp � ktð Þnð Þ ð63:51Þ

Kaleta et al. (Modified two-term) Model [29]

MR ¼ a exp � ktð Þnð Þ þ b exp � gtð Þnð Þ ð63:52Þ

Jaros and Pabis-I Model [29]

M ¼ Mo
1

1� b
1� 1� b

NMo
kt

� �N

� b

1� b

 !
, b ¼ 0:85

1þMo
ð63:53Þ

Jaros and Pabis-II Model [29]

M ¼ Me þ Mc �Með Þexp �k t� tcð Þ
Mc �Me

1� 1� b

NMo
ktc

� �N�1
 !

ð63:54Þ

Henderson et al. Model [18]

Xr ¼ c exp �Ktð Þ þ 1

9

� �
exp �9Ktð Þ

� �
ð63:55Þ

Law et al. (New Variable Diffusion Drying) Model [32]

X ¼ Xcr2 �
Xcr2 � Xeq

� �
c

ln 1� exp cð Þbc dX=dtð Þcr2
Xcr2 � Xeq

t

� �
ð63:56Þ

Zero Model [45]

X ¼ Xoexp �Ktð Þ ð63:57Þ

Motta Lima et al.-I Model [18]

Xr ¼ aþ bTð Þ�2 ð63:58Þ

Motta Lima et al.-II Model [18]

Xr ¼ aþ atþ ct2 þ dt3
� �

exp � e

T

� �
ð63:59Þ

Pillai [46]

MR ¼ a exp �a IMCð Þb MWPð Þc SAð Þd DTð Þ
� �

ð63:60Þ
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Evaluation Criteria

There are many evaluation criteria used to choose the best thin-layer drying curve equation for different products, drying

methods, and drying conditions.

Correlation coefficient [12, 13, 21]

r ¼
N
XN
i¼1

MRpre, i

� �
MRexp, i

� �� XN
i¼1

MRpre, i

 ! XN
i¼1

MRexp, i

 !
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N
XN
i¼1

MR2
pre, i �

XN
i¼1

MRpre, i

 !2
0
@

1
A N

XN
i¼1

MR2
exp, i �

XN
i¼1

MRexp, i

 !2
0
@

1
A

vuuut
ð63:61Þ

The regression sum of squares [28]

SSR ¼
Xn
1

MRcal, i �MRavg

� �2 ð63:62Þ

The total sum of squares [28]

SST ¼
Xn
1

MRexp, i �MRavg

� �2 ð63:63Þ

The error (residual) sum of squares [51]

SSE ¼
XN
i¼1

MRexp, i �MRcal, i

� �2 ð63:64Þ

Residual sum of squares (RSS) [23, 35, 43, 46, 55]

RSS ¼
XN
i¼1

MRexp, i �MRpre, i

� �2 ð63:65Þ

Coefficient of determination [28, 51]

R2 ¼ SSR

SST
¼ 1� SSE

SST
¼ ð63:66Þ

The adjusted R2 [37]

R
2 ¼ 1� 1� R2

� � N � 1

N � k � 1
ð63:67Þ

The reduced chi-square [9, 17, 21, 22, 31, 37, 39, 46, 50, 54, 55, 57, 58]

χ2 ¼

XN
i¼1

MRexp, i �MRpre, i

� �2
N � n

ð63:68Þ

The root mean square error [4, 9, 12, 13, 19, 21, 22, 26, 30, 37, 47, 49, 54, 56–58, 61]

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

MRpre, i �MRexp, i

� �2
N

vuuuut ð63:69Þ
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Residuals [49]

residuals ¼
XN
i¼1

MRexp, i �MRpre, i

� � ð63:70Þ

Modeling efficiency [58]

EF ¼

XN
i¼1

MRexp, i �MRexp,ave

� �2 �XN
i¼1

MRpre, i �MRexp, i

� �2
XN
i¼1

MRexp, i �MRexp,ave

� �2 ð63:71Þ

The standard error of estimate (SEE) [51]

SEE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

MRexp, i �MRcal, i

� �2
N � np

vuuuut ð63:72Þ

Variance (s2) (Standard error (σ2)) [43]

σ2 � s2 ¼

XN
i¼1

MRexp, i �MRpre, i

� �2 !
min

N � n
ð63:73Þ

The reduced sum square error [51]

RSSE ¼

XN
i¼1

MRexp, i �MRcal, i

� �2
N

ð63:74Þ

The mean bias error [12, 26, 57, 58]

MBE ¼

XN
i¼1

MRpre, i �MRexp, i

� �
N

ð63:75Þ

Mean relative percentage error [50]

P ¼ 100

N

XN
i¼1

MRexp, i �MRpre, i

�� ��
MRexp, i

ð63:76Þ

Mean absolute error [41]

MAE ¼ 1

N

XN
i¼1

xpi � xdi
�� �� ð63:77Þ

t-value [26]

t� value ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n� 1ð Þ MBEð Þ2
RMSEð Þ2 � MBEð Þ2

s
ð63:78Þ
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Degrees of freedom [25]

ν ¼
σ2exp=nexp
� �

þ σ2pre=npre
� �h i2

σ2exp=nexp
h i2
nexp � 1

þ
σ2pre=npre
h i2
npre � 1

ð63:79Þ

F-value [55]

F� value ¼ MStreatment
MSerror

ð63:80Þ

Results and Discussion

As a result of literature review, it is observed that 60 thin layer drying curve equations have been derived by researchers

by taking into consideration the following parameters: (1) product type, (2) pretreatment of the product, (3) drying

parameters such as temperature, air velocity, layer thickness, micro-wave power levels, amount of solar radiation,

vacuum pressure, frequency of the sound wave, excitation amplitude, relative humidity, bed dept, shape of product,

pH, salt content, absolute pressures (4) drying methods. On the other hand, 20 evaluation criteria have been defined to

evaluate the performance of the thin layer drying curve equation. Serious complications, confusions, and conflicts in the

applications of thin layer drying curve equations and their evaluation criteria such as name, equation and nomenclature

are noticed. In this study, the drying curve equations have been given in accordance with the forms commonly used in the

literature. It is realized that Newton (Lewis, Exponential, Single exponential) (Eq. 63.1), Page (Eq. 63.2), Henderson and

Pabis (Single term, Generalized exponential) (Eq. 63.5), Logarithmic (Asymptotic, Yagcioglu et al.) (Eq. 63.6), Midilli-

Kucuk (Midilli, Midilli et al.) (Eq. 63.7), Two-Term (Eq. 63.13), Two-Term Exponential (Eq. 63.14), Verma et al.

(Modified Two-Term Exponential) (Eq. 63.15), Approximation of Diffusion (Diffusion Approach) (Eq. 63.16), Modified

Henderson and Pabis (Three Term Exponential) (Eq. 63.17), Wang and Singh (Eq. 63.19), Modified Page (Modified

Page-I, Overhults et al.) (Eq. 63.3), Thompson Model (Eq. 63.18) and SFFD (Eq. 63.23) models are commonly used in

the literature. The other thin layer drying curve equations have been rarely used by the researchers. Also, It is noticed

that, coefficient of determination (R2) (Eq. 63.66), the reduced chi-square (χ2) (Eq. 63.68), the root mean square error

(RMSE) (Eq. 63.69), the mean bias error (MBE) (Eq. 63.75), mean relative percentage error (P) (Eq. 63.76), RSS

(Eq. 63.65), modeling efficiency (EF) (Eq. 63.71) and the SEE (Eq. 63.72) are commonly used to evaluate thin layer

drying models in the literature. However, it is determined that Midilli-Kucuk, Page, Logarithmic, Two-term, Wang and

Singh, Approximation of diffusion, Modified Henderson and Pabis, Modified Page, Henderson and Pabis, Two-term

exponential, Verma et al., and the others give best results, respectively, for different drying methods, drying parameters,

and dried products.

Conclusions

Thin layer drying curve equations are commonly used in the literature to estimate drying behavior of the different products

depending on pretreatment of the product, drying parameters, and drying methods. It is realized that there is a complexity

in both drying methods and evaluation criteria such as name, equation, and nomenclature. It is clear that the

standardization is necessary for thin layer drying curve equations and their evaluation criteria. The comprehensive review

of thin layer drying curve models seems that, when the evaluation criteria are considered the Midilli-Kucuk, Page,

Logarithmic, Two-term, Wang and Singh, Approximation of diffusion, Modified Henderson and Pabis, Modified Page,

Henderson and Pabis, Two-term exponential and Verma et al., give better results respectively.
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Nomenclature

A, A1, a, B,

b, c, d, e, f,

g, h, K, K1,

K2, k, k1, k2,

L, L1, L2, m,

n, N, p, s, x,

y

Drying constants

b Sample length, m (Eq. 63.35)

D Moisture diffusion coefficient, m2/s

DT Drying time, min

EF Modeling efficiency

IMC Moisture content

M Moisture content (g water/g dry

solids), % dry basis

MAE Mean absolute error

MBE Mean bias error

MR, x, Xr Moisture ratio

MS Mean squares

MW Microwave

MWP Microwave output power, W

t Drying time, min

L Sample thickness (Eq. 63.35), half-thickness

(Eq. 63.36), m

N, n Number of observations

n,np Number of constants

P Mean relative percentage error

r Correlation coefficient

R2 Coefficient of determination

RMSE Root mean square error

RSS Residual sum of squares

RSSE Reduced sum square error

s2 Variance

SA Surface area, m2

SEE Standard error of estimate

SSE Error (residual) sum of squares

SSR Regression sum of squares

SST Total sum of squares

T Drying air temperature, �C
Tk Drying temperature, K

V Drying air velocity, m/s

X Moisture content (g water/g dry solids), % dry

basis

Greek Letters

χ2 Reduced chi-square

ν Degrees of freedom

σ Standard deviation

σ2 Standard error

τ Drying time, min

Subscripts

ave, avg Average

c Critical

cal Calculated

cr1 First critical

cr2 Second critical

ci Collector in

ci Collector out

d Dry

di Dryer inlet

do Dryer outlet

e Equilibrium

eff Effective

eq Equilibrium state

exp Experimental

0 Initial

pre Predicted

w Wet
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Experimental Study of Thin Layer Drying Behavior of a Fish 64
Murat Erdem, Yasin Varol, Hakan Fehmi Öztop, and Fethi Kamışlı

Abstract

This study covers the drying behavior of rainbow trout (Oncorhynchus mykiss) in a square cross-sectioned dryer. For this,

approximately 200 g fish was used to dry at different air inlet velocities like 0.5, 1.5, and 2.5 m/s for the constant air inlet

temperature at 46 �C in ranges of 28–43 % of relative humidity. In the experiments, interior temperature values and

moisture loses of fish were measured as a function of the drying time. It is seen that the moisture content of the fish has

decreased with time and drying procedure for inlet air velocity to be effective. And it is suggested that the fish samples

should be dried as single layer at 46 � 0.1 �C and velocity of 2.5 ms�1 for optimal boundary conductions.

Keywords

Drying � Fish drying � Food drying � Tray dryer

Introduction

The drying of nutrients in agriculture and animal science is a method, which has been known since ancient times. The

method can be applied in many kinds of food. The process of fish drying is one of the most reliable methods that is used to

storage fish such as others foods for a long time. One of the drying techniques applied in the world is the open sun technique.

But nutrients dried with this technique cannot be protected from harmful matters such as dust, rain, and insects. Therefore,

drying of fish and other nutritional products in closed places is healthier than in open sun. In this way, control of drying

process brings benefit on behalf of healthier for human life. In this regard, works of some researches can be listed as follows:

Walnut, pine, beech, and poplar which are commonly used in wood material industry in Turkey by Kamisli [1] were dried at

constant temperature but different velocities of drying air in the tray dryer. It was observed that the drying rates and heat

transfer coefficients decrease with the drying time. Bala et al. [2] examined the drying of pineapple by using a solar tunnel

dryer. They indicated that the pineapple dried in the solar dryer is a good quality dried product for human consumption. Bala

and Mondol [3] investigated experimentally the drying of fish using solar tunnel dryer. They found that moisture content
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decreases with drying time and the fish dried in the solar tunnel dryer was completely protected from rain, insect, dust, and

that the dried fish was a high quality product. Bellagha et al. [4] studied on salting and drying of sardine (sardinella aurita).

Erdem [5] investigated experimentally the drying behavior of fish (Oncorhynchus mykiss) in a tray dryer under different flow
velocity and air inlet temperature at different dimensions of the fish, and drying of salted fish at different temperatures and at

different air flow velocities. It is observed that moisture content of either case (both fish salted and fish unsalted) dwindles

with drying time. Jain and Pathare [6] investigated the drying kinetics of open sun drying of fish. The fishes used in the

experiment are prawn and chelwa fish (Indian minor carp). They observed that the drying rate curves contained no constant

and showed linear falling rate throughout the drying process. Kituu et al. [7] developed a drying model in Visual Basic 6 for

simulating the drying of Tilapia fish (Oreochromis niloticus) in a solar tunnel dryer. They showed that the model can be used

to predict the drying of Tilapia fish in a solar tunnel dryer. Oztop and Akpinar [8] examined experimentally and numerically

the moisture transfer during the convective drying of the same products. Both experimental and numerical results showed

that there is a good agreement between numerically and experimentally measured data and predicted values. Erdem et al. [9]

investigated experimentally the behavior of drying of rainbow trout at different inlet temperatures but constant inlet velocity

in a square cross-sectioned tray dryer. It is observed that the curves are decreased with drying time during the drying process.

Arason and Arnason [10] carried out a study on drying of fish products using geothermal energy. They suggested that the

equipment designed for drying of fish can also be used to dry the other industrial products. Koyuncu [11] actualized the

performance of improvement of greenhouse-type agricultural dryers. It observed that systems improved are more efficient

than open air dryer.

The main purpose of this work is to examine the thin layer drying behavior of fish (Oncorhynchus mykiss) in a tray

dryer under different air flow velocities and at a constant inlet temperature. Because there is no sufficient data related to

drying behavior of the rainbow trout in literature, the results obtained from the experiments are very important for the

future studies.

Materials and Methods

Experimental Setup and Methods

Figure 64.1 shows the dryer setup used in this experimental work. It mainly consists of an electric fan with 375 W, heater

resistance, drying chamber, air duct, and measurement instruments.

The air flow rate of the experimental setup was adjusted by the fan speed control unit. The heating system consists of an

electric heater (maximum power of 800 W), which is placed into the duct. The drying chamber temperature was adjusted by

the heater power control. The drying duct was constructed from st-52 steel sheet with a square section of 2,000 mm length,

300 mm width, 300 mm height, and 590 mm length in a drying chamber. In the measurements of temperature, three numbers

of K type thermocouples were used with a manually controlled two-channel digital thermometer (CHY, 806AW, accuracy

of�0.1 �C). The velocity of air passing through the system was measured by a 0.4–3 m/s range anemometer (RAM DT-619,

m/s—range: 0.4~3.0 accuracy: 3 %). Moisture loss was recorded by a digital balance (Avery Berkel, Model CC061) at time

interval of 10 min during the drying period to determine a removal rate of the moisture. The digital balance has the

measurement range between 0 and 6,000 g with the accuracy of �0.1 g. For thin layer drying experiments, the fish samples

were selected, carefully cleaned, washed, and rested for a while to remove the water on the samples.

Experimental Uncertainty

During experiments, some errors take place because of measuring instruments, unknown causes, and electronic oscillations.

These errors are determined with the following equation [12]:

Wx ¼ x1ð Þ2 þ x2ð Þ2 þ . . . . . . . . . . . . . . . . . .þ x1ð Þ2
h i1=2

ð64:1Þ

Total error values of measuring instruments are illustrated in Table 64.1.
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Mathematical Formulation

Dimensionless moisture content is determined by the following equation [13]:

M ¼ Mt �Me

Mi �Me
ð64:2Þ

Insulation Variac

Fan

Air inlet

Air outlet

Observation window

Rock wool insulation

Wet and dry thermometers inlet

Duct

Resistance

Digital
Thermometers

Humidity
meter

AmpermeterVoltmeterFan
a

b

Digital
balance

Drying
chamber

Thermocouples

Fig. 64.1 Experimental setup; (a) the picture of experimental setup, (b) the schematic picture of experimental setup

Table 64.1 Uncertainties

of the measuring parameters
Parameter Unit Total error

Temperature measurement �C �0.07

Air inlet velocity m/s �0.025

Mass measurement g �0.1

Moisture loss values min �0.17

Dimensionless moisture content min �0.2

Drying rate g/s �0.14
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In this equation, M explains dimensionless weight losses of the fish during drying;Mi, weight of the fish at beginning;Mt,

weight of the fish at time of t; and Me, weight of the fish in equilibrium (final weight). Moisture content wet basic (w.b.) is

calculated by the following equation [14]:

Mwb ¼ Mw

Mi
ð64:3Þ

whereMwb refers to the moisture content of fish andMw, the amount of water at time of t (g) for fish samples. The following

equation is used to calculate drying rate [15]:

dM

dt
¼ Mtþdt �Mt

dt
ð64:4Þ

In the above equation, dM/dt is the drying rate;Mt, the weight of fish at time of t; andMt+dt, the weight of fish at time of t + dt.

Results and Discussion

In this study, the effect of inlet air velocity on drying of a fish (Oncorhynchus mykiss) was determined experimentally in the tray

dryer. In the experiments, inlet air temperature and air inlet velocitieswere selected as 46 �Cand 0.5, 1.5, and2.5m/s, respectively.

Figure 64.2 refers to the variation of the interior temperature with drying time of fish at different velocities but at constant

temperature of T ¼ 46 �C in the tray dryer. As shown in the figure the interior temperature of fish increases as a function

time at all velocities until first 15 h. The curve of interior temperature of the fish sample at air velocity of 0.5 and 1.5 m/s was

broken due to adverse working conditions. Next day (after 7 h) is continued to working where it left off. As can be seen in the

figure, the constant air velocity of 2.5 m/s the curve of sample is more irregular according to others curve. Figure 64.3

displays the variation of moisture content with time of drying fish at three different velocities but at constant temperature

(T ¼ 46 �C). After first 15 h, the curve of interior temperature of the fish sample at air velocity of 0.5 and 1.5 m/s is broken,

since drying is broken for 7 h (night time), and then it is continue working. As expected, the moisture content of the sample

decreases with time at each air velocity used in the experiments. As seen in the figure, increasing velocity of drying air has an

important positive effect on drying time. In other words, when air inlet velocity increases, drying time decreases. At all

parameters studied are seen to be the best model the sample dried at V ¼ 2.5 m/s and T ¼ 46 �C.
Variation of the dimensionless moisture content with drying time for the air temperature of 46 �C and at different air

velocities is given in Fig. 64.4. A case similar to Fig. 64.2 is seen, where, how the velocity to be effective on drying time is

showed clearly. In the figure, it is observed that moisture loss decreases with time. At study except median was worked with

the time interval 7 h, and then was continued to working. Variation of drying rate with drying time at the air temperature of

46 �C is illustrated in Fig. 64.5 at different inlet velocities. As seen from the figure up to first 400 min the drying rate
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decreases very rapidly, but then this rapid decreasing varies less, later almost constants. It is observed that this case is valid

for all velocities. It is seen from the figure that curve in 2.5 m/s is dried more quickly than other two curves. No change

appeared on the surface of the samples dried in these velocities. Also, among the drying experiments of the rainbow trout,
the best results were obtained in 2.5 m/s.

Conclusion

In this study, behaviors of drying of the rainbow trout samples were experimentally investigated in a square cross-sectioned

type dryer. In the study, interior temperature, moisture content, dimension moisture content, and drying rate curves were

analyzed. It is seen that when the drying time increases, the interior temperature of fish increases, but moisture content and

drying rate curves decrease. It is concluded that drying procedure for inlet air velocity is effective. Also, no change appeared

on the surface of the samples in these velocities, and among the drying experiments, the best results were obtained in 2.5 m/s.

Nomenclature

dM/dt Drying rate, g/s

t Time, min

T Air inlet temperature, �C
M Dimensionless moisture weight

Me Final weight (equilibrium weight), g

Mi First weight, g

Mt The weight at t, g

Mt+dt The weight at t + dt, g

Mw The amount of water, g

Mwb Moisture content, g/g

V The air inlet velocity, m/s

Wx Total uncertainty in measurement
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Comparing Corn Drying in Fluidized Bed Dryer
and Convective Tray Dryer 65
Mert Gur and Mesut Gur

Abstract

In this study, the thin layer drying characteristics of corn were experimentally investigated in a fluidized bed dryer and a

convective tray dryer. Corn with an initial moisture content of 25 % dry basis was used in the experiments. Experiments

were performed at three different drying temperatures: 55, 65, and 75 �C. In each experiment one layer of corn was

inserted into the dryer and then drying was performed for 90 min. The drying air velocities were set to 0.45 m/s for the

convective tray dryer and 2.5 m/s for the fluidized bed dryer. Single exponential and Page models were fitted onto

the measured drying data. Effective diffusivities were calculated using Fick’s first law. The equilibrium moisture contents

were evaluated using the Guggenheim-Andersen-de Boer model. From the experiments it was observed that drying rates

in the fluidized bed dryer were considerably higher than drying rates in the convective tray dryer. Effective diffusion

coefficients obtained in the fluidized bed dryer were approximately 70 % higher than those in the convective tray dryer.

This increase is mainly attributed to the homogeneous mixing motions in the fluidized bed dryer, which enhances heat and

mass transfer between the corn and the drying air. In addition, the temperature dependence of the effective diffusion

coefficients was described by an Arrhenius-type relationship.

Keywords

Drying � Fluidized bed dryer � Corn � Thin layer drying characteristics

Introduction

Corn is one of the main agricultural products in Turkey [1] and its preservation is of great importance. As is the case for

almost all agricultural products in Turkey, corn is most commonly preserved by sun-exposed drying in the open air. In sun-

exposed drying, food is in continuous contact with the open air for an extended period of time. During this period, the food

may easily become contaminated due to the soil transferred by the air [2]. In order to reduce contamination and drying time,

the use of industrial dryers is required. Many types of industrial drying methods for food have been investigated in the

literature. Among these methods fluidized bed drying stands out due to its high energy savings and short drying times which

are caused by the effective contact between the drying mediums [3, 4].

In order to successfully predict drying behavior and optimize drying parameters, the drying kinetics of corn must be

understood. For this aim many thin layer models have been proposed in the literature [1, 5–9]. Thin layer characteristic for

foods are generally derived from conventional convective drying experiments, where food is put on a perforated tray. For

corn thin layer drying characteristics were extensively investigated in convective tray dryers [1, 7, 10, 11] and corresponding
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effective diffusion coefficients, Deff, were proposed [1]. Corn drying was also studied in batch fluidized bed dryers [12–16].

However, in none of these studies fluidized bed drying experiments were conducted under thin layer drying conditions.

Thus, there is a lack of work in the literature regarding the thin layer drying of corn in the fluidized bed dryer.

Madhiyanon et al. [17] have investigated the thin layer behavior of coconut in fluidized bed dryer and have determined

the effective diffusivities from the experimental results. The value of the effective diffusivities were 1–4 orders of magnitude

larger than the thin layer results obtained for other food and biological materials dried in conventional convective tray dryers

(no fluidization). The large discrepancy was attributed to the homogeneous mixing motions in the fluidized bed dryer, which

boosts heat and mass transfer between corn and air. Consequently, from this work, it can be concluded that the thin layer

kinetics distinguish significantly between the fluidized bed dryer and the convective tray dryer.

The main objective of the present study is to determine the thin layer drying characteristics of corn in the fluidized bed

dryer and compare them with the drying characteristics in the convective tray dryer. Furthermore, the Page and the single

exponential models are investigated on the experimental data in order to explore their validity for corn drying in the fluidized

bed. The effective diffusivities of corn are determined at each drying temperature for both the fluidized bed dryer and the

convective tray dryer. It is observed that Meq values are widely omitted in literature due to the very small values they attain at

high drying temperatures. In this work the equilibrium moisture contents Meq are evaluated using the Guggenheim-

Andersen-de Boer (GAB) model. The effect of the incorporation of the equilibrium moisture content in the calculations

on the evaluated effective drying coefficient values is investigated. In addition, an Arrhenius type relation is used to explain

the dependence of the effective diffusivities on temperature.

Materials and Methods

A special dryer, with adjustable drying air velocity, has been constructed for the corn drying experiments. Schematic

diagram of the test apparatus is shown in Fig. 65.1. The drying chamber is of cylindrical shape with an inner diameter of

10 cm and a height of 50 cm. The bottom of the drying chamber is a perforated tray with holes of 2 mm in diameter.

The chamber is constructed of two telescoped identical cylinders which make it possible to insert and remove the inner

cylinder. The drying air which enters the cylindrical chamber through the perforated tray is provided by a centrifugal fan, the

speed of which is controlled by the Siemens Micromaster 6SE92 (7.5 kW) frequency inverter. As shown in Fig. 65.1, before

entering the fan (part 2), air is preheated by an electrical heater of 7.6 kW power capacity (part 1). After leaving the fan, the

preheated drying air is heated to the desired temperature by the main heater, which has an 8 kW power capacity (part 3).

The power settings of the heater are adjusted for each drying experiment at 55, 65, and 75 �C to attain the required drying

temperatures. A pitot tube and a manometer are used (part 4) to measure the drying air velocity. The temperature and

the humidity of the air are measured every 5 min. Measurements are performed with a Testo 454 multifunction instrument,

Testo 905-T1 temperature measure sensor, and Testo 605-H1 humidity measure sensor (part 5). The moisture content of the

corn samples is measured by gravimetric methods with Sartorius MA 30 moisture analyzer. According to the instrument

Fig. 65.1 Schematic diagram

of fluidized bed dryer (FBD)

(1: Preheater, 2: Fan, 3:
Main-heater, 4: Pitot tube, 5:
Perforated plate, 6:
Temperature and humidity

sensors)
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specification, temperature and humidity measurements were performed with an accuracy of 0.3 % for the Testo 454-P1

instrument, 0.2 % for the Testo 454-H1 instrument and with 0.05 % for the Sartorius 30 moisture analyzer.

Corn “Zea mays indentata” were provided from the Sakarya region of Turkey and were characterized as being of

spherical shape with an average diameter of 6.8 mm. All experiments were conducted under thin layer drying conditions. In

each experiment corn samples of 40 g in total weight were inserted into the drying chamber forming a single layer of corn on

the perforated tray. Two different drying air velocities were used in the experiments: 0.45 and 2.5 m/s. For the air velocity of

0.45 m/s no fluidization was observed. Therefore, drying conditions resembled those of convective tray dryers. For the

drying air velocity of 2.5 m/s, the corn was brought into fluidization state and fluidized bed drying conditions were attained.

At both drying air velocities, experiments were conducted for 90 min at three different temperatures; 55, 65, and 75 �C. The
initial moisture of the corn was measured by gravimetric methods with a Sartorius MA 30 moisture analyzer. The moisture

contents during drying were determined every 5 min by taking the inner cylinder out of the outer cylinder and measuring its

weight on a scale. The weight of the completely dried corn was determined to be 32 g on average.

Mathematical Model

The Moisture Ratio (MR), the dimensionless moisture content, can be defined as

MR tð Þ ¼ M tð Þ �Meq

Mo �Meq

ð65:1Þ

where M(t) denotes the moisture content at time instant t, Meq denotes the equilibrium moisture content and Mo denotes the

initial moisture content of the corn.

Most of the food drying experiments performed in literature have shown that food drying occurs mainly in the falling rate

period. The falling rate period is the second phase of drying, in which the moisture transfer is driven mainly by the moisture

diffusion inside the corn particles. In order to model the thin layer drying kinetics in the fluidized bed dryer and the

convective tray dryer, drying will be assumed to occur only in the falling rate period.

The drying process is modeled using a single spherical shaped corn particle, representing any corn particle inside the

dryer. Mass diffusion inside the corn is assumed to take place only in the radial direction. Using Fick’s first law defined for

spherical coordinates and the mass balance Fick’s second law for spherical coordinates is written as

∂MR tð Þ
∂t

¼ 1

r

∂
∂r

Deffr
∂MR tð Þ

∂r

� �
ð65:2Þ

where Deff represents the effective diffusion coefficient inside the corn particle. Assuming diffusive moisture transfer,

negligible volume shrinkage, constant temperature and diffusion coefficients, an analytic solution to Eq. (65.2) was proposed

as follows [17]:

MR tð Þ ¼ 6

π2
X1
n¼1

1

n2
exp �Deffn

2π2t
r2

� �
ð65:3Þ

Considering only the first term [18], Eq. (65.3) is simplified into the following form:

MR tð Þ ¼ 6

π2
exp �Deffπ2

r2
t

� �
ð65:4Þ

Taking the natural logarithm of both sides we end up with the linear form Eq. (65.4):

lnMR tð Þ ¼ ln
6

π2
þ �Deffπ2

r2

� �
t ð65:5Þ

The theoretical form of Eq. (65.4) is referred to as the single exponential equation. In addition to this theoretical model,

plenty of empirical and semi-empirical models can be found in the literature [19, 20]. Among these methods, the Page
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equation, the two-term model, and the Henderson & Pabis model were used for thin layer drying in fluidized bed for coconut

[17]. The Page model has already shown to be able to successfully determine the drying kinetics of corn in conventional tray

dryer [1] and is formulated as follows [19, 20].

MR tð Þ ¼ exp �xtyð Þ ð65:6Þ

Therefore, to keep the work as simple as possible and in accord with the related previous works, only the Page model and

the single exponential model are used to determine the drying kinetics for both the fluidized and non-fluidized corn drying,

convective tray dryer. Effective diffusivities were obtained via the single exponential model.

The equilibrium moisture content Meq is defined as the average moisture content of corn at which no moisture transfer

takes place between the corn particle and the drying air. This equilibrium moisture content is highly dependent upon the

temperature and relative humidity of the drying air. Samapundo et al. [21] have investigated the sorption isotherms of corn at

25, 30, and 37 �C. They concluded that the equilibrium moisture content could be best estimated by the GAB model [22]

Meq ¼ MmCKaw

1� Kawð Þ 1� Kaw þ CKawð Þ½ � ð65:7Þ

where aw is the water activity (equilibrium relative humidity of air), Mm is the monolayer moisture content (kg/100 kg dry

matter), and C and K are constants. In their work it can be observed that their sorption isotherms tend to come very close at

low water activity values. Since water activity values in our experiments were quite small, the parameters proposed by

Samapundo et al. [21] for the GAB model at 37 �C were used to estimate the equilibrium moisture content at each drying

temperature. Although the moisture content of the drying air is the same at each drying temperature, it was observed that the

equilibriummoisture content of corn decreases with increasing drying temperatures. The reason for this decrease is the lower

water activity values attained at higher drying temperatures.

The relationship between the effective diffusivities Deff and the drying temperature T is provided by a simple Arrhenius

equation [18, 20] as

Deff ¼ Doexp
Ea

RT

� �
ð65:8Þ

Here Ea is the activation energy, or the energy required for drying reaction to occur at that specific drying condition. Do is

a pre-exponential factor and R is the universal gas constant.

Results and Discussion

The drying curves of corn obtained from the experiments performed in fluidized bed dryer and convective tray dryer are

shown in Fig. 65.2 in terms of dry basis (db) moisture content versus time. Even a cursory comparison of the curves in

Fig. 65.2 demonstrates significantly higher drying rates for the fluidized bed dryer compared to those for the convective tray

dryer at each drying temperature. For example, the moisture contents after 90 min of drying at 55 �C in the fluidized bed

dryer can be achieved by the convective tray dryer only if the drying temperature is increased to 75 �C. From the

continuously decreasing slopes of the curves it can be inferred that falling drying rates are observed which satisfies

the assumption used to develop the mathematical model in the previous section. In the falling rate phase it was concluded

that drying moisture transfer is controlled by the interior resistance to moisture diffusion [23]. Therefore, Eq. (65.3), which

was developed for the diffusive moisture drying, can be applied to our experimental data.

The equilibrium moisture contents were evaluated using the GAB model with the parameters provided for 37 �C by

Samapundo et al. [21]. The water activity values in Eq. (65.7) correspond to the measured drying air humidity [21]. Using

the water activity values measured in the experiments, the equilibrium moisture content Meq was evaluated via Eq. (65.7) as

4.39 % (db) at 55 �C, as 4.13 % (db) at 65 �C and as 3.43 % for 75 �C. Using these equilibrium moisture content Meq values,

the moisture ratios (MR) were evaluated via Eq. (65.1) and their natural logarithms are shown in Fig. 65.3 with respect to

drying time. In Fig. 65.3 it is observed that the slope of drying curves increase with elevated temperatures. A drastic increase

in slope is also observed when switching from conventional tray dryers to fluidized bed dryers. Recalling Eq. (65.5), larger

slopes result in higher effective diffusion coefficients and hence, in higher drying rates. The rate of drying can be directly
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linked to larger effective diffusion coefficients which result in more homogeneous temperature distribution inside the corn.

Therefore, it can be concluded that the enhanced homogeneity of the corn’s temperature distribution in the fluidized bed

dryer induces higher drying rates than the convective tray dryer.

In accordance with the related previous work [1], the effective diffusivities Meq were first assumed to be zero. Using

Eq. (65.4), the effective diffusivities were evaluated from the slope of the linear portion of the logarithmic drying curves [24]

at 55, 65, and 75 �C. The results are listed and compared in Table 65.1 with the Deff values obtained by Doymaz and Pala [1]

for untreated corn dried in cabinet dryers (convective tray dryer) at an air velocity of Vair ¼ 0.43 m/s with zero equilibrium

moisture content assumption. It was observed that our results for an air velocity of Vair ¼ 0.45 m/s are consistent with the

work of Doymaz and Pala [1] under the same assumptions. Moreover, the relative increase in the effective diffusion

coefficient ΔDeff, shown in Table 65.1, is defined as

Fig. 65.2 Effect of fluidization

on the drying curves at different

temperatures

Fig. 65.3 Logarithmic drying

curves for corn in conventional

tray dryer (CTD) and FBD

Table 65.1 Effective diffusion coefficients and relative increase in the effective diffusion coefficients

evaluated with zero equilibrium moisture content assumption

Temperature (�C)
(Doymaz and Pala)

Deff(m
2/s) Meq ¼ 0

Deff m2=sð Þ
Vair ¼ 0:45m=s
Meq ¼ 0

Deff m2=sð Þ
Vair ¼ 2:5m=s
Meq ¼ 0 ΔDeff(%)

55 9.488 � 10�11 9.3128 � 10�11 1.4967 � 10�10 61

65 1.153 � 10�10 1.1020 � 10�10 1.7540 � 10�10 59

75 1.768 � 10�10 1.6510 � 10�10 2.4753 � 10�10 50
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ΔDeff ¼ Deff
FBD � Deff

CTD

Deff
CTD

ð65:9Þ

where Deff
CTD is the effective diffusion coefficient obtained in the conventional tray dryer and Deff

FBD is the effective

diffusion coefficient obtained in the fluidized bed dryer. Have given the results assuming Meq to be zero, we will now pursue

our analysis by taking Meq into account. In that case, the equilibrium moisture content values are not zero and take the values

evaluated by Eq. (65.7). Hence, the effective drying coefficients are evaluated from the slopes of the drying curves in

Fig. 65.3 and are presented in Table 65.2. Including the nonzero equilibrium moisture contents in the calculations resulted in

a substantial increase of the effective drying coefficient Deff values. Furthermore, the relative increase in the effective

diffusion coefficientΔDeff induced due to fluidization, has shown to rise from the range of 50–61 % to the range of 71–74 %.

When the equilibrium moisture content is assumed to be non-zero, the effect of the fluidized dryer on the drying rates is

more evident. In fact, the equilibrium moisture content Meq is never zero and always has a specific value depending on the

drying air conditions. Therefore, the correct detection of Meq values shows importance in the prediction of the correct drying

kinetics.

In Fig. 65.4 the moisture ratios are shown for the drying at air velocity of Vair ¼ 0.45 m/s as squares whereas for

Vair ¼ 2.5 m/s they are shown as triangles. As shown in Fig. 65.4, Page’s equation was fitted onto the drying data of the

convective tray dryer (dashed line) and the data of the fluidized bed dryer (solid line). Curve fitting was utilized using

the Ezyfit toolbox for Matlab to determine the constants of the best fitting Page’s equation. All coefficients of determination

R2 of these fits were found to be larger than 0.99.

To describe the temperature dependence of the effective diffusion coefficients the Arrhenius type relationship indicated

by Eq. (65.8) is used. For that purpose the calculated effective diffusivities were plotted in Fig. 65.5 as a function of the

reciprocal of the absolute temperature. Using Eq. (65.8) and the slopes of the best fitting straight lines in Fig. 65.5,

the activation energy EA was found to be 26.7 kJ/kg mol for drying in the conventional tray dryer and 26.4 kJ/kg mol for

drying in the fluidized bed dryer. Both of these values are close to EA ¼ 29.56 kJ/kg mol which was proposed previously by

Doymaz and Pala [1].

Table 65.2 Effective diffusion coefficients and relative increase in the effective diffusion coefficients

evaluated with the equilibrium moisture content evaluated by the Guggenheim-Andersen-de Boer model

Temperature (�C)

Deff m2=sð Þ
Vair ¼ 0:45m=s
Meq 6¼ 0

Deff m2=sð Þ
Vair ¼ 2:5m=s
Meq 6¼ 0 ΔDeff(%)

55 1.2017 � 10�10 2.0704 � 10�10 72

65 1.4208 � 10�10 2.4763 � 10�10 74

75 2.1140 � 10�10 3.6147 � 10�10 71

Fig. 65.4 (a) Comparison of the Page model fitted for CTD and FBD at 55 �C. (b) Comparison of the Page model fitted for CTD and FBD at

65 �C. (c) Comparison of the Page model fitted for CTD and FBD at 75 �C
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Conclusion

The experimental results have shown that corn drying proceeds only in the falling drying rate period where drying is

controlled only by the moisture diffusion inside the corn particle. Moreover, from the experiments it was found that the

drying rates of corn in the fluidized bed dryer are substantially higher than the convective tray dryer at all drying

temperatures. The effective drying coefficients are increased by an average of 72 % by the improved drying rates. The

values of effective diffusivities were found to be in the range 2.1 � 3.6 � 10� 10m2/s for the fluidized bed dryer and

1.2 � 2.1 � 10� 10m2/s for the conventional tray dryer. The main reason for this behavior is the homogeneous mixing

motions in the fluidized bed dryer, which enhances heat and mass transfer between corn and air significantly. The Page

model was able to fit the drying data of the conventional tray dryer and the fluidized bed dryer successfully at all drying

temperatures (55, 65, and 75 �C). Calculations revealed a significant dependence of the evaluated effective drying

coefficients on the equilibrium moisture contents. Setting equilibrium moisture contents to zero decreases the numerical

values of the effective diffusion coefficients. Therefore, the equilibrium moisture is required to be determined correctly in

order to evaluate the effective drying coefficients most accurately. Moreover, effective diffusion coefficients have been

shown to increase with higher drying temperatures and pursued an Arrhenius type relationship. The activation energy EAwas

found to be 26.4 kJ/kg mol for the convective tray dryer and 26.7 kJ/kg mol for the fluidized bed dryer. These values are

consistent with the activation energies proposed by Doymaz and Pala [1].
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Investigation of Drying Characteristics of Blueberry
Using a New Solar Air Collector Design 66
Adem Acır, Mustafa Aktaş, and Fatih Danışman

Abstract

In this study, a new solar air collector design was made for drying applications. Blueberry (Myrtus communis) was dried

in this drying process based on solar energy. The drying experiments were carried out at 0.026, 0.0325, and 0.052 kg/s

mass flow rate and at variable air temperatures between 8:30 and 18:00 hours. Solar radiation, blueberry mass, collector

inlet–outlet air temperatures, drying chamber inlet–outlet air temperatures, and relative humidity values were measured

during the experiments. The drying air velocity was controlled by using frequency inverter according to set value.

Blueberry was dried from initial moisture content (2.18 g water/g dry matter) to final moisture content (0.594, 0.540, and

0.672 g water/g dry matter) for 0.026, 0.0325, and 0.052 kg/s mass flow rates, respectively. The average solar collector

efficiencies were found as 56.97 %, 63.30 %, and 71.59 % for 0.026, 0.0325, and 0.052 kg/s mass flow rates, respectively.

As a result, the high efficiency solar air collector was obtained as regards thermal performance and the blueberry drying

process was performed successfully.

Keywords

Blueberry � Myrtus communis � Solar drying � Moisture content � Moisture ratio

Introduction

Drying of agricultural products has always been of great importance for the preservation of food by human beings. Drying of

agricultural products provides effective and practical preservation in order to reduce the losses after harvest. Drying

techniques of agricultural products is divided mainly into three parts:

• Drying with heat pump

• Drying with solar energy

• Drying with other techniques (infrared energy, etc.)

Drying with solar energy is a well-known method as preservation technique. The solar energy is a renewable energy

resource. Therefore, drying with solar energy is contributed in the economic cost and utilization of the renewable energy.

Also, solar drying is a safer and efficient method to preserve agricultural products. Solar drying will reduce the product losses

and it will improve the quality of the final product. In brief, solar drying methods have advantages in terms of cost of energy

and environmental factors. In the literature, there have been many studies with drying of agricultural products using solar

dryer. Different authors have performed on the drying of pistachio [1], potato [2], apple [3, 4], green chilli [5], green pepper,

green bean, squash [6], and apricot [7, 8]. El-Sebaii et al. [9] dried green peas by using an indirect type natural convection solar
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dryer. Jadhav et al. [10] used solar cabinet dryer for drying pretreated green peas. And also, mathematical modeling of drying

characteristics of tropical fruits was investigated by Ceylan et al. [11].

In this study, the drying characteristics of blueberry using a new solar air collector design are investigated at different

mass flow rate and variable air temperatures. Also, efficiencies of a new type solar air collector have been determined.

Materials and Methods

Materials

Blueberry (Myrtus communis) was used in the drying experiments which was supplied from the markets. It grows

spontaneously in the Black Sea, the Aegean and Mediterranean coasts in Turkey as shown in Fig. 66.1. Also, blueberry

contains high vitamin A, and it also improves sight.

Experimental Setup
The schematic diagram of the experimental setup was shown in Fig. 66.2. An experimental setup was constructed and tested

in Gazi University, Ankara, Turkey. The main components were solar collector, air channels, a fan, an air regulating damper,

PLC control unit, and drying chamber.

The collector size used in the experiment was 800 mm in length, 500 mm in width, and 120 mm in height. The collector

was the single-pass finned collector. The collector consists of the glass cover, the insulated container, and the black-painted

copper absorber. The collector was designed as parabolic absorber plates. Also, technical properties and equipments used in

drying based on solar energy are given in Table 66.1. Solar drying air experiments were carried out between 5 July and 10

July 2012 (9.00 am–18.30 pm) in Ankara, Turkey for different mass flow rates.

Uncertainty Analysis

Uncertainty analysis in the experiments is very important in order to be able to make reliable measurement. The instrument

selections, conditions, calibration, environmental factors, observation, reading, and test planning can be caused some errors

and uncertainties in the experiments. In drying experiments in solar dryer of blueberry, air temperature, relative humidity,

weight losses, air velocity, and solar radiation were measured with appropriate instruments. During the experiments, total

uncertainties of the measured parameters and calculated experimental parameters were presented as shown in Table 66.2.

Considering relative uncertainties in the individual factors denoted by xn, uncertainty estimation was made using the

following equation [12]:

W ¼ x1ð Þ2 þ x2ð Þ2 þ . . . xnð Þ2
h i1=2

ð66:1Þ

Fig. 66.1 A picture

of blueberries
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Table 66.1 Main properties of

equipments used in solar dryer

[15]

Equipment Technical properties

PLC

controller

Controlling of air temperature, relative humidity, air velocity, dried product mass,

and LCD screen

Blower 160 W, 990 m3/h, 2750 d/d, 50 Hz, 230 V IN:0.74A

Solarimeter SL 100, 1 W/m2-1300 W/m2 measurement range

Data-logger VCC 0,1 V, 2.7 V-5.5 V operating range, 110 dB minimum

Thermocouple Inlet Pt-100, R/T Type Scala: 0–70 �C
Load-cell Nominal out (mV/V) 2,0 � 0.2, 5–12 V, Operation temperature: �35 +65 �C,

Error (%FS): � 0.02

Table 66.2 The uncertainties

during the measurements of the

parameters

Parameter Unit Comment

Uncertainty in the temperature measurement
Collector inlet temperature �C �0.173

Collector outlet temperature �C �0.173

Absorber surface (copper plate) �C �0.173

Ambient air temperature �C �0.173 �C
Uncertainty in the time measurement
Temperature values Min �0.1

Uncertainty in the air velocity measurement m/s �0.1446

Uncertainty in the measurement of pressure loss Pa �0.3

Uncertainty in reading values of table % �0.1–0.2

(1)

(2)
(3)

(4)

(5) (9)

(8)

(6)

(7)

Fig. 66.2 A schematic view of

the PLC-controlled experimental

setup [15]. 1: Solar collector,
2: Data-logger, 3: Solarimeter,

4: Computer, 5: Exhaust air,
6: Blower, 7: Flexible air duct,
8: PLC-controlled drying cabinet,

9: PLC screen
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Mathematical Modeling

In this study, initial moisture content, moisture ratio, and solar thermal efficiency were investigated. Initial moisture content

(dry basis) of the blueberry was calculated using the following equation [4, 11]:

MC ¼ Mi �Md

Md
ð66:2Þ

The moisture ratio of blueberry during drying experiments is calculated using the following equation [4, 11]:

MR ¼ M �Me

M0 �Me
ð66:3Þ

where MR is the moisture ratio, M the moisture content, Me the equilibrium moisture content, and Mo is the initial moisture

content, respectively.

Also, the thermal efficiency of the solar collectors (ηI) is defined as the ratio between the energy gain and the solar

radiation incident on the collector plane [13, 14]:

ηI ¼
_mcp Ta,out � Ta, inð Þ

:

IAcð Þ ð66:4Þ

Results and Discussion

The drying experiments were carried out at 0.026, 0.0325, and 0.052 kg/s mass flow rate, 40� collector angle and variable air
temperatures between 8:30 and 18:00 hours. Change in mass was recorded every 30 min in the experiment. In this study,

first, the dry matter amount, initial and final moisture contents for each product are determined. The initial moisture content

of the Blueberry samples (50 g) was considered. Initial moisture content (dry basis) of the Blueberry was calculated from

Eq. (66.1). The initial moisture content (MC) of Blueberry was calculated as 2.25 g water/g dry matter (Fig. 66.3).

The final moisture content is obtained as 0.594, 0.540, and 0.672 g water/g dry matter for 0.026, 0.0325, and 0.052 kg/s

mass flow rates, respectively. Final drying levels of Blueberry are realized in 9 h in the solar dryer. In addition, the moisture
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ratio (MR) of Blueberry during drying experiments was calculated from Eq. (66.2). As shown in Fig. 66.4, the moisture ratio

are computed as 0.272, 0.248, and 0.308 for 0.026, 0.0325, and 0.052 kg/s mass flow rates, respectively.

As a result, the optimum values as regards moisture ratio were provided in 0.0325 kg/s mass flow rate of experiments as

seen in Table 66.3. Also, a picture of blueberries before drying and after drying was given Fig. 66.5.

Solar radiation values were measured between the 680 and 810 W/m2 during the experiments. Generally, the maximum

solar radiation energy was obtained at midday, whereas the minimum solar radiation energy at evening in the day was seen.

The solar collector efficiencies based on the obtained solar radiation were changed during days. In this study, a new collector

was designed. This solar air collector was considered as parabolic absorber plates. In this study, the average solar collector

efficiencies were calculated from Eq. 66.4. The solar collector efficiency values during experiment are given in Fig. 66.6,

which are plotted using Eq. (66.4). As shown in Table 66.3, the average thermal efficiency was found as 56.97 %, 63.30 %,

and 71.59 % for 0.026, 0.0325, and 0.052 kg/s mass flow rates, respectively. When the thermal efficiency obtained in this

present study was compared the results obtained in the previous studies given in literature, the solar collector having

parabolic absorber plates showed very good performance.

Conclusions

In this study, drying characteristics of Blueberry (Myrtus communis) of a solar dryer controlled with PLC were investigated.

The drying process can be continued with solar energy in daytime. Solar energy can provide free and renewable energy. The

initial moisture content of blueberry was calculated as ~2.25 g water/g dry matter, whereas the final moisture content

is obtained as 0.594, 0.540, and 0.672 g water/g dry matter for 0.026, 0.0325, and 0.052 kg/s mass flow rates, respectively.

The moisture ratio was computed as 0.272, 0.248, and 0.308 for 0.026, 0.0325, and 0.052 kg/s mass flow rates, respectively.
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Table 66.3 Experimental results for 40� collector angle

Mass flow rate (kg/s) Final YA (g) Final MC (g water/g dry matter) Final MR (%) I (W/m2) ΔT (�C) η (%)

0.026 25.06 0.594 0.272 709.9 5.90 56.97

0.0325 24.21 0.540 0.248 764.0 5.75 63.30

0.052 26.28 0.672 0.308 688.9 3.61 71.59
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As a result, the optimum values as regards moisture ratio were provided as 0.248 in 0.0325 kg/s mass flow rate. The drying

process can be expected much more quickly than according to nature drying. The quality of blueberry dried with PLC-

controlled solar dryer was acceptable, drying took place in a shorter time than compared to different drying methods. In

conclusion, it is expected that this system will help reduce the cost of drying and obtain more quality dried products. Also, a

new design solar collector having parabolic absorber plates can be used efficiently at different thermal applications.

Acknowledgment This work has been supported by Scientific Research Project Unit of Gazi University (G.U.BAP, 07/2012-42).

Nomenclature

W Uncertainty in the measurement (%)

ηI Thermal efficiency

MC Moisture content (g water/g dry matter)

MR Moisture ratio

Mi Initial wet weight (g)

Md Final dry weight (g)

Me Equilibrium moisture content (g water/g dry matter)

M0 Initial moisture content (g water/g dry matter)

I Solar radiation (W/m2)

AC Surface area of the collector (m2)

cp Specific heat of air at constant pressure (kJ/kg K)

Ta Air temperature (�C)
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11. Ceylan İ, Aktaş M, Doğan H (2009) Mathematical modeling of drying characteristics of tropical fruits. Appl Therm Eng 27:1931–1936

12. Holman JP (1994) Experimental methods for engineers, 6th edn. McGraw-Hill, Singapore

13. Esen H (2008) Experimental energy and exergy analysis of a double-flow solar air heater having different obstacles on absorber plates. Build Environ

43:1046–1054

14. Karsli S (2007) Performance analysis of new-design solar air collectors for drying applications. Renew Energy 32:1645–1660
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Exergy-Based Sustainability Indicators for a Single
Layer Solar Drying Process 67
Adnan Midilli and Haydar Kucuk

Abstract

The main objective of this study is to develop the exergetic sustainability indicators for a single layer solar drying process

of the shelled and unshelled pistachio samples. In this regard, the exergetic sustainability indicators such as exergetic

efficiency, waste exergy ratio, exergy recoverability ratio, exergy destruction ratio, environmental impact factor, and

exergetic sustainability index are defined and estimated by depending on the experimental data obtained from the single

layer solar drying process. Accordingly, it is noticed that the rise of waste exergy ratio decreases the exergetic efficiency

and exergetic sustainability index while increasing environmental impact factor.

Keywords

Exergetic sustainability � Single layer drying � Solar drying � Environmental impact factor � Exergetic sustainability index

Introduction

Energy is a key element in the interactions between nature and society and considered a key input for the environment and

sustainable development. During the past decade, environmental and sustainability issues have become major burdens to

overcome since they have caused regional and global consequences [1].

The supply and utilization of low-priced and clean fuel are particularly significant for environmental sustainability as well

as social, economic, and institutional sustainability since energy plays a vital role in industrial and technological

developments around the world [2–4]. Exergy analysis is considered as an essential tool to expose the impacts of a power

generating and consuming devices on exergy-based sustainability. On the other hand, sustainability is necessary to overcome

current ecological, economic, and developmental problems [5]. Also, sustainability concerns often lead local and national

authorities to incorporate environmental considerations into energy planning. In this regard, sustainable development

demands a sustainable energy source that, in the long term, is readily and sustainably available at reasonable cost and can

be utilized for all required tasks without causing negative societal impacts [6].

In terms of exergy analysis of the single layer solar drying processes, Midilli and Kucuk [7] examined the energy and

exergy analyses of the drying process of shelled and unshelled pistachios using a solar drying cabinet. Midilli and Dincer [6]

developed some new exergy-based parameters, such as exergetic efficiency, exergetic stability factor, environmental benign

index, and exergetic sustainability index for PEM fuel cells in order to study how some of their operating aspects and system

characteristics affect the environment and sustainability. Also, Midilli et al. [8] presents some new exergy-based parameters
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for Recirculating Aquaculture System (RAS) for Black Sea trout (Salmotruttalabrax). In this regard, the exergetic

parameters, such as exergetic efficiency, waste exergy ratio, exergy recoverability ratio, exergy destruction ratio, environ-

mental impact factor, and exergetic sustainability index are proposed and investigated. This paper presents the effects of

some exergetic sustainability indicators on the performance of the single layer solar drying processes of the shelled and

unshelled pistachio samples.

Analysis

To parametrically investigate the environmental and sustainability aspects of the single layer solar drying processes in terms of

exergy, Solar dryingprocesswas considered to be a steady-flowprocess.The experimental setup, shown in Fig. 67.1, consists of a

drying cabinet, solar air collector, and auxiliary heater and circulation fan. Drying cabinet is 55 � 92 � 117 cm3 and has 16

shelves, whichweremade ofwire-mesh-bottomed trays. The 4.5 m2 solar air collector (collectors area ¼ 2 � (1.25 � 1.8m2))

was connected to solar drying cabinet, and was used when solar radiation was intense. The circulation fan to supply fresh

air has a power of 0.37 kW [7, 9].
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solar air collector, 8. Solar air
collector, 8-1. Glass cover,
8-2. Glass cover, 8-3. Absorber
plate, 8-4. Insulation, 8-5. Wood

cover, Pyranometer, 10. Outlet of
solar air collector, 11. Chimney,

12. Outlet of drying cupboard,

Inter section, 14. Shelves,
15. Inlet of drying cupboard,

16. Support of drying cupboard,

17. Flexible connection pipe,

18. Support of solar air collector,
19. Manometer) [7, 9]
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Experimental Data

In order to estimate the exergetic sustainability indicators, the required experimental data have been taken from the literature

[7, 9]. Moreover, all details related to the experiments can be found in the literature [7].

Parameters

General exergy balance of solar drying processes can be written as

Exergy Inputð Þ ¼ Exergy outputð Þ þ Irreversibilityð Þ ð67:1Þ

However, if total exergy output and irreversibilities are clearly taken into consideration, the exergy balance for the solar

drying processes can be written as

Total exergy inputð Þ ¼ Total exergy used in shelvesð Þ þ Total exergy lossð Þ þ Total exergy destructionð Þ ð67:2Þ

which can be arranged as X
_ExSDPin ¼

X
_ExSDPL þ

X
_ExSDPd þ

X
_ExSDPeus ð67:3Þ

where X
_ExSDPd ¼

X
_ExSDPinput, f þ

X
_ExSDPinput, sol �

X
_ExSDPdci ð67:4Þ

X
_ExSDPin ¼

X
_ExSDPinput, f þ

X
_ExSDPinput, sol ð67:5Þ

X
_ExSDPL ¼

X
_ExSDPdco ð67:6Þ

where
X

_ExSDPinput, f describes inlet exergy from the fan,
X

_ExSDPinput, sol, gained exergy from solar air collector.

If Eqs. (67.4–67.6) are replaced into Eq. (67.3)X
_ExSDPeus ¼

X
_ExSDPdci �

X
_ExSDPdco ð67:7Þ

where
X

_ExSDPdci describes inlet exergy to the drying cabinet,
X

_ExSDPdco , outlet exergy from drying cabinet.

Under this solid theoretical background, the exergy-based environmental and sustainability parameters previously

presented in the literature [6, 8] are considered and rearranged for the solar drying processes as

1. Exergetic efficiency

2. Waste exergy ratio

3. Exergy recoverability ratio

4. Exergy destruction ratio

5. Environmental impact factor

6. Exergetic sustainability index

Exergetic efficiency ηSDP
ex

� �
In order to define the exergetic efficiency for solar drying processes, total exergy entering from fan and solar air collector and

total exergy used in shelves should be taken into consideration. If so, the exergetic efficiency of the solar drying processes

can be rearranged as in the following algebraic form, ranging from 0 to 1 theoretically [6, 8].

ηSDP
ex ¼

X
_ExSDPeus = _ExSDPin ¼

X
_ExSDPdci �

X
_ExSDPdco

� �
=

X
_ExSDPinput, f þ

X
_ExSDPinput, sol

� �
ð67:8Þ
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Waste exergy ratio r SDPex

� �
During the solar drying processes, exergy losses occur in the solar air collector and drying cabinet. Under these

considerations, waste exergy ratio can be written as follows, ranging from 0 to 1 [6, 8].

r SDPwex ¼
X

_ExSDPd þ
X

_ExSDPL

� �
=
X

_ExSDPin

¼
X

_ExSDPinput, f þ
X

_ExSDPinput, sol �
X

_ExSDPdci þ
X

_ExSDPdco

� �
=

X
_ExSDPinput, f þ

X
_ExSDPinput, sol

� �
ð67:9Þ

Exergy Recoverability Ratio r SDPex

� �
Exergy recoverability ratio indicates the exergy potential that is possible to be recovered in the system. Exergy recoverabil-

ity ratio of a solar drying process can be assumed as the ratio of the exergy recovery potential for the system to total exergy

input. The exergy recoverability ratio can be written as in the following form, ranging from 0 to 1 [6, 8].

r SDPexr ¼
X

_ExSDPr =
X

_ExSDPin ¼ _ExSDPdco =
X

_ExSDPinput, f þ
X

_ExSDPinput, sol

� �
ð67:10Þ

where _ExSDPr describes the quantity of exergy recovery potential for the system.

Exergy destruction ratio r SDPex

� �
Exergy destruction ratio is an important parameter to indicate the decrease of the positive impact of the solar drying

processes on exergetic sustainability. The reference value of this factor should be “zero” for better exergyetic sustainability

of the solar drying processes. Exergy destruction ratio is given in the following form, ranging from 0 to 1 [6, 8].

r SDPexd ¼
X

_ExSDPd =
X

_ExSDPin

¼
X

_ExSDPinput, f þ
X

_ExSDPinput, sol �
X

_ExSDPdci

� �
=

X
_ExSDPinput, f þ

X
_ExSDPinput, sol

� �
¼ 1�

X
_ExSDPdci =

X
_ExSDPinput, f þ

X
_ExSDPinput, sol

� �h i
ð67:11Þ

Environmental Impact Factor f SDPex

� �
Environmental impact factor of solar drying processes is an important parameter to indicate whether or not it damages the

environment because of its unusable waste exergy output and exergy destruction. Environmental impact factor [6, 8] can be

rearranged as in the following form, ranging from 0 to +1 ([6, 8].)

f SDPenvi ¼ r SDPwex � 1

ηSDP
ex

ð67:12Þ

Exergetic sustainability index ΘSDP
ex

� �
Exergetic sustainability index is an important parameter for exergetic sustainability of the solar drying processes in terms of

the second-law of thermodynamics. The exergetic sustainability index can be written to be reverse of the environmental

impact factor, ranging from 0 to 1 theoretically [6, 8].

ΘSDP
esi ¼ 1

f SDPenvi

ð67:13Þ

Results and Discussion

This paper presents the effects of some exergetic sustainability indicators on the performance of a single layer solar drying

process by using the experimental data in the literature [7]. For this purpose, the following parameters which are investigated

based on the constant characteristics of a solar drying process are taken into consideration: (1) Exergetic efficiency, (2) waste

exergy ratio, (3) exergy recoverability ratio, (4) exergy destruction ratio, (5) environmental impact factor, (6) exergetic

sustainability index.
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Figure 67.2 presents the variation of exergetic efficiency and waste exergy ratio as a function of time (h) based on the

characteristics of a single layer solar drying process. The exergetic efficiency which is one of the most important parameters

for exergetic sustainability of the solar drying process is mainly based on the total exergy input (total exergy entering from

fan and solar air collector) and the total exergy used in the drying cabinet. It is noticed that the exergetic efficiency highly

affected by the amount of solar radiation. When the amount of solar radiation increase, total exergy used in the drying

cabinet and exergetic efficiency of the solar drying process increase. It can be assumed that waste exergy ratio is an

important parameter to refer to the necessity of waste energy management of the solar drying process in order to increase its

exergetic performance and its role on exergetic sustainability. As shown in Fig. 67.2, exergetic efficiency decreases while

waste exergy ratio increases for single layer solar drying process. The waste exergy ratio of solar drying process is a function

of exergy losses occur in the solar air collector and drying cabinet and total exergy entering from fan and solar air collector.

The results show that exergetic efficiency and waste exergy ratio range from 0 to 0.410 and from 0.590 to 1, respectively

(their theoretical values range from 0 to 1) [6, 8].

Figure 67.3 shows the variation of exergetic efficiency and exergy destruction ratio as a function of time based on the

constant characteristics of the solar drying process. Exergy destruction ratio is an important parameter to affect the exergetic

efficiency; and waste exergy ratio of the single layer solar drying process should be taken into consideration to indicate its

role on exergetic sustainability. As shown in Fig. 67.3, when the exergy destruction goes up, the exergetic efficiency

decreases. Therefore, in order to minimize the exergy destruction ratio and increase the contribution to exergetic

sustainability of the solar drying process, exergy loses occurred in the solar air collector should be minimized. Thus, the

contribution to exergetic sustainability of the solar drying process will be remarkable. In terms of the second-law of

thermodynamics, all outputs become meaningful for the single layer solar drying process because they have potential to
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generate entropy in the environment. In terms of the first-law of thermodynamics, the environmental effect of the heat losses

from solar air collector and drying cabinet outlet is not taken into account. It is estimated that exergy destruction ratio ranges

from 0.510 to 0.922 (its theoretical values range from 0 to 1) [6, 8].

Figure 67.4 presents the variation of exergy recoverability and exergy destruction ratios as a function of time based on the

constant characteristics of the single layer solar drying process. Exergy recoverability ratio indicates the exergy potential

that is possible to be recovered in the solar drying process. Exergy recoverability ratio of a solar drying process can be

assumed as the ratio of the exergy recovery potential for the system to total exergy input (total exergy entering from fan and

solar air collector). Outlet exergy of the drying cabinet is a potential exergy which can be used for preheating of drying air

for this system. It is determined that exergy recoverability ratio ranges from 0.074 to 0.171 (its theoretical values range

from 0 to 1) [6, 8]. Exergy destruction occurs in the solar air collector which is relating with the structure of collector. It is

noticed that the exergy destruction ratio highly affected by the amount of solar radiation. It is seen that, when the amount of

solar radiation increases, exergy destruction ratio decreases.

Figure 67.5 presents quantitatively the relationships between exergetic sustainability index and environmental impact

factor as function of time. Exergetic sustainability index and the environmental impact factor are a function of waste exergy

ratio and exergetic efficiency. Environmental impact factor of single solar drying process is an important parameter to

indicate whether or not it damages the environment because of its waste exergy output and exergy destruction. As seen in

Fig. 67.5, the exergetic sustainability index and the environmental impact factor are highly affected by the amount of solar

radiation. When the amount of solar radiation increases, exergetic sustainability index increases and environmental impact

factor decreases. It is estimated that exergetic sustainability index and environmental impact factor range from 0 to 0.694

and from 1.441 to 1, respectively (their theoretical values range from 0 to 1 and from 0 to 1, respectively) [6, 8].
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Figure 67.6 shows the variation of exergetic sustainability index and environmental impact factor as function of exergetic

efficiency. As shown in Fig. 67.6, as the exergetic efficiency increases, the exergetic sustainability index increases and the

environmental impact factor decreases. In other words, increased exergy efficiency reduces environmental damage for a

single layer solar drying process. If total waste exergy output from the solar drying process increases, exergy-based

sustainability ability of the system decreases and thus environmental impact factor goes up, whereas exergetic sustainability

index decreases. As exergetic efficiency is zero value, the exergetic sustainability index has a 1 value, whereas environ-

mental impact factor is zero. Accordingly, it can be said that at the end of the single layer solar drying process in which the

amount of solar radiation has a minimum value, this system will not be an exergetic and environmental benign system.

However, since amount of solar radiation has a maximum value, environmental impact factor has a minimum value and

exergetic sustainability index has a maximum value. As a result, it can be said that for higher amount of solar radiation this

system is an exergetic and environmental benign system. Thus, to decrease the environmental impact factor and to increase

exergetic sustainability index of the solar drying process, exergy destruction occurred in the solar air collector should be

minimized and the exergy recovery potential from the system should be optimized.

Conclusions

Environmental and sustainability aspects of a single layer solar drying process have been parametrically studied based on the

actual data. Some concluding remarks are given as follows:

• The exergetic efficiency and the exergy recoverability ratios range from 0 to 0.410 and from 0.074 to 0.171, respectively

while exergy destruction and waste exergy ratios range from 0.510 to 0.922 and from 0.590 to 1, respectively.

• The single layer solar drying process has some high values of waste exergy ratio and exergy destruction ratio, and it needs

improvement for better environment. In this regard, exergy destruction occurred in the solar air collector should be

minimized and the exergy recovery potential from the system should be optimized.
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Subscripts

d Destruction

dci Drying cabinet inlet

dco Drying cabinet outlet

envi Environmental

esd Exergy destruction

esi Exergetic sustainability index

eus Exergy used in shelves

ex Exergy

exr Exergy recoverability

f Fan

L Loss

sol Solar

wex Waste exergy

Superscripts

SDP Solar drying process
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Investigating the Exergetic and Environmental Effects
of Subcooling and Superheating Processes
on the Performance of Direct Expansion Systems

68

M. Ziya Sogut, Hikmet Karakoç, Zuhal Oktay, and Arif Hepbasli

Abstract

Recently, subcooling and superheating applications, which are proposed as an approach for the efficient use of energy, have

positive effect on the emission next to increasing the energy efficiency. This study examines energetic, exergetic, and

environmental effects of subcooling and superheating processes in cooling applications separately. In this study, a direct

expansion system (DX), which is usedwidely in supermarket cooling applications, is taken into consideration. The evaporator

temperatures of�25 �C and 0 �C, the refrigerants of R-22, R-404A, and R-134a, which are preferred widely in DX systems,

and minimum and maximum leakage rates of 3 and 30 % are taken as reference values for the analysis. According to the

results, while subcooling and subheating processes increase approximately 10 % of COP and exergy efficiencies based on

refrigerants and decrease CO2 emissions for all refrigerants. The study also concluded with an emphasis on the importance

of subcooling and superheating applications, especially for DX systems and the importance of the preference refrigerant.

Keywords

DX systems � COP � Refrigerants � Exergy analyses � CO2 emission

Introduction

Negative impacts of the energy costs in recent years are an important problem before the sustainable economic development

for all countries suffering difficulties in energy supply. Efficient use of energy and energy saving works is an obligation for

all sectors that are subject to this impact. There are also increasing amount of works about this obligation due to the heavy

energy consumption in the air conditioning and cooling sector which take around 9 % of the world energy consumption [1].

Since 1990s, refrigerant fluids have become prominent due to the environmental threats in particular due to the ozone

consumption and greenhouse gas emissions. Although the ozone consumption is minimized by the processes limiting

refrigerant fluid supply through the international activities of the international society like the Kyoto Protocol and London

Conference, these fluids still have important effect on the climate change based on global warming. The selection of
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appropriate system, conducting a configuration with high efficiency and especially the choice of appropriate fluid for all

sectors using these fluids are important due to energy costs and environmental effects. However, excessive cooling and

excessive heating have been a catalyst on the evaporator and condenser units for especially the DX systems in recent years.

Among the cooling applications, market applications in particular have come to the fore with their heavy use of

refrigerant fluid and heavy energy consumption. Among them, supermarkets with a sales area of 3,700–5,600 m2 are

structures of heavy energy consumption in commercial applications with an annual average energy consumption of 2–3

million kW [2]. Energy consumptions of these systems used for the protection of food in supermarkets can reach

approximately 50 % of the total energy consumption of a market. This ratio goes up to 65 % in low capacity market

applications [3–5]. Around 60–70 % of the energy consumption in these systems is carried out in compressors and

condensers [6]. These systems have gained importance because of their negative impacts on total consumption costs as

well as the environmental threats caused by refrigerants and energy consumption. Work to develop refrigerant systems is

based on the reduction of energy use requirements in the systems to reduce these effects and on the choice of environment-

friendly refrigerant fluids with low GWP and ozone depletion potential in refrigerant systems.

With respect to the storage areas in market applications, it was observed that many refrigerant systems were used based

on the commercial requirements and that the Direct Expansion (DX) system was remarkable among them with a ratio of up

to 60 %. This system is followed by secondary lop systems, distributed systems, low-charge multiplex systems, and

advanced self-contained systems. Supermarket systems with high energy consumption as well as high amounts of refrigerant

fluids have important environmental effects in addition to the direct or indirect effects of refrigerant fluids. In addition, the

leakage losses arising from the repair and maintenance processes, setbacks in operation conditions, and installation errors in

this type of structure with high amounts of refrigerant fluid charge have significant impacts on their energy consumption, the

efficiency performance of the systems, and the environmental effects they cause. In this type of refrigerating application,

refrigerant fluid choices with less environmental effects, system choice, installation, and operation are important, in addition

to the capacity of efficient energy use.

In current systems, reducing energy costs is possible only by the efficient use of energy or use of energy saving

technologies. Saving works in refrigerant systems are examined in many applications from energy consuming fan and

compressor choices to ambient conditions and from the flow properties of system elements like the evaporator to fluid and

system control. Among them, the subcooling and superheating applications directly affect compressor efficiency due to its

impact on the cooling capacity, and thus they have an indirect effect on energy consumption and provide significant savings

in the systems. The subcooling application reduces the amount of energy required by minimizing the cooling requirement in

the system. So it reduces operation costs in the cooling system. A temperature fall of 2 �C in subcooling applications

corresponds to around 1 % savings in the operation costs of the systems. Efficiency is affected adversely by the mass loss up

to 30 % because of high refrigerant fluid charge or excessive leakage for providing high pressure in the system of refrigerant

applications. Superheating application ensures optimum use of energy by ensuring the refrigerant fluid control depending on

the needs of the systems. Superheating can be defined as turning a refrigerant fluid which cannot be fully gasified into gas

and preventing entry of the liquid refrigerant to the compressor [7].

The energy saving potential in refrigerant systems is calculated by making energy analyses in traditional applications.

In this type of analysis, the coefficient of performance (COP) is calculated according to the first law of thermodynamics and

the energy consumption potential caused by the systems is evaluated in comparison. These evaluations ensure the

examination of the properties of the fluids used. Energy analyses in the cooling systems are not sufficient in the evaluations

of the irreversibilities and saving potentials based on irreversibility, unlike other thermodynamic applications. Energy

analyses are only the numeric results of energy use. Therefore analyses for defining efficiency in performance evaluations

based on the quality of the system and determining the real irreversibilities should be carried out by exergy analyses

according to the second law of thermodynamics.

Exergy, which is defined as the maximum work which can be produced by a process as it comes to equilibrium with a

reference environment, is a measurement of the quality of the energy stream. For industrial processes, exergy analysis is a

powerful concept in the modern thermodynamic method, which is used as an advanced tool [8, 9]. For refrigeration

applications, exergy analysis is also a powerful concept and the modern thermodynamic method used as an advanced

tool. By use of an exergy analysis, the process can be optimized into more sustainable processes. The exergy analyses

depend mainly on the effects of environmental parameters such as temperature and pressure. Thus, environmental

parameters affect efficiency directly. Exergy is exhausted or destroyed due to irreversibility in real processes. The basic

aim of exergy analyses is determined as real potential of losses exhausted or destroyed in thermodynamic processes.

Consequently, exergy analyses are an important criterion for all of the thermodynamic evaluations. Today, many science

studies concerning the exergy concept for thermal processes are being made. For example, Dincer and Rosen, Kanoğlu et al.,

Hepbasli, Korenes et al., Wall, and Sogut have performed most extensive studies in the exergy field [10–15].
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Today, improving environmental awareness requires that the CO2 emission potential caused by this type of system be

kept under control. Many scientific approaches can be seen in these scientific studies. One of them, the concept of Total

Equivalent Warming Impact (TEWI), has been developed to combine the global warming effects of CO2 released into the

atmosphere due to energy used over the lifetime of a system (indirect effect) with the effects resulting from refrigerant and

blowing agent emissions system (direct effect). Contrary to Life Cycle Climate Performance (LCCP) analysis, which also

involves emissions from energy expenditures for production of the system and further greenhouse gas emissions caused

during the production of the refrigeration system, the focus of a TEWI analyses consists of the emissions following the

operation of the system [16].

In this study, the energy and exergy analyses based on different refrigerant fluids were carried out for the Direct

Expansion Systems were commonly used in supermarket applications. In addition, the performance effects of the subcooling

and superheating applications in the range of 0–5 K were examined in terms of energy and exergy in DX systems and

reducing the environmental effects caused by the refrigerant.

Subcooling and Superheating of Direct Expansion System (DX)

Direct Expansion System (DX)

Supermarkets with increasing importance in meeting daily food requirements are commercial structures of heavy energy

consumption with an annual average of 1,000 kW/m2. The cooling techniques used in this type of structure spend around

50 % of the total energy consumption with the cooling and air conditioning systems of different properties. In small

capacities, cooling systems spend approximately 65 % of total energy consumption. In these structures, where cooling

applications of various types with large volumes are used, the charge amounts of the refrigerant fluids used in the system

reached up to 2,500 kg. In the supermarket applications of cooling systems, different cooling temperatures are needed to

keep different products fresh. In applications of commercial refrigeration, three different kinds of application are used:

supermarkets refrigeration direct expansion system, indirect system, and decentralized system. The low and medium

evaporating temperatures of these types of typical refrigeration systems are around �35 �C and �10 �C respectively [17].

Refrigeration systems used widely in supermarket applications are determined as direct systems or direct expansion (DX)

systems. In these systems, the refrigerant is used to directly transport heat from the areas to be cooled to the outside areas where

heat is released. DX systems have four main components: evaporator, compressor, condenser, and expansion valve, and the

main work principle is they are run as a vapor expansion cooling cycle. The flow schema of a DX system is given in Fig. 68.1.

Fig. 68.1 Direct expansion system [17]. (a) Normal system (b) System with subcooler and superheating
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In these applications, a separate cooling machine with compressor is often used for each evaporator and cooling unit. In

other cases, several or all evaporators and cooling units in a system are connected to one or more compressors placed in a

central machine room. Condensers may be in an air-cooled machine room, remote outdoors, or indoors. Heat recovery from

the condensers may be utilized for space or water heating. The refrigerant changes from liquid to vapor or gas in the

evaporator that is placed in the space to be cooled. The pressure (and temperature) of the refrigerant gas is increased in

the compressor and the gas then passes to the condenser where the refrigerant is cooled and condenses to liquid. The liquid

then passes to the expansion valve, a throttling device where the pressure of the refrigerant is reduced, and then back to the

evaporator and the process starts all over again (see Fig. 68.1). The refrigerant is then often transported through long tubes,

requiring a relatively large refrigerant charge [18].

Direct expansion systems are the dominant technology for supermarkets worldwide. Refrigerants used include HCFC

R-22 and HFCs such as R-507 and R-404A and to a smaller extent R-134a for medium temperature applications. But R-22,

R-134a, and R-404A refrigerants are used commonly in DX systems. The thermodynamic and environmental parameters of

these refrigerants are given in Table 68.1.

Subcooling of Refrigerants

Excessive cooling of the refrigerant fluids in cooling systems provides an indirect saving by increasing the cooling capacity

of the system. It works best where year-round outdoor temperatures are high and constant. The effectiveness of the

application depends mainly on the cooling fluid. Subcooling which causes increases in the cooling capacity in the system

uses an external heat surface. It is not very easy to determine the subcooling temperature in a system. However the general

approach in practice is accepted as the difference of the Bubble-point temperature and actual liquid temperature. Figure 68.2

illustrates the subcooling impact on systems.

Excessive cooling is used in old or new type direct expansion vapor compression as the most usable system.

The subcooling system can be either a dedicatedmechanical subcooling system or an integratedmechanical subcooling system.

Ambient subcooling involves the use of an oversized condenser or an additional subcooling heat exchanger to subcool the

condensed high-pressure refrigerant. Subcooling reduces the enthalpy of the liquid refrigerant, which is equal to the enthalpy

Table 68.1 Thermodynamics

and environmental parameters

of refrigerants

Refrigerants R-22 R-134a R-404A

Thermodynamics parameters

Chemical formula CHC1F2 CH2FCF3 CHF2CF3/CH3CF3/CH2FCF3

Molecular weight (kg/kmol) 86.5 102 97.6

Boiling point at (1.013 bar) �40.8 �26.1 �46.6

Enthalpy of evaporation (kJ/kg) 182.5 177.5 140.1

Critical temp. (�C) 96.1 101.1 72.1

Critical pressure (bar) 49.9 40.6 37.4

Cplikid (kJ/kgK) 1.26 1.425 1.541

Cpvapor (kJ/kgK) 0.864 1.011 1.2

Environmental parameters

ODP 0.04 0 0

GWP 1,810 1,430 3,900

Atmospheric life (year) 12 14 16
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Fig. 68.2 Subcooling and

superheating in cooling cycle [28]
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of the two-phase stream of the refrigerant leaving the expansion valve and entering the evaporator. The specific capacity of

the refrigerant in Btu/lb is increased, hence reducing the required mass flow rate of refrigerant to be compressed and the

required compressor electric load. Ambient subcooling is effective only when the head pressure control prevents further

reduction in head pressure. Otherwise, reduction in head pressure is more efficient than simply reducing the liquid

temperature. Hence, the savings for ambient subcooling are generated during times of low ambient temperature, when

head pressure is being maintained at a high level. This will represent a large percentage of operating hours in cooler climates.

As with ambient subcooling, mechanical subcooling involves further reduction in enthalpy of the condensed liquid

refrigerant. Mechanical subcooling is provided by the expansion of part of the refrigerant liquid in a subcooling heat

exchanger, as shown in the figure below. The expanded refrigerant is compressed from an intermediate pressure to the

common discharge pressure. The specific refrigerant capacity of the main stream of liquid is increased, thus reducing the

compressor electric load for this stream of refrigerant. The additional electric load of the subcooling compressor must be

subtracted from the potential savings. However, since the subcooling compressor has a higher suction pressure, its specific

work requirement in kW/kg of refrigerant is less. The result is an overall savings in electricity usage.

Superheating of Refrigerants

In a cooling cycle, a fluid entering into the evaporator units is theoretically expected to evaporate and enter into the

compressor after receiving heat. However, this cannot be always achieved in evaporator units with different working zones

especially in market applications. In order to prevent liquid entrance to the compressor, usually heat collectors, or driers are

added. This causes performance to be affected negatively since the flow process is affected. In recent years, the superheating

process in the evaporator exit in these systems increases the heat withdrawal effect from the environment to be cooled and

removed of these adverse effects (see Fig. 68.2). In addition, the superheating application prevents cooling refrigerant

entrance to the compressor and limits the working range and has positive effect on the system energy consumption.

However, it is important to control the evaporator exit temperature in superheating application. If the temperature is

lower than the expected values, this may cause the entrance of the fluid to the compressor in the evaporator exit. If this

value is high, it causes insufficiency of the fluid amount and excessive work of the compressor for the desired compression

work. Therefore, it is necessary to take the overheating temperature with recommended values determined through

experimental data. On the other hand, superheating temperature for a system can be defined as the difference between the

actual steam temperature of the fluid and dew-point temperature.

Exergy Concept in Cooling Systems

As a measure of the machine’s working activities in cooling systems, the thermal efficiency and the COP have been defined.

The COP for a cooling machine is

COP ¼ QL

Wnet
ð68:1Þ

where QL indicates the temperature moving away from the cooled environment and Wnet indicates the net effort input into

the compressor [19]. Cooling machines are systems that work based on the cycle principle and the energy saving for the

cycle may be expressed as follows:

Wnet ¼ QH � QL ð68:2Þ

where QH is the heat output from the machine. In cooling systems, COP is expressed as efficiency according to the first law

of thermodynamics. In these systems, the working ability of a machine is explained by the second law of thermodynamics

and this is defined as exergy. In the cooling system, exergy efficiency is compared to the possible highest COPtr of the real

COP in the same work parameters. In a cooling machine, COPtr can be expressed as [20, 21]

COPtr ¼ 1
TH

TL
� 1

ð68:3Þ
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where TH is the outside temperature and TL is the environmental temperature removed. In this case, the exergy efficiency of

the cooling machine can be expressed as

ηII ¼
COP

COPtr
ð68:4Þ

If Eq. (68.1) and Eq. (68.3) are united [12],

ηII ¼
QL

TH

TL
� QL

Wnet
ð68:5Þ

The maximum improvement in exergy efficiency for a process or system is most certainly achieved at the point where

the exergy loss or irreversibility is minimized. The exergy loss or irreversibility is based on the difference between the

exergy input and output [22]. The improvement potential (IP) is developed for irreversibility processes used in thermal

applications [23].

IP ¼ 1� ηIIð Þ: _Exin � _Exout
� � ð68:6Þ

TEWI Concept in Cooling Systems

At the meeting in Copenhagen, a concept for evaluating the total sum of global warming caused by refrigeration systems,

namely through refrigerant emissions and also through CO2 emissions from the fossil fuel power plant which produces the

energy for the refrigeration system was presented; it is called the TEWI and was developed by the US Department of Energy

and Oak Ridge National Laboratories [24].

An appropriate method of evaluating any refrigerant is the TEWI value as defined in EN 378:2,000. This is an

internationally accepted formula that may be used to directly compare the relative effect of different systems. It represents

the environmental effects, based on the global warming potential of the refrigerant, and energy consumption of the plant

over its lifetime. The higher the TEWI value, the poorer the system in terms of its overall impact on the environment:

TEWI ¼ GWP:L:n½ �
Leakage losses

þ GWP:m: 1� αrecovery
� �� �

Recovery losses

þ n:Eannual:β½ �
Energy consumption

Direct GWP Indirect GWP
kgCO2=yearð Þ ð68:7Þ

where TEWI is the total equivalent warming impact, GWP is the global warming potential, L is the amount of leakage, n is

the system operating time, m is the refrigerant charge, αrecovery is the recovery or recycling factor, Eannual is the annual

energy consumption, and β is the CO2 emission produced by power generation [25].

The global warming effects of different substances are compared with carbon dioxide using an index known as the global

warming potential or GWP. The GWP of a substance of the global warming impact due to the emission of 1 kg of that

substance is divided by the global warming impact of 1 kg of carbon dioxide, both effects are measured over a 100-year

time span [26].

The entire climatically relevant impact by the refrigeration process is composed of direct and indirect emission of

greenhouse gases. The direct impact includes the emission of working substances by the greenhouse effect due to leakages,

maintenance, and losses during disposal. The indirect impact is related to the CO2 emissions, particularly due to the

generation of electrical energy in power stations. But also those indirect CO2 emissions which are created by the energy

consumption needed by supplying material, material processing, maintenance, and waste disposal have been taken into

consideration [27]. In TEWI analysis, the CO2 emission per kW of generated energy is taken into consideration for the

calculation of indirect TEWI contribution. The CO2 emission for the production of electricity is dependent upon the mixture

of energy carriers used in power plants. The burden on the Earth’s climate resulting from the greenhouse effect is a global

problem. The study is based on published data on CO2 emissions from power plants and utilizes the average value for the

regions of North America, Japan, and Europe. In this study, the average value is 0.47 kg CO2/kW [26].
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Results and Discussion

In this study, energetic, exergetic, and environmental effects of the subcooling and superheating applications of the system

with different refrigerants and under adiabatic conditions by taking a DX system as the model have been examined. The

subcooling and superheating temperatures in the study have been taken respectively as 0 and 5 K. The cooling capacities of

DX systems vary between 20 and 1,000 kW. The study takes as reference 836 kg charge amount in the cooling system of a

market with a sales area of 3,500 m2 for the evaluation of environmental effects. When the market cooling is examined, we

see that the evaporator temperature ranges between �35 and 0 �C. However, the most popular range �25 to 0 �C has been

accepted as the evaporator temperature in the study. The study examines COPs to evaluate the energetic performances in the

unit cooling load depending on the refrigerants taken as reference. Figure 68.3 includes the COP breakdown of the system

for the subcooling and superheating application in the range of 0 and 5 K.

It has been observed that the subcooling and superheating application have direct effects on energetic performance.

However, the fluid has an important part in this effect. It was observed that the COP performance of the R-22 gas restricted

by the international society increased by 4.25 % in average in the range of 0–5 K. R134a gas which is used commonly in

many systems from domestic applications to vehicle air conditioning has better COP performance by 6.17 %. R-404A,

which is very common in commercial applications and especially in market applications, has a significant increase of

10.37 %. The exergetic performances of each gas per unit cooling load have been individually examined, and the results are

given in Fig. 68.4.

Exergy analysis is an important tool in defining the irreversibilities in system as well as in defining the effects on the

irreversibilities depending on subcooling and superheating applications in this type of systems. Refrigerant effects were also

observed in the improvement ratios in the exergetic efficiency of the system for base cooling capacity. In current
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applications, the average change ratio of exergetic efficiency in systems using R-22 gas is 4.27 % for the superheating

application. This effect was determined as 6.22 % in the systems using R-134a. However, the highest effect for the R-404A

gas which is intensively used in market applications was found as 10.50 %. The increase ratios for both COP and exergetic

efficiency are defined with the energy consumption values in the systems. Therefore, the effects of the subcooling and

superheating values for each refrigerant were examined, and the results are given in Fig. 68.5.

The change in the power consumptions in the systems has different effects for each fluid. It is seen that the highest change

is valid for the systems using R-404A gas. There is 10.07 % decrease in average in the energy consumption for the unit

cooling capacity in the systems using this gas. In these systems, the change was found linear for each temperature increase in

the subcooling and superheating application. A decrease of 6.38 % in average was determined in the energy consumption for

the systems using R-134a gas. This effect has a 3.36 % degree for systems using the least R-22 gas. However, even this effect

is an important potential when the full cooling loads are evaluated. In fact, the most important effect in the subcooling and

superheating application can be determined as providing the sustainability of the system thermodynamic parameters by

creating flow control. This effect causes a decrease in the flow rates. The change in mass flows for each refrigerant in the

subcooling and superheating application was examined and the results were given in Fig. 68.6.

For the maintenance and repair process of systems and increase of efficiency, the fluid is charged usually with the pressure

value taken as basis. However, due to the temperature-based change of effectiveness, optimum point is usually exceeded and

high charge is perceived as an advantage. For some operation temperatures, this effect causes excessive work of the

compressor and high energy consumption. In the subcooling and superheating application, it also affects the charge ratio

in low flow systems due to temperature and because it controls the vapor phase into the compressor. The highest decrease in

this effect has been determined as 12.55 % in systems using R-404A gas. This effect has been found to be 8.44 % for the

R-134a gas and 6.57 % for the R-22 gas.
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Market applications are systems with intensive refrigerant charge. The most important environmental effect in these

systems is the direct effect based on the leakage ratio of the refrigerant. These effects are subject to indirect emission releases

caused by the energy consumptions of the system. However, the most important actual effect in the system performances is

the fluids. The GWP potentials of fluids have direct influence on the effect based on the leakage ratio in the emission

releases. It is seen that the lowest and highest leakage ratio are in the range of 3–30 % in the market applications. In the

study, the TEWI values have been calculated separately taking the refrigerants as reference for both peak points. Figure 68.7

includes the change of TEWI values for the subcooling and superheating applications in the 3 % leakage ratios.

When we consider the refrigerants, we noticed that the effects of the subcooling and superheating application are very

limited. This effect is limited by 5.88 � 10�2 % for the R-22 gas, by 15.28 � 10�2 % for the R-134a gas, and by

11.19 � 10�2 % for the R-404A gas. This limited effect is caused by the indirect effect of the energy change on the

emission potential. In this type of systems, emission potential based on the refrigerant is important. Especially the TEWI

value of the R-404A gas, which is heavily used in market applications, has the highest degree as 26.17 million CO2/year. It

has a 47.50 % higher emission potential than that of R-22 gas, which is replaced in this kind of systems. Similar TEWI

analyses have been conducted for the leakage ratio of 30 % and the results are given in Fig. 68.8.

The increase in the leakage ratio increases the direct effect on emission. However the emission effect of the subcooling

and superheating application is a decreasing effect for all fluids. The study found the average increase for the subcooling

and superheating temperatures for the R-22 gas, R-134a gas, and R404A gas to be 0.25 � 10�2 %, 3.25 � 10�2 %, and

2.36 � 10�2 %, respectively. For the 30 % leakage ratio, the R404A gas has a higher potential of 47.78 % than the R-22 gas.

However, the emission potential of the R-134a gas has 30.6 % less effect than the R-22 gas and 60.04 % less effect than the

R-404A gas.
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Conclusions

The energetic, exergetic, and environmental effects of the subcooling and superheating applications for different refrigerants

in the DX system taken as reference in this work have been examined separately. The main conclusions drawn from the

results of the present study may be as follows:

• Depending on the refrigerants, the subcooling and superheating applications cause an increase of around 10 % in

the energetic and exergetic performances of the systems.

• Depending on the choice of refrigerants, an effective subcooling and superheating application causes a saving of up to

10 % in the energy consumption.

• The subcooling and superheating application controls the mass flows of the systems and increases the compressor

performance in particular. This prevents the unnecessarily high cooling charge.

• The subcooling and superheating application has a very limited effect in the total emission effect of the system. However,

the choice of refrigerant has direct effect on the TEWI value.

In conclusion, an effective subcooling and superheating application has direct effect on the energetic and exergetic

performance of the system. The choice of refrigerant also has direct effect on the energetic, exergetic, and environmental

performances. Therefore, choice of correct system as well as natural fluid choice together with low GWP value will further

increase these effects.
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Investigation of Exergetic and Environmental Performance
of HFCs with 20-Year and 100-Year GWP Metric 69
M. Ziya Sogut

Abstract

In recent years, Hydroflourocarbons (HFCs) used instead of CFCs, which have become the dominant in the refrigeration

sector, have lower ozone depletion potential (ODP) than CFCs. However, they have worse performance from CFCs

considering COP, exergy efficiency and global warming potential (GWP). Besides, their CO2 equivalent emission

potentials are also higher when GWP potentials taken into consideration.

In this study, first, COP and exergy efficiencies of HFCs are examined considering unit cooling capacity and

evaporator temperature �20 �C and 10 �C. Then, the total equivalent warming impact (TEWI) of each refrigerant as

depending on the metric values of GWP 20 and 100 years is calculated. Besides, the changes of COP, exergy efficiency

and TEWI for each refrigerant according to R-22 are examined separately. Furthermore, for each refrigerant, the changes

according to R22, which are taken as reference refrigerant, are examined separately. In the end of the study, the

assessments and recommendations about environmental performances of HFCs, which have higher GWP than R-22

gas, have been made.

Keywords

Refrigerants � HFCs � Exergy � Global warming potential � TEWI

Introduction

Refrigerants, solvents, foams and fire extinguishers are important substances causing ozone depletion and global warming

considering effects of climate change [1]. It is noticed that PFCs (perfluorocarbons) and SF6s (sulphur hexafluorides) are

used heavily in the production process of these substances with intensive use of hydrofluorocarbon (HFC). The GWPs

(global warming potentials) of these gases are far more effective than their CO2 emissions and their atmosphere life reaches

to 1,000 years. Refrigerants are the ones using the HFCs most.

The air condition and cooling sector takes around 9 % of the world’s energy consumption and it is a sector where its

emission effects caused by refrigerants are discussed in recent years with respect to sustainable life and environment [2]. The

consumption of refrigerants is increased in order to meet the comfort requirements needed in the varying environmental

conditions as well as the demand increase in the air conditioning and cooling systems due to economic requirements. This

increase indirectly causes an increase in the energy demand and emission potentials. Likewise, the refrigerant effects

reached to around 80 % in 2010 with 94.5 MMTCE (million metric tons of carbon equivalent). Estimations indicate that this

effect will continue with similar rates in 2020. These gases are followed by foams around 12.27 % with 14.44 MMTCE [3].

It has been an international concern to ensure the control of production and consumption of the refrigerants which are

important catalysts in the weather change based on global warming and ozone layer depletion (ODP) with the emissions they
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caused. For decreasing this effect, Montreal Protocol and European Council Directive (3093/94) restricted the use and sales

of hydrochlorofluorocarbon (HCFC) and chlorofluorocarbon (CFC) gases that were used as safe fluids instead of refrigerants

like ammonium which was commonly used in cooling systems during 1930s [12]. As an alternative to them, HFCs and their

mixtures like R-134a, R-404A, R-507, R-407C and R-410A started to be widely used in market applications. However,

despite their low ODP potential, these gases have high GWP and this condition shows a problematic process with respect to

environmental impact and global warming [4].

The air conditioning and cooling systems, thermodynamically inappropriate system choice, wrong assembly, missing and

wrong capacity determination, repair and maintenance activities, uncontrolled leakages and similar irreversibilities based on

many effects cause more emission release. In determining the emission effects of the system, the method of Total Equivalent

Warming Impact (TEWI) developed for the objective is a methodology for evaluation of greenhouse gases especially CO2

emissions for cooling applications [5, 6].

This study examines separately the changes for the 20 and 100 years of GWP values of the emission potentials caused by

gases with their thermodynamical performances including the irreversibilities under unit cooling load of the HFC fluids used

in the air conditioning and cooling applications.

Air Conditioning and Cooling Systems and HFCs

Air conditioning and cooling systems find wide application area like house type, commercial, industrial, vehicle air

conditioning and transportation (land, sea, air), cooling applications. Among these application areas, refrigerant amounts

vary from 50 g to several tons depending on the cooling capacities of the refrigerant systems [5].

It is observed that steam compressed cooling cycle is taken as basis throughout these cooling systems. This model

operating on a cycle in thermodynamical process is taken as basis in the study. In the cooling cycle, the refrigerant having

low pressure is increased to the high pressure and sent the condenser by the compressor. Condensation starts in the condenser

and the refrigerant turns to liquid under low pressure through the expansion valve. Cooling takes place here with the effect of

the heat from the internal environment and the fluid comes to the compressor with the steam phase [7]. Cooling performance

is affected by the capacitive qualities of the mechanical system preferred in the system. However, the effect of the cooling

fluid is important. Choice of refrigerant for a system should include a safe quality where the toxic and combustible effects are

taken into consideration. On the other hand, performance parameters should also be taken into consideration where

atmospheric life, GWP and OD qualities, exergetic efficiency, mechanical qualities and investment costs are taken into

consideration.

Together with the development of the evaporation compressed cooling cycles starting from 1990s, CFCs being used to

replace refrigerants like ammonium in cooling systems were replaced through the course of time by HCFC gases with higher

performance than CFCs like R22. The CO2 equivalent emissions caused by these gases became important catalyst for ODP

and global warming, which affects climate change. For decreasing this effect, Montreal Protocol and European Council

Directive (3093/94) restricted the use and sales of HCFC ve CFC gases that were used as safe fluids instead of refrigerants like

ammonium which was commonly used in cooling systems during 1930s [4]. Nevertheless there is a tendency of decrease in

recent years in the use of these gases since 1994. Figure 69.1 includes the breakdown of refrigerants between 1990 and 2006.

The refrigerant capacity consumed between 1990 and 2006 had an increase of around 120 %. In this process, it is seen that

the CFC gases with rather bad environmental parameters are in a declining tendency but the use of HFC gases is becoming

more and more widespread while the sector mainly prefers HCFC gases [8–10]. In this flow trend, a consumption of around

566 k tons is expected in the developed countries as at the end of 2013 with respect to the consumption of HCFC gases that

are being used. This value is around 3.4 times more than the CFC gases. This effect unfortunately indicates that the use of

HCFC gases will continue in the sector. However, it can be said that this effect is low especially in developed countries and

that HFC gases are preferred instead.

As to the refrigerants, GWP is a valid measurement for the greenhouse gas emissions equal to the CO2 emissions of a

refrigerant for a specific time period. This measurement is usually important for the decision it makes while UNEP/IPCC

(United Nations Environment Programme/Intergovernmental Panel on Climate Change) required three different time zones

for the GWP values, namely 20 years, 100 years and 500 years. Among these values, GWP20 has been a reference

measurement for the short evaluations and decisions. For potential analyses, usually GWP100 is used. GWP500 is a valid

measurement in the assessment of long-term scenario. Table 69.1 includes the GWP20 and GWP 100 values, and

distribution of HFC gases per usage areas are becoming dominant in the sector with respect to the air conditioning and

cooling systems.

724 M.Z. Sogut



Today, refrigerant solvents, foams and fire extinguishers are defined as the most important items strengthening the

global warming effect and causing ozone consumption [1]. The global warming effects and distribution of these items are

given in Fig. 69.2.

In the production processes of these items with heavy HFC use, PFCs and SF6s are heavily used. Mainly the GWP effects

of these gases are more effective than the CO2 effects and the atmosphere lives of these gases reach to 1,000 years. Among

them, the effects of the refrigerant reached to 80 % with 94.5 MMTCE (million metric tons of carbon equivalent) in 2010.

The estimates indicate that this effect will continue with the same rates also in 2020. These gases are followed by foams by

around 12.27 % with 14.44 MMTCE [11].

In the sector based on emission calculation, different models are preferred in many countries. For instance, the

Vintanging model developed by the energy environmental agency where data are collected from sectors based on

the simulation of the ozone depletion values of the refrigerants in the USA are used is found in the European Union by

dividing the gross local product cost of each country to the individual consumption of European Union member countries. In

other countries, ozone consumption estimates of the countries from the UNEP are used.

In scenarios created for the projection estimates, economic growth ratio, ozone consumption ratio and sector date of the

country are used together with the ozone consumption values stated in the Montreal protocol or UNEP. For the calculation of

Table 69.1 The most commonly used HFCs [11]

HFC-refrigerant Applications

20-year

GWP

100-year

GWP

R-23 Low temperature refrigerant 12,000 14,800

R-32 Blend component of refrigerants 2,330 675

R-125 Blend component of refrigerants 6,350 3,500

R-134a Refrigerant in domestic refrigerators, mobile air conditioning, stationary

air conditioning, blend component of refrigerants, foam blowing agent, aerosol propellant

3,830 1,430

R-143a Blend component of refrigerants 5,890 4,470

R-152a Blend component of refrigerants, foam blowing agent, possible future refrigerant 437 124

R-227ea Refrigerant 5,310 3,220

R-245fa Foam blowing agent Possible future refrigerant 3,380 1,030

R-365mfc Foam blowing agent Possible future refrigerant 2,520 794

R-404A Refrigerant blend: a leading alternative to HCFC-22 in air conditioning and commercial cooling 6,010 3,922

R-410A Refrigerant blend: a leading alternative to HCFC-22 in air conditioning, transport refrigeration 4,340 2,088

R-407C Refrigerant blend: a leading retrofit alternative to HCFC-22 in air conditioning, transport refrigeration 4,115 1,774

R-507 Refrigerant blend: a leading alternative to HCFC-22 in air conditioning and commercial cooling 5,700 3,300

Fig. 69.1 Refrigerant

breakdown between 1990 and

2006 [8]

69 Investigation of Exergetic and Environmental Performance of HFCs with 20-Year and 100-Year GWP Metric 725



the emission effects of the cooling systems in the sector, there are two categories namely the emission during the equipment

life time and emissions released in scrap status. In the first approach, the leakage ratios and service processes of the fluids are

taken into consideration. In the second approach, the emissions released as a result of exposure of system equipment

are calculated.

Emission Analyses for Cooling Systems

For the emission analysis of systems, usually the TEWI system where a cooling system is evaluated from an integral point of

view and the Potential Emissions of System Components approach where each system component is evaluated from

production to scrap process are taken into consideration. This process defined by IPPC is an evaluation method which is

taken separately for each system component. Emission effect in the production process of this type of systems is an effect

depending on the fluid transfer and has a very low direct emission effect of 5–10 %. During the life of the systems, emission

effect, charge amounts, repair and maintenance processes are effective. Emission effect for each element in systems during

repair, maintenance and operation process can be calculated as follows [1].

EsJ ¼ Ia � Isð Þ
Xi¼k

i¼1

QCJ�iþ1
ð69:1Þ

Here,

Es: Emissions of the equipment serviced

la: Annual leakage ratio (normal operation process)

ls: Service leakage ratio (service process)

Qc: Quality of the chemical used in the new equipment (total charge amount of the specific item)

j: emission year

i: life process index

k: lifetime process

Scrap process of an element is also a cause of emission in the cooling system. Calculation of the emission defined as scrap

emission is based on the assumption that the scrap element releases a certain amount of existing fluid inside to the

atmosphere. Scrap emission:

EdJ ¼ QCJ�kþ1
1� rm � rcð Þ½ � ð69:2Þ

Here

Ed ¼ Emission of the scrap element.

Qc ¼ Quality of the chemical used in the new equipment (total charge amount of the specific item)

rm ¼ The remaining fluid amount (depending on the total fluid)

rc ¼ The recycle ratio of the remaining fluid
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Total emission potential for a cooling cycle is defined as the total of the scrap emission potential and emission potential

during lifetime. Total emission potential:

EJ ¼ EsJ þ EdJ ð69:3Þ

The energy consumption of the system is also effective according to the preferred fluid. The emission effect in this

process is defined as the indirect effect based on energy. It is noticed that emission effects of the refrigerant groups are

evaluated in many organizations including the Montreal protocol and that the projections of these items are conducted [1].

However, there have been different approaches for the evaluation of the emission potentials of the cooling systems by taking

lifetime processes into consideration. Among them the most popular one is the TEWI method.

TEWI Concept

At the meeting in Copenhagen, a concept for evaluating the total sum of global warming caused by refrigeration systems,

namely through refrigerant emissions and also through CO2 emissions from the fossil fuel power plant which produces the

energy for the refrigeration system was presented. It is called the TEWI and was developed by the US Department of Energy

and Oak Ridge National Laboratories [12].

An appropriate method of evaluating any refrigerant is the TEWI value, as defined in EN 378:2,000. This is an

internationally accepted formula that may be used to directly compare the relative effect of different systems. It represents

the environmental effects, based on the GWP of the refrigerant, and energy consumption for the plant over its lifetime. The

higher the TEWI value (kgCO2/year), the poorer the system in terms of its overall impact on the environment:

TEWI ¼ GWP:L:n½ �
Leakage losses

þ GWP:m: 1� αrecovery
� �� �

Recovery losses

þ n:Eannual:β½ �
Energy consumption

Direct GWP Indirect GWP
ð69:4Þ

where TEWI is the total equivalent warming impact, GWP is the global warming potential, L is the amount of leakage, n is

the system operating time, m is the refrigerant charge, αrecovery is recovery or recycling factor, Eannual is the annual energy

consumption, β is CO2 emission produced by power generation [13].

The global warming effects of different substances are compared with carbon dioxide using an index known as the global

warming potential or GWP. The GWP of a substance of the global warming impact due to the emission of 1 kg of that

substance is divided by the global warming impact of 1 kg of carbon dioxide; both effects are measured over a 100-year time

span [14].

The entire climatically relevant impact by the refrigeration process is composed of direct and indirect emission of

greenhouse gases. The direct impact includes the emission of working substances by the greenhouse effect due to leakages,

maintenance and losses during disposal. The indirect impact is related to the CO2 emissions, particularly due to the

generation of electrical energy in power stations. And also those indirect CO2 emissions which are created by the energy

consumption needed by supplying material, material processing, maintenance and waste disposal have been taken into

consideration [15]. In TEWI analysis, the CO2 emission per kW of generated energy is taken into consideration for the

calculation of indirect TEWI contribution. The CO2 emission for the production of electricity is dependent upon the mixture

of energy carriers used in power plants. The burden on the Earth’s climate resulting from the greenhouse effect is a global

problem. The study is based on the published data on CO2 emissions from power plants and utilizes the average value for the

regions of North America, Japan and Europe. In this study, the average value is 0.47 kg CO2/kW [16].

Results and Discussion

TEWI values for widely used HFC fluids have been taken individually in the study based on the vapour-compressed cooling

cycle taken as a model. R-22 gas has been taken as a reference fluid in the performance evaluation of the HFC fluids. Basic

operation parameters for a cooling system with vapour compression considered under adiabatic conditions are accepted as

given in Table 69.2.
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In the study, the R-227 and R-365 refrigerants have different operation parameters than the other HFC fluids. For these

gases, the evaporator and condenser temperatures have been examined for the temperatures between �10 and 35 ºC.

However, it is not given here considering the shortness of the work. However, the mass flow for the refrigerants is 6.678 g/s

for R-22 gas for unit kW while it varies between 7 and 12 g/s. While refrigerant charge of 0.22 kg per kW cooling for R-22

gas is sufficient, these values for HFCs are not below 0.45 g/s. However, the fluid charge amount is an important parameter

for the TEWI values. Determination of these values is a variant for each system. The charge amount in the system has been

evaluated in proportion with the flow speed.

COP and exergy values of each refrigerant have been examined in the study for each cooling load. Then the improvement

potentials of each fluid are taken into consideration and the emission analyses have been examined in detail. Figure 69.3

includes the COP distributions based on evaporator temperatures between �10/0 �C of the R-22 gas together with the

HFCs examined.

COP values of the R152a are the highest among the HFCs in the study. The performances of other HFCs are below the

R-22 gas. The performances of the widely used R134a, R404a and r-410a refrigerants are worse than the R-22 gas with

values 1.8 %, 17.56 % and 10.87 % respectively. In addition, the R-123 and R-507 gases have the worst COP values with 2.5

and 2.91 respectively. Exergetic performances of HFCs have been examined separately and the results are given in Fig. 69.4.

R-152a gas is prominent among the exergy efficiencies of HFCs. The average exergy efficiency of 59.55 % of this gas has

a 5.06 % better performance than the R-22 gas. In addition, it is seen that the R-152a gas has 5.06, 21.44 and 14.46 % better

performance than the R-134a, R-404A and R-410A gases which dominate the market. R-407C gas has a high performance

after the R-152a and R-134a gases among HFCs. Among them, R-125 gas has a performance of 46.53 % and R-507 gas has a

performance of 49.72 %.

Like in the thermal processes, high entropy is the biggest source of irreversibility in processes. In this type of processes,

energy recycle is an important factor not only in efficient operation of the processes but also in the decrease of energy costs

and sera gas emissions. Therefore, improvement potentials of the HFCs were examined together with the R-22 gas.

Figure 69.5 includes the compressor consumption together with the recycling potentials.

General average (0.3494 kW) of power consumption for each kW cooling capacity of HFCs has 11.53 % worse

performance when compared to the R-22 gas. When we consider the dominance of HFCs in the cooling sector, general

Table 69.2 Cycle parameters Parameters Units Values

Evaporator temperature. (�C) �10/0

Evaporator superheating (�C) 0

Condenser temperature (�C) 45

Condenser superheating (�C) 0

Refrigerating capacity (kW) 1

Leakage rate (%) Min (%3), max. (%30)

2

2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

3.8

4

-10 -8 -6 -4 -2 0

C
O

P

Evaporator tempeature �C

R-22

R-32

R-125

R-134a

R143a

R-152a

R-404A

R-410A

R-407C

R507

Fig. 69.3 COP distributions

of HFCs and R-22 refrigerant
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energy consumption has also increased accordingly. However, R-152a gas has the best performance with 0.3033 kW for the

�10 ºC/0 ºC evaporator temperature with respect to power consumption among HFCs. This gas is followed by R-134a gas

with 0.32 kW and R-407C gas with 0.33 kW.

Despite the ozone depletion in HFC fluids is zero, most of them have high emission potentials due to high GWP value.

The TEWI effects of these gases have been examined separately according to the minimum and maximum values.

The leakage ratios for the TEWI effects have been taken as 3 % and 30 % respectively according to minimum and maximum

values, and the αrecovery values have been taken as 3 and 30 % respectively. Depending on these assumptions, TEWI values

of the refrigerants for GWP20 have been found and the results have been given in Fig. 69.6.

The average TEWI values of HFCs for the GWP20 potentials have been found as 34,134.6 kgCO2/year. When this value

is considered with R-22, it is a higher value with 47.92 %. This increase is not valid for all HFCs. Among them, only R-152a

gas is below R-22 with its value of 19,326.4 kgCO2/year. The R-125 and R-507 gases have 1.83 and 2.31 times higher TEWI

values compared to R-22. Similar analyses have been done for GWP 100 and the results are given in Fig. 69.7.

The TEWI values of HFCs according to GWP100 have been calculated as 23,063.78 kgCO2/year for 3 % leakage ratio

and as 28,682.76 kgCO2/year for 30 % leakage ratio. However, when the R-22 TEWI values are taken into consideration, the

average HFCs have 14.30 % higher value for 3 % leakage ratio and 23.12 % higher value for 30 % leakage ratio.

For GWP100, only the TEWI values of R-152a gas were found to be 3.99 and 18.94 % lower for the leakage ratios of

3 and 30 %. The TEWI values of the R-404A gas which is used heavily in commercial applications have been found as

26.73 % for 3 % and 52.24 % for 30 %.
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Conclusions

COP and exergy efficiencies under unit cooling of the HFC refrigerants have been examined separately together with the

power consumptions and irreversibility based on improvement potentials and ratios. Then the CO2 emission equivalents

based on TEWI values have been calculated. The results of the study are given below:

(a) Among HFCs, R-152a gas has the best performance with a COP value of 3.32 and exergy efficiency of 61.47. COP and

exergy efficiencies of other HFCs have been below R-22.

(b) R-152a gas is more prominent with respect to compressor power consumptions and irreversibility based on improvement

potentials and ratios. Among all these parameters, the worst gas was found to be R-125.
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(c) For both leakage ratios, all gases except R-152a have higher TEWI values than the R-22 gas.

(d) The emission equivalent of the leakage ratio in TEWI values has been found 41.04 % higher for GWP20 and 24.36 %

higher for GWP100.

Based on these results, the thermodynamic properties of HFCs except R-152a gas have higher values with respect to CO2

emission equivalent of TEWI. In fact, these refrigerants with only low ozone depletion value should either be developed or

alternative refrigerants like CO2 should be preferred. In addition, choice of exergy analyses is important for determining

borders of irreversibility in these systems and for defining the irreversibilities based on the system performances.

References

1. EPA (2004) Determination of comparative HCFC and HFC emission profiles for the foam and refrigeration sectors until 2015 part 1—refrigerant emission

profiles. Centre D’energet{que, Paris. www.epa.gov/ozone/snap/emissions/dowloands/FoamEmissionProfiles_Part1.pdf

2. ECCJ (2002) Energy Conservation Center, Japon. http://www.eccj-or-jp/summary/local0303/eng/03-01.html, http://www.eccj-or-jp/databook/2002-2003e/03-

04.html, http://www.eccj-or-jp/databook/2002-2003e/03-05.html

3. EPA (2004) Analysis of costs to abate international ozone-depleting substance substitute emissions, EPA 430-R-04-006. Environmental Protection Agency,

Washington, DC

4. Halozen H (2007) HFCs or the old refrigerants—what is the best choice?, XII European conference technological innovations in air conditioning and refrigeration

industry, June 8–9, Politecnico of Milano, Milano. http://www.centrogalileo.net/nuovaPA/Articolitecnici/INGLESECONVEGNO/XIIConvegnoEnglish/

ISESSIONE/Halozan_eng.pdf

5. IPCC/TEAP (2005) Refrigeration, draft of IPCC/TEAP special report on ozone and climate, Chap 4, Intergovernmental panel on climate change/technology and

economic assessment panel. Cambridge University, New York

6. Arthur D. Little, Inc. (ADL) (2002) Global comparative analysis of HFC and alternative technologies for refrigeration, air conditioning, foam, solvent, aerosol

propellant, and fire protection applications, Final report to the alliance for responsible atmospheric policy. http://www.arap.org/adlittle/HFCstudy3-22JD.pdf
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Abstract

Bio-char is a carbon-enriched and porous material produced from a variety of biomass. When bio-char is produced from

biomass, approximately 50 % of the carbon that the plants absorbed as CO2 from the atmosphere is “fixed” in the

charcoal. Bio-char is similar in its appearance to charcoal and activated carbon.

In this study tomato factory waste has been used for the production of the bio-char. Biomass with a mean particle size

was carbonized at 623 K in a furnace. Biomass and bio-char were characterized by using elemental analyses, Fourier

Transform Infrared Spectroscopy (FTIR), and scanning electron microscope (SEM) analysis.

The adsorption capacity of the bio-char produced with carbonization of tomato factory waste has been evaluated with

the Co(II) ion removal to investigate the effects of pH, amount of adsorbent, initial concentration of the aqueous solution,

adsorption time, and solution temperature. To describe the equilibrium isotherms Langmuir and Freundlich models were

applied. Pseudo-first order and pseudo-second order kinetic models were used to find out the kinetic parameters and

mechanism of adsorption process with increasing adsorbent dosage from 1 to 10 g/l in the batch mode. The final heavy

metal concentrations have been reduced from 59 to 8 ppm and removal efficiencies have been increased from 60 to 82 %

respectively.

Experimental results showed that, tomato factory waste char seems to be an effective and alternative adsorbent

precursor for the removal of heavy metal ions from aqueous solutions due to its high adsorption capacity, low cost, and

availability.

Keywords

Adsorption � Bio-char � Characterization � Co(II) removal � Isotherms � Kinetics � Tomato factory waste

Introduction

The growth of human population, urbanization, and industries contribute to environmental contamination by hazardous

metals, which is of very important and serious environmental concern for all living organisms. Heavy metal ions, such as

cobalt, accumulated through the food chain, even at low concentrations, have damaging influences on human health. Cobalt

has toxic effects as imparting neurotoxicological disorders, genotoxicity, carcinogenicity, cardiomyopathy, and bronchial

asthma [1, 2].

Numerous technologies have been developed for the removal of heavy metals from wastewater such as chemical

precipitation, ion exchange, liquid–liquid extraction, membrane filtration, biosorption, and electro-coagulation.
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The majority of salts heavy metals are soluble in water so it cannot be separate for conventional physical processes of

separation [3]. Besides, the application of these conventional methods have been impeded by some inherent limitations,

involving high capital and maintenance cost, expensive equipment, high sensitivity to operational conditions, significant

energy consumption, incomplete metal removal or sludge generation, etc. Great interest is currently being expressed in

adsorption owing to its high efficiency, cost-effectiveness, and easy handling [2]. Nut and walnut shells, tree barks, rice

hulls, tea waste, sugar beet pulp, sunflower seed cake, tomato waste, fly ash, waste rubber, and animal bones are just a few

examples of low-cost adsorbents used for heavy metal removal [4].

The application of various types of bio-char which is a carbon-enriched and porous material produced from a variety of

biomass, as low-cost adsorbents, for the control of environmental pollution in terms of heavy metals removal from aqueous

media is currently of great interest. Various adsorbents have been examined for removal of Co(II) from water, but

agricultural wastes like tomato wastes, which have relatively high carbon and present porous structure, have not been

explored fully. The present research is to explore an inexpensive and efficient adsorbent from agricultural waste, specifically

tomato waste, to replace the existing commercial adsorbents such as activated carbon and nanosorbents. In the present study,

bio-char from tomato waste was characterized using FT-IR and SEM techniques and used as an adsorbent for Co(II) ion

removal. Batch mode studies were used to study the effect of pH, adsorbent dose, contact time, initial concentration of metal,

and solution temperature. In addition, the adsorption mechanism was determined [5].

Material and Methods

Materials and Preparation of Bio-char

Tomato waste was collected from Marmara Region. Tomato waste first washed with distilled water to remove impurities as

dust, air-dried at room temperature, ground in a ball-mill, sieved, and stored in a dark room Tomato waste with a mean

particle size was carbonized at 623 K in a furnace. The bio-char was classified as BC.

Stock solution of Co(II) was prepared by dissolving a weighed amount of cobalt in distilled water. The experimental test

solutions were prepared by diluting the respective stock solution of cobalt with distilled water and mixing them in the desired

proportion.

Analytical Techniques

Flame atomic absorption spectrophotometer (GBC 933 AA) was used to determine the concentration of the metals. Fourier

Transform Infrared (FTIR) spectroscopy (Perkin Elmer Spectrum 100) was used to identify the functional groups and

functional molecules that facilitate metal ion uptake in the bio-char. Scanning electron microscopy (SEM) were performed

with a Zeiss Supra 40VP microscope.

Adsorption Studies

Batch adsorption studies were performed in 50-ml conical flasks by varying 2–8 for pH, 0.05–0.5 g for adsorbent dose,

contact time, 25–125 mg/l with an increase of 25 for initial concentration of metal, and solution temperature. The suspension

was separated using Whatman filters, and supernatant was subject to Atomic Absorption Spectrometer (AAS) to determine

the residual metal concentration. For the quantitative estimation of metals adsorbed on the surface of bio-char, the Eq. (70.1)

was used:

qe ¼ C0 � C1ð Þ V
M

ð70:1Þ

where qe is the metal uptake (mg g�1) by bio-char, Co and C1 are initial and final metal concentrations (mg l�1), V is the

solution volume (l), and M is the mass of the adsorbent (g) [5].
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Results and Discussion

Characterization of Materials

The composition of the tomato waste and bio-char are given in Table 70.1. Bio-char has higher carbon content than tomato

waste which makes them more carbonaceous material. Nitrogen is increased at levels ranging from 3.776 to 5.032 wt%.

Carbonization increased the nitrogen content.

Fourier transform infrared (FT-IR) technique was applied to investigate the differences on the morphology after

carbonization and the FT-IR spectra of tomato waste and bio-char are shown in Fig. 70.1. The FTIR spectrum of the tomato

waste shows a broad peak at 3,280 cm�1. The peak is attributed to the O–H in hydroxyl functional group in alcohols,

phenolic and carboxylic acids. Two peaks between 2,921 and 2,851 cm�1 were assigned to the asymmetric and symmetric

tension modes of the aliphatic C–H. The peaks are seen at nearly 1,750–1,640 cm�1 indicate aromatic C¼C and C¼O

tensions. The peak intensities of the asymmetric and symmetric tension modes of the aliphatic C–H at around between 3,000

and 2,900 cm�1 were decreased according to increasing temperature from 350 to 550. The peak is seen at nearly 1,600 cm�1

indicates aromatic ring. When FT-IR spectrum of the tomato waste and bio-char were compared, they appear to be similar

however some differences were observed in the chemical structure. In addition a decrease in OH-, CH2-groups, and olefinic

structure were acquired.

Figure 70.2 shows surface morphology of the tomato waste and bio-char which were investigated by scanning electron

microscope (SEM). Magnification used in SEM analysis for tomato waste and BC was 10,000� and 3,000�, respectively.

As seen in Fig. 70.2, the absence of porosity is evident for tomato waste and displays a platelet shape. However, the surface

of the BC includes some pores of varying sizes. The external surface of the BC has a little sponge-like morphology and

consists of some cavities. Carbonization process caused pores to open due to a great part of the volatiles originally available

in tomato waste have evolved.

Table 70.1 Characteristics

of tomato waste and bio-char
Sample code

Elemental analysis (%)

C H N Oa

Tomato waste 49.689 7.430 3.776 39.105

BC 65.776 2.152 5.032 27.039

aBy difference

4000.0 3800 3600 3400 3200 3000 2800 2600

3280.41

2921.23

2923.37

2853.38

2851.37

1743.78
1709.81

1641.94

1455.23
1602.74

1538.87

1241.28
1158.13

1052.95
1033.16

784.65
722.49

668.05
546.09

460.13
432.62

398.85
388.53

397.40

1054.54
1033.26

2400 2200 2000 1900 1800 1700

Wavelength cm−1

B: BC

A: Tomato Waste

%
T

1600 1500 1400 1300 1200 1100 1000 900 800 700 600 500 380.0

Fig. 70.1 Infrared spectra of tomato waste (a) and BC (b)
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Effect of pH

Hydrogen ion concentration in the adsorption is considered as one of the most important parameters that influence the

adsorption behavior of metal ions in aqueous solutions. It affects the solubility of the metal ions in the solution, replaces

some of the positive ions that were found in the active sites and affects the degree of ionization of the adsorbate during the

reaction. In this study, the pH of the solution was adjusted by adding 0.1 M HCl or 0.1 M NaOH and measured with a

Thermo Scientific Orion 3 Star pH-meter. The effect of initial pH on the biosorption of Co(II) ions onto BC was evaluated

within the pH range of 2–8 with 0.25 g/50 ml adsorbent dosage. Studies beyond pH 8 have not been done as precipitation of

the ions as hydroxides would be likely [6].

It can be seen in Fig. 70.3, cobalt adsorption was increased along with the increase of pH of the adsorbate solution. This

pH dependency of adsorption efficiency could be explained by the functional groups involved in metal uptake and metal

chemistry. At low pH values, protons occupy most of the adsorption sites on the adsorbent surface and less cobalt ion could

be sorbed because of electric repulsion with protons on adsorbent. When the pH values were increased, adsorbent surfaces

were more negatively charged and the adsorption of metal ions (positive charge) was increased. Decrease in adsorption at

higher pH (pH>4.0) is due to the formation of soluble hydroxylated complexes of the metal ions and their competition with

the active sites, as a consequence, the retention would decrease again.

Fig. 70.2 SEM images of tomato waste (a) and bio-char (b)

Fig. 70.3 Effect of pH on cobalt

(II) adsorption capacity (initial

cobalt concentration: 50 mg/l,

contact time: 60 min,

temperature: 293 K, adsorbent

dosage: 0.25 g)
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Effect of Adsorbent Dosage

The number of available sites and exchanging ions for adsorption depend upon the amount of adsorbent in the adsorption

process. The effect of adsorbent concentration on the metal removal efficiency is presented in Fig. 70.4. The cobalt uptake

was increased with increasing concentration of adsorbent up to an adsorbent dosage of 0.2 g/l. However, beyond this dosage

the increase in removal efficiency was slightly increased. This is may be related to reduction in concentration gradient [6].

Increase in adsorption with adsorbent dosage can be attributed to increased adsorbent surface area and availability of more

adsorption sites. However, the increase in the adsorbent dosage caused a remarkable decrease in the amount of metal ion

uptake per gram of adsorbent. This can be related to (1) the increase in adsorbent mass at fixed metal ion concentration, and

correspondingly the volume will lead to unsaturation of adsorption sites through the adsorption process; (2) the reduction in

adsorbent capacity is likely to be due to particle aggregation, resulting from high adsorbent mass. Such aggregation would

lead to a decrease in total surface area of the adsorbent and an increase in diffusional path length [7].

Effect of Initial Cobalt concentration

The effect of initial cobalt concentration on the metal removal efficiency is given in Fig. 70.5. The initial concentration of the

cobalt in the solution was remarkably influenced the equilibrium uptake of cobalt. It was noted that the initial concentration

increased the sorption of cobalt as this is generally expected due to the equilibrium process. This increase in uptake capacity

Fig. 70.4 Effect of adsorbent

dosage on cobalt (II) adsorption

capacity (initial cobalt

concentration: 100 mg/l, contact

time: 60 min, temperature:

293 K, pH: 7)

Fig. 70.5 Effect of initial cobalt

concentration on cobalt (II)

adsorption capacity (pH: 7,

contact time: 60 min,

temperature: 293 K, adsorbent

dosage: 0.25 g)
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of the adsorbent with the increase in initial cobalt concentrations is due to higher availability of cobalt ions for the

adsorption. Moreover, higher initial concentration provides increased driving force to overcome all mass transfer resistance

of metal ions between the aqueous and solid phase resulting in higher probability of collision between metal ions and

adsorbents. This also results in higher metal uptake [6].

Effect of Contact Time and Solution Temperature

In this study, the effect of temperature as a function of time was studied in an isothermal bath shaker at 293, 303, and 313 K.

Adsorption of cobalt (II) by BC as a function of time is shown in Fig. 70.6. In the case of 293, 303, and 313 K

solution temperature, the removal efficiency was almost increased. The highest removal efficiency was reached at

313 K solution temperature. The improvement in adsorption with temperature may be tended to increase in the number of

active surface sites available for adsorption on activated carbon. In addition, the decrease in the thickness of the boundary

layer surroundings with temperature would be also a reason.

Adsorption Isotherms

The analysis of equilibrium data to construct adsorption isotherms is usually important for design of adsorption systems.

Adsorption isotherms express the mathematical relationship between the quantity of adsorbate and equilibrium concentra-

tion of adsorbate remaining in the solution at a constant temperature. The most common types of isotherms are Langmuir

and Freundlich models. The Langmuir isotherm model is applicable to monolayer adsorptions and can be expressed as

Eq. (70.2):

Ce

qe
¼ 1

qmKL
þ Ce

qm
ð70:2Þ

where Ce is concentration of metal ions in solution at equilibrium (mg/l), qe is the amount of metal ions at equilibrium in unit

mass of adsorbent (mg/g), qm and KL are the Langmuir coefficient related to adsorption capacity (mg/g) and Langmuir

adsorption constant (l/mg), respectively. The Langmuir isotherm parameters qm and KL were determined from slope (1/qm)

and intercept (1/qmKL) of the plot of Ce/qe vs. Ce, respectively. The empirical Freundlich isotherm is based on adsorption on

a heterogeneous surface and express by the Eq. (70.3):

lnqe ¼ lnKF þ 1

n
lnCe ð70:3Þ

Fig. 70.6 Effect of contact time

and solution temperature on

cobalt (II) adsorption capacities

(pH: 7, initial cobalt

concentration: 50 mg/l, adsorbent

dosage: 0.25 g)
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The sorption parameters are as follows: qm is the maximum adsorption capacity (mmol g�1), KL the Langmuir constant

related to energy of sorption (dm3 mmol�1), KF and n are the Freundlich coefficient related to adsorption capacity and

intensity, respectively. The values of Freundlich constants n and KF were obtained from the slope (1/n) and intercept (ln KF)

of the plot of ln qe vs. ln Ce, respectively [8].

The plots give straight lines, indicating that the adsorption of Co(II) onto BC followed the Langmuir isotherm model.

The Langmuir and Freundlich isotherms constants and regression coefficients are listed in Table 70.2. For Freundlich

isotherm, the R2 values were all higher than 0.97, and it indicated monolayer coverage by Co(II) ions of the BC and a

homogenous distribution of the active sites on the surface of the BC.

Adsorption Kinetics

In order to investigate the mechanism of sorption, two kinetic models were used to test the experimental data: the pseudo-

first-order equation proposed by Lagergren, and the pseudo-second-order kinetic model proposed by Ho and McKay. The

respective linear forms of the equations are given in Eqs. (70.4) and (70.5):

ln qe � qtð Þ ¼ lnqe � k1t ð70:4Þ

t

qt
¼ 1

k2q2e
þ 1

qe
t ð70:5Þ

where t (min) is the contact time, qe and qt (mmol/g) are the amounts of sorbed Co(II) at equilibrium and time t, respectively,

and k1 (min�1) and k2 (g/(mmol/min)) are the rate constants of the pseudo-first-order and pseudo-second-order model,

respectively [1].

As can be seen from Table 70.3, the sorption data of Co(II) can be satisfactorily described by the pseudo-first-order

equation, since values of the correlation coefficient is close to 1. Cobalt adsorption onto BC consisted of chemical adsorption

due to the fact that pseudo-first order kinetic model suggested that adsorption process involved chemisorption mechanism.

Conclusions

In the present work, the cobalt adsorption characteristics of bio-char obtained from tomato waste was examined. Batch

sorption experiments were conducted to examine the efficiency of the bio-char on cobalt binding. According to

batch adsorption experiments, the uptake of Co(II) ion increased with the increase of pH, adsorbent dosage, contact time,

and temperature; however, it decreased with the increase of initial Co(II) concentration. The maximum Co(II) removal

Table 70.2 Isotherm constants

for the adsorption of cobalt

onto BC

Isotherms Parameters

Langmuir

qm (mg/g) 166.67

KL (l/mg) 0.02927

R2 0.952

Freundlich

KF ((mg/g) (l/mg)1/n) 1.3647

n 1.40

R2 0.972

Table 70.3 Kinetic parameters for the adsorption of cobalt onto BC

T (K)

Pseudo-first order kinetic model Pseudo-second order kinetic model

k1 (min�1) qe (mg/g) R2 k2 [g/(mg/min)] qe (mg/g) R2

293 4.606 � 10�3 4.8083 0.896 0.0126 8.547 0.998

303 0.0115 2.1478 0.445 0.01 8.9285 0.988

313 0.0184 1.555 0.924 0.0249 8.6206 0.998
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efficiency was found as ~90 % at 313 K. The equilibrium data were analyzed by employing Langmuir, and Freundlich

isotherm models. The Freundlich model has a good agreement with the experimental data. Kinetic evaluations showed that

the cobalt adsorption process follows the pseudo-first order kinetic model. Overall, this study showed that bio-char with high

cobalt removal capacity could be prepared from tomato waste through simple treatment methods at low temperature such

as 623 K. It may be concluded that tomato waste bio-char may be used as a low-cost, natural, and abundant source for the

removal of Co(II).

Nomenclature

b Langmuir coefficient related to adsorption

energy, l/mg

C1 Final metal concentration, mg/l

Ce Concentration of metal ions in solution

at equilibrium, mg/l

Co Initial metal concentration, mg/l

FTIR Fourier transform infrared spectroscopy

k1 Rate constant of the pseudo-first-order, 1/min

k2 Rate constant of the pseudo-second-order

model, g/(mmol/min)

M Mass of the adsorbent, g

qe Amount of metal ions at equilibrium in unit mass

of adsorbent, mg/g

qmax Langmuir coefficient related to adsorption capacity

qt Amounts of sorbed Co2+ at time t, mmol/g

RL Dimensionless constant separation factor

SEM Scanning electron microscope analysis

t Contact time, min

V Solution volume, l
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Ecological Performance Analysis of Irreversible Brayton Cycle 71
Yusuf Yeğiner, Serkan Kenç, Güven Kömürgöz, and İbrahim Özkol

Abstract

This paper presents a performance analysis and optimization for irreversible Brayton cycle based on the Ecological

Coefficient of Performance (ECOP) criterion. The ECOP objective function is defined as the ratio of power output to the

loss rate of availability. The maximum of ECOP and performance parameters are derived analytically under the

assumption of optimal design. The graphical representations of the developed ECOP function in terms of governing

parameters are discussed in detail. The effect of dominant parameters on optimal ecological performances has been

investigated. The comparisons of ECOP, dimensionless ecological function and power output with respect to the

dimensionless entropy generation rate and the enthalpy ratio are presented.

Keywords

Irreversibility � Brayton cycle � Performance parameter � Ecological performance criterion � Entropy generation rate

Introduction

Finite Time Thermodynamics (FTT) Method, providing performance bounds (and extremes/boundaries) for irreversible

thermodynamic processes, can be applied to various engineering fields such as refrigerators, heat pumps, engines with heat

regeneration, several coupled engines, solar engines, and photovoltaic cells. The Finite Time Thermodynamics can be used

to find the optimal time path of any cyclic processes with friction and heat leakage (all possible irreversibilities) by providing

maximization of the work output per cycle. In irreversible thermodynamics processes, FTT modeling gives more realistic

results than those provided by reversible thermodynamic. By applying FTT processes it is possible to get more physical

understanding of how irreversibilities affect the performance of thermodynamic processes [1–4].

Brayton cycles have been used extensively in gas turbine power plants and aircraft propulsion systems. Detailed works on

Brayton heat engines have made tremendous progress using finite-time thermodynamics as well as smaller size and higher

thermal efficiency heat engine design [5–7]. Detailed information about optimization works based on different objective

functions for Brayton and the other heat engine models can be found in literature by Bejan [2], Chen et al. [3] and recently by

Durmayaz et al. [8]. During the last decade, some authors have studied the ecological performance of endoreversible and

irreversible heat engines by considering finite-time and finite-size constraints [9–13]. The ecological performance criterion

was first introduced by Angulo-Brown [9] for finite-time Carnot heat engines. In addition, it has been found that the thermal

efficiency for maximum ecological function is almost equal to the average of Carnot efficiency introduced by Curzon and

Ahlborn [14]. It has also been derived the general characteristics of the internal reversible thermal cycles by Angulo-Brown

[9]. Later Yan has developed the ecological function found by Brown [10].
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According to the result of these studies, it is observed that the objective function can have negative values contrary to

the reasonable rate of the loss term which is always possible. It can be defined that the difference between the actual and the

theoretical power output is the negative reasonable rate of loss. Ust has described a new ecological function called ecological

coefficient of performance (ECOP) [15]. By this definition he shows that the objective function must have positive values,

as in the thermal coefficient of heat engines or performance coefficient of refrigerators and heat pumps, in order to determine

the effect of the reasonable rate of loss on the power output. This objective function is called as the coefficient of ecological

performance. It is expressed as power output divided by the reasonable loss rate. Ust et al. have also performed performance

analysis applications for irreversible dual cycle, based on ECOP [15].

In this paper, the thermo-ecological optimization technique introduced by Ust [15] and Ust et al. [16] has been applied to

an irreversible Brayton cycle. A performance analysis of Brayton cycle using a finite-time ecological optimization technique

based on enthalpy approach has not been published yet, to the author’s knowledge. Application of the maximum ecological

objective function to a Brayton cycle gives a sense how the natural resources can effectively be used and how a sense the

work output of existence system output.

The Theoretical Model

The purpose of this section is to examine a steady-flow irreversible open Brayton cycle with an external heat source. Let the

heat engine cycle (1–2–3–4–1) consists of two constant-pressure processes and two non-isentropic processes (the compres-

sion 1–2 and the expansion 3–4). The temperature–entropy diagram and pressure-volume is shown in Fig. 71.1.

The cycle operates between two heat reservoirs of temperatures TH and TL. In the cycle, _QH is the rate of heat transfer

from the heat source at the temperature TH to the working fluid in processes 2–3, _QL is the rate of heat transfer from the

working fluid to the heat sink at the temperature TL in process 4–1. _QH and _QL can be defined as below;

_QH ¼ _m h3 � h2ð Þ ð71:1Þ

_QL ¼ _m h3 � h2ð Þ ð71:2Þ

where _m is mass flow rate, and h2 and h3 are enthalpy values at state 2 and 3, respectively. The effectiveness of hot and cold-

side heat exchangers εH and εL for counterflow heat exchangers are defined as

εH ¼ 1� e�NH ð71:3Þ

εL ¼ 1� e�NL ð71:4Þ

Turbine

2 3

2s

4s

s

2

3

4

1

T

TH

TL4

1

Hot side heat
exchanger

Cold side heat
exchanger

Compressor

Fig. 71.1 Brayton cycle model and T-S diagrams
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and the numbers of heat transfer units of hot- and cold-side heat exchangers are

NH ¼ UHAHð Þ= _Cw ð71:5Þ

NL ¼ ULALð Þ= _Cw ð71:6Þ

where UHAH is the hot-side heat-exchanger conductance and ULAL is the cold-side heat-exchanger conductance, _CW is the

capacity rate of the working fluid. The power produced by the Brayton heat engine according to the first law of thermody-

namics can be given as

_W ¼ _QHT � _QLT ¼ _m h3 � h2ð Þ � h4 � h1ð Þ½ � ð71:7Þ

The thermal efficiency becomes,

η ¼
_W
_QHT

¼ 1� h4 � h1ð Þ
h3 � h2ð Þ ð71:8Þ

The entropy generation rate can be obtained as follows

_Sg ¼
_QLT

TL

�
_QHT

TH

¼ _m h4 � h1ð Þ
TL

� _m h3 � h2ð Þ
TH

ð71:9Þ

Enthalpy values at state 3, 4 can be expressed in following form

h3 ¼ εHTHCp þ h2 1� εHð Þ ð71:10Þ

h4 ¼ h1 � εLTLCp

1� εL
ð71:11Þ

where Cp is pressure coefficient. The isentropic efficiencies of turbine and compressor are

ηc ¼
h2s � h1

h2 � h1
ð71:12Þ

ηT ¼ h3 � h4

h3 � h4s
ð71:13Þ

By using Eqs. (71.12) and (71.13)

h2S ¼ 1� ηcð Þh1 þ ηch2 ð71:14Þ

h4S ¼ h4

ηT
þ 1� 1

ηT

� �
h3 ð71:15Þ

ϕ ¼ h2s

h1
¼ h3

h4s
ð71:16Þ

where ϕ is the enthalpy ratio of the Brayton cycle. By using Eqs. (71.14)–(71.16), enthalpy values can be obtained as

h2 ¼ h1 ϕ� 1� ηCð Þ½ �
ηC

ð71:17Þ
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h3 ¼ εHTHCp þ h1 ϕ� 1� ηcð Þ½ �
ηk

� �
1� εHð Þ ð71:18Þ

By substituting Eqs. (71.10), (71.11), (71.14), (71.15), (71.17) and (71.18) into Eq. (71.16)

h1 ¼ a1ϕþ a2

a3ϕ2 þ a4ϕþ a5
ð71:19Þ

where the simplification parameters are defined as

a1 ¼ ηcCp εLTL � ηT � 1ð Þ 1� εLð ÞεHTH½ � ð71:20Þ

a2 ¼ ηCηT 1� εLð ÞεHTHCp ð71:21Þ

a3 ¼ ηT � 1ð Þ 1� εLð Þ 1� εHð Þ ð71:22Þ

a4 ¼ ηC � ηT � 1ð Þ 1� εLð Þ 1� εHð Þ ð71:23Þ

a5 ¼ ηT ηT � 1ð Þ 1� εLð Þ 1� εHð Þ ð71:24Þ

The ECOP (ecological coefficient of performance) objective function defined as the ratio of power output to the loss rate

of availability can be written as

ECOP ¼
_W

T0
_Sg

ð71:25Þ

where T0 is the environment temperature. Using Eqs. (71.7) and (71.9) in Eq. (71.25), the ECOP function is derived as

ECOP ¼
_W

T0
_Sg

¼ _m h3 � h2ð Þ � h4 � h1ð Þ½ �
T0

_m h4�h1ð Þ
TL

� _m h3�h2ð Þ
TH

h i ð71:26Þ

Finally, ECOP function can be reduced as a simple algebraic relation,

ECOP ¼ b1ϕ2 þ b2ϕþ b3

b4ϕ2 þ b5ϕþ b6
ð71:27Þ

where;

b1 ¼ a3a6 þ a1a7 ð71:28Þ

b2 ¼ a4a6 þ a1a8 þ a2a7 ð71:29Þ

b3 ¼ a5a6 þ a2a8 ð71:30Þ

b4 ¼ a3a9 þ a1a10 ð71:31Þ

b5 ¼ a4a9 þ a1a11 þ a2a10 ð71:32Þ

b6 ¼ a5a9 þ a2a11 ð71:33Þ
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Then the defined parameters a6 a7 a8 a9 a10 and a11 for simplicity:

a6 ¼ ηC THTLεHTHCp 1� εLð Þ þ THTLεLTLCp

� � ð71:34Þ

a7 ¼ THTL �εHð Þ 1� εLð Þ ð71:35Þ

a8 ¼ � 1� ηCð ÞTHTL �εHð Þ 1� εLð Þ � ηCTHTLεL ð71:36Þ

a9 ¼ �ηC THT0εLTLCp þ T0TLεHTHCp 1� εLð Þ� � ð71:37Þ

a10 ¼ �T0TL �εHð Þ 1� εLð Þ ð71:38Þ

a11 ¼ ηCT0THεL þ 1� ηCð ÞT0TL �εLð Þ 1� εLð Þ ð71:39Þ

Results and Discussion

In this section, analytical results are presented and compared to illustrate the application of thermo-ecological optimization

technique for Brayton cycle. The variation of ECOP functions with respect to the enthalpy ratio (ϕ) and the dimensionless

power output ( �_W ¼ _W= _CwTL

� 	
) for different values of isentropic efficiencies (ηC, ηT), heat sources temperature ratio

(τ ¼ TH/TL), and the total number of heat transfer units (NT ¼ NH + NL) are demonstrated in Figs. 71.2 and 71.3. Variation

of the ECOP function, the ecologic performance function, and work output are presented graphically and discussed in detail.

All the graphs were constructed for the values of variables (TL, TH, εL, εH) and given in Table 71.1.

It can easily be noticed from Fig. 71.2a–c that the ECOP function has a maximum for a certain ϕ value for the chosen

set of operation parameters. The maximum ECOP value is getting higher for the higher heat sources temperature ratio (τ),
the total number of heat transfer units (NT ¼ NH + NL), and isentropic efficiencies (ηC, ηT).

The maximum ECOP with respect to ϕ can be found analytically by setting d(ECOP)/dϕ ¼ 0. The optimum value ϕ at

the maximum ECOP is found as below;

ϕopt ¼
b4b3 � b1b6

b1b5 � b4b2
� 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2b6 � b5b3ð Þ b1b5 � b4b2ð Þ

b4b3 � b1b6ð Þ2
s" #

ð71:40Þ

The maximum of ECOP can be obtained by substituting Eq. (71.40) into Eq. (71.27), i.e.

ECOPmax ¼
b1ϕopt

2 þ b2ϕopt þ b3

b4ϕopt
2 þ b5ϕopt þ b6

ð71:41Þ

As heat sources temperature ratio (τ), the total number of heat transfer units (NT ¼ NH + NL), and isentropic efficiencies

(ηC, ηT) increase, the performances in terms of ECOP and _W increase too. The maximum power output ( _Wmax) is higher than

the power output at the maximum ECOP conditions ( _W
�
), as expected, but the ECOPmax is higher than the ECOP at _Wmax

conditions (ECOPmp). By taking into account the power and entropy generation rate (loss rate of availability) of the heat

engine together the optimal design intervals in terms of ECOP and _W yields:

ECOPmax � ECOP � ECOPmp or _W
� � _W � _Wmax ð71:42Þ

To make a correct decision that which optimal design parameters of a heat engine will be important one should take into

consideration the followings; If the power is the substantial interest then the design parameters must be selected near to the

Wmax conditions or if the aim is to keep the entropy generation minimum design parameters must be chosen to make ECOP

maximum. The maximum of thermal efficiency is an important parameter due to engineering viewpoint. For the given

temperatures, ECOP and thermal efficiency are dependent. In addition to this, maximum of them overlaps, despite the fact
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that they have distinctive physical bases. Obtaining the identical performance conditions at the maximum ECOP and thermal

efficiency are a foreseen and reasonable conclusion. For the reason of the fact that the maximum thermal efficiency

conditions for a definite power results in minimum fuel consuming that leading to minimum environmental destruction.

Consequently, the ECOP takes into account environmental influence properly. As ECOP provides knowledge about the

entropy generation (the loss rate of availability), thermal efficiency provide knowledge about the essential fuel consumption

to provide certain power.

Similar to Eqs. (71.40)–(71.41), it is possible to obtain the optimum value of power at the maximum ECOP,

_Wopt

_Cw

¼ b1ϕopt
2 þ b2ϕopt þ b3

b4ϕopt
2 þ b5ϕopt þ b6

ð71:43Þ

The comparisons of ECOP, dimensionless ecological function
��_E ¼ _E= _CWTL

� 		
proposed by Angulo-Brown [9] and

power output ( �_W) with respect to the dimensionless entropy generation rate (�_Sg), and the enthalpy ratio (ϕ), are demonstrated

in Fig. 71.4a, b. The optimum enthalpy ratio (ϕ*) at the (ECOPmax) conditions is always greater than enthalpy ratio (ϕmef) at

the maximum of ecological function ( _Emax) and (ϕmp) at the maximum power output ( _Wmax) conditions in Fig. 71.4a. Limits

can be given as follows;
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Fig. 71.2 Variation of the ECOP function with respect to the enthalpy ratio for various values (a) τ (b) NT (c) ηC ¼ ηT (TL ¼ 300K,

TH ¼ 1200K, ηc ¼ 0.9, ηt ¼ 0.95, εL ¼ εH ¼ 0.9)
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ϕ� � ϕmef � ϕmp ð71:44Þ

It can be observed from Fig. 71.4b that the entropy generation rate ( _Sg
�
) at the ECOPmax conditions is lower than the

entropy generation rate ( _Sg,mp) at _Wmax conditions and ( _Sg,mef ) at the _Emax conditions. In order to minimize the entropy

generation rate, limits can be described as below;

_Sg
�
< _Sg,mef < _Sg,mp ð71:45Þ
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Fig. 71.3 Variation of the ECOP function with respect to the power output for various values (a) τ (b) NT (c) ηC ¼ ηT (TL ¼ 300K,

TH ¼ 1200K, ηc ¼ 0.9, ηt ¼ 0.95, εL ¼ εH ¼ 0.9)

Table. 71.1 The value

of the variables
Low temperature heat source (TL) 300 K

High temperature heat source (TH) 1,200 K

Low temperature heat exchanger effectiveness (εL) 0.9

High temperature heat exchanger effectiveness (εH) 0.9
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Conclusion

A performance analysis was carried out for an irreversible Brayton heat engine based on the thermo-ecological objective

function, that is, the Ecological Coefficient of Performance (ECOP) is defined as the ratio of power to the loss rate of

availability. In the analysis, the maximum of ECOP and performance parameters are derived analytically under the

assumption of optimal design and presented graphically. For the environmental view, the design parameters based on the

maximum of ECOP conditions can be used as a measure of the compromise between the power output and the entropy

generation. The paramount importance of this study is to provide guidance for optimal design in terms of entropy generation

rate, power, and thermal efficiency of Brayton cycles.

Nomenclature

A Area, m2

_Cw Product of mass flow rate and specific heat

capacity, ¼ _mCp, kW K�1

_E Ecological performance function

ECOP Ecological coefficient of performance

h Enthalpy, Cal

_m Mass flow rate of the working fluid, kg s�1

NT Total number of heat transfer units
_Q Rate of heat transfer, kW

S Entropy, kJ K�1

T Temperature, K

U Overall heat transfer coefficient, kW m�2 K�1

_W Power output, kW

Greek Letters

ε Heat exchanger effectiveness

ϕ Enthalpy ratio

η Thermal efficiency

τ Heat sources temperature ratio, ¼ TH/TL
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Fig. 71.4 Variations of the ECOP, dimensionless power output and the ecologic performance functions with respect to the (a) enthalpy ratio and

(b) dimensionless entropy generation rate (ηC ¼ 0.9, ηT ¼ 0.95)
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Subscripts

c Compressor

g Generation

H High temperature heat source

L Low temperature heat source

max Maximum

mef Maximum ecological function conditions

mp Maximum power conditions

opt Optimum

T Turbine

0 Environment conditions

Superscripts

* Maximum ECOP conditions � Dimensionless
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Environmental Effect Evaluation of Topography and Natural
Gas Usage on Air Quality: A Case Study of K. Maraş 72
Muharrem İmal and Çelebi Karapınar

Abstract

In this study, sulfur dioxide (SO2) and particulate substance (PM) density rate have been measured through analyzing the

various factors affecting the air quality in Kahramanmaraş. It has been aimed to point out how the air pollution could be

cut down to a minimum with these parameters.

For this purpose, SO2 and PM density rates between the years 2007 and 2012 from Provincial Environmental

Directorate of Kahramanmaraş, temperature and wind range values from Provincial Meteorology Directorate of

Kahramanmaraş, the increase of population from Turkish Statistical Institute, the volume of consumed natural gas, and

the increase rate in the number of subscribers between the years 2007 and 2012 from ARMADAŞ (incorporation of

distribution) have been obtained.

Keywords

Natural gas � Air pollution � SO2 � PM

Introduction

Air, just like water and soil, is an environment which can be polluted. Air pollution can be described as the presence of one or

more pollutants in air at a certain level and period of time that will harm human life, habitat, both articles of trade and

personal belongings, and environmental quality [1].

The source of pollutants leading to pollution in the atmosphere is varied. Beyond doubt primary particles leading to air

pollution are fossil fuels which are used as a source of energy. Also some particles released as gas by chemical industry,

some kind of metallurgical dust, the dust emitted by cement chimneys, and other industrial activities are the causes of

pollution [2].

One of the most important negative factors of modern life in human life is air pollution. Air pollution, in general

environmental pollution, began to come into question as far from the nineteenth century when industrialization had started

developing rapidly. A case of air pollution indicates a complex structure with its social, technical, and economical

dimensions, and every country makes its legal and technical regulations in accordance with its structure. In these regulations,

air pollution is tried to be controlled within the harmless limits in terms of environmental health [3].

In Turkey, depending on the meteorological conditions especially in winter in some urban areas, air pollution is observed.

Main causes of air pollution resulting from heating in winter can be listed as the use of poor-quality fuels without overhauling

process, wrong combusting techniques and lack of maintenance in combustion systems. But in heating, as a result of the

use of natural gas and high-quality fuels, especially in big cities, air pollution has been reduced compared to the 1990s.
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While building industrial plants, inappropriate locating also increases negative effects of air pollution. Because of high sulfur

content of domestic lignite used in coal based thermal power plants and lack of treatment systems in some facilities; sulfur

dioxide (SO2) emissions pose a problem.

Materials and Methods

Air pollution can be described as a mixture of pollutants, enough to harm people and the environment, into air [1]. But there

are particulate substances in fresh air, named as fog, smoke, vapor, etc. Particulate emission may result from human doings

(fuel combustion, grinding stones and minerals), natural resources (volcanoes, wind erosion, sea waves, natural corrosion),

and atmospheric reactions (Table 72.1).

In our country, SO2 and PM rates are measured in air pollution measurement stations. Among the gaseous pollutants

sulfur oxide is the most common nonflammable and colorless air pollutant. Its retentivity in the atmosphere lasts for about

40 days. Often it arises from the combustion of fossil fuels. More than 80 % of anthropogenic sulfur oxide is estimated to

have arisen from industrial resources [4]. Particulate substance is the mixture of solid particles suspended in the atmosphere

with liquid droplets. Particle size is very wide in range. Some particles such as dust and smoke are big enough to be seen

through naked eye. Along with this, there are also microscopic particles [5].

Effect of Topography on Air Quality

In this study, how the natural gas use and topography change the amount particulate substance SO2 is studied.

Especially in cities where air pollution is very high, as a result of failure to take necessary measures there has been air

pollution problem and in case critical meteorological conditions occur, air pollution starts to threaten the environment and

human health [6].

Kahramanmaraş has been settled in around the mount of Ahir. As the population has increased, the city has expanded

upward, to the foothills of the mountain. That the city has expanded in this direction has had a positive impact on the air

quality of the city. Especially in winter when viewed from a vantage point, it can be seen the pit area of the city, which is

called “Ancient Maraş,” is under a cloud of smoke. But in newly urbanized higher part of the city, this cloud of smoke is less.

It will be helpful to study the reports of Provincial Directorate of Environment in order to more clearly observe this

circumstance.

In the center of Kahramanmaraş, there is one air quality monitoring station. Until 2009 March, this station had been

located in the yard of Governor’s Office, which is the pit area of the city, then has been moved to the yard of City Cultural

Center, which is in newly urbanized and higher part of the city (Fig. 72.1).

Based on this information, comparison between the parameters about the air quality of the periods 2007–2008

and 2009–2012 will provide us with the information about whether topography has an effect on air quality or not

(Figs. 72.2 and 72.3).

When Figs. 72.4, 72.5, 72.6, and 72.7 above are analyzed, it can be seen the PM and SO2 parameters of the periods

2007–2008 and 2008–2009 are in the same line with each other. Also, the PM and SO2 graphs of 2009–2010 are in the same

line with each other. But a significant change stands out in the graphs starting from third month of 2009. This coincides with

the date of the location of air quality

In order to see this change more clearly, we have to examine the following analysis where PM and SO2 parameters of the

years from 2007 to 2011 are supplied in a single graph.

Table 72.1 Clean and polluted

settlements
Pollutant Clean air Polluted air

PM10 10–20 μg/m3 260–3,200 μg/m3

SO2 0.001–0.01 ppm 0.02–3.2 ppm

CO2 300–330 ppm 350–700 ppm

CO 1 ppm 2–300 ppm

NOx 0.001–0.01 ppm 0.3–3.5 ppm

T. Hydrocarbons 1 ppm 1–20 ppm

T. Oxidants 0.01 ppm 0.01–1.0 ppm
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Fig. 72.1 The SO2 parameters

measured monthly for the years

2007 and 2008

0

50

100

150

200

250

1 2 3 4 5 6 7 8 9 10 11 12

2007 PM 2008 PM

μg
/m

3

MONTHS

Fig. 72.2 The PM parameters

measured monthly for the years

2007–2008

0

20

40

60

80

100

120

140

160

180

1 2 3 4 5 6 7 8 9 10 11 12

2007 SO₂ 2008 SO2

μg
/m

3

MONTHS

Fig. 72.3 The SO2 parameters

measured monthly for the years

2007 and 2008
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Fig. 72.4 The SO2 parameters

measured monthly for the years

2008 and 2009
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Fig. 72.5 The PM parameters

measured monthly for the years

2008 and 2009
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When the PM parameter of 5 years shown in Fig. 72.8 are analyzed it can be easily seen that these parameters have

changed significantly, especially starting from 2009. As mentioned earlier, the location of air quality monitoring station was

replaced in February 2009. As a result of this replacement, there has been a significant reduction in PM parameters.

The monthly change of SO2 parameters in 5 years is given in the graph shown in Fig. 72.9.

When the PM parameters in this graph are analyzed, it can be seen that SO2 change over the years is very sharp, especially

in particular periods. From 2009 on SO2 parameters have declined in comparison with those of 2008 and 2009. The reason

for this decline is that the air quality monitoring station, that was earlier located in the yard of Governor’s Office, the pit area

of the city, was moved to the yard of City Cultural Center, the higher part of the city.

Furthermore, that the location of Governor’s Office is in the pit area of the city directly affects the velocity of wind in this

area. The average velocity of the wind here is about 0.6 m/s. Low velocity of the wind hampers the dispersion of pollutants

collected over the city.
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Fig. 72.7 The SO2 parameters

measured monthly for the years

2009 and 2010
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measured monthly for the years

2007–2011
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Low velocity of the wind does not result only from the topography. Along with that the Governor’s Office is located in the

pit area of the city; this is the area where there is the highest density of buildings. In this area, the buildings are contiguous

and 10-storeyed approximately. These contiguous buildings hinder the flow of wind and significantly reduce the air current.

Thus, it takes a while for pollutants to disperse and move away from the area.

Based on these results, it can be said that the expansion of the city must be towards to the higher and plain part where there

is fluent air current rather than the pit area where there is less air current. Furthermore, the buildings must be built in a way

that they do not hamper the air current.

In the light of the data above, it is clear that the topography of the city directly affects its air quality.

The Effect of Fuels Burned for Heating

One of the main sources of air pollutants in Kahramanmaraş is the fuel used for heating. Coal and natural gas are used for

heating in dwellings and workplaces for heating. In 2011, 145,000 ton of coal was sold for heating by the vendors of

imported coal and 31,000 ton of domestic coal was distributed by the Social Aid Association in Kahramanmaraş. In the same

period 81,650 million m3 of natural gas was consumed in the city.

Natural gas began to be used in 2006 in Kahramanmaraş and the number of subscribers is increasing day by day. Even if it

was not at desired level in 2007–2009 when the economic crisis was influential, in 2010 and 2011 the sector recovered from

this recession and the number of subscribers began to increase. According to the data received from ARMADAŞ,

incorporation of distribution, the number of subscribers in years 2007–2012 is as follows in Table 72.2 [7].
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Fig. 72.9 The SO2 parameters

measured monthly for the years

2007–2011

Table 72.2 Number of

subscribers in Kahramanmaraş

in years

The number of subscribers declared by Arsan Maraş natural gas distribution Inc.

Date Number of subscribers

31.12.2007 7,887

31.12.2008 14,460

31.12.2009 19,835

31.12.2010 30,545

31.12.2011 42,229

01.05.2012 43,779

Total target 100,000
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That natural gas is a clean fuel makes it advantageous in terms of boiler maintenance and performance. When fuel oil or

coal is burned, ash and soot accumulated on the inner layer of boiler both corrode it and lower the efficiency hindering heat

conduction. So the boiler pipes must be cleaned at least twice a week, whereas this is not the case in natural gas [8].

Furthermore, natural gas, emission standard of which is quite low in comparison with other types of fuels used, is crucial

in terms of air quality. In Table 72.3 Some emission standards of coal fuel oil and natural gas, each of which is equivalent to

1 ton of oil [9].

About 40 % of objected natural gas user number has now been achieved and these subscribers have been using natural gas

since April 2012. This situation is supposed to affect the air quality. In order to observe the effect of increased natural gas

use, the air quality reports of Kahramanmaraş in years 2007–2011 are examined in graph.

In Fig. 72.10 the change in SO2 parameters in February compared to the number of natural gas users in Kahramanmaraş is

observed. It is observed that there is a sharp decline in the years 2008–2009. This is because the location of air quality

monitoring station was replaced in 2009. Besides this, measured SO2 parameters continued to decline in 2010, 2011, and

2012. It has been observed that the more natural gas use resulted in the less SO2 in the air.

As seen in Table 72.3 while there is 29.2 kg sulfur ingredient in 1 TEP coal, it is about zero in natural gas. Coal use will

decline in proportion to the increased use of natural gas. Therefore, the amount of SO2 emitted into the atmosphere will

decrease.

In Fig. 72.11 the change in the number of natural gas users is indicated. A sharp decline is observed in the years

2008–2009. This is because the location of air quality monitoring station was replaced in 2009. Besides this, measured PM

parameters continued to decline in 2010, 2011, and 2012. It has been clearly observed that the more natural gas use resulted

in the less PM in the air.

Table 72.3 Emission coming

out as a result fuels, equivalent

to 1 ton of oil

Fuel emission (kg) Coal (% sulfur % 10 ash) Fuel oil (%1 sulfur) Natural gas

PM 100 1.8 0.1–0.3

Sulfur oxide 29.2 20 –

Carbon monoxide 1.5 0.7 0.3

Nitrogen oxides 11.3 8.2 2.3–4.3
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As seen in Table 72.3 while there are 100 kg PM ingredients in 1 TEP coal, it is about 0.1–0.3 in natural gas. Coal use will

decline in proportion to the increased use of natural gas. Therefore, the amount of PM emitted into the atmosphere will

decrease.

Conclusion

The only air quality monitoring station in the city center of Kahramanmaraş is located in the pit area of the city, the yard of

Governor’s Office. In 2009, it has been moved to the yard of City Cultural Center, which is in the higher part of the city

and where there is more fluent air current. It has been concluded that the topography is one of the main factors affecting

the air quality of the city according to the measurements made before and after the year 2009. When constructing new

neighborhoods in the city, choosing areas where there will be more air current and wind will improve the air quality. The fact

that the buildings are contiguous and 10-storeyed approximately in the area of Governor’s Office adversely affects the air

current and hampers the dispersion of pollutants in the atmosphere. While constructing buildings in newly urbanized areas if

not to cut off the air current is taken into account, the air quality improves.

Natural gas has improved the air quality in Kahramanmaraş. For this study, temperature and wind statistics over the years

from the Meteorological Service, PM and SO2 statistics from the Directorate of Environment and Urban Planning, the

number of subscribers and the amount of natural gas consumed over the years from ARMADAŞ (incorporation of

distribution) were collected. Using this statistics, the graphs of “SO2—the number of natural gas users” and “PM—the

number of natural gas users” were formed. It has been observed in these graphs that the more natural gas use resulted in the

less SO2 and PM in the air, especially in recent years when the number of natural gas users has increased.

The use of coal decreases in inverse proportion to the increase in the use of natural gas. This decline in the use of coal

directly affects the air quality and leads to more clean air. Thus, the municipality should cooperate with the incorporations of

natural gas distribution to help the natural gas be serviced to people, and the use of natural gas should be supported.

Burning equipment should be maintained regularly and renewing the economically worn-out burners will increase the

efficiency. Due to the boilers running more efficiently will emit less pollutant to environment, air quality will improve.

Because the boiler is renewed in the buildings that shifted to natural gas from coal, its efficiency directly increases.

Besides this, the companies that take on the conversion to natural gas and boiler maintaining services inform people, and

thus, the average boiler efficiency increases in proportion to the natural gas use.

0.000

5.000

10.000

15.000

20.000

25.000

30.000

35.000

40.000

45.000

50.000

0

50

100

150

200

250

2007 2008 2009 2010 2011 2012

NATURAL GAS THE NUMBER OF SUBSCRIBERS

PM
 μ

g/
m

3

YEARS

N
um

be
r 

of
 n

at
ur

al
 g

as
 u

se
rs

Fig. 72.11 Measured PM parameters for February in years and the change in the number of natural gas users in the city
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Efficient Anionic Dyes Adsorption on Activated Algerian Clays 73
Soumia Zen, Fatima Zohra El Berrichi, and Ammar Maoui

Abstract

The discharge of the tanning industry constitutes enormous nuisances for the environment and exactly for the human

health, in particular the various dyes which are used excessively to improve the dye industry. Therefore, the use of local

clays in the treatment of the discharge has an important economic and environmental interest and with the aim for value

the local’s clays from Algerian East, we have selected the Djebel Debagh “DD3” and Tamazert “AT” clays which are the

low-cost materials abundant in highly weathered soils. Adsorption experiments were accomplished using tannery dyes

namely: Coriacide Bordeaux 3B, Derma Blue R67, and Coriacide Brown 3J, adsorbed on activated kaolin by acid

treatment. The adsorption capacity of all three dyes exceeds 90 % observed after 40–80 min. Natural and treated clay

samples were characterized by chemical analyses, powder X-ray diffraction, FTIR, and SEM. Finally, the obtained results

confirmed the applicability of local clays as an efficient adsorbent for anionic dyes and from dyes wastewater.

Keywords

“DD3” and “AT” clays � Activation � Adsorption kinetics � Anionic dyes

Introduction

Textile and tannery effluents are two of the most polluting industrial wastes, and the problems of treatment and disposal of

such wastes require much attention. The presence of dyes in aqueous effluent such as in river stream can be noticed easily

because dyes are colored and highly visible. The discharge of dyes directly into aqueous effluent can endanger living

organism and its aquatic ecology because most dyes are toxic. They have negative environmental effects, causing oxygen

impoverishment and light transmission attenuation in aquatic ecosystems affecting both fauna and flora [1]. It is difficult to

remove the dyes from the effluents, since most dyes are stable to light and heat and are not biodegradable [2]. Several

conventional methods for the treatment of effluents containing dyes are available [3], and the most efficient one is the

adsorption process, because it is simple in terms of operation and can remove the contaminant even at very low concentra-

tion. However, the choice of the adsorbent is based on economical and practical reasons and clay minerals are natural

materials, due to their low cost and better adsorption capability, appears to be a more convenient route for removing organic

pollutants and heavy metal ions [4 –7]. Acid treatments of clay consist to modify its structure by changing the properties of
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surface, porosity, and acidity. The results obtained through acid activation vary according to the type of clay used, its nature,

the acid concentration, the temperature and the time of treatment [8]. Acid activated clay is widely used in industry as a

bleaching and decontaminating agent “adsorbent” catalyst and catalyst support [9, 10]. Therefore, the aim of this study is to

investigate the adsorption of specific anionic dyes, widely used in the tannery, such as Derma blue R67, Coriacide Brown 3J,

and Coriacide Bordeaux 3B, on Algerian clays from Djebel Debagh “DD3” and EL Milia “AT” of which Algeria possesses

millions of tons, in the East, that need to be valorized. To explore the feasibility of this clay, Bentonite was chosen to test the

adsorption capacity to release the anionic dyes after treatment.

Experimental

Materials

Two commercial clays, DD3 and AT, were chosen to represent abundant raw materials without special degree of purity.

The kaolin (DD3), gray in color, was obtained from the region of Guelma (Djebel Debagh) in Algeria and supplied by ETER

(ceramic company in Guelma, Algeria). The type of kaolin is much rarer other clay minerals [11]. The second clay used is an

Algerian kaolin “AT,” type kaolinite came from EL Milia deposit “TAMAZERT” from Jijel region (Algeria), and supplied

by ETER (Algeria). In order to obtain the acid-activated clays (DD3) and AT, the acid treatment was carried out with 0.1 N

H2SO4 acid [12]. The cation-exchange capacity (CEC) was measured in order to evaluate the potential use of these clays for

adsorption. The exchange was followed by the ammonium acetate method with a concentration of 2.0 mol dm�3 at pH 8.0,

giving 15 meq g�1 for both clays: DD3 and AT.

The chemical composition in mass % and loss on ignition (at 1,000 �C) of natural AT and DD3 is shown in Table 73.1.

Characterisation

Mineralogical compositions of representative clays samples were determined by XRD using air-dried. XRD patterns of DD3

and AT clays (before and after activation) were collected on a X-Pert Propanalytical diffractometer using Ni filtered Cu-Kα
radiation (λ ¼ 1.5406 Å, 30 kV, 30 mA and automatic monochromator). The diffractograms were recorded in the range

2θ ¼ 6–65�. The scanning speed was 1�/min. The FTIR spectra of natural and treated AT and DD3 with H2SO4 acid were

obtained in the region 4,000–500 cm�1 using FT-IR spectrometer, type Perkin Elmer Spectrum one model, at room

temperature dispersed in KBr disks. The morphologies of natural and activated DD3 and AT were examined using a

scanning electron microscopy (Model JEOL JSM 6390 LU).

Table 73.1 Chemical analysis of natural Tamazert “AT” and DD3 clays

Component

DD3 AT

Content mass %

SiO2 41.97 71.10

Al2O3 38.00 18.6

Fe2O3 0.12 0.58 to 1.22

MgO 0.07 0.39

CaO 0.20 0.02

Na2O – 0.22

K2O – 0.82

NO2 – 0.37

TiO2 – –

BaO – 0.04

SO3 0.75 –

MnO 1.34 –

LOI 16.80 5.68

LOI loss on ignition at 1,000 �C
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Dyes Solutions

The reactive dyes used as adsorbates are bifunctional dyes; they were provided by the Stahl Iberica of Spain, and they were

simulated by aqueous solutions of organic anionic dyes industrially used in tanning industry, namely, Coriacide Bordeaux

3B, Derma Blue R67, and Coriacide Brown 3J. Synthetic test dye solution was prepared by dissolving an accurately weighed

amount of dye (1 g/L) in distilled water and subsequently diluted to required concentrations. Their chemical formulas and

complete structure diagrams are not available.

On a Photolab Spektral WTW UV–Vis spectrophotometer, the Coriacide Bordeaux 3B, Derma Blue R67, and Coriacide

Brown 3J are absorbed at 510, 610 and 430 nm, respectively. Intrinsic pH values of 6.1, 5.6, and 6.3 were measured at 25 �C
with a Consort C 831 potentiometer. These pH values did not vary immediately after addition of clay but only after few

minutes once dye adsorption has started.

Adsorption Kinetics

In addition to Djebel Debagh “DD3” and Tamzert “AT” clays, the Bentonite was chosen to test the adsorption capacity to

release the anionic dyes after treatment.

The adsorption process was conducted by adding a known amount of activated clays Tamazert “AT” or Djebel Debagh

“DD3” at constant dye concentration 20mg/L and a constant stirring speed of 450 rpm. Dye adsorption kinetics was

investigated at 20 �C and natural pH ¼ 4 for 200 min.

Two milliliters of samples were drawn at suitable time intervals. The samples were then centrifuged for 15 min at

5,000 rpm and the left out concentration in the supernatant solution was analyzed through UV visible at maximum

wavelength.

It was investigated the effect of the contact time, and the clay amount (2 g,6 g) on the removal rate of Coriacide Bordeaux

3B, Derma Blue R67, and Coriacide Brown 3J dyes on AT, DD3 and bentonite clays in the experiments.

The amount (mg) of dye adsorbed per unit weight of clays: Djebel Debagh “DD3,” Tamazert “AT” and Bentonite at time t,

Qt (mg g�1) and the percentage removal (P %) were determined by the following Eqs. (73.1) and (73.2):

Qt ¼ C0 � Ctð ÞV=m ð73:1Þ

P% ¼ 100 Co � Ctð Þ=Ci ð73:2Þ

Where C0 and Ct (mg/L) are the initial and liquid phase concentrations of dye adsorbed at time t respectively.

V is the volume of dye solution (L) and m is the mass of activated used (g).

Results and Discussion

Characterisation of Adsorbents

The interlayer spacing or d001 spacing is measured from the top of the corresponding Si tetrahedral silica sheet (T) to the top

of the Si tetrahedral sheet of the following layer [13, 14]. The X-ray diffractograms of the AT and DD3 clays, before and

after acid treatment, are given in Fig. 73.1. The AT and DD3 clays yielded, seven peaks in the range of 6–40� (2θ). The basal
spacing is 7.26 and 7.13 Å, respectively for kaolinite (K) in DD3 and AT. The XRD pattern (Fig. 73.1a) showed sharp

reflections at d ¼ 4.42 Å; 3.62 Å (kaolinite) and the major impurities are quartz (reflection at 3.96 Å), calcite (reflection at

2.45 Å and 2.02 Å). Natural AT shows (Fig. 73.1c) reflections at 4.24 Å, 3.33 Å attributed to kaolinite and quartz, and

calcite, as impurities, with reflections at 2.56 and 1.98 Å, respectively. Identical XRD patterns of activated clays

(Fig. 73.1b, d) indicate the acid treatment does not affect intensely the structure of the components and shows that the d

(001) band of AT and DD3 shifts to 7.23 and 7.33 Å, respectively, showing an increase of the basal distance. Furthermore,

acid treatment with H2SO4 0.1 N, dissolves major impurities such as calcite, quartz, and dolomite for both materials.
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The Infrared Spectroscopy constitutes for the mineralogists a tool for characterization of the crystallinity of clays by the

observation of the relative intensities of the bands of vibrations of hydroxyls of structure. The FTIR spectrums of natural and

activated clays are shown in Fig. 73.2.

As we can see, all clays natural and activated exhibit twomoderately intense bands between 3,620.64 and 3,750 cm�1, which

might be ascribed to the stretching frequencies of the OH functional groups of coordination water and of the hydration OH

stretching. The absorption peaks between 1,620 and 1,630.53 cm�1 can be taken as both due to OH stretching vibration and

δ(H2O) deformation. The rest of the bands between 450 and 1,095 cm�1 in natural clays are due to stretching vibration of Si–O,
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Si–O–Si, OH attached to (Al3+, Fe3+, and Mg2+) groups, and the silica quartz impurities. After acid treatment, a significant

difference is not observed between original and activated AT and DD3. Under these mild conditions, the FTIR curves showed

that a weak destruction of the layers and interlayer space of activated clay was carried [15].

Kinetics of Adsorption

Effect of Contact Time
The influence of contact time on removal of Derma Blue R67, Coriacide Bordeaux 3B, and Coriacide Brown 3J by 6 g of

activated Tamazert clay “AT,” kaolin Djebel Debagh (DD3) or Bentonite at pH 4 and 20 �C with an initial dye concentration

20 mg/l are shown in Fig. 73.3. It is evident that all clays are efficient to adsorb dyes with different efficiencies (Fig. 73.2)

and the removal of dyes was rapid and strong in the initial stages of contact time (2 min) followed by a slow increase until

reaching equilibrium, due to the abundant availability of active sites on the clay surface, and with the gradual occupancy of

these sites, the sorption becomes less efficient. The shape of the curves for DD3, AT, and Bentonite clays are similar. This

indicates a monolayer formation of the dye on the external surface [16]. The adsorption of the activated DD3 and AT is faster

than that of activated Bentonite for three dyes except the Coriacide Bordeaux 3B on activated AT. Moreover, the maximum

removal percentage of three dyes adsorbed (P%) is higher for the activated DD3 (98 %) than for the activated AT (94 %) and

higher than for activated Bentonite (82 %). To reach equilibrium for anionic dye as Derma Blue R67, it takes 40 min, 60 min,

and 80 min for activated DD3, AT, and Bentonite, respectively. At the equilibrium, the activated DD3, AT, and bentonite

fixes more Derma Blue R67 than the Coriacide Brown 3J and Coriacide Bordeaux 3B. The results of dye removal at

equilibrium obtained are given in Table 73.2. Similar results have been obtained on a textile dyes adsorbed by natural and

activated Bentonite [12].

Effect of Mass of DD3 Kaolin
The adsorption of three anionic dyes on the activated DD3 amount was studied on mass of kaolin of 2 g in constant dye

solution of 20 mg/l at pH ¼ 4 and 20 �C at constant stirring speed of 450 rpm. The effect of clay amount on dye removal
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Fig. 73.3 Effect of contact time on the removal of anionic dyes on activated clays DD3 (a), AT (b), and Bentonite (c)

Table 73.2 Results of % removal dyes obtained at equilibrium

Anionic dyes Activated clays

The percentage removal (P %)

of anionic dye at equilibrium

Derma Blue R67 DD3 98.03
Coriacide Brown 3J 93.83
Coriacide Bordeaux 3B 96.83

Derma Blue R67 AT 94.42
Coriacide Brown 3J 89.55
Coriacide Bordeaux 3B 65.73

Derma Blue R67 Bentonite 82.70
Coriacide Brown 3J 76.0
Coriacide Bordeaux 3B 79.76
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is shown in Fig. 73.4. Decreasing mass of activated DD3 induced an increasing in removal percentage of adsorbed dyes

with the maximum of 97 % and it takes 40 min for Coriacide Bordeaux 3B and 75 min for Derma Blue R67 and Coriacide

Brown 3J, to reach equilibrium. From Fig. 73.4 and Table 73.3, it was clear that the decrease of mass (2 g) of DD3 influences

slightly the percentage removal of dyes adsorbed and its removal efficiency. This may be explained by the fact that a

large adsorbent amount (6 g) reduces the saturation of the adsorption sites and correspondingly, the number of such sites per

unit mass comes up resulting in comparatively more adsorption at higher adsorbent amount. Furthermore, the results

obtained in dye adsorption experiments onto kaolinite showed that the adsorption capacity was higher with increasing

amount clay [17, 18].

Effect of Clay Nature
Figure 73.5 shows the effect of clay nature on the anionic adsorption dye at initial dye concentrations of 20 mg/L at pH ¼ 4

for Derma Blue as function of contact time on 6 g of activated Bentonite or DD3 or AT clays. In order to characterize the

adsorption capacity on kaolin of the anionic dye “Derma Blue R67” which was fixed more than Coriacide Bordeaux 3B and

Brown 3J, we have compared with activated Bentonite. The removal of Derma Blue R67 was rapid in the initial stages of

contact time (Fig. 73.5) and gradually decreased with lapse of time until equilibrium. The rapid adsorption observed during

the first 5 min is probably due to the abundant availability of active sites on the kaolinite surface, and with the gradual

occupancy of these sites, the sorption becomes less efficient. The time required to attain this state of equilibrium was termed

as the equilibrium time and the amount of dye adsorbed at the equilibrium time reflected the maximum dye adsorption

capacity of the adsorbent under these particular conditions [19]. The time necessary to reach this equilibrium is about 40 min

for DD3 with higher removal percentage (98 %). However, it appears from Fig. 73.5 the rapid adsorption of Derma Blue R67

on AT and Bentonite clays was observed during the first 3 min and this is followed by a strong increase of adsorption

after 60 min for activated AT with higher removal percentage (94 %) than that of Bentonite (82 %) (Table 73.4). The shapes

of the curves of activated DD3 and Bentonite are similar (Fig. 73.5). This indicates a monolayer formation of the dye on the
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Table 73.3 Results of % removal dyes obtained at equilibrium

Anionic dyes Activated clays

The percentage removal (P %)

of anionic dye at equilibrium

Derma Blue R67 DD3 96.81
Coriacide Bordeaux 3B 96.87
Coriacide Brown 3J 92.87
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external surface [16]. Thus the main process involved in anionic Derma Blue dye adsorption on activated DD3 kaolin may be

the attraction on the broken edges of clay particles where charges become positive at acidic pH. That is why although acidic

pH conditions were found to enhance the dye removal. On the other hand, the anionic dyes of the tannery industry used in

this study are acids. The effect of clay nature on dye adsorption observed in this study was explained by electrostatic

interaction between kaolinite or Bentonite and dye molecules. As the pH of the system (dye + kaolinite) is acid (pH ¼ 4),

knowing that the pH has a relatively high value for kaolinite (2–4.6) [20], the number of negatively charged sites decreases

and the number of positively charged sites increases in activated DD3. Therefore, the extent of dyes adsorbed on kaolinite

tended with pH system, which can be attributed to the electrostatic attraction between the positively charged surface and the

negatively charged dye molecule [17]. Also, lower adsorption of anionic dyes on activated Bentonite is because of the low

presence of H+ ions competing with dye anions for the adsorption sites.

Structure of Clays After Adsorption

SEM was used to probe the change in morphological features of activated DD3 and AT before and after tanning dye

adsorption (Derma Blue R67). The surface morphology of both clays before adsorption is different from that after

adsorption. Activated DD3 has larger pores between particles before adsorption than activated DD3 after adsorption

(Fig. 73.6a, b). The same for activated AT (Fig. 73.6c, d).

Also the micrographs presented in Fig. 73.6b, d show clearly the dye-loaded clay coated by dye molecules over the whole

surface at natural pH conditions. The dye molecules seem to have formed a void-free film masking the reliefs of particles and

porosity of the aggregates. On the contrary, the clay before adsorption exhibits well distinguishable particles and a porous

structure (Fig. 73.6a, c).
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Table 73.4 Results of % removal dyes obtained at equilibrium

Anionic dyes Activated clays

The percentage removal (P %)

of anionic dye at equilibrium

Derma Blue R67 DD3 98.03
AT 93.50
Bentonite 82.70
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Conclusion

Algerian clay, DD3 from Djebel Debagh and AT from El Milia region, activated by acid treatment can be employed as

an effective and promising low cost alternative adsorbents for the removal of anionic dyes from tannery wastewater.

A comparative study of adsorption of Derma Blue R67, Coriacide Brown 3J, and Coriacide Bordeaux 3B evidences the high

adsorption capacity of dye on the activated DD3 and AT than activated Bentonite. The acid activation enhances the

interaction between dyes and clays “DD3 and AT,” resulting in greater and fast adsorption capacity with the equilibrium

was attained after 40–60 min for anionic dyes by comparison with activated bentonite, the adsorption capacity is low for all

the three anionic dyes and the time to reach equilibrium was 80–140 min. The results showed that the adsorption anionic

dyes on activated DD3 and AT could be explained by the electrostatic attraction between the positively charged surface and

the negatively charged dye molecule in the acidic medium (natural pH ¼ 4). Furthermore, the experiments conditions

(acidic medium, activated adsorbent, low temperature) of kinetics adsorption study were found to enhance the dye removal

great adsorption efficiency.

Compared to standard Bentonite clay, activated DD3 and AT have a good and high potential for adsorption removal of

anionic dye from aqueous solution.
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18. Errais E (2011) Réactivité de surface d’argiles naturelles, étude de l’adsorption des colorants anioniques. Thèse de doctorat. Université de Strasbourg, p 114

19. Hameed BH (2008) Equilibrium and kinetic studies of methyl violet sorption by agricultural waste. J Hazard Mater 154:204–212

20. Schroth BK, Sposito G (1997) Surface charge properties of kaolinite. Clay Clay Min 45(1):85–91

73 Efficient Anionic Dyes Adsorption on Activated Algerian Clays 769



Part IV

Renewable Energy



Investigation of Turbidity Effect on Energy Transmission
in a Solar Pond 74
Ayhan Atiz, Ismail Bozkurt, Mehmet Karakilcik, and Ibrahim Dincer

Abstract

Renewable energy sources, such as solar, play a key role due to their environmentally benign nature. There are various

types of solar energy applications, including solar ponds. A solar pond consists of three different density zones: Upper

Convective Zone (UCZ), Non-convective Zone (NCZ), and Heat Storage Zone (HSZ). The zones’s density increases

from top to bottom of the pond. Each of the zones is important and affects the performance of the pond. Because of this,

many investigators aim to increase the efficiency of the pond for better performance. There are also some key parameters

affecting the efficiency. One of them is turbidity, which is caused by dirt over time (e.g., insects, leaf, dust, and wind

bringing parts falling down). Thus, the turbidity in the salty water decreases the heat transmission through the zones.

In this study, the samples are taken from the zones of the solar pond and analyzed by using a spectrometer for one year.

Furthermore, the results confirm that the performance of solar ponds is greatly affected by turbidity.

Keywords

Solar energy � Solar pond � Efficiency � Turbidity � Transmission

Introduction

Solar energy is treated as a great energy source. Turkey lies in a sunny belt between 36� and 42� N latitudes. The yearly

average solar radiation is 3.6 kW h/m2 day, and the total yearly radiation period is approximately 2,640 h which is sufficient

to provide adequate energy for solar thermal applications [1].

The energy content of solar radiation can be used as light, heat, and electricity. This diversity makes solar energy an

important option to power different energy systems all over the world. Indeed, the interest in solar energy systems has been

increasing in recent years throughout the world. This interest has been due to several factors, such as the environmental

damage, the efforts to minimize countries dependence on fossil-based and nonrenewable fuels and the international

agreements demanding reduction in the greenhouse gases in the atmosphere [2]. Heat storage technologies, systems and

applications are studied in the field of solar energy [3, 4]. Solar ponds and collectors are very important solar energy systems

that generate heat energy from solar energy. Solar ponds are relatively simple devices that operate straightforwardly, require

little maintenance (e.g., they need cleaning to maintain water transparency), and have long life times [5]. Solar ponds have

been proposed and demonstrated to be simple in design, low in cost and naturally abundant for the large scale collection and
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storage of solar energy. Solar energy is received as both direct and diffuse radiation and distributed primarily over the wide

range of the ultraviolet, visible and infrared spectra. A higher radiation transmission through the upper zone and gradient in a

solar pond results in a higher heat collection efficiency [6]. The attenuation of light in the clearest natural waters, solar pond,

and salt waters is variable. Irradiance depends not just on water and salt. There is another important impact, i.e., turbidity,

and a common problem encountered in salinity-gradient solar ponds is the growth of various types of algae and bacterial

populations which affects the brine clarity and hence reduces thermal performance [7].

A solar pond as a solar collector is dependent on light transmission to the storage zone. Clarity of the brine is one of

the most important factors in achieving good thermal performance and stability—the higher the transparency, the better the

performance [8]. Therefore, it is important to maintain the clarity of solar ponds to allow maximum possible solar radiation

to reach the LCZ [9].

In the present study, we conduct an experimental investigation of a solar pond with a particular interest in the effect of

turbidity on the pond efficiency and study how much effect is possible under various conditions.

Experimental Apparatus and Procedure

Solar Ponds

In general, solar ponds are composed of three zones. The first zone, so-called: upper convective zone (UCZ), is the fresh

water layer at the top of the pond. This zone is fed with fresh water in order to maintain its density as close as to the density of

regular fresh water. The second zone is the non-convective zone (NCZ), lying between the heat storage zone (HSZ) and

UCZ. NCZ is composed of salty water layers whose brine density gradually increases towards HSZ. NCZ is the key to the

working of a solar pond. The third zone is known as heat storage zone (HCZ). HSZ is composed of salty water with highest

density. Considerable part of the solar energy is absorbed and stored by this bottom region [10].

In the present experimental work, a solar pondwith a radius of 0.80m and a depth of 2mwas built in Cukurova University in

Adana, Turkey (i.e., 35�180 E longitude, 37�050 N latitude). The experimental temperature distributions were measured using

temperature sensors, which were placed into the inner zones of the solar pond. The bottom and the side-walls of the pond were

plated with the iron sheets in 0.005 m thickness and in between with a glass–wool of 0.10 m thickness as the insulating layer.

Figure 74.1 illustrates the inner zones of the solar pond. The inner zones consist of the saline water layers with various densities.

To measure the temperature distributions of various regions, the temperature sensors were placed into the inner zones, starting

from the bottom, at 0.10, 0.30, 0.50, 0.70, 0.90, 1.10, 1.30, 1.50, 1.70, 1.90m heights. The data acquisition systemwas connected

to a computer for data recording monitoring. Hence, the temperature distribution profiles of these regions at any time were

20 cmUCZ

NCZ

HSZ

100 cm

80 cm

Fig. 74.1 Inner zones

of the solar pond
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experimentally obtained by a data acquisition system. The solar pond is filled upwith saltywater. HSZ is started from the bottom

of the pond until 0.80mheight and its density approximately 1,180 kg/m3with saltwater. Themiddle zone,NCZ, is composed of

saltywater layers whose brine density gradually increases towardsHSZ.NCZhas five layer thicknesses, and each layer is 0.20m

thick. These layers have a density between 1,100 and 1,015 kg/m3 decreasing as graded. The surface zone, UCZ, is the fresh

water layer at the top of the pond.

The salinity gradient sustainability of the solar pond is very important for heat storage performance. Therefore, the

density of the solar pond becomes critical. To measure the density distribution of the solar pond, place 5 mm diameter 10 unit

transparent plastic hoses with 20 cm distance on a 2 m length board in the pond. The salinity water samples of the layers are

taken from the hoses to measure density by using a hydrometer.

Salt Gradient Protection System

The density gradient in the NCZ is very important to keep the stored energy. In order to maintain the density gradient of

the pond, an auxiliary operating system on a feedback principle was developed since it generates a continuous and

self-regulating operation. This was a passive system based on the natural circulation of water caused by density difference

as it was first proposed by Akbarzadeh and MacDonalds [11]. It was built as a cylindrical polyethylene tank having 1.20 m

length and 0.30 m diameter. The tank has a connection from its bottom to the top of the HSZ. Because of the density

difference between the storage zone and a higher zone, the less dense brine entered via a plastic tube to the top of the tank

from the top of NCZ and diffused through a salt bed on a mesh within the tank and reached about 1,180–1,200 kg/m3 density

at the bottom. This denser brine was injected into the top level of HSZ via a distributing pipe system. The salty water

distribution system was made of a circular polyethylene pipe with a diameter of 1.20 m and a thickness of 0.02 m diameter.

It has several holes along them to lead the higher density brine out at the top of the HSZ [12].

Spectrometer

A spectrometer was used to measure the properties of light over a specific portion of the electromagnetic spectrum as it is

used in spectroscopic analysis to identify materials [13]. The measurement samples contained a solution of distilled water

and normal grade salt. The following salts were studied: MgCl2, Na2SO4, NaNO3, KNO3, and Na2CO3. The transmission

spectra were measured with a spectrometer in the range of 300–1,200 nm. The quartz–glass sample containers of 50 mm

length were of good quality [14].

Optical Properties of Salty Water

Essentially all of the solar radiation absorption that takes place in most natural waters is attributable to three components

(the water itself, dissolved organic matter, variously referred to as yellow substance gelbstoff and gilvin) Kirk [15]. In order

to increase the energy input, in relation to the storage zone of the solar pond, NCZ and UCZ should be as transparent as

possible because both the intensity of incident ray and the absorptance of salt-water solution depend on the wavelength to

calculate the total transmittance precisely [16].

Estimation of total solar radiation available at various depths of a salt gradient solar pond is an integral part of modeling

its thermal performance. The radiation flux incident at the surface of the pond gets partially reflected, and the remainder

penetrates into the pond. The radiation flux as it propagates through the body of the pond gets attenuated in its path [17].

The relation among absorption, reflection and transmission coefficients is given as

ρþ αþ τ ¼ 1 ð74:1Þ

where α, ρ, and τ are the absorption, the reflection, and the transmission, respectively.

Most of the solar radiation in the near infrared spectrum is absorbed within the first few centimeters of depth. The

radiation associated with wavelengths greater than 1,200 nm represented 22.4 % of the total incident radiation, and this

radiation was totally absorbed in this upper water boundary layer for radiation with λ < 1,200 nm [18]. The radiation

emitted by the sun travels through the vacuum of space unaltered. The percentage of energy associated with certain
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bandwidths of solar radiation emitted from a blackbody at 5,800 K (the temperature of the sun) [19]. The light entering

the pond is also scattered by the various suspended particles. The scattering particles however are not assumed to absorb

energy [20].

Here, we note that β is the fraction of the incident solar incident that actually enters the pond [21].

β ¼ 1� 0:6
sin θi � sin θr
sin θi þ sin θr

� �2
� 0:4

tan θi � tan θr
tan θi þ tan θr

� �2
ð74:2Þ

where θi and θr are the incidence angle and the refraction angle. The attenuation of radiation through a pure medium is

described by the Bouguer–Beer Law; to measured solar energy with deep giving Lambert–Beer Law which is dependent on

wavelength λ and way, ray of light intensity in the x deep as follows:

Iλ xð Þ ¼ I0i exp �μλxð Þ ð74:3Þ

where Iλ(x) is the wavelength λ bunch of the beam in the x depth. I0i is incoming part of sun’s energy and μλ ¼ �1/δλ is the
absorption coefficient of the beam at the wavelength (λ), δλ is the characteristic absorption depth of the incident beam.

By using Eq. (74.3) we can calculate the transmission of the incident beam at any depth to contribute of energy transmission

from various portions of the beam spectrum, which is divided into several spectral bands. Then, the absorbing beam function

of at any depth is given as

Xn
i¼1

Ii ¼
Xn
i¼1

I0i exp �μixð Þ ð74:4Þ

which can be arranged to find the absorbing rate of function h(x) as

h xð Þ ¼

Xn
i¼1

I0i exp �μixð Þ
Xn
i¼1

I0i

ð74:5Þ

where we employ I0iXn
i¼1

I0i
as ηi and obtain the following relation:

h xð Þ ¼
Xn
i¼1

ηi exp �μixð Þ ð74:6Þ

Results and Discussion

A solar pond is an important thermal energy system to store the heat energy in the heat storage zone. The heat storage

performance of the storage zone is decreased due to turbidities in the salty water layers of the inner zones of the pond.

The experimental study is consist of two part to determine the effect on turbid water layers of the pond performance. The first

part of the experimental investigation is carried out to determine the temperature and density distribution of the solar pond.

In the second part of the experiment, some spectroscopic analyses are carried out to determine the transmission of various

densities salty water of the inner zones’ layers to determine the turbidity effect on the performance of the solar pond by using

spectrometer. As seen in Figs. 74.2 and 74.3, the differences of the salinity gradient is kept approximately stable by using salt

gradient protection system.

Figures 74.4 and 74.5 show the transmissions of the turbid water and clean water samples getting at ten different points of

the ponds at different times, vertically. The characteristic transmission of ponds appears to be very different from each other.

A UV–Vis spectrometer was used in order to understand the characteristic transmission of each of the samples (e.g., clear
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salty water and turbid salty water). UV–Vis spectrum measurements were performed in the wavelength range of

400–700 nm by a Perkin Elmer UV–Vis Lambda 2S spectrophotometer at room temperature. We used two clean

quartz–glass sample containers, including the clean water and turbid salty water. The clean water in quartz–glass sample

container was used as reference.

Tables 74.1 and 74.2 give the absorption coefficients of turbid and clear water in the solar pond, based on the samples taken

from solar pond at ten different heights from top to bottom. The absorption coefficients of the sample were measured by

using the spectrometer. The Beer–Lambert Law was used to calculate the absorption coefficients between 400 and 700 nm.

In Eq. (74.3), the thickness of x was measured as 0.5 cm using the quartz–glass sample container in the spectrometer.

Then, using the transmission data in Figs. 74.4 and 74.5 with Eq. (74.3), the absorption coefficients listed in Tables 74.1 and

74.2 were determined. These tables then give the transmission data of light with different depths for turbid water and clear

water in the pond.
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Table 74.1 Absorption coefficients with respect to transmission data for turbid solar pond

Height(cm)

Bandwidth (nm)

600–700 500–600 400–500

0–20 0.002 0.005 0.015

20–40 0.002 0.004 0.006

40–60 0.005 0.011 0.004

60–80 0.012 0.024 0.036

80–100 0.025 0.044 0.101

100–120 0.222 0.244 0.159

120–140 0.224 0.247 0.159

140–160 0.265 0.343 0.247

160–180 0.248 0.296 0.170

180–200 0.221 0.244 0.148
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Here, we consider each layer thickness as equal to x ¼ 20 cm from top to bottom in the pond and the solar radiation

reaching the surface of the solar pond as 100 % visible light. We used Eq. (74.3) to calculate the transmission values of the

first layer. Thus, the calculation was repeated for each layer of the inner zone down to the bottom. Note that the absorption

coefficients listed in the tables are used to calculate the transmission of clear and turbid water in the pond. The transmission

results were then used to obtain the transmission distributions in the salinity water to understand the entering the total visible

spectrum in clear and turbid water of the solar pond. It is assumed that the sun has a surface temperature of 5,800 K. In this

regard, the total emitted energy for given bandwidths was calculated to be 38.5 % of all emitted energy as associated with the

visible spectrum in the atmosphere [19]. As seen in Figs. 74.6 and 74.7, we present the percentage of the entering visible

light of the storage zone from 120 to 200 cm. The values of 5.39 % and 11.93 %were found for turbid and clear salinity water

solar pond for the storage zone, respectively. Figure 74.8 shows the temperature distributions of clean water and turbid

water. As seen here, there is some difference between these two profiles.

Table 74.2 Absorption coefficients with respect to transmission data for clear solar pond

Height(cm)

Bandwidth (nm)

600–700 500–600 400–500

0–20 0.004 0.004 0.004

20–40 0.002 0.002 0.003

40–60 0.002 0.005 0.008

60–80 0.007 0.001 0.018

80–100 0.013 0.013 0.027

100–120 0.011 0.021 0.018

120–140 0.008 0.012 0.024

140–160 0.012 0.017 0.018

160–180 0.015 0.022 0.030

180–200 0.017 0.022 0.036
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Conclusions

Transmission visible spectrum of the light has been investigated in turbid and clear saline water of a solar pond. We compare

the transmission of the turbid and clean salinity water to understand both of effect on performance of the solar pond.

The turbidity in saline water of the pond increased with time due to outdoor factors (e.g., insects, leaf, dust, and wind

bringing parts falling down). This increasing is caused by decreasing transmission of solar pond. Therefore, especially the

temperature distributions are decreased in the storage zone in time. The results show that the performance of the solar pond is

affected strongly by the turbidity. The turbidity is not homogeneous in the layers which caused variations in transmission

ratios. The transmission ratio of saline water is an important parameter for analyzing the performance of the storage zone.
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Nomenclature

IBW Insulated bottom wall

ISW Insulated side walls

HSZ Heat storage zone

LCZ Lower convective zone

n Number of the part

NCZ Non-convective zone

T Temperature, �C
UCZ Upper convective zone

K Kelvin temperature

a Absorption coefficient

θi Incidence angle

θr Refraction angle

h(x) Transmittance of the working fluid

Iλ (x) λ-wavelength solar beam at x depth

x Depth, m

Ioi Total reaching solar energy to the surface

μλ Absorption coefficient at λ-wavelength
δλ Characteristic absorption coefficient at λ-wavelength

Greek Letters

ρ Reflection coefficient

t Transmission coefficient

ρ Density, kg/m3

β Incident beam entering rate into water

λ Wavelength, nm
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Performance Analysis of a Solar Pond 75
Ismail Bozkurt, Ayhan Atiz, Mehmet Karakilcik, and Ibrahim Dincer

Abstract

In this contribution, we develop a theoretical solar pond in different geometries for the Adiyaman region in Turkey and

analyze its performance assessment through energy efficiency. Some key parameters such as surface area, depth, densities

of the layers, the thicknesses of the inner zones and the insulations of the walls to assess the solar pond are considered. In

the parametric studies, the dimensions of the zones (e.g., upper convective zone, non-convective zone, and low-

convective zone) are varied to investigate their effects. Although the density and temperature gradient of the inner

zones are considered similar to each other, the energy efficiencies of the storage zones become different due to varying

dimensions of the pond. The shading area decreases by increasing the surface area of the inner zones. The amount of

incoming solar energy to the upper surface is increased with the size of the solar pond. The energy efficiency of the solar

pond is determined to be maximum (31.76 %) for case4a, and to be minimum (16.80 %) for case1b in August. As a result,

through careful determination of the dimensions and insulation parameters, incoming solar radiation reaching the storage

zone increases the energy efficiency of the solar pond.

Keywords

Solar energy � Solar pond � Heat storage � Shading effect � Energy � Efficiency

Introduction

Solar energy appears to be an important alternative energy source that will primarily be utilized in the future. Some critical

factors that limit the application of solar energy are its time-dependency and fluctuating nature. Therefore, solar energy

systems require energy storage to provide energy during the night and overcast periods [1]. One of the thermal energy

storage systems is solar pond. Solar pond was discovered as a natural phenomenon around the turn of the last century in the

Medve Lake in Transylvania in Hungary. In this lake, temperatures up to 70 �C were recorded at a depth of 1.32 m at the end

of the summer season. Nowadays, mini model solar ponds are also being constructed for various thermal applications [2].

Solar pond’s energetic and exergetic performance was studied experimentally and theoretically by Karakilcik and Dincer

[3], Bozkurt and Karakilcik [4], Karakilcik et al. [5]. In the literature, some studies have been undertaken on shading effect in

solar ponds by various researchers [6–9]. The sunny area of the model solar ponds is affected by wall shading. So when a

I. Bozkurt (*)

Department of Mechanical Engineering, Faculty of Engineering, University of Adiyaman, Adiyaman 02040, Turkey

e-mail: ismail_bozkurt44@yahoo.com

A. Atiz � M. Karakilcik

Department of Physics, Faculty of Sciences and Letters, University of Cukurova, Adana 01330, Turkey

e-mail: ayhanklicc@hotmail.com; kkilcik@cu.edu.tr

I. Dincer

Faculty of Engineering and Applied Science, University of Ontario Institute of Technology (UOIT), 2000 Simcoe Street,

North Oshawa, ON, Canada L1H 7K4

e-mail: ibrahim.dincer@uoit.ca

I. Dincer et al. (eds.), Progress in Exergy, Energy, and the Environment,
DOI 10.1007/978-3-319-04681-5_75, # Springer International Publishing Switzerland 2014

783

mailto:ismail_bozkurt44@yahoo.com
mailto:ayhanklicc@hotmail.com
mailto:kkilcik@cu.edu.tr
mailto:ibrahim.dincer@uoit.ca


model solar pond is constructed the sunny area should be considered. In this paper, we present the sunny area ratios of the

inner zones of a solar pond in different dimensions for Adiyaman region in Turkey and study its performance assessment

through energy efficiency. Thus, the energy efficiency of the solar pond is predicted according to its surface area and height.

System Considered

Amodel solar pond is described, as consisting of three layers. The top surface layer is known as upper convective zone (UCZ).

UCZ is filled with fresh water but in time its density is increased slightly due to upward salt transport, surface heating

and cooling, and wave action. The second layer is the non-convective zone (NCZ) acts as an insulating layer of the pond.

The density in NCZ increases with increasing depth of the gradient layer. The bottom layer is a high temperature layer known

as the heat storage zone (HSZ). This layer has a constant temperature and salinity. Useful heat is usually extracted from this

layer; its thickness depends on the temperature and the amount of the thermal energy to be stored [2]. The vertical walls in the

inner zones of the pond form a shading area. The shading area is defined as the area where solar radiation does reach or which is

under shade. Thus, the incident solar energy on surface of the pond decreases the pond’s efficiencies by shading from vertical

side walls. Therefore, it is important to better understand the effect of shading on the performance of the solar pond [10]. So we

study here the effect of shading on the efficiencies of solar pond of different dimensions for Adiyaman region in Turkey.

Analysis

Sunny Area of Inner Zones

In this section, we determine the sunny area for different surfaces and heights. The angle of refraction, which is the angle that

the refracted ray makes with the normal line, is defined by the Snell law as:

θr ¼ sin�1 1:33 sin θið Þð Þ ð75:1Þ

where θi is called incidence angle and is defined as:

θi ¼ cos �1 cos δdð Þ cos ϕð Þ cos θhð Þ þ cos δdð Þ cos ϕð Þ½ � ð75:2Þ

where δd is declination angle which can generally be calculated by the Cooper equation as δd ¼ 23.45 sin[360(284 + n)/365].

n is any day of the year, given as (1 � n � 365) [11]. φ is calculated according to latitude angle. (�90 < φ < +90) is latitude

degree which is found out from solar elevation angle, and this is plus (+) for the Northern hemisphere and minus (�) for the

Southern hemisphere. We use 38�230 East longitude and 37�750 North latitude for the location of Adiyaman University in

Adiyaman, Turkey. θh is the hour angle which is equal to zero while the sun is at the highest point in the sky at 12.00 h, and

its value in the morning becomes positive (+) and in the afternoon becomes negative (�). According to per 15� of longitude
per hour, for example at 11.00 am, it is +15� but �15� at 13.00 pm and for a special case, θz ¼ 90�, hour angle is defined

as θh ¼ cos� 1[�tan(ϕ)tan(δd)]. The day length (the smallest sunshine duration) is defined as N ¼ (2/5)θh as given by

Karakilcik [12]. The sunny area of HSZ for model solar ponds are defined as:

Asa: ¼ Asur:‐Ash: ð75:3Þ

where Asa. is the sunny area of HSZ, Asur is the surface area of the model solar pond, Ash. is the shading area of HSZ. Ash.

is defined as:

Ash: ¼ IwdIHSZ ð75:4Þ

Here, Iwd is the width of the model solar pond. lHSZ is the length of the shading area in HSZ’s middle point from the

surface. lHSZ is defined by Karakilcik et al. [10] as:

IHSZ ¼ hHSZ tan θr ð75:5Þ

where hHSZ is the height of HSZ’s middle point from the surface.
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Note that Xsa. is the ratio of the sunny area of the model solar pond and determined for NCZ and UCZ as follows:

Xsa: ¼ Asa:

Asur:
ð75:6Þ

The refractive indexes of the salty water and water were assumed to be about the same. The thicknesses of NCZ and UCZ

were assumed to be fixed. The thicknesses of UCZ and NCZ were then taken as 0.1 and 0.5 m, respectively. HSZ’s thickness

varies with depth. The thicknesses of the solar pond zones for different dimension cases are given in Table 75.1.

Energy Analysis of Model Solar Pond

Figure 75.1 illustrates the inner zones of the solar pond and the sunny area of the zones. Inner zones consist of the salty water

layers with various densities.

It is very important to determine the energy efficiency of the solar pond. To calculate the energy efficiency, we used the

temperature distribution, the incident radiation reaching the heat storage zone, the ambient temperature, and the insulation

parameters. Solar energy is transmitted through UCZ and NCZ, after attenuation, to HSZ. Part of the transmitted solar

energy from NCZ to HSZ is reflected from the bottom and the majority of the solar energy is absorbed in HSZ. Therefore, the

solar energy is collected and stored in HSZ. The radiation heat losses of the solar pond are neglected because solar ponds are

Table 75.1 The thicknesses of the solar pond zones for different dimension cases

Case Surface area (m2) Depth (m) HSZ (m) NCZ (m) UCZ (m)

1 1 � 1 (a) 1.50 0.90 0.50 0.10

(b) 2.00 1.40 0.50 0.10

2 2 � 2 (a) 1.50 0.90 0.50 0.10

(b) 2.00 1.40 0.50 0.10

3 3 � 3 (a) 1.50 0.90 0.50 0.10

(b) 2.00 1.40 0.50 0.10

4 4 � 4 (a) 1.50 0.90 0.50 0.10

(b) 2.00 1.40 0.50 0.10

Normal

Solar in
cid

ence

θi

θr

Shading area

Sunny a
rea

UCZ

NCZ

HSZ

Fig. 75.1 The inner zones

of the solar pond and the sunny

area of its zones
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working at a low temperature. At the same time, the convection heat losses from the solar pond are prevented by NCZ, with

no heat losses. The energy efficiency of the solar pond can be defined as

η ¼ Qstored

Qin,HSZ

¼ 1� Qbottom þ Qup þ Qside

� �
Qin,HSZ

ð75:5Þ

where Qstored is stored heat energy in HSZ of the solar pond. Qin,HSZ is the amount of net solar energy absorbed by HSZ.

Qbottom is the total heat loss to the bottom wall from HSZ. Qup is the heat loss from HSZ to the above zone. Qside is the total

heat loss to the side walls of HSZ. Substituting equations for each parameter in Eq. (75.5) provides us with the following

energy efficiency of the solar pond:

η ¼ 1�
kwAsur:

Δxbottom
THSZ � Tað Þ þ ksAsur:

ΔxHSZ‐NCZ
THSZ � TNCZð Þ þ kwAHSZ

Δxside
THSZ � Tað Þ

� �
βEAsa: 1� Fð Þ h x� δð Þ½ � ð75:6Þ

where E is the total solar energy reaching the solar pond surface, AHSZ is the side area of HSZ, F is the fraction of energy

absorbed at a region of δ-thickness, h is solar radiation ratio; Asa. is the sunny area of HSZ, Ta is the ambient air

temperature, kw is the thermal conductivity of the side and bottom walls, ks is the thermal conductivity of the salty water,

Δxbottom is the thickness of the bottom wall, Δxside is the thickness of the side wall, ΔxHSZ-NCZ is the thickness of HSZ’s

middle point and NCZ’s middle point, β is the fraction of the incident solar radiation that actually enters the pond and is

given by Hawlader [13].

β ¼ 1� 0:6
sin θi � sin θr
sin θi þ sin θr

� �2
� 0:4

tan θi � tan θr
tan θi þ tan θr

� �2
ð75:7Þ

where θi and θr are the incidence and refraction angles. h represents the ratio of the solar energy reaching the depth in the

layer I to the total solar incident falling on to the surface of the pond and is given by Bryant and Colbeck [14] as

hI ¼ 0:727� 0:056 ln
xI � δð Þ
cos θr

� �
ð75:8Þ

Here, xI is the thickness of the layer, δ is the thickness of the layer in the UCZ where long-wave solar energy is absorbed. The

following equation is employed to estimate the temperature distributions in HSZ, theoretically as follows:

THSZ,Kþ1 ¼ THSZ,K þ Δt
mHSZCHSZ

βEAsa: 1� Fð Þh x� δð Þ½ �‐ kwAsur:

Δxbottom
THSZ,K‐Ta,Kð Þ

2
4

3
5

� ksAsur:

ΔxHSZ�NCZ

THSZ,K‐TNCZ,Kð Þ
2
4

3
5‐ kwAHSZ

Δxside
THSZ,K‐Ta,Kð Þ

2
4

3
5

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

ð75:9Þ

where T(HSZ,K+1) is the temperature of HSZ at time (K+1). T(HSZ,K) is the temperature of the HSZ at time (K). T(a,K) is the

temperature of air at time (K). T(NCZ,K) is the temperature of NCZ at time (K). mHSZ is the mass of HSZ. CHSZ is the heat

capacity of HSZ.

Results and Discussion

The energy efficiency of the solar pond depends not only on thermal energy flows (e.g., heat losses and/or heat gains in the

zones) but also on incoming solar radiation (e.g., accounting for reflection, transmission, and absorption). Moreover, shading

decreases the performance of the solar pond [5]. In this study, we present the results of the theoretical calculations for the

sunny area of the different dimensions model solar ponds. At the same time, the model solar pond energy efficiencies were

determined. These results show how sunny area affects the efficiency of the solar pond. Figure 75.2 shows the variations of

the sunny area according to the surface area during a year.

As seen in Fig. 75.2, the sunny area is affected by different surface area cases. As apparent, there are significant

differences between sunny area. The sunny area distributions are calculated by using Eq. (75.4) during a year. In Fig. 75.2,
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the theoretical sunny area ratio according to the surface area is observed to be maximum 33.21 %, 64.75 %, 76.50 %, and

82.37 % for case1a, case2a, case3a, and case4a in June, respectively. The amount of the sunny area for HSZ is increased with

surface area of the solar pond. The highest sunny area is observed for case 4a. The sunny area of HSZ for 1.5 m depth is

determined to be minimum 3.33 %, 48.38 %, 65.59 %, and 74.19 % for case1a, case2a, case3a, and case4a in December,

respectively. As seen in Fig. 75.2, very little solar energy reaches to HSZ for case1a. The selection of solar pond dimensions

is very important for energy efficiency. This sunny area can be used to determine of the solar pond dimensions.

Figure 75.3 shows the variations of the sunny area ratio for HSZ during a year for 2.00 m depth. As seen in Fig. 75.3, the

theoretical sunny area ratio of HSZ is observed to be maximum 25.89 %, 56.35 %, 70.90 %, and 78.18 % for case1b, case2b,

case3b, and case4b in June, respectively. The amount of the sunny area for HSZ is decreased with depth of the solar pond.

The sunny area of HSZ is determined to be minimum 0 %, 36.09 %, 57.39 %, and 68.04 % for case1b, case2b, case3b and

case4b in December, respectively. As seen in Fig. 75.3, solar energy does not reach to HSZ for case1b during 4 months

(November, December, January, February) and this profile shows that the dimensions is not suitable for solar ponds. So we

can select other cases according to the size of the application area.

Figure 75.4 shows the variations of the sunny area ratio for NCZ during a year for different surface area cases. As seen in

Fig. 75.4, the theoretical sunny area ratios of NCZ are observed to be maximum 76.50 %, 88.25 %, 92.17 %, and 94.12 % for

case1, case2, case3, and case4 in June, respectively. The amount of the sunny area for NCZ is increased with the surface area

Fig. 75.2 Comparison

of the sunny area ratio of HSZ

for 1.50 m depth and various

surface areas

Fig. 75.3 Comparison

of the sunny area ratio of HSZ

for 2.00 m depth and various

surface areas
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of the solar pond. The sunny area ratios of NCZ are determined to be minimum 66.23 %, 83.11 %, 88.74 %, and 91.56 % for

case1, case2, case3 and case4 in December, respectively. The sunny area ratios of NCZ are changed a little during a year

because NCZ is close to the surface.

Figure 75.5 shows the variations of the sunny area ratio for UCZ during a year for different surface area cases. As seen in

Fig. 75.5, the theoretical sunny area ratios of UCZ are observed to be maximum 96.64 %, 98.32 %, 98.88 %, and 99.16 % for

case1, case2, case3, and case4 in June, respectively. The amount of the sunny area ratio for UCZ is increased with the surface

area of the solar pond. The sunny area ratios of UCZ are determined to be minimum 95.08 %, 97.54 %, 98.36 %, and 98.77 %

for case1, case2, case3, and case4 in December, respectively. The sunny area of UCZ is less affected from shading area

because UCZ is close top of the surface of the solar pond.

The temperatures of the model solar ponds were calculated by using Eq. (75.9). Figure 75.6 shows average temperature

distributions inside the pond during the months of June, July, and August. As shown in Fig. 75.6, the maximum average

temperature of HSZ is determined as 87.12 �C in August for case4a. The reasons of the low temperature in HSZ for

especially case1a–1b are that small surface area, shading by the side vertical walls, high depth. So the reaching solar energy

of HSZ is decreased by these negative effects.

In a solar pond, the efficiencies are low since the reaching solar energy of HSZ is much smaller than the incident solar

radiation on the zone surfaces. To increase performance of the solar pond, the reaching solar energy ofHSZ should be increased

Fig. 75.4 Comparison

of the sunny area ratio of NCZ

for various surface areas

Fig. 75.5 Comparison

of the sunny area ratio of UCZ

for various surface areas
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selecting the correct size of the solar pond before construction. The solar pond efficiencies are calculated by using Eq. (75.6) for

different cases. As seen in Fig. 75.7, the efficiencies of the solar pond are found to be maximum (31.76 %) for case4a and to be

minimum 16.80 % for case1b in August. Figure 75.7 shows that the sunny areas of the inner zones have an important effect on

the performance of the solar pond. Increasing the sunny areas of the zones allow much more solar radiation to reach HSZ and

increase the thermal energy potential of the pond and hence its performance.We analyze the energy efficiency of the solar pond

for different cases. The maximum efficiencies of the solar pond are seen to occur for case4a.

Conclusions

In this study, we carried out energy efficiency calculations of inner zones of a model solar pond in order to demonstrate the

effect of the sunny areas ratios of each zone due to different sizes of a solar pond. The solar energy reaching depends on the

zone thicknesses, shading area of the solar pond. So to increase the efficiency of the solar pond, the sizes of the solar pond

should be predicted to achieve higher efficiency. Meteorological data are used to determine the efficiencies for the various

sizes of a model solar pond. As expected, the energy efficiencies of the solar pond are affected by the sizes of the solar pond,

strongly. The results help to select the sizes of the solar pond before construction.
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Nomenclature

A Area (m2)

C Heat capacity (J/kg �C)
E Total solar energy reaching the pond (J)

F Absorbed energy percentage at a region

of δ-thickness
HSZ Heat storage zone

k Thermal conductivity (J/m �C h)

l Length (m)

m Mass (kg)

n Number of days

N Day length

NCZ Non-convective zone

T Temperature (�C)
Q Heat energy (MJ)

UCZ Upper convective zone

Greek Letters

η Thermal energy efficiency

δ Thickness where the long wave solar radiation

is absorbed (m)

β Rate of incident beam entering into the water

φ Latitude angle (rad)

χ Ratio

θ Angle (rad)

Δx Thickness of horizontal layers (m)

Subscripts

a Air

d Declination

h Hour

i Incident

r Refracted

s Salty water

sa. Sunny area

side Side wall

stored Heat stored

sh. Shading

sur. Surface

up Just above zone

w Wall

wd Width
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Parametric Analysis of Pumped Storage Hydropower-Coupled
Wind Turbine Plants 76
Kurtuluş Değer, Birol Kılkış, and Tahir Yavuz

Abstract

The concept of a hybrid system consisting of a wind turbine plant and a pumped storage hydropower plant is a

promising idea with respect to a number of important factors. Wind turbine plant power output has a fluctuating and

interrupted nature, and the penetration of the electrical energy to the grid usually poses problems to the steady

operation of the system. Pumped storage hydropower is a mature technology in the energy storage sector. Pumped

storage hydropower has advantages compared to other energy storage technologies such as CAES, batteries, etc. due to

its short discharge time, high energy storage capacities, and high power output. The first objective of this study is to

time-shift the power output of the wind turbine plant to the peak-demand periods by means of storage and thus realizing

increase in the penetration level to the grid. The second objective is to obtain a more stable power output from the wind

turbine plant that inevitably has a variable power output. A 1-year operation simulation of the hybrid system was

carried out under peak tariff strategy within the scope of these two objectives. An operation simulation was also made

covering only the wind turbine plant with same power output data and same demand strategy and the results were

compared. Without storage, the wind turbine plant feeds 6,350.30 MW h of electrical energy into the grid; this value

increases to 7,656.00 MW h for the hybrid system, and this means that there is 17.05 % increase in penetration and the

system is technically applicable for the first objective. Annual stable power output ratio that shows the fulfillment of

demand is approximately 72.49 % for wind turbine plant without storage, and this value is approximately 87.40 % for

the hybrid system. This means that there is a 14.91 % increase and that the system is technically applicable for the

second objective. This paper provides the details of the year-long analysis, draws generalized conclusions, and

provides recommendations for future studies.

Keywords

Wind turbine plants � Pumped storage hydropower plants � Hybrid systems � Energy storage

Introduction

Energy production from renewable sources is affected by private factors such as climatic and topographical conditions of

project implementation area and, as a result; energy production levels have a variable structure in time. Wind turbine plants

(WTP) could not provide continuous power output due to variable wind speed and air density, and thus, energy production
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level varies with time; therefore, the produced energy level that is not harmonized with grid load level could not be

recovered, if power output level is lower than the grid load, demand could not be met in full, if the power output amount is

greater than the latter, some amount of excess power occurs. Also the variable power output of WTPs could cause problems

on grids that have an inappropriate design; in this respect a hybrid system (HS) design of which energy storage system (ESS)

is the other component could be a solution for to time-shift power output and for obtaining a more stable power output. While

considering the superior factors it has, pumped storage hydropower plant (PSHP) could be opted as the component of HS

among various ESSs, and PSHP is selected as the ESS component of the HS. An operation simulation numerical model is

developed to investigate the technical benefits of a hypothetical HS model. The numerical model is based on power and

energy units, and the results are compared with the results obtained from the simulation that was carried out for WTP without

storage.

The HSs are investigated commonly for isolated grids in literature. The results of HS model’s optimization for an isolated

grid show that there is an increase in wind energy penetration to the grid [1]. A general model was also presented for the

technical and economic sizing of HSs in another study [2], and installation of a HS for an isolated grid is proposed by same

researchers with a following study, according to the results; with the application of optimum sized economic model, the

renewable sourced energy penetration to the grid increases [3]. In particular, the aspects of control and operation of a

variable speed PSHP for the objective of wind power integration into an isolated grid is also studied [4]. Stochastic based

approach for optimization of HSs is another fact also. WTP power output amount and electricity unit selling prices vary in

time; these parameters could be evaluated in scope of stochastic models [5, 6]. In various studies economic benefit based

models are developed for HSs [7, 8]. In those studies objective function is derived to gain maximum profit, and linear

algorithm approach is used for optimization, and the future values of variables such as power output or grid electrical energy

demand were obtained by forecasting techniques.

Installation objectives directly influence the design approach of the HS model. There are two objectives of the HS

model analyzed in this study. Climatic and meteorological conditions influence wind speed and air density, and

consequently WTP power output fluctuates in time, and therefore, the power output level of WTP could not be

harmonized with grid load or with the level of power amount committed to the transmission grid operator (TGO) in

some periods. If the energy produced at WTP is higher than the level committed to TGO, then excess energy occurs,

otherwise hence the produced energy level is lower than the committed level, then the commitment is not fulfilled and

economic loss may occur in producer side. The first objective of the HS model is to time-shift the power output of the

WTP to peak demand periods by means of storage and thus realizing increase in the penetration level to the grid. Also

the fluctuation occurs in WTP power output could affect the grid. If the grid is not designed especially for such conditions,

the power fed to grid can cause stability problems. With an appropriate operation approach, the power output of WTP

could be smoothed by power output of PSHP and a more stable power output level could be obtained. Second objective is

to obtain more stable power output from the WTP which normally has a variable power output. The penetration

restrictions are not included in HS model and also it is assumed that when WTP itself feeds electrical energy to the

grid, the stability of the grid is not influenced. Renewable energy time-shift and wind generation grid integration are some

benefits of ESSs. Today there are various mature ESS technologies; besides this, a number of ESS technologies are in

development stage. ESSs could be evaluated according to factors such as their power output capacities, cycle life, energy

storage capacities. etc. PSHP, as one of the mature ESS technologies, could be opted as a component of HS in the scope of

mentioned objectives while considering the superior factors such as its long cycle life, high energy storage capacity, high

power output capacity, energy input and output in the form of electrical energy, and low environmental impact; they are

also eligible for renewable concept. In this study an operation simulation numerical model is developed for a hypothetical

HS model. Power and energy units are used for numerical model and the model is based on evaluation of technical

benefits. In various studies economic benefit based models are developed for HSs and objective function is derived to gain

maximum profit, linear algorithm approach is used for optimization and the future values of variables such as power

output or grid electrical energy demand were obtained by forecasting techniques [7, 8]. However, in the present paper, the

simulation is not based on the economic benefit and electrical energy prices are not included in the model structure.

Forecasting techniques are not used for obtaining wind speed and grid demand values, instead predetermined data is used.

An approach of such studies [7, 8] for power limits of WTP turbines, power limits of reversible PSHP pump-turbines, and

energy capacity limits of reservoir is preferred in this paper. However, the general numerical model of the operation

simulation is developed specifically in the scope of this study [9].
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Hybrid System and the Model Development

Generally PSHPs are designed considering either one of the three types of operation approach. In daily operation strategy,

energy is generated during peak periods; emptied reservoir is filled on the same day while the demand level is low. In weekly

operation, energy is generated on the weekdays and emptied reservoir is filled on the weekends. Seasonal operation strategy

is the last one. In the seasonal strategy the PSHP is designed for other purposes besides energy production. In this study the

daily operation strategy is opted.

There can be one or more than one penstock in the PSHP scheme. The configuration that has more than one penstock

enables pumping and energy production synchronously. Excess energy output of WTP could be stored in PSHP’s upper

reservoir while energy is generated at the turbines of PSHP, notwithstanding the mentioned advantages; additional penstocks

increase the initial cost. In this study the PSHPmodel has one penstock. PSHPs could be designed in the way where the pump

units and turbine units are separated units. Besides this, reversible pump-turbine and variable speed motor–generator

arrangement is another option, and this option is preferred in the study. This type of arrangement has benefits such as

adjustability, compensation ofWTP power output fluctuation, and consequently improvement in the functionality of the grid.

Generally PSHPs consume electrical energy from the grid in low demand periods and produce electrical energy in peak

periods and feed the grid. Energy consumption from grid may be considered as an option for providing electrical energy that

is committed to TGO when amount of energy that could be provided by HS is insufficient and for also preventing over sizing

of the reservoirs. Here the technical benefits of the HS and WTP without storage are compared under same conditions; for

this type of approach HS just should consume electrical energy that is produced byWTP and so electricity consumption from

grid for pumping is not allowed for HS. The HS model provides electrical energy for scheduled hours. Operation approach

could be regarded as peak strategy while considering the projected period is 6 h a day. Power plants are generally classified

as base-load plants, mid-merit plants, and peaking plants. WTP is not a peaking plant by itself. However, a design with

storage may allow a WTP to act as a peaking plant.

The HS is a hypothetical model. Specific topographical requirements for WTP and PSHP are out of the scope of this

study. HS consists of WTP, PSHP, and the system operator. The previously electrical energy production amount committed

by HS is submitted to TGO at the pre-concerted time periods, while the TGO is the part of the system as the demand side

component. It is assumed that WTP turbines and wind conditions are identical for each turbine. A variable speed wind

turbine is selected. The power output values of the wind turbine are given in Table 76.1. Wind speeds were calculated

according to the selected Weibull parameter values. The calculated wind speeds are based on hourly intervals. Therefore,

there are 8,760 wind speed values for a 1-year period and this situation is harmonized with the duration of interval that

is selected for the simulation. The synthesized wind speed values were originally for 10 m height, and the actual values for

selected hub height were calculated with the power law method [10], (v: Wind speed, Pwt: Power output of wind turbine).

The technical specifications of the WTP model are given in Table 76.2 (k: Shape parameter, c: Scale parameter, α:

Hellman exponent, ρa: Air density, vm: Average wind speed, Pmax
v : Maximum power output of WTP’s turbines, Pmin

v :

Minimum power output of WTP’s turbines).

The technical specifications of the PSHP model are given in Table 76.3 (Ein
1 : Initial energy storage level of reservoir,

Emax: Maximum energy storage capacity of reservoir, Emin: Minimum energy storage capacity of reservoir, Pmax
h : Maximum

Table 76.1 Wind turbine power output values for different wind

speeds (pc_aaer.xls, [11])

v (m/s) Pwt (MW)

0–3 0

4 0.029

5 0.071

6 0.138

7 0.238

8 0.361

9 0.507

10 0.673

11 0.860

12–21.99 1.001

22 0
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power output of PSHP’s turbines, Pmin
h : Minimum power output of PSHP’s turbines, Pmax

p : Maximum power of PSHP’s

pumps, Pmin
p : Minimum power of PSHP’s pumps).

Operation simulation strategy of the HS is explained below.

• Operation of PSHP’s turbines: The potential energy stored in the upper reservoir of PSHP is converted to electrical energy

via reversible pump-turbines and variable speed motor-generators. With the variable speed motor-generators the power

output is adjusted between available minimum and maximum values. This operation step is applicable for the intervals

that wind energy is not available.

• Operation of PSHP’s pumps: Energy output of the WTP is stored as potential energy in the upper reservoir by pumping.

Variable speed motor-generators are operated in motor-pump mode between the minimum and maximum power output

values. As mentioned before; electrical energy from grid is not used for pumping. This operation step is applicable as

there is sufficient wind energy, there is no grid demand, and also there is enough space for storage in the upper reservoir.

• Operation of WTP’s turbines: As the power output values depends on the wind speed; with the selection of variable speed

wind turbines the electrical power output could be adjusted between the minimum and maximum values. Energy

produced at WTP is fed to grid at first.

Also there are other situations for the operation simulation strategy of the HS.

• Operation of PSHP’s turbines andWTP’s turbines together: Grid electrical power demand is met with the WTP and PSHP

together. This operation step is applicable as if the electrical energy production level of WTP is lower than the grid

demand level and there is adequate stored potential energy in the upper reservoir.

• Operation of PSHP’s pumps and WTP’s turbines together: If the electrical energy produced at WTP is adequate and there

is enough space for storage in the upper reservoir of PSHP; power output of the WTP is fed to the grid and also it is

consumed by PSHP’s pumps and energy is stored in the upper reservoir.

Other details of the operation simulation are listed below.

Table 76.2 Summary of technical specifications of the WTP model

Model specifications Explanation/selection

k 1.73

c (m/s) 8.11

α 0.14

ρa (kg/m
3) 1.225

vm (m/s) 7.23

Wind speed measurement height (m) 10

Measurement interval (h) 1

Wind turbine hub height (m) 70

Number of wind turbines 10

Pmax
v (MW) 10.01

Pmin
v (MW) 0.00

Table 76.3 Summary of technical specifications of the PSHP model

Model specifications Explanation/selection

Type Pure PSHP

Operation period Daily basis

Number of the penstocks 1

Source of electrical energy for pumping WTP

Ein
1 (MW h) 1.00

Emax (MW h) 7.00

Emin (MW h) 1.00

Pmax
h (MW) 7.00

Pmin
h (MW) 1.00

Pmax
p (MW) 7.00

Pmin
p (MW) 1.00
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• Grid demand: Grid demand is selected as constant 4 MW for 6 h a day. In the model, grid load is as well as equal to the

electrical energy production amount that is submitted to TGO by HS.

• Duration of the interval: While taking into account the startup and shutdown periods of the components of the HS,

the selected Δt value is 1 h (Δt: Duration of interval).

• Simulation period: Simulation period is determined as 1 year. Values of power output and energy production variables of

the HS model are calculated on hourly basis for 1 year. This approach is opted for also WTP without storage.

• A representation of HS model is given in Fig. 76.1. The summary of the technical specifications of HS model is given

in Table 76.4 (Pd(t): Power demand of grid, during Δt interval, t: Time index, ηc: Isentropic charge efficiency of HS, ηd:
Isentropic discharge efficiency of HS, ηt: Isentropic cycle efficiency of HS).

Selections and constraints for system components are given by following equations.

WTP’s turbines have minimum and maximum power output limits Eq. (76.1), (Pv(t): Power output of WTP’s turbines,

during Δt interval).

Pmin
v � Pv tð Þ � Pmax

v ð76:1Þ

PSHP’s turbines have minimum and maximum power limits, besides them the available energy level of the upper

reservoir is the other constraint Eq. (76.2), (Ph(t): Power output of PSHP’s turbines, during Δt interval, E(t): Energy storage
level in reservoir, during t interval).

Pmin
h � Ph tð Þ � min

E tð Þ � Emin

Δt

� �
:ηd, Pmax

h

� �
ð76:2Þ

Fig. 76.1 Representation

of the HS model

Table 76.4 Summary of technical specifications of the HS model

Model specifications Explanation/selection

Type of power plant Peaking plant

Daily power output period of HS (h) 6 (Maximum)

Pd(t) (MW) 4

Δt (h) 1

ηc 0.86

ηd 0.88

ηt 0.76
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PSHP’s pumps have minimum and maximum power limits, besides them the available space for of the upper reservoir to

store energy is the other constraint Eq. (76.3), (Pp(t): Power of PSHP’s pumps, during Δt interval).

Pmin
p � Pp tð Þ � min

Emax � E tð Þ
Δt

� �
:
1

ηc
,Pmax

p

� �
ð76:3Þ

Maximum power limits of PSHP’s turbines and pumps are equal and also minimum power limits of PSHP’s turbines and

pumps are equal similarly Eqs. (76.4) and (76.5).

Pmax
h ¼ Pmax

p ð76:4Þ

Pmin
h ¼ Pmin

p ð76:5Þ

PSHP’s upper reservoir has an initial storage value; this is equal to minimum energy level of the reservoir Eq. (76.6).

E in
1 ¼ Emin ð76:6Þ

PSHP’s upper reservoir has minimum and maximum energy storage capacity limits Eqs. (76.7)–(76.9).

E tð Þ � Δt � Ph tð Þ
ηd

� Emin ð76:7Þ

E tð Þ þ Δt:ηc:Pp tð Þ � Emax ð76:8Þ

Emin � E tð Þ � Emax ð76:9Þ

There are two main simulation steps according to the check of actual Pv(t) and Pd(t) values that is made by system

operator.

First situation: Actual Pv(t) and Pd(t) values are controlled by system operator. If the power output of the WTP is greater

than or equal to grid demand during Δt interval then grid demand is primarily met by WTP output Eqs. (76.10) and (76.11).

In this case WTP output is also equal to the total delivered power to the grid, Pdg(t), Eq. (76.12), (Pw(t): Power delivered to

grid from WTP, during Δt interval, Pdg(t): Total delivered power to grid, during Δt interval).

Pv tð Þ � Pd tð Þ ð76:10Þ

Pw tð Þ ¼ Pd tð Þ ð76:11Þ

Pw tð Þ ¼ Pdg tð Þ ð76:12Þ

If the power output of the WTP is greater than the grid demand during Δt interval then for the difference value of the

delivered grid and power output of WTP (Pv(t) � Pd(t)) three probable sub-situations could occur according to minimum

and maximum power limits of the pumps and available storable space of the reservoir. Pex(t) term is defined Eq. (76.13); this

term indicates the excess power occurred due to mentioned restrictions,(Pex(t): Excess power output, during Δt interval). The
equation shows energy storage level regarding the operation of PSHP’s pumps during the Δt interval is given by Eq. (76.14),
(E(t + 1): Energy storage level in reservoir, during (t + 1) interval).

Pex tð Þ ¼ Pv tð Þ � Pd tð Þ � Pp tð Þ ð76:13Þ

E tþ 1ð Þ ¼ E tð Þ þ Δt:ηc:Pp tð Þ ð76:14Þ

Second situation: Actual Pv(t) and Pd(t) values are controlled by the system operator. If the power output of the WTP is

less than the grid demand during Δt interval then Eq. (76.15), the stored energy amount in the upper reservoir is controlled

and three probable sub-situations could occur according to minimum and maximum power limits of the turbines and
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available energy capacity of the reservoir. Here Pdg(t) is equal to the sum of WTP power output and PSHP’s turbines

power output Eq. (76.16). Pdef(t) term is defined Eq. (76.17), this term indicates the unmet energy demand level even if the

WTP and the PSHP contribute to energy production together (Pdef(t): Unmet (deficient) power demand of grid, during

Δt interval). The equation shows energy consumption from upper reservoir regarding operation of PSHP’s turbines during

the Δt interval is given by Eq. (76.18).

Pv tð Þ < Pd tð Þ ð76:15Þ

Pdg tð Þ ¼ Pw tð Þ þ Ph tð Þ ð76:16Þ

Pdef tð Þ ¼ Pd tð Þ � Pdg tð Þ ð76:17Þ

E tþ 1ð Þ ¼ E tð Þ � Δt � Ph tð Þ
ηd

ð76:18Þ

In order to compare with HS model and consequently to evaluate the technical benefits of the HS, an operation simulation

for WTP without storage is also made under same conditions.

First situation: Actual Pv(t) and Pd(t) values are controlled by the system operator. If the power output of the WTP is

greater than or equal to grid power demand during Δt interval then it is met by WTP output, in case of the excess energy,

Pex(t) occurs Eqs. (76.19)–(76.21).

Pv tð Þ � Pd tð Þ ð76:19Þ

Pw tð Þ ¼ Pd tð Þ ð76:20Þ

Pex tð Þ ¼ Pv tð Þ � Pd tð Þ ð76:21Þ

Second situation: Actual Pv(t) and Pd(t) values are controlled by system operator. If the power output of the WTP is less

than the grid power demand during Δt interval then, the grid demand is met at the level of WTP output and Pdef(t) occurs
Eqs. (76.22)–(76.24).

Pv tð Þ < Pd tð Þ ð76:22Þ

Pw tð Þ ¼ Pv tð Þ ð76:23Þ

Pdef tð Þ ¼ Pd tð Þ � Pv tð Þ ð76:24Þ

Results and Discussion

While results are evaluated with respect to first objective of the HS; annual electrical energy demand of the grid is

8,760.00 MW h and annual electrical energy produced at WTP is 41,800.09 MW h. These values are same for HS and

WTP without storage as the comparison is made under same conditions.

Without storage, theWTP feeds 6,350.30 MW h of electrical energy to the grid, this value increases to 7,656.00 MW h for

the HS; this means that there is 17.05 % increase in penetration level. Without storage, annual excess electrical energy value

is 35,449.79 MW h, this value decreases to 34,103.47 MW h for the HS; this means that there is 3.80 % decrease. Without

storage, annual unmet (deficient) electrical energy demand of the grid is 2,409.70 MW h, this value decreases to

1,104.00 MW h for the HS; this means that there is 54.19 % decrease.

The annual energy values according to the results Eqs. (76.25)–(76.32) are given in Table 76.5 (Ea
d: Electrical energy

demand of grid (annual), Ea
v: Electrical energy produced at WTP(annual), Ea

w: Electrical energy delivered to grid by

WTP (annual), Ea
h: Electrical energy produced at PSHP(annual), Ea

dg: Total electrical energy delivered to grid (annual),
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Ea
p: Electrical energy consumed by PSHP’s pumps (annual), Ea

ex: Excess electrical energy (annual), Ea
def : Unmet (deficient)

electrical energy demand of grid (annual)).

X8760
t¼1

Pd tð Þ:Δt ¼ E a
d ð76:25Þ

X8760
t¼1

Pv tð Þ:Δt ¼ E a
v ð76:26Þ

X8760
t¼1

Pw tð Þ:Δt ¼ E a
w ð76:27Þ

X8760
t¼1

Ph tð Þ:Δt ¼ E a
h ð76:28Þ

X8760
t¼1

Pdg tð Þ:Δt ¼ E a
dg ð76:29Þ

X8760
t¼1

Pp tð Þ:Δt ¼ E a
p ð76:30Þ

X8760
t¼1

Pex tð Þ:Δt ¼ E a
ex ð76:31Þ

X8760
t¼1

Pdef tð Þ:Δt ¼ E a
def ð76:32Þ

ThePhs term is defined, this term indicates the ratio of the fulfillment of demand for HS andPow term is defined, this term

indicates the ratio of the fulfillment of demand for WTP without storage Eqs. (76.33) and (76.34), (Phs: Stable power output

ratio of HS (annual), Pow : Stable power output ratio of WTP (annual)).

Phs ¼

X8760
t¼1

Pdg tð Þ

X8760
t¼1

Pd tð Þ
:100 ð76:33Þ

Table 76.5 Comparison of annual energy values of HS and WTP

Annual values HS WTP

Ea
d (MW h) 8,760.00

Ea
v (MW h) 41,800.09

Ea
w (MW h) 6,350.30

Ea
h (MW h) 1,305.70 –

Ea
dg (MW h) 7,656.00 6,350.30

Ea
p (MW h) 1,346.32 –

Ea
ex (MW h) 34,103.47 35,449.79

Ea
def (MW h) 1,104.00 2,409.70
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Pow ¼

X8760
t¼1

Pw tð Þ

X8760
t¼1

Pd tð Þ
:100 ð76:34Þ

Annual stable power output ratio is approximately 72.49 % for WTP without storage and this value is approximately

87.40 % for the HS. This means that there is 14.91 % increase, Table 76.6.

The diagrams showing annual energy values for 1 year are plotted. In this paper the diagrams for 1 month (January) are

presented; Figs. 76.2, 76.3, 76.4, 76.5, 76.6, 76.7, 76.8, 76.9, and 76.10. The simplified flow-chart of the operation

simulation algorithm is given in Fig. 76.11.

Table 76.6 Comparison of annual stable power output ratio values of HS

and WTP

Annual values Phs (%) Pow (%)

Stable power output ratio 87.40 72.49

Fig. 76.2 Pd(t)-time diagram

for the month of January

Fig. 76.3 Pv(t)-time diagram

for the month of January

Fig. 76.4 E(t)-time diagram

for the month of January
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Fig. 76.5 Pdg(t)-time diagram

for the month of January

Fig. 76.6 Pw(t)-time diagram

for the month of January

Fig. 76.7 Ph(t)-time diagram

for the month of January

Fig. 76.8 Pp(t)-time diagram

for the month of January

Fig. 76.9 Pex(t)-time diagram

for the month of January
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Fig. 76.10 Pdef(t)-time diagram

for the month of January

Fig. 76.11 Simplified flowchart that represents the operation simulation algorithm of HS
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Conclusions

In this paper a hypothetical HS model that consists of a combination of a PSHP and a WTP is parametrically analyzed.

As the installation objectives of the HS directly influence the design approach, two objectives were determined in the first

place. Factors such as climatic and topographical conditions of project implementation area affect the wind speed and air

density and consequently the energy production levels of WTPs have a variable structure in time. If power output level is

lower than the grid load, demand could not be met properly and deficiency occurs; if the power output value is greater than

the demand value, then an amount of excess power occurs. The first objective of the HS is to time-shift the power output of

the WTP to peak demand periods by means of storage and thus realizing increase in the penetration level to the grid. Due to

fluctuating and interrupted nature of the power output of the WTP, penetration of the electrical energy to the grid may pose

problems to the steady operation of the grids that are not reliable for such conditions. The second objective is to obtain

more stable power output from the WTP which inevitably has a variable power output. The technical specifications of WTP

and PSHP models were determined. A general numerical model of the operation simulation is developed specifically in the

scope of the mentioned two objectives. A 1-year operation simulation of the HS was carried out under peak tariff strategy,

1-year power output values of the WTP were calculated and this data was employed in the simulation. Interval time was

selected to be 1 h. Also another simulation was made, results are obtained from the operation simulation that was made

covering only the WTP with same power output data; annual electrical energy produced at WTP is 41,800.09 MW h, and

with same demand strategy; constant 4 MW for 6 h a day, in total, annual electrical energy demand of grid is 8,760.00 MW h.

The following conclusions are drawn from the study. Annual total electrical energy amount delivered to grid for the WTP

without storage is 6,350.30 MW h, and this value increases to 7,656.00 MW h for the HS; there is 17.05 % increase in the

penetration level. Annual excess electrical energy value is 35,449.79 MW h for WTP without storage and 34,103.47 MW h

for HS; there is 3.80 % decrease and annual unmet (deficient) electrical energy demand of the grid decreases from 2,409.70

to 1,104.00 MW h; there is 54.19 % decrease. When the results relevant to these three variables were compared, the

penetration levels increase for the HS and HS is technically applicable for the first objective.

For the evaluation of the second objective of the system, stable power output ratios are considered. Annual stable power

output ratio of WTP without storage is approximately 72.49 %, and annual stable power output ratio of HS is approximately

87.40 %; there is 14.91 % increase. The increase in the variable indicates that there is an improvement in stable power output

in comparison with WTP without storage. According to these values, HS is technically applicable for the second objective.

In further studies, the HSs that are coupled with other types of ESSs may be investigated. Also with the selection of a solar

power system instead of WTP, the HSs may be investigated. Designing a model with stochastic approach and simulation of

this stochastic model is also another subject.

Nomenclature

c Scale parameter (m/s)

E(t) Energy storage level in reservoir, during t interval
(MW h)

E(t + 1) Energy storage level in reservoir, during (t + 1)

interval (MW h)

Emax Maximum energy storage capacity of reservoir

(MW h)

Emin Minimum energy storage capacity of reservoir

(MW h)

Ea
d Electrical energy demand of grid (annual)

(MW h)

Ea
def Unmet (deficient) electrical energy demand of

grid (annual) (MW h)

Ea
dg Total electrical energy delivered to grid (annual)

(MW h)

Ea
ex Excess electrical energy (annual) (MW h)

Ea
h Electrical energy produced at PSHP (annual)

(MW h)

Ea
p Electrical energy consumed by PSHP’s pumps

(annual) (MW h)

Ea
v Electrical energy produced at WTP (annual)

(MW h)

Ea
w Electrical energy delivered to grid by WTP

(annual) (MW h)

Ein
1 Initial energy storage level of reservoir (MW h)

k Shape parameter

Pd(t) Power demand of grid, during Δt interval (MW)

Pdef(t) Unmet (deficient) power demand of grid, during

Δt interval (MW)

Pdg(t) Total delivered power to grid, during Δt interval
(MW)

Pex(t) Excess power output, during Δt interval (MW)
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Ph(t) Power output of PSHP’s turbines, during

Δt interval (MW)

Pmax
h Maximum power output of PSHP’s turbines

(MW)

Pmin
h Minimum power output of PSHP’s turbines

(MW)

Pp(t) Power of PSHP’s pumps, during Δt interval

(MW)

Pmax
p Maximum power of PSHP’s pumps (MW)

Pmin
p Minimum power of PSHP’s pumps (MW)

Pv(t) Power output of WTP’s turbines, during

Δt interval(MW)

Pmax
v Maximum power output of WTP’s turbines

(MW)

Pmin
v Minimum power output of WTP’s turbines

(MW)

Pw(t) Power delivered to grid from WTP, during

Δt interval (MW)

Pwt Power output of wind turbine (MW)

Phs Stable power output ratio of HS (annual) (%)

Pow Stable power output ratio of WTP (annual) (%)

t Time index

v Wind speed (m/s)

vm Average wind speed (m/s)

α Hellman exponent

Δt Duration of interval (h)

ηc Isentropic charge efficiency of HS

ηd Isentropic discharge efficiency of HS

ηt Isentropic cycle efficiency of HS

ρa Air density (kg/m3)

Acronyms

ESS Energy Storage System

HS Hybrid System

PSHP Pumped Storage Hydropower Plant

TGO Transmission Grid Operator

WTP Wind Turbine Plant
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Torrefaction of Agriculture and Forestry Biomass
Using TGA-FTIR-MS 77
Noorfidza Yub Harun and Muhammad T. Afzal

Abstract

The torrefaction of agriculture (switchgrass and timothy) and forestry (spruce and pine) biomass was studied using

simultaneously thermogravimetric analyzer (TGA) coupled with Fourier transform infrared (FTIR), and mass spectrom-

eter (MS). The chemical functional groups present in the gases were identified by FTIR and the quantification of gaseous

products was determined using MS at different torrefaction temperatures ranging from 200 to 290 �C. TG-FTIR and TG-

MS techniques are paired to refine the identification of gases. TGA results showed that the behavior of the agricultural

and forestry biomass was not the same due to their composition variation. The decomposition of switchgrass took place at

a lower temperature than other biomass. Both switchgrass and timothy have two peaks of degradation rate compared to

only one peak present for forestry biomass. The FTIR analysis indicated that most of the chemical compositions present

in the biomass are decomposed at torrefaction temperature of 290 �C. The mass spectrometric analysis at torrefaction

temperature 200 and 230 �C quantified the degradation of combustible gases: CH4, C2H4, CO, and O2 around 20–30 %,

whilst at torrefaction temperature 260 and 290 �C the degradation of combustible gases was more than 30 %. Moreover,

all gaseous products evolved from the torrefaction of agricultural and forestry biomasses were almost similar in

characteristics, but varied in proportions.
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Introduction

Canada is one of the countries in the world which generates abundant amount of biomass from agriculture and forestry

sector. Canada has about 42 % of forest land and 6.8 % of agricultural land from which about 42 % of residue is produced

entirely from forestry and agricultural [26]. Hence, there exists large potential to convert this biomass into valuable products

for various applications. Thermochemical treatment is an effective method to handle the issue of this huge biomass resource.

This process has great advantages since it is flexible in feedstock, produces different fuels, and is environmental friendly.

Torrefaction is also emerging as one of thermochemical method to produce energy fuel by improving the biomass

properties [1]. The biomass is heated between temperatures 200–300 �C in an inert condition. Torrefaction has been reported

[1] to improve the hygroscopic behavior, decay resistivity, grindability, and higher heating value. Moreover, it can help to

reduce the greenhouse gas emissions. Assuming a net calorific value of 6.2 MW h/ton, torrefied pellets (4,533,724 ton) is

estimated to save CO2 emissions of 21,081,816 ton, if the former is replaced by traditional pellets (5,736,549 ton) [12].

Despite this saving in emissions, the behavior of biomass torrefaction still needs serious research attention.
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With regard to this, TGA–FTIR technique is the most widely used method to observe the thermal decomposition of

materials under various environments. Understanding about the kinetics and an in-depth analysis of mass loss with the type

of release of gas products [18] are essential for the fundamental knowledge, design, operation, and control [13]

of torrefaction equipment and process. Therefore, the influence of parameters on chemical composition of the torrefied

product has been extensively studied. In torrefaction, the lignin network is modified [2, 15, 23], and hemicelluloses

are strongly degraded [17] leading to formation of carbonaceous material within the wood [16]. The anhydrous mass

loss during torrefaction could be a reliable and accurate indicator to predict dimension stability and decay resistivity of pellet

fuel [9, 25].

Some studies were found related to torrefaction of biomass using TG analysis to determine the torrefaction kinetic of

cellulose, hemicellulose, lignin, and xylan [6]. The same author has also conducted torrefaction of various biomasses

(bamboo, willow, coconut shell, and wood) using TG analysis [7]. Another study also reported which was focused on

torrefaction of deciduous wood (beech and willow), coniferous wood (larch), and straw using TG analyzer [19]. Very

recently, a study on torrefaction of wheat straw but using TGA/DSC configuration mode was performed [21]. From this and

other literature survey, none has attempted to torrefy biomass using TGA coupled with FTIR. Since TGA coupled with FTIR

can be advantageous for continuous online gas analysis, the torrefaction thermal decomposition can be studied in depth. It

was also difficult to find torrefaction of agriculture (switchgrass and timothy) and forestry (spruce and pine) biomass using

TG-FTIR-MS technology. Keeping this in view, the study contributes new knowledge about the characteristics of the gas

evolved during torrefaction of various types of biomass. The main objective was to determine the torrefaction behavior as

well as simultaneously investigate the chemical functional groups and quantification of the gas product. TG-FTIR-MS

analyses of gas were carried out at different temperature of the torrefied biomass. Comparison of torrefaction of agriculture

and forestry biomass is presented in this study.

Materials and Method

Four types of biomass were selected for torrefaction. Two were agriculture (switchgrass and timothy) and other two were

forestry (spruce and pine). The agricultural biomass samples were provided by NB Department of Agriculture. The forestry

biomass chips of size ranging from 10 to 50 mm were acquired from local sawmill. Prior to the analysis, biomasses were first

dried in the oven at 105 �C for 24 h, and then grounded to about 500 μm particle size.

TG-FTIR Experiment

A Nicolet 6700 FTIR Thermo Scientific connected to TGA Q500 TA Instrument was used to perform torrefaction

experiments. Approximately 10 mg of sample was loaded in a TGA crucible. The temperature was initially raised to

105 �C at heating rate of 20 �C/min and held for 5 min in order to remove moisture. At second stage the samples were

torrefied using same heating rate to a desired temperature. The inert atmosphere was maintained using nitrogen gas at flow

rate of 100 ml/min. Vapors released from biomass torrefaction were subjected to the FTIR spectrometer through a transfer

tube, which is heated to about 200 �C to prevent the condensation of vapors on the tube wall. The IR spectra were recorded

with a temporal resolution about 2 s. The resolution of the collected spectra was set to be 1 cm�1 and the spectral range was

set from 4,000 to 400 cm�1. At the carrier gas flow rate of 100 ml/min, it took about 50 s for the vapors to reach the FTIR cell

from the thermogravimetric analyzer. Therefore, there was time delay of about 50 s.

TG-MS Experiment

The volatile products generated from TGA that was first scanned by FTIR spectrometer to detect the functional group, and

then were furthered transferred to the ionization source of the mass spectrometer, SRS RGA 200, in order to determine

specific chemical compound. The transfer line was heated and maintained at a temperature of 200 ºC to prevent the

condensation of the volatile gases released during the torrefaction process. The mass spectrometer is operated at electron

energy of 70 eV. The gases were analyzed by using the RGA software. A scan of the m/z was carried out from 1 to 100 amu

to determine which m/z has to be followed during the TG experiments. The intensities of ten selected ions (m/z ¼ 15, 16, 27,

28, 29, 32, 43, 44, 94, and 96) were monitored with the thermogravimetric parameters. An absolute quantification in this
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work was performed for each monitored gases: CH4, CO2, CO, C2H4, NH3, O2, C6H6O, CH2O, C2H4O2, and CH5O3P.

The concentrations of CH4, CO2, CO, C2H4, NH3, O2, C6H6O, CH2O, C2H4O2, and CH5O3P were directly deduced from

the partial pressure of gases by using Eq. (77.1).

Ai½ � ¼ Pi=PTð Þ � 1 000 000 ð77:1Þ

Where, [Ai] is the concentration of the gas A, Pi is the partial pressure for m/z ¼ i representing of gas A, and PT is the total

pressure for all species i.

Results and Discussion

Proximate Analysis

Table 77.1 shows the proximate analysis of the biomass used in this study. Moisture content, volatile matter and fixed carbon

were determined using TGA analysis. However, ash content was investigated as per ASTM Standard Method E1755-01.

Lowmoisture content in the present biomass suggests them as a good candidate for torrefaction process. Switchgrass showed

highest amount of volatile matter and lowest fixed carbon content compared to other biomass. Agricultural biomass showed

high amount of ash content compared to forestry biomass. The same comparison in the ash content was reported for

agricultural biomass and woody biomass [20].

TG-DTG Analysis

Figure 77.1 depicts the thermogravimetric curve for different biomasses. The degradation reactivity for forestry biomass

(spruce and pine) was almost similar to each other. However the degradation behavior of switchgrass differed from other

biomass. The initial decrease in the weight loss of biomass was attributed to removal of moisture content up to temperature

110 �C. The initial degradation temperature for spruce, pine, and timothy was about 210 �C. Whilst for switchgrass it was

about 175 �C. This shows that the decomposition of switchgrass took place earlier compared to other biomass. From the

TGA, the final degradation temperature for spruce, pine, switchgrass, and timothy was about 375, 375, 360, and 380 �C,
respectively. Between temperatures 200 and 500 �C higher decomposition of cellulose and hemicellulose might have

occurred, while small amount of lignin degradation is expected to take place. This observation was reported similarly for

various woody biomasses [7]. No significant weight loss was observed after temperature of 500 �C. The residual or biochar
content for spruce, pine, switchgrass, and timothy was about 16, 15, 21, and 11 wt%, respectively.

Apparently, switchgrass showed a highest total weight loss at temperature 800 �C. With respect to the torrefaction

temperature of about 300 �C, switchgrass showed highest weight loss of about 30 wt% compared to spruce (17 wt%), pine

(20 wt%), and timothy (20 wt%). This shows that switchgrass can be an attractive raw material for torrefaction. According to

previous studies [3] and [11], the thermal decomposition of hemicellulose, cellulose and lignin occurs at temperatures

ranging from 150 to 350, 275 to 350, and 250 to 500, respectively. Similarly, the decomposition of lignocellulosic materials

in four biomasses is presented in Fig. 77.2.

Figure 77.2 shows that agricultural biomass has two peaks as contrast to one peak for the forestry biomass. The first peak

is attributed due to degradation of hemicellulose. However, second peak represent the decomposition of cellulose. The first

and the second peak for switchgrass were found at temperature of about 230 and 330 �C, respectively. In the case of timothy

it was found at temperature of about 310 and 355 �C, respectively. The DTG peaks for forestry biomass (spruce and pine)

Table 77.1 Proximate analysis data of selected biomass materials (% weight dry)

Spruce Pine Switchgrass Timothy

Moisture (%) 2.92 4.63 2.23 2.82

Volatile matter (%) 73.75 73.05 68.46 79.55

Fixed carbon (%) 23.33 22.32 25.70 13.57

Ash (%) Trace Trace 3.61 4.06
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was at temperature 350 �C. From this observation, it can be concluded that the hemicellulose content in the softwood

biomass is less compared to agricultural biomass. A kinetic study on willow and agricultural biomass was found that willow

has less hemicellulose content compared to reed canary grass and wheat straw [5].

FTIR Analysis

Figures 77.3, 77.4, 77.5, and 77.6 illustrates the possible chemical functional groups of the torrefied biomass. The FTIR

spectra shown in Figs. 77.3, 77.4, 77.5, and 77.6 correspond to the gas analyzed at different torrefaction temperature of 200,

230, 260, and 290 �C, respectively. Overall, the peaks for different functional groups became more sharp and visible when

the temperature was increased from 200 to 290 �C. This shows that at higher temperature around 300 �Cmore degradation of

biomass took place. The band around 3,600–3,400 cm�1 is apparently due to hydroxyl (O–H) groups, which was found in all

torrefied biomass. The C–H stretch band around 2,970–2,780 cm�1 is the indication of an organic compound. A sharp band

around 2,300–2,200 cm�1wave number is due to the formation of CO2 during torrefaction of biomass. It is observed that the
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two major bands in the region of 1,740–1,710 cm�1and 1,250–1,220 cm�1 might be because of C–O and C–O–C functional

groups, respectively. Organic phosphates (P–O) functional groups can be found in range of 1,350–1,250 cm�1 stretch band,

and the presented of aliphatic phosphates (P–O–C) functional groups is more obvious at around 1,050–990 cm�1 than

organic phosphates (P–O) functional groups. A very sharp peak around 730–550 cm�1 might be due to acid chlorides (C–Cl)

functional groups present [10].

Torrefaction 200 �C
Same procedure was employed for all torrefaction condition; the change of transmittance intensities indicates a variation in

the gas concentration [4]. Figure 77.3 shows that pine and switchgrass are more reactive than timothy and spruce at

torrefaction temperature 200 ºC, particularly for O–H, C–C, and C–O–C of functional groups. C–H and O¼C¼O functional

groups in all biomass, which are obviously methane (CH4), and carbon dioxide (CO2) and carbon monoxide (CO),

significantly transmit as they are reactive between 150 and 300 �C [22]. However, different biomass gives out CO2 and

CO at different concentration as shown in Figs. 77.3, 77.4, 77.5, and 77.6. CO2 from spruce is the lowest in concentration

compared to pine, switchgrass, and timothy at torrefaction temperature 200 ºC. Switchgrass shows significant C–O–P and
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O–P groups than the others. Organochlorine compounds (C–Cl functional groups) are normally present in plants and wood.

Its reactivity varies enormously, but most are relatively inert. However, this functional group has shown different

concentration from different biomass. The intensity at torrefaction temperature 200 ºC is at the highest in pine compared

to switchgrass and timothy, and seemingly none from spruce.

Torrefaction 230 �C
As at torrefaction temperature 200 ºC, most functional groups significantly transmitted at torrefaction 230 ºC but at different

level of intensity. Figure 77.4 shows, the chemical compounds in switchgrass are the most reactive compared to the one in

pine, spruce, and timothy. O–H, C–C and C–O–C of functional groups in particular, an increase in the intensity were

transmitted from torrefaction temperature 230 ºC. The release of CO2 at torrefaction temperature 230 ºC is about the same

as at torrefaction temperature 200 ºC for pine, switchgrass, and timothy. However, the CO2 release from spruce has

increased at this torrefaction temperature. At torrefaction temperature 200 ºC, as well as torrefaction temperature 230 ºC,

the phosphate compounds released significantly only from switchgrass, and apparently none from the other biomass.

Organochlorine compounds (C–Cl functional groups) are released from all biomass at this torrefaction temperature, but

the transmittance still at different intensity. Pine and switchgrass released almost of this compound at torrefaction

temperature 230 ºC.

Torrefaction 260 �C
From Fig. 77.5, pine and timothy were found has less reactive as compared to spruce and switchgrass. The transmittance

intensity for spruce has shown significant increased at torrefaction temperature 260 ºC from the torrefaction temperature 200

and 230 �C. The intensities of all the functional groups of chemicals for spruce were just a slight lesser than switchgrass. This

can be anticipated that the degradation of spruce, pine, and timothy were engaged at later temperature than that of

switchgrass. This might be almost hemicellulose and partially cellulose from switchgrass easily released at lower

torrefaction temperature (200, 230 and 260 �C) due to less lignin content to bind them from devolatilization and

depolymerization [8, 14, 24]. Lignin decompose from temperature 280 ºC and difficult to dehydrate. Thus it converts to

more char and loose the covalent bond to cellulose or hemicelluloses [24]. The releases of CO2 from switchgrass and spruce

at torrefaction temperature 260 ºC were higher than that of lower torrefaction temperature (200 and 230 ºC). Switchgrass

was also identified giving off the gases (functional groups O¼C¼O) the highest among the selected biomasses at

torrefaction temperature 260 �C. The phosphate compounds were gradually degraded at this torrefaction temperature

from torrefaction temperature 200 and 230 �C for all biomass. Organochlorine compounds (C–Cl functional groups)

released from spruce and switchgrass significantly greater than that from pine and timothy.
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Torrefaction 290 �C
It is clearly shown from Fig. 77.6, the transmittance intensities of all the selected functional groups were significantly

high which means almost gases and organic compound were degraded at torrefaction temperature 290 ºC. The released

intensities of O–H, C–H, O¼C¼O, C–C, C–O–C, and O–P functional groups were found greater at torrefaction temperature

290 �C than that of at lower torrefaction temperature. The lignocellulosic biomass has converted to carbonaceous materials

due to generous hemicellulose and cellulose was degraded at this torrefaction temperature. The organochlorine compounds

(C–Cl functional groups) and gases (O¼C¼O functional groups) released from switchgrass were still significantly greater

than that of spruce, pine, and timothy.

Gas Quantification

FTIR and mass spectrometric analyses have advantages and disadvantages. Using information provided by the FTIR

spectrum is possible to have an identification of the gases emitted by each biomass. However, quantification of each emitted

gases require specific tool or software to measure. TG-FTIR and TG-MS techniques are therefore complementary since they

can refine the identification of gases. Table 77.2 shows the concentration of each gas during torrefaction of the selected

biomass as the results from the TG-MS. To compare the evolution of gas emissions during torrefaction, the gas composition

was calculated as a function of temperature. The comparison is made upon the gas concentration released by the biomass,

which the yields of the gases were calculated for the four range of torrefaction temperature (Table 77.2). From the table all

the four stages of temperature, the degradation of gases are mainly composed on O2, CO2, and CO, and then are followed by

C2H4, NH3, CH2O and CH4. Carbolic acid, acetic acid and phosphonic acid have the lowest degradation during the

torrefaction. Switchgrass has degraded carbon dioxide and carbon monoxide the highest compared to spruce, pine, and

timothy. These results are in agreement with the FTIR spectrum, which the functional group showed among the highest of

transmittance for switchgrass. The C-H functional group in the FTIR spectrum has depicted about the same transmittance

intensities for all the biomass. The mass spectrum analysis found for these same intensities was attributed due to the methane

(CH4) generated from switchgrass, timothy, and pine, and ethylene (C2H4) generated from spruce. Simple gas molecule O2

does not have infrared spectra, which cannot be scanned by FTIR. MS has this advantage on O2 that has shown in this study

the amount composed in biomass is as high as other main composition such as H2O (depicted in FTIR spectrum). The main

composition of volatile products released from biomass was identified as H2O, CO, CO2 [22], which was found to be the

same in this study including O2. Pine has generated the oxygen at the highest concentration as compared to switchgrass,

timothy, and spruce. Generally, the concentration of the selected gas degradation emitted during torrefaction is around

20–35 % of the total concentration for all biomass, but vary in the propositions when compare between biomass and stages of
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torrefaction temperatures. For the continuous torrefaction range of temperature, the degradation of combustible gases

(CH4, CO, C2H2, O2) released by switchgrass (1.662 mg/gswitchgrass) is more than timothy (1.562 mg/gtimothy), pine

(1.532 mg/gpine), and spruce (1.135 mg/gspruce). The degradation of combustible gases during torrefaction temperature

200, 230, and 260 �C by pine showed the highest (0.474, 0.533, and 0.590 mg/gpine, respectively) as compared to switchgrass

(0.441, 0.512, and 0.584 mg/gswitchgrass, respectively), timothy (0.396, 0.462, and 0.525 mg/gtimothy, respectively), and spruce

(0.311, 0.361, and 0.409 mg/gspruce, respectively). Whilst, for torrefaction temperature 290 �C, the degradation of combus-

tible gases has similar trend as for continuous torrefaction range of temperature that is switchgrass took place the highest

(0.657 mg/gswitchgrass) as compared to pine (0.650 mg/gpine), timothy (0.587 mg/gtimothy), and spruce (0.457 mg/gspruce).

For all species, the percentages of combustible gases may increases significantly after 300 �C, and thus, loose the energetic

content of the biomass.

Conclusion

Four different types of Canadian biomasses were torrefied using TGA-FTIR analyzer and TGA-Mass spectrometry. Forestry

and agriculture biomass showed single and two DTG peaks respectively during torrefaction. It was observed that the species

had different evolution patterns, which indicates the presence of different chemical functional groups within the biomass

Table 77.2 Concentration of selected gaseous products evolved from torrefaction of spruce, pine, switchgrass, and timothy

Temp. (�C)
Methane (mg CH4/g biomass) Carbon dioxide (mg CO2/g biomass)

Spruce Pine SW Timothy Spruce Pine SW Timothy

Residence time 30 min 200 0.015 0.02 0.023 0.024 0.017 0.036 0.02 0.043

230 0.018 0.023 0.027 0.028 0.019 0.042 0.028 0.05

260 0.021 0.026 0.032 0.032 0.025 0.05 0.039 0.058

290 0.024 0.03 0.036 0.036 0.031 0.063 0.061 0.068

Totala of 81 min 30–800 0.07 0.088 0.110 0.105 0.171 0.284 0.339 0.341

Carbon monoxide (�10�2 g CO/g biomass) Ethylene (mg C2H4/g biomass)

Temp. (�C) Spruce Pine SW Timothy Spruce Pine SW Timothy

Residence time 30 min 200 0.074 0.11 0.143 0.121 0.041 0.02 0.017 0.02

230 0.087 0.128 0.166 0.141 0.047 0.022 0.02 0.024

260 0.098 0.146 0.189 0.16 0.054 0.025 0.023 0.028

290 0.111 0.164 0.214 0.18 0.06 0.028 0.026 0.031

Totala of 81 min 30–800 0.309 0.454 0.575 0.511 0.167 0.074 0.081 0.092

Ammonia (mg NH3/g biomass) Oxygen (mg O2/g biomass)

Temp. (�C) Spruce Pine SW Timothy Spruce Pine SW Timothy

Residence time 30 min 200 0.035 0.041 0.04 0.042 0.181 0.324 0.258 0.231

230 0.04 0.046 0.046 0.049 0.209 0.36 0.299 0.269

260 0.046 0.051 0.053 0.055 0.236 0.393 0.34 0.305

290 0.052 0.057 0.06 0.063 0.262 0.428 0.381 0.342

Totala of 81 min 30–800 0.152 0.16 0.18 0.183 0.589 0.916 0.896 0.854

Phenol (mg C6H6O/g biomass) Formaldehyde (mg CH2O/g biomass)

Temp. (�C) Spruce Pine SW Timothy Spruce Pine SW Timothy

Residence time 30 min 200 0.006 0.007 0.007 0.009 0.034 0.026 0.027 0.027

230 0.007 0.008 0.008 0.011 0.044 0.03 0.032 0.032

260 0.008 0.009 0.009 0.013 0.046 0.034 0.037 0.036

290 0.009 0.01 0.01 0.014 0.047 0.039 0.043 0.042

Totala of 81 min 30–800 0.023 0.028 0.029 0.035 0.155 0.125 0.135 0.135

Acetic acid (mg C2H4O2/g biomass) Phosphonic acid (mg CH5O3P/g biomass)

Temp. (�C) Spruce Pine SW Timothy Spruce Pine SW Timothy

Residence time 30 min 200 0.006 0.008 0.009 0.009 0.005 0.007 0.007 0.009

230 0.007 0.01 0.01 0.011 0.006 0.008 0.008 0.01

260 0.008 0.011 0.012 0.013 0.007 0.009 0.009 0.012

290 0.009 0.013 0.014 0.014 0.008 0.01 0.011 0.013

Totala of 81 min 30–800 0.037 0.045 0.05 0.049 0.024 0.028 0.031 0.035

aNote: The continuous torrefaction from room temperature to 800 �C
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samples. In general, TG-FTIR analysis showed that the torrefaction behavior of forestry (spruce and pine) biomass were

similar. Of all the biomass, switchgrass experienced considerable weight loss at lower torrefaction temperature. Pine,

timothy, and spruce were found to have similar degradation behavior in terms of chemical functional groups when torrefied

at lower temperature (200 and 230 �C). Degradation of combustible gases: CH4, CO, C2H2, and O2, during torrefaction at

lower temperature: 200 and 230 �C is around 20–30 %, whilst at temperature 260 and 290 �C is around 30–45 %. Most of the

chemical compositions were decomposed at higher torrefaction temperature of 290 �C. Overall, the gaseous products

evolved during torrefaction of forestry and agricultural biomass showed similar FTIR spectra patterns and in agreement with

mass spectrometric, MS, with regard to the degradation of combustible gases. Torrefaction temperature played a key role in

the formation of these gaseous products.
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16. Nguila-Inari G, Mounguengui S, Dumarcay S, Pétrissans M, Gérardin P (2007) Evidence of char formation during wood heat treatment by mild pyrolysis. Polym

Degrad Stab 92:997–1002

17. Nuopponen M, Vuorinen T, Jamsa S, Viitaniemi P (2004) Thermal modifications in softwood studied byFT-IR and UV resonance Raman spectroscopies. J Wood

Chem Tech 24(1):13–26

18. Oladiran F, Littlefield B (2012) TG-FTIR analysis of Pecan shells thermal decomposition. Fuel Process Tech 102:61–66

19. Prins MJ, Ptasinski KJ, Janssen FJJG (2006) Torrefaction of wood. Part 1: weight loss kinetics. J Anal Appl Pyrolysis 77:28–34

20. Raimie H, Ibrahima H, Darvella LI, Jenny M, Jonesa M, William A (2013) Physicochemical characterisation of torrefied biomass. J Anal Appl Pyrolysis

103:21–30. doi:10.1016/j.jaap.2012.10.004

21. Shang L, Ahrenfeldt J, Holm JK, Barsberg S, Zhang R, Luo Y, Egsgaard H, Henriksen UB (2013) Intrinsic kinetics and devolatilization of wheat straw during

torrefaction. J Anal Appl Pyrolysis 100:145–152

22. Tihay V, Gillard P (2010) Pyrolysis gases released during the thermal decomposition of three Mediterranean species. J Anal Appl Pyrolysis 88:168–174

23. Tjeerdsma B, Militz H (2005) Chemical changes in hydrothermal treated wood: FTIR analysis of combined hydrothermal and dry heat-treated wood. HolzalsRoh

Werkstoff 63:102–111

24. Tumuluru JS, Sokhansanj S, Wright CT, Boardman RD (2010) Biomass torrefaction process review and moving bed torrefaction system model development. INL

publication 08, http://www.inl.gov/technicalpublications/Documents/4737111.pdf. Accessed on March 18, 2013

25. Welzbacher C, Brischke C, Rapp A (2007) Influence of treatment temperature and duration on selected biological, mechanical, physical and optical properties of

thermally modified wood. Wood Mater Sci Eng 2:66–76

26. Wood SM, Layzell DB (2003) A Canadian biomass inventory: feedstocks for a bio-based economy. BIOCAP Canada Foundation Final Report Industry Canada

Contract #5006125

77 Torrefaction of Agriculture and Forestry Biomass Using TGA-FTIR-MS 813

http://dx.doi.org/10.1016/j.jaap.2012.10.004


Model-Based Performance Analysis of a Concentrating
Parabolic Trough Collector Array 78
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Abstract

This study presents a comprehensive thermo-mathematical model of a parabolic trough solar collector (PTSC) array

which consists of three modules connected in series. A detailed model for the absorbed solar energy falling on the array

aperture, the optical efficiency changing with incidence angle, and the useful energy gained by heat transfer fluid (HTF)

for a linear with a single-axis tracking motion rotating about a horizontal north–south orientation was programmed in

Engineering Equation Solver (EES) based on the actual system parameters. The model comprises steady-state and one-

dimensional heat transfer approach using the thermodynamics and the heat transfer relations to evaluate the thermal

losses of the receiver (heat collector element) by taking into account the effects of collector dimensions, material

properties, and fluid properties. In the performance analysis of the PTSC array, the effects of hourly solar radiation

flux, ambient conditions, collector inlet temperature, and mass flow rate of the working fluid were investigated. Typical

operating conditions on the 1st day of July at 12:00 solar time exhibited that when the HTF mass flow rate 0.3 kg/s, inlet

temperature 150 �C, ambient temperature 39 �C, ambient air velocity 1 m/s and having a 10.26 m2 PTSC aperture area,

and 940 W/m2 direct beam radiation incident with 13.98�, the estimated collector array efficiency is about 59.2 %.

The model predictions are to be confirmed by the operation of PTSC being installed at Gaziantep.

Keywords

Parabolic trough collector � Thermo-mathematical modeling � Performance analysis

Introduction

Concentrating collectors are widely used for many applications to supply thermal energy at temperatures higher than those

nonimaging collectors. Not only this feature but also having relatively high thermal efficiency put them forward in usage of

compact thermal systems. A typical PTSC consists of a reflector material shaped in parabola, a linear receiver to collect solar

energy, and a tracking unit to configure the position of the reflector. The linear receiver is commonly composed of an

absorber tube and its cover envelope. A glass cover tube is usually placed around the receiver tube to reduce the increasing

convective heat loss from the receiver at higher temperatures. The receiver follows the sun path by the tracking unit on the

mode of single or double-axis during its operation while concentrating direct normal irradiance (DNI) to the receiver

locating at the focal line of the parabolic reflector. The concentrated radiation reaching the receiver tube heats the fluid that

circulates through it. The resulting thermal energy is transferred continuously to the fluid as useful energy. In order to

calculate the energy absorbed by the working fluid, thermal and optical analyses are needed. These analyses are essential to

reach the thermal and optical losses from the receiver element and correspondingly to the thermal performance of the PTSC.

The analyses being made serve as a thermo-mathematical modeling of the PTSC while projecting the system characteristics.
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Many researchers presented studies of energy models of parabolic trough collectors. When the recent studies conducted

on the detailed modeling of PTSC are handled, the most noticeable one was established by Forristall [1] who developed both

a 1-D and a 2-D heat transfer model of parabolic trough solar receiver implemented in EES. His model included input

variables as collector geometry, optical properties, HTF properties, HTF inlet temperature, flow rate, solar insolation,

wind speed, and ambient temperature. Corresponding model outputs were investigated to determine collector efficiency,

outlet HTF temperature, heat gain, and heat and optical losses of parabolic trough collector. The other study is of Jacobson

et al. [2] who developed a solar parabolic trough simulation to determine the optimum parameters to sustain a solar thermal

power plant system in Thailand. Another study was applied with a comprehensive model for the tubular receiver of the PTSC

to improve the PTSC design and the overall system performance [3]. The model was verified by the experimental data from

the tests on the PTSC in a high temperature solar cooling and heating system.

Other models on PTCs were followed by Padilla et al. [4] who performed a 1-D numerical heat transfer analysis, and an

optical analysis for the PTC to optimize and understand its performance under different operating conditions. The model was

compared with experimental data of Sandia National Laboratory and other 1-D heat transfer models to validate the obtained

numerical results. Huang et al. [5] proposed a new analytical model for optical performance to simulate the performance of a

parabolic trough solar collector (PTSC). Kalogirou [6] presented a detailed thermal model of a parabolic trough collector

considering all modes of heat transfer. The model was written in EES and validated with known performance of existing

collectors to be installed at the Cyprus University of Technology.

In this study, a comprehensive thermo-mathematical model analysis of a PTSC array has been presented. Solar energy

calculations for determining the optical efficiency and the useful heat gain by the HTF have been conducted for obtaining the

thermal performance of the PTSC array. The heat losses from the receiver have been evaluated considering steady-state and

one-dimensional heat transfer approach. In the performance analysis of the PTSC array, the effects of hourly solar radiation

flux, ambient conditions, collector inlet temperature, and mass flow rate of the working fluid have been investigated.

Parabolic Trough Solar Collector

System Description

The PTSC array consists of three modules connected in series shown in Fig. 78.1. It has been supplied from the German

company, Smirro and has the technical specifications as indicated in Table 78.1. Its linear receiver is considered to have

oriented coincidentally with the north–south axis of the local and the HTF is circulated within it by means of a frequency-

controlled gear pump. The resulting thermal energy is transferred continuously to the HTF whose technical name is Renolin

Therm 320 [7].

Fig. 78.1 The PTSC array
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Solar Energy Calculations

The emitted radiation from the sun has a directional characteristic that is defined by a set of geometric relations to determine

the angle of incidence of the radiation on a surface. Due to the instant change in the position of the sun, the incidence angle of

the collector surface is to be calculated depending on solar time. Thus, the geometric relations between a plane moving

relative to the earth and the beam radiation are to be determined during solar energy calculations. These calculations

have been considered as the PTSC array installed at Gaziantep where the local geographic position is latitude N37�020,
longitude E37�190, and the site elevation 881 m above sea level.

Solar time does not coincide with the local clock time and it is used in all of the sun-angle relationships; thus it is

necessary to convert standard time to solar time. The general equation for calculating the apparent solar time is

AST ¼ LST � 0 : 04 Lst � Llocð Þ þ E� DST ð78:1Þ

where Lst is the standard meridian for the local time zone, Lloc is the longitude of the location interested. The values of the

equation of time, E as a function of the day of the year can be obtained approximately from the following equation:

E ¼ 9:87 sin 2B� 7:53 cosB� 1:5 sinB ð78:2Þ

where B ¼ n� 81ð Þ 360
364

The declination angle, denoted by δ, varies seasonally due to the tilt of the Earth on its axis of rotation at an angle of

23.45� with the ecliptic axis. This requires a coordinate transformation, i.e., the sun moves around the earth. The declination

is zero at the equinoxes (March 22 and September 22), positive during the northern hemisphere summer, and negative during

the northern hemisphere winter. The declination reaches a maximum of 23.45� on June 22 (summer solstice in the northern

hemisphere) and a minimum of�23.45� on December 22 (winter solstice in the northern hemisphere). The declined function

of the day of the year can be defined as

δ ¼ 23:45 sin 360
284þ n

365

� �
ð78:3Þ

Hour angle, ω determines the angular displacement of the sun from east or west of the local meridian due to the rotation of

the earth on its axis at 15� per hour and takes negative values before solar noon and positive values after solar noon.

ω ¼ �15� AST � 12 : 00ð Þ ð78:4Þ

Zenith angle is the angle between the beam radiation and the normal of the earth surface. Thus, for the horizontal surfaces,

the angle of incidence becomes the zenith angle of the sun, θz. In this case, the zenith angle is defined as

θz ¼ cos �1 cosϕ cos δ cosωþ sinϕ sin δð Þ ð78:5Þ

Table 78.1 Characteristics of a single PTSC module

Description Value

Parabola length, la 3,000 mm

Parabola aperture, wa 1,140 mm

Focal distance, f 358 mm

Rim angle, φr 77�

Outside absorber diameter, Doa 35 mm

Inside absorber diameter, Dia 32 mm

Outside cover diameter, Doc 60 mm

Inside cover diameter, Dic 54 mm

Mirror reflectance, ρ 0.90

Absorber material Stainless steel

Cover material DURAN glass

Mirror material Aluminum

78 Model-Based Performance Analysis of a Concentrating Parabolic Trough Collector Array 817



The solar radiation received from the sun falling on a horizontal surface depends on the incidence angle. Solar tracking

systems are intended to have PTSCs performed lessening the incidence angle in order to increase the beam component of the

solar radiation falling on its aperture area. In addition, the orientation of the collector system with respect to a location where

the PTSC system being setup is significant from the view of following the sun path as close as normal to minimize the angle

of incidence and to be able to harvest much more solar energy. For a plane rotated about a horizontal north–south axis shown

in Fig. 78.2 with a continuous adjustment from east to west is estimated by the relation

θ ¼ cos �1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos 2θz þ cos 2δ sin 2ω

p� �
ð78:6Þ

Optical Efficiency Analysis of the Collector Array

Optical efficiency is defined as the ratio of the energy absorbed by the receiver to the energy incident on the collector’s

aperture. The optical efficiency is related with the radiative properties of optical materials, construction and operation of

the collector, and the geometric factors due to the position of the collector with respect to the sun. The optical efficiency

of the collector, ηo can be defined with the following terms,

ηo ¼ ρταγ 1� κ tan θð Þ cos θ ð78:7Þ

The optical efficiency of the collector depends upon the radiative and optical properties of the receiving and the reflecting

surfaces which are affected instantaneously by the variation of incidence angle. Thus the relation between the incidence

angle and the radiative properties of the optical elements is demonstrated herein through the calculation of the optical

efficiency.

Cover Transmittance
The cover material is made of DURAN type glass whose transmission property depends on the wavelength and the wall

thickness shown in Fig. 78.3 [8]. As it is seen from the figure, its transmittance is nearly constant within the solar radiation

spectrum. However, the directional surface property of the cover varies with solar incidence angle. The relationship between

the normal specular transmittance and its angular dependency has been described with respect to the cover material used.

Since the receiver is composed of a single glass cover, the solar radiation is refracted from the ambient air with a

refractive index, n1, to the glass with a refractive index, n2. The angles θ1 and θ2 are related to the indices of refraction by

Snell’s law,

n1
n2

¼ sin 1

sin 2

ð78:8Þ

Sun

S
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Z
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E

Fig. 78.2 Orientation of the PTSC array
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The parallel and perpendicular components of unpolarized radiation for smooth surfaces can be defined using Fresnel’s

derivation,

r⊥ ¼ sin 2 θ2 � θ1ð Þ
sin 2 θ2 þ θ1ð Þ

rk ¼ tan 2 θ2 � θ2ð Þ
tan 2 θ2 þ θ2ð Þ

ð78:9Þ

The absorption of the solar radiation in the partially transparent cover is determined according to the assumption that

some portion of the incidence radiation is absorbed by the cover material.

τa ¼ e

�KL

cos θ2

� �
ð78:10Þ

where K is called the extinction coefficient that is considered as 4 m�1 for “water white” glass.

For a single cover, the transmittance is defined by averaging the transmittance of the parallel and perpendicular

components of polarization when only reflection losses are considered. As a result, the transmittance of the cover element

is specified from Eq. (78.11) depending on incidence angle.

τ ¼ τa
2

1� rk
1þ rk

þ 1� r⊥
1þ rk

� �
ð78:11Þ

Absorptivity of the Receiver
The absorbance property of the absorber tube, which is made of stainless steel, depends also upon the incidence angle; however,

there is no sufficient study in the literature for describing the relationship between the angular absorbance and the normal

absorbance. Nevertheless it is estimated from the relation that provides fair results within 0 and 80� incidence angle [9].

α ¼ αn 1þ 2:0345� 10�3θ � 1:99� 10�4θ2 þ 5:324� 10�6θ3 � 4:799� 10�8θ4
	 
 ð78:12Þ

Fig. 78.3 Transmission of DURAN glass for thicknesses 1, 2, and 8 mm
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Intercept Factor of the PTSC
The intercept factor is an optical property which is defined as the ratio of the solar radiation intercepted by the receiver to the

radiation reflected by the parabolic mirror that strikes directly to the receiver. It is affected by random and nonrandom errors

[10]. Random errors are truly random in nature owing to the fact that they can be represented by normal probability

distributions with zero mean. These errors originate from the misalignment of the ideal focus of the reflector depending on

the energy distribution of the sun shape due to purely random tracking errors, σsun, the slope errors of the reflector surface
during its manufacture, assembly and/or operation due to the surface imperfections, σslope, and the scattering effects due to

the property of the optical material used, σmirror. However, random errors are modeled statistically, by determining the

standard deviation of the total reflected energy distribution, at normal incidence [10], and are defined in the form of

σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2sun þ 4σ2slope þ σ2mirror

q
ð78:13Þ

Nonrandom errors are generally defined with their permanent characteristics which can be related directly to anticipate

errors in manufacture/assembly and/or in operation. In general these errors will cause the central ray of the reflected energy

distribution (effective sunshape) to shift from the design direction of the focusing line. The value of the intercept factor is

governed by random and nonrandom errors as well as the collector geometric parameters like area concentration ratio (the

ratio of the area of aperture to the area of the receiver) and receiver diameter to yield universal error parameters. Using the

universal error parameters, the intercept factor is defined as [11]

γ ¼ 1þ cosφr

2 sinφr

Z φr

0

Erf
sinφr 1þ cosφð Þ 1� 2d�sinφð Þ � πβ� 1þ cosφrð Þffiffiffi

2
p

πσ� 1þ cosφrð Þ

" #

�Erf �
sinφr 1þ cosφð Þ 1þ 2d� sinφð Þ þ πβ� 1þ cosφrð Þffiffiffi

2
p

πσ� 1þ cosφrð Þ

" #
2
66664

3
77775

dφ

1þ cosφð Þ : ð78:14Þ

where

dr: dislocation of receiver center from ideal focus (m).

Doa: outside diameter of receiver tube (m).

β: misalignment slope error (�).
C: area concentration ratio, C ¼ (wa � Doa)/πDoa.

d*: universal nonrandom error parameter due to receiver mislocation and reflector profile errors, d* ¼ dr/Doa.

β*: universal nonrandom error parameter due to slope error, β* ¼ βC.
σ*: universal random error parameter, σ* ¼ σC.

For the evaluation of the intercept factor, a computer program was written in Mathematica to solve Eq. (78.14)

numerically using Trapezoidal rule. The obtained numerical solutions used for different random and nonrandom collector

parameters gave consistently satisfactory results compared to [10]. Based on this program, the intercept factor of the

collector was calculated by considering it a carefully fabricated collector [12] so that the parameters were taken into account

regarding a lower limit of 0.0025 rad, which is the standard deviation of the energy distribution of the sun’s rays at solar noon

on a clear day, for the random error parameter, σsun, 0.004 rad for σslope, and 0.002 rad for σmirror. When the maximum

tracking error is considered as 0.0035 rad and the nonrandom slope error is used as 0.0035 rad, the intercept factor was

obtained approximately 1.

End-Effect Correction

Another optical property of the PTC is the end-effect which is a measure of the reduction in aperture area due to the fact that

some part of the reflected beam radiation along the end of the collector cannot be received by the absorber tube, therefore the

image is formed beyond the end of it. The aperture area lost is given by end-effect correction that is expressed with

Eq. (78.15).

κ ¼ f

la
1þ w2

a

48f 2

� �
ð78:15Þ
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Thermal Analysis of the Collector Array

Thermal analysis of the collector system is significant to determine its thermal efficiency which means howmuch of the solar

radiation is converted into useful gain. In this stage, the heat losses from the receiving element are to be analyzed. A

comprehensive analytical analysis using thermodynamics and heat transfer relations has been made in order to establish a

model that is consistently to meet the nearest actual system behavior. Thus the model study is developed on the base of a

number of assumptions that give reasonable results with holding the physical nature of the system. The main characteristics

of the model include the following assumptions:

• The PTSC performs under steady-state conditions since there is no change in the thermodynamic state properties with

respect to time due to the constant surface temperatures.

• Heat transfer is one-dimensional since any significant temperature gradients exist in radial direction. There is a negligible

temperature change along the length of the PTSC. Since the two-dimensional model provides a higher degree of accuracy

relative to the one-dimensional when the length of the receiver is longer than 100 m [1]. The total length of the receiver

tube existing in this model study is lower than 10 m. Hence, the one-dimensional approximation is totally valid and gives

reasonable results from this view.

• Heat losses from the retainers used for absorber tube are negligible.

• The atmospheric emission is treated as a blackbody’s emission at an effective sky temperature.

• Dust and dirt over the PTSC array are neglected.

During the system operation, the receiver tube gains energy from the sun and correspondingly it losses some energy as

heat due to high temperature. At the beginning of the thermal analysis, the calculation of the heat losses from the receiver

tube is required to reach the useful heat gain transferred to the working fluid. The cross-section of the receiver tube and its

resistance network is shown in Fig. 78.4. As it is seen from the figure, the forced heat convection within the absorber is

conducted through the absorber wall and then the transfer of heat flow exhibits itself as the sum of the radiation and the

natural convection between the absorber and the cover. It is conducted through the cover material and equals to the sum of

convection to the ambient air and radiation to the sky over the outer surface of the cover material.

The heat transfer from the HTF to the absorber pipe is stated by forced convection in the closed system due to pumping

operation. The flow regime is defined according to the Reynolds number (Re) which specifies whether it is laminar or

turbulent. The flow in a circular pipe is laminar when the generally accepted value of the critical Re is considered below

2,300. The total mass flow rate is specified to reach the mean velocity for determining the flow regime using the conservation

of mass principle and Re of the HTF. Typical technical data of the HTF is given in Table 78.2 [7].

_mHTF ¼ ρHTFAaum,HTF ð78:16Þ

Fig. 78.4 Thermal analysis

of the receiver
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It is considered that a constant heat flux occurs on the surface of the absorber tube due to the distribution of the sun’s

radiation. For a fully developed flow in a circular tube subjected to constant surface heat flux, the Nusselt number (Nu) is

constant and its value is

NuHTF ¼ 4:364 ð78:17Þ

When the Re is higher than 2,300, the flow turns to transition. In this case, the Nu relation for a circular smooth pipe is

defined by the Gnielinski equation which covers both the transition and the turbulent regions for the fully developed

turbulent flow [13].

NuHTF ¼ f=8 ReHTF � 1000ð ÞPrHTF
1þ 12:7 f=2ð Þ1=2 Pr

2=3
HTF � 1

� � 0:5 � Pr � 2000 and 2300 � Re � 5� 106
	 
 ð78:18Þ

where f is the friction factor, f ¼ (0.79 ln(ReHTF � 1.64))�2 for smooth pipes.

Thus, the convection heat transfer coefficient of the HTF is obtained by

hHTF ¼ NuHTF
kHTF
Dia

ð78:19Þ

Then, the convection heat transfer within the absorber tube is defined using the Newton’s law of cooling,

_Qconv,HTF ¼ hHTFAia Tia � Tbulkð Þ ð78:20Þ

The bulk mean fluid temperature, Tbulk is used as the arithmetic average of the mean temperatures of the fluid at the inlet

and the exit. During heating process, the mean temperature of the fluid changes so the fluid properties in internal flow are

usually evaluated at this temperature.

Heat transfer through a hollow cylinder can be applied analogously using the Fourier’s law of heat conduction for the

absorber tube.

_Qcond,a ¼
2πkaLa

ln Doa=Diað Þ Toa � Tiað Þ ð78:21Þ

The heat transfer between the absorber and the cover is equal to the sum of the convection and the radiation. The

convection heat transfer within the annulus is considered to have generated naturally. Heat transfer in enclosure with an

annulus type was studied by Raithby and Hollands for two long concentric horizontal cylinders with a range of 0.70 � Pr

� 6000 and 102 � FcylRaan � 107 [14]. The rate of heat transfer through the annular space by natural convection with a

characteristic length, Lan ¼ (Dic � Dia)/2 is expressed as

_Qconv,an ¼
2πkeff La

ln Dic=Doað Þ Toa � Ticð Þ ð78:22Þ

The recommended relation for effective thermal conductivity is defined by

Table 78.2 Technical specifications of Renolin Therm 320

Temperature (�C)
Density

(kg/m3)

Specific heat

capacity (kJ/kg �C)
Thermal conductivity

(W/m �C)
Kinematic viscosity

(m2/s � 10�6) Prandtl number

0 879 1.864 0.134 535 6,543

50 848 2.078 0.131 28.6 385

100 816 2.293 0.127 6.5 96

200 750 2.721 0.120 1.5 26

300 685 3.151 0.113 0.7 13.4

320 672 3.236 0.111 0.6 11.8
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keff
k

¼ 0:386
Pran

0:861þ Pran

� �1=4
FcylRaan
	 
1=4 ð78:23Þ

where the geometric factor for concentric cylinders Fcyl is

Fcyl ¼ ln Dic=Doað Þ½ 	4

Lan Doa
�3=5 þ Dic

�3=5
	 
5 ð78:24Þ

The radiation heat transfer within the annulus occurs due to temperature difference between the absorber and the cover

even if the annulus space comprises air. Considering the enclosure consisting of two opaque surfaces at equilibrium

temperatures, the radiation heat transfer is calculated by Eq. (78.25) which is applicable to two gray (independent of

wavelength), diffuse (independent of direction), and opaque surfaces. These approximations are reasonable since the

absorber is a diffuse emitter, and behaves almost gray characteristic in the solar spectrum. Its directional emissivity remains

nearly constant for about the incidence angle lower than 40� such as metals [15]. The calculations for the incidence angle

illustrate that this situation is possible when it is considered with solar tracking. The cover material behaves like an opaque

material at longer-wavelength infrared regions of the electromagnetic spectrum during heat loss. When these approaches are

considered, the radiation heat transfer within the annulus can be expressed by

_Qrad,a ¼
σ T4

oa � T4
ic

	 

1� εa
Aoaεa

þ 1

Fac
þ 1� εc

Aicεc

ð78:25Þ

Heat transfer through the cylindrical layer of the cover material is described by

_Qcond,c ¼
2πkcLc

ln Doc=Dicð Þ Tic � Tocð Þ ð78:26Þ

Heat loss on the outer side of the cover is treated as the sum of the convection and the radiation heat transfer modes. The

convection heat transfer can change depending on windy conditions of ambient air. Calculation of the heat transfer requires

the average heat transfer coefficient over the entire surface although the variation of the local heat transfer coefficient along

the circumference of a circular cylinder is not uniformly distributed. Supposed that the cover material is cylindrical in shape

and the heat transfer over it is considered as cross-flow of air. The average Nusselt number in this case is estimated with

Zhukauskas’ correlation [14] when the flow is presumed external forced convection for flow across cylinders and expressed

compactly as

Nuair ¼ hairDoc

kair
¼ CRemPrn ð78:27Þ

where n ¼ 1/3 and the experimentally determined constants C and m are given in Table 78.3.

If Re is lower than 0.4, the flow is treated to turn to free convection. The relation implies that this circumstance is given in

Eq. (78.28). All the fluid properties are evaluated at the film temperature Tf ¼ 1
2
Toc þ Tað Þ, which is the average of the free-

stream and surface temperatures.

Table 78.3 Constants for Eq. (78.27)

Range of Re C m

0.4–4 0.989 0.330

4–40 0.911 0.385

40–4,000 0.683 0.466

4,000–40,000 0.193 0.618

40,000–400,000 0.027 0.805
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Nuair ¼ 0:6þ 0:387Ra
1=6
air

1þ 0:559=Prairð Þ9=16
h i8=27

2
64

3
75
2

ð78:28Þ

Then, the convection heat transfer outside of the cover can be denoted by

_Qconv,air ¼ hairAoc Toc � Tað Þ ð78:29Þ

The radiation heat transfer is caused by the temperature difference between the cover and the sky. Although the

atmospheric emission character is far from a blackbody’ exhibits, it is convenient to treat it as a blackbody at some lower

fictitious temperature, i.e., the effective sky temperature that emits an equivalent amount of radiation energy. The simple

relationship between the local air temperature and the sky temperature is expressed in [9].

Tsky ¼ 0:0552T1:5
a ð78:30Þ

In this case, the radiation transfer between the glass cover and the sky is given by

_Qrad, sky ¼ σAocεc T4
oc � T4

sky

� �
ð78:31Þ

The net heat loss from the receiver tube is caused by the temperature difference arising in radial direction. In order to

determine the temperatures through the receiver, the steady-state energy balance relations have been written between the

nodal points of the resistance network. The model algorithm makes it possible to solve the nonlinear equations for

calculating the temperatures and the heat transfer coefficients through the receiver. These energy balance relations are

expressed with three sets of equality as shown in Eq. (78.32).

_Qconv,HTF ¼ _Qcond,a
_Qcond,a ¼ _Qconv,an þ _Qrad,a
_Qcond,c ¼ _Qconv,air þ _Qrad, sky

ð78:32Þ

During the evaluation of the thermal losses, the estimation of the absorbed solar radiation, the thermal loss coefficient,

and the heat removal factor are required. All these parameters are calculated subsequently to find the temperature of the

surfaces until the initial iteration value for the exit temperature of the HTF converges to its ending value while satisfying the

energy balance and heat transfer relations.

The thermal loss coefficient of the receiver tube is defined as below when considering the absorber tube covered and no

temperature gradients around the receiver [9].

UL ¼ 1

han þ hac
þ 1

hair þ hc, sky

Aoa

Aoc

� �� ��1

ð78:33Þ

where hac and hc,sky is the radiation heat transfer coefficients. The radiation heat transfer coefficient enables to express

conveniently radiation heat transfer in an analogous manner with convection in terms of a temperature difference. The

linearized form of the radiation coefficient can be calculated from Eqs. (78.34) and (78.35) for the annulus region and the

outside of cover, respectively.

hac ¼
σ Toa þ Ticð Þ T2

oa þ T2
ic

	 

1�εa
Aoaεa

þ 1
Fac

þ 1�εc
Aicεc

ð78:34Þ

hc, sky ¼ σεc Toc þ Tsky

	 

T2
oc þ T2

sky

� �
ð78:35Þ
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The actual useful energy gain is quantified by the collector heat removal factor, FR which is used as the effectiveness of

the receiver tube. It is related with lowering of the maximum possible useful energy gain since the whole receiver surface

temperature is not at the fluid inlet temperature.

FR ¼ _mHTFCP,HTF Tex � Tinð Þ
Aa S� UL Tin � Tað Þ½ 	 ð78:36Þ

where S is the absorbed solar energy by the receiver. It is directly related to beam radiation coming from the sun and the

optical efficiency of the collector as shown in Eq. (78.37).

S ¼ Ibηo ð78:37Þ

The useful energy gain transferred to the HTF under steady-state condition can be written in the form of

_Qu ¼ FRAa S� UL

C
Tin � Tað Þ

� �
ð78:38Þ

where Aa ¼ nPTSCζsfwala. Here ζsf ¼ 1 � Doa/la is named as shading factor which is basically used as a multiplier for

specifying the effective collector aperture area. It is related to what fraction of the reflector is shaded by the receiver. Since

the shaded area is not effectively used due to not being subjected to the solar heat flux. After all the parameters affecting the

thermal efficiency are defined, the useful energy gain absorbed by the HTF can be obtained from the energy balance.

The exit temperature of the HTF whose sensible energy increases due to not undergoing in phase change is calculated from

Eq. (78.39).

Tex ¼ Tin þ
_Qu

_mHTFCP,HTF
ð78:39Þ

The thermal efficiency of the array is established maintaining the system parameters or variables stable under steady-state

conditions. Hence, these variables can be regarded as constant during system operation, and the thermal efficiency of the

PTSC array is associated with

ηPTC ¼
_Qu

IbAa
ð78:40Þ

Results and Discussion

The thermal performance of the PTSC is affected by operating conditions under where it functions. There are many system

parameters which play roles over the PTSC’s performance. The very dominants of them can be considered as DNI and

operating temperature. The effects of the other factors were figured out from the model analysis as mass flow rate of HTF,

receiver thermal properties, and ambient conditions. Figure 78.5 indicates the variation in the thermal efficiency of the PTSC

array with respect to the bulk mean fluid temperature of the HTF. Typical operating condition on the 1st day of July at

12:00 solar time has been dealt when the incident angle of the direct beam radiation, 13.98�, the HTF mass flow rate 0.3 kg/s,

ambient temperature 39 �C, ambient air velocity 1 m/s; the estimated efficiency of the collector array reduces due to

the increasing bulk temperature and thermal losses. The model predictions are to be confirmed by the operation of PTSC

being installed at Gaziantep.
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Conclusions

In this paper, a comprehensive thermo-mathematical modeling used for the analysis of a PTSC has been presented.

The model is performed by developing a program in EES. The model comprises one-dimensional steady-state heat transfer

approach using the thermodynamics and the heat transfer relations to evaluate the thermal analysis of the receiver by taking

into account the actual system parameters. In addition that it covers the solar energy calculations and optical efficiency of the

collector array. The validation of the model is in accordance with the literature. The consistency of the model is to be

identified after installing the collector system in Gaziantep.

Acknowledgments The authors extend their appreciation to the Scientific Research Projects Governing Unit at Gaziantep University for funding

the project with grant No. MF.11.13.

Nomenclature

A Cross-sectional area (m2)

AST Apparent sun time (min)

C Concentration ratio

Cp Specific heat capacity (J/kg �C)
D Diameter (m)

DST Daylight savings time (min)

E Equation of time (min)

f Focal distance (m); friction factor

FR Heat removal factor

h Convection heat transfer coefficient (W/m2 �C)
Ib Beam radiation (W/m2)

k Thermal conductivity (W/m �C)
K Extinction coefficient (m�1)

keff Effective thermal conductivity (W/m �C)
L Thickness of glass cover (m)

la Parabola length (m)

Lloc Local meridian (�)
Lst Standard meridian (�)

LST Local sun time (min)

_m Mass flow rate (kg/s)

n Number of day; refractive index; number of PTSC
_Q Rate of heat transfer (W)
_Qu Useful energy gain

Wr⊥ Perpendicular component of unpolarized radiation

rk Parallel component of unpolarized radiation

S Absorbed solar energy (W/m2)

T Temperature (�C)
Ta Ambient temperature (�C)
Tbulk Bulk mean fluid temperature (�C)
Tex Exit temperature (�C)
Tf Film temperature (�C)
Tin Inlet temperature (�C)
UL Thermal loss coefficient (W/m2 �C)
um Mean velocity (m/s)

wa Parabola aperture (m)
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Fig. 78.5 Thermal performance

of the PTSC array
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Greek Letters

α Absorptivity

αn Normal absorptivity

γ Intercept factor

δ Declination angle (�)
ε Emissivity

ζsf Shading factor

ηo Optical efficiency

ηPTSC Efficiency of PTSC array

θ Incidence angle (�)
θz Zenith angle (�)
κ End-effect correction

ρ Average specular reflectance of parabolic

mirror; density (kg/m3)

σ Total reflected energy standard deviations at normal

incidence; Stefan–Boltzmann constant (W/m2 K4)

σsun Standard deviation of the energy distribution of the

sun’s rays at normal incidence (rad)

σslope Standard deviation of the distribution of local slope

errors at normal incidence (rad)

σmirror Standard deviation of the variation in diffusivity of

the reflective material at normal incidence (rad)

τ Tranmissivity

φr Rim angle (�)
ϕ Latitude (�)
ω Hour angle (�)

Subscripts

1; 2 Medium number

a Absorber

ac Gap between absorber and cover

air Ambient air

an Annulus

c Cover

cond Conduction

conv Convection

HTF Heat transfer fluid

ia Inside of absorber

ic Inside of cover

oa Outside of absorber

oc Outside of cover

rad Radiation

sky Sky
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Wind Energy Resource Assessment of Ergan Mountain
Ski Center, Erzincan, Turkey 79
Ahmet Tandıroğlu and Murat Çetin

Abstract

Ergan Mountain Ski Center is located in Erzincan, East Anatolian region of Turkey. It is 15 km south of the city and

situated in the Mercan (Munzur) Mountain chain whose length is 200 km and width of between 15 and 45 km. Height of

the Ergan is about 3,300 m. In this study, wind energy potential of Ergan Mountain Ski Center which is located in

Erzincan, East Anatolian region of Turkey was investigated by analyzing wind speed data collected in ten minutes

intervals by wind energy observation station situated at a height 2,350 m above sea level at 12 m above the ground. These

measurements are performed from 2011 February to 2013 May. Wind energy potential of monitored area is determined

by performing statistical analysis of collected data. Weibull distribution is used in the statistical analysis, and it is

examined that the numerical values of shape and scale parameters for Ergan Mountain Ski Center varied over a wide

range. The annual values of dimensionless Weibull shape parameter k ranged from 1.41 to 1.83 with a mean value of 1.71,

while those of Weibull scale parameter c were in the range of 3.11–11.99 m/s with a yearly mean wind speed of 7.8 m/s.

Results revealed that the highest and the lowest wind power potential is in March and October, respectively. Annual mean

wind power density is obtained as 230.68 W/m2 inside the observatory field. The results show that the investigated

location of Erzincan Ergan Mountain Ski Center has available wind energy potential and is feasible to establish wind

power generation plant in a medium scale for installed power load of Erzincan Ergan Mountain Ski Center.

Keywords

Wind power potential � Wind energy � Weibull distribution � Erzincan Ergan Mountain Ski Center

Introduction

As it is known, wind power is an important source of environmental-friendly energy and has become more and more

important in the recent years. A general criterion for determining the feasible site for wind energy is to know the wind speeds

of a certain region that is important in the determination of characteristic speeds of the turbine, which are its cut-in velocity,

rated velocity, and the cut-out velocity. Also, the effective utilization of wind energy entails a detailed knowledge of the

wind characteristics at the particular location (Shata and Hanitsch).

In the last decade, a lot of studies related to the wind characteristics and wind power potential have been made in

many countries worldwide. Ucar and Balo [1, 2] investigated the wind energy potential in Kartalkaya-Bolu,
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Turkey and Uludağ-Bursa, Turkey, respectively. The wind speed distribution curves of the investigated location of

Kartalkaya-Bolu were obtained by using the Weibull and Rayleigh probability density functions based on these data.

Weibull shape parameter k and scale parameter c were found to be 1.79 and 6.64 m/s for the period from 2000 to 2006. A

yearly mean wind speed of 5.90 m/s was obtained in Kartalkaya-Bolu for the 7-year period [1]. The wind speed distribution

curves of Uludağ-Bursa were obtained by using the Weibull and Rayleigh probability density functions. The average

Weibull shape parameter k and scale parameter c were found as 1.78 and 7.97 m/s for the period 2000–2006. The yearly

mean wind speed in Uludağ-Bursa was obtained as 7.08 m/s for a period of 7 years [2]. Köse [3] evaluated wind energy

potential as a power generation source in Kütahya, Turkey. Most of the wind energy potential related studies are intensively

summarized by Köse [3] and Ucar and Balo [1, 2] as follows. Eskin et al. [4] estimated wind power potential of Gokceada

Island in the Northern Aegean Sea, Turkey. The wind data used in this study was collected at 10 and 30 m of height above

ground. This study demonstrated the presence of high wind speeds and power in Gokceada, as well as in the

northern–western part of Turkey. Wind power potential of Nurdağı/Gaziantep district which is on the south of Turkey is

evaluated by Karslı and Gecit [5]. They found that the observed highest value wind speed is 23.3 m/s and mean power

density of the site is 222 W/m2. Gokçek et al. [6] investigated the wind characteristics and wind potential of Kırklareli

province in the Marmara Region, Turkey. It was found that annual mean power density based on the observed data and

Weibull function were calculated as 142.75 and 138.85 W/m2. The wind energy potential in the eastern Mediterranean

region using hourly wind data was taken from seven stations during 1992–2001 periods investigated by Sahin et al. [7]. They

determined that the mean power density is 500 W/m2 in many areas of this region at 25 m from the ground level.

Gokçek et al. [6] investigated the wind characteristics and potential for wind power of Kırklareli province in the Marmara

Region, Turkey. Annual mean power density based on the observed data and Weibull function was calculated to be 142.75

and 138.85 W/m2, respectively. The results indicate that the investigated location has potential for wind energy utilization.

Eskin et al. [4] estimated the wind power potential of Gökçeada Island in the Northern Aegean Sea, Turkey. The wind data

used in this study were collected at above-ground heights of 10 and 30 m. This study demonstrated the presence of high wind

speeds and power in Gökçeada, as well as in the northwestern part of Turkey. The wind power potential of the Nurdağı/

Gaziantep District, which is in the south of Turkey, is evaluated by Karslı and Gecit [5]. They found that the observed

highest wind speed is 23.3 m/s and the mean power density of the site is 222 W/m2. Akpinar and Akpinar [8] used the

Weibull density function to determine the wind energy potential in Maden-Elazığ, Turkey and found that the yearly mean

wind speed and mean power density are 5.63 m/s and 244.65 W/m2, respectively. Bilgili et al. [9] investigated the potential

and the feasibility of wind energy resources in some locations in the eastern Mediterranean region of Turkey. They

determined the dominant wind directions, the mean wind speeds, the potential for wind power, and the frequency

distributions in the Antakya and Iskenderun regions and showed that at 50 m height above ground level, the mean wind

speeds reach 7.5 m/s in the Antakya region and are 5–7 m/s in the south and east regions of Iskenderun. In Turkey, the

Turkish State Meteorological Service conducts general wind measurements, together with other meteorological

measurements [10].

The wind data that is collected from 229 meteorological stationsmaking wind observations by anemometer do not reflect the

real energy values, since these stations are in or around villages, town, or cities. Therefore, most of this type of data is of

questionable use for wind power prediction, since the measurements are usually taken at a relatively low (10 m) height at

airports or in urban locations where wind turbines are unlikely to be sited. In this regard, before making plans or programs

related to the use ofwind energy, it is necessary to discover the potential of this resource. Thus, public institutions and universities

have been striving to measure the wind potential and conduct certain research projects about this resource [1, 10–18].

The main objective of the present work is to investigate the availability of the wind potential to produce electricity from

wind energy for the requirements of installed power load of Erzincan Ergan Mountain Ski Center. To this end, present

investigation has been undertaken and it is intended to contribute to previous and further studies.

Data Collection and Site Description

In this study, wind energy potential of Ergan Mountain Ski Center which is located in Erzincan, East Anatolian region of

Turkey was investigated by analyzing wind speed data collected in 10 min intervals by wind energy observation station

situated at a heights of 2,014, 2,350, 2,597, and 2,966 m above sea level. The location of Ergan Mountain Ski Center on

Turkey is shown in Fig. 79.1. All measurements in the wind observation stations are recorded using the cup anemometer at a

height of 12 m above the ground level by means of SCADA system. Wind speed data measurements were taken by 10 min

intervals during 2011 February to 2013 May.
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A total of four wind speed measurement locations were investigated at various heights of Ergan Mountain Ski Center. It is

observed from the measurement values of statistical analysis that the station at a height of 2,350 m exhibits the maximum

available wind energy potential which is located at the x and y Cartesian coordinate world system of 4,386,053.727 and

542,627.750, respectively.

Ergan Mountain Ski Center is located in Erzincan, East Anatolian region of Turkey. It is 15 km south of the city and

situated in the Mercan (Munzur) Mountain chain whose length is 200 km and width between 15 and 45 km. Height of the

Ergan is about 3,300 m. Wind energy potential of the monitored area is determined by performing statistical analysis of

collected data. Location of the site studied and topographic map of Ergan Mountain Ski Center are seen in Fig. 79.2.

Analysis

Mathematical Analysis

The wind speed distribution, one of the wind characteristics, is of great importance for not only structural and environmental

design and analysis but also the assessment of the wind energy potential and the performance of wind energy conversion

system. The Weibull distribution function, which is a two-parameter distribution, can be expressed as [21]:

f vð Þ ¼ k

c

v

c

� �k�1

exp � v

c

� �k
� �

k > 0, v > 0, c > 1ð Þ ð79:1Þ

where f(v) is the probability of observing wind speed v, c is the Weibull scale parameter and k is the dimensionless Weibull

shape parameter. The Weibull parameters k and c characterize the wind potential of the region under study. Basically, the

Fig. 79.1 Turkey map with terrains [19, 20]
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scale parameter c indicates how “windy” a wind location under consideration is, whereas the shape parameter, k, indicates
how peaked the wind distribution is (i.e., if the wind speeds tend to be very close to a certain value, the distribution will have

a high k value and is very peaked). The cumulative probability function of the Weibull distribution is:

FW vð Þ ¼ 1� exp � v

c

� �k
� �

ð79:2Þ

Once the mean, v, and the variance, σ2, of the data are known, the following approximation can be used to calculate the

Weibull parameters c and k.

k ¼ σ

v

� ��1:086

1 � k � 10ð Þ ð79:3Þ

c ¼ v

Γ 1þ 1
k

� � ð79:4Þ

where Γ is the gamma function and the average wind speed v is:

v ¼ 1

n
Σn
i¼1 vi

� 	 ð79:5Þ

The variance, σ2, of wind velocity recording is:

σ2 ¼ 1

n� 1
Σn
i¼1 vi � vð Þ2

� �1=2
ð79:6Þ

where n is the number of hours in the period of considered time, such as month, season, or year. Average wind speed and the

variance of wind velocity can be calculated on the basis of the Weibull parameters as given below [13]:

v ¼ cΓ 1þ 1

k

� �
ð79:7Þ

σ2 ¼ c2 Γ 1þ 2

k


 �
� Γ2 1þ 2

k


 �� �
ð79:8Þ

and gamma function of (x) standard Formula is calculated as:

Γ xð Þ ¼
Z 1

0

e�uux�1 du ð79:9Þ

Fig. 79.2 Location and topographic map of Erzincan Ergan Mountain Ski Center [19, 20]
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In circumstances where k is equal to 2, the Weibull distribution is referred to as Rayleigh distribution. Often wind energy

conversion turbine manufacturers provide standard performance figures for their turbines using this special case of the

Weibull distribution [18]. The main limitation of the Weibull density function is that it does not accurately represent

the probabilities of observing zero or very low wind speeds [22]. However, for the purpose of estimating wind potential for

the commercial use of wind turbines, this is usually unnecessary as the energies available at low wind speeds are negligible

(i.e., wind energy is proportional to the cube of wind velocity) and below the operating range of wind turbines (i.e., the cut-in

wind speed is usually between 2.5 and 3.5 m/s [23]). Probability density and cumulative function of Rayleigh distribution are

calculated as:

f R vð Þ ¼ πv

2v2
exp � π

4

� � v

v

� �2
� �

ð79:10Þ

and

FR vð Þ ¼ 1� exp � π

4

� � v

v

� �2
� �

ð79:11Þ

The power of the wind that flows at speed v through a blade sweep area A increases with the cube of the wind speed and

the area, that is:

P vð Þ ¼ 1

2
ρAv3 ð79:12Þ

where ρ is the standard air density at sea level with a mean temperature of 15 �C and a pressure of 1 atm equal to 1.225 kg/m2

and v is the mean wind speed. Then the corrected monthly air density ρ is calculated as follows [24]:

ρ ¼ P

RdT
ð79:13Þ

where P is the monthly average air pressure; T is the monthly average air temperature; Rd is the gas constant for dry air. The

corrected power density available in wind at a height of 10 m can be calculated as follows [25]:

P h¼10mð Þ ¼ 1

2
ρv3 ð79:14Þ

The average wind power density of the site based on the Weibull probability density function can be expressed as:

Pm ¼ 1

2
ρv3

Γ 1þ 3
k

� �
Γ 1þ 1

k

� �� 	3 ð79:15Þ

Calculation of the monthly corrected and uncorrected wind power revealed that the corrected air density values are almost

stable. Also, the shift from the standard air density (ρ ¼ 1.225 kg/m3) is very small for the selected region, consequently the

latter value was considered in the present study. Wind power estimates are based on the assumption that the air density is not

correlated with wind speed. The error introduced by this assumption on a constant pressure surface is less than 5 % [26, 27].

Wind power density, expressed in Watt per square meter (W/m2), takes into account the frequency distribution of the wind

speed and the dependence of wind power on air density and the cube of the wind speed. Therefore, wind power density is

generally considered a better indicator of the wind resource than wind speed [28]. The average wind power density in terms

of wind speed is calculated as:

WPD ¼ ΣN
i¼1

1
2
ρvi3

N
ð79:16Þ

where i is the measured three-hourly wind speed and N is the total sample data used for each year. Besides, calculation of

wind power density based on the wind speed provided by field measurements can be developed by Weibull distribution

analysis using the following form:
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P

A
¼

Z1
0

1

2
ρV3f Vð ÞdV ¼ 1

2
ρc3Γ

k þ 3

k


 �
ð79:17Þ

Once wind power density of a site is given, the wind energy density for a desired duration, T, can be calculated as:

E

A
¼ 1

2
ρc3Γ

k þ 3

k


 �
ð79:18Þ

This equation can be used to calculate the available wind energy for any defined period of time when the wind speed

frequency distributions are for a different period of time. The Betz limit, which has been commonly used now for decades,

gives that a wind turbine would not extract more than 59.3 % of the available wind power. Therefore, the maximum

extractable power from the wind will be the product of the factor 0.593 and the calculated result from Eq. (79.17). As the

scale and shape parameter are calculated, two meaningful wind speeds for wind energy estimation, the most probable wind

speed, and the wind speed carrying maximum energy can be easily obtained. The most probable wind speed denotes the most

frequent wind speed for a given wind probability distribution and is expressed by:

Vmp ¼ c 1þ 2

k


 �1=k

ð79:19Þ

In some references this is expressed as the optimum wind speed for a wind turbine, vop, which is the speed that produces

the most energy [29]. The wind turbine should be chosen with a rated wind speed that matches this maximum energy wind

speed for maximizing energy output. Once vop is obtained for one site, the optimal rated wind speed of a wind turbine can be

found (the rated velocity of a turbine is the lowest wind velocity corresponding to its rated power that due to technical and

economical reasons, the wind turbine is designed to produce constant power, termed as the rated power). For the annual

energy output, the chosen wind turbine will have the highest capacity factor, defined by the ratio of the actual power

generated to the rated power output [30].

WAsP Software Analysis

As mentioned [31] one of the commonly used softwares in wind energy potential determination is WAsP (Wind Atlas

Analysis and Application Program) which was developed in Denmark National RISO Laboratory and used in the develop-

ment of European wind atlas. WAsP has been used in 100 different countries and by more than 1,600 people. The software

takes the effects of different roughness, curtaining effects of nearby building and obstacle effects, and the wind speed

variations due to the topographic conditions into account [9]. Therefore, the modified fundamental meteorological details

can be implemented through the software for better wind turbine deployment.

A local position and surface statistics at a certain elevation can be exposed by the wind atlas. Moreover, the extrapolation

of the average wind statistics can be investigated according to the statistical and micro-meteorological technique with regard

to the wind energy evaluations. This process helps acquire the correct information for the wind turbine sitting and estimate

the wind climate for the wind energy applications. The purposes of the WAsP are analyzing the row data, developing the

wind atlas, wind climate evaluation, and estimation of the wind power potential. Row data analysis collects the row data in

the histogram and provides the time series of the wind measurements. Meanwhile, the Weibull parameters are calculated

using this data analysis. In order to prepare the wind atlas data, wind speed histograms can be converted to the wind atlas

data arrays.

For the wind climate evaluation, wind atlas data arrays calculated through the WAsP or another source can be used for a

specific local position. Again using WAsP, the estimation of the wind energy potential can be extracted through the total

energy content of the average wind. In addition, the annual average energy generation of a wind turbine can be obtained

using the power curve of that turbine in the WAsP. WAsP assumes that the wind speed data fit the two-parameter Weibull

distribution when dealing with the data analysis. Moreover, WAsP calculates the local wind atlas statistics using four

different information inputs.

These four information inputs are hourly wind speed data, local roughness data, curtaining effects, and the topography of

the region. WAsP uses three sub-models for processing these four inputs. These are the roughness variation mode, obstacle
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curtaining model, and the topographic model. In this study, the data measured from a meteorological station between 2011

February and 2013 May have been used. During the current investigation, the information for the speed and the direction of

the wind has been collected for 28 months, making use of anemometers placed at 10 m height.

The data logger recorded the parameters measured at the observation station for each second, and the average, minimum,

and maximum values and their standard deviations have been measured at 10 min intervals. Weibull distribution has been

developed and Weibull shape and scale parameters are calculated in WAsP software. Then, using the edited data and the

maps, an average energy density map has been developed. For preparing the map, the orographic, roughness, and wind data

of the region are processed through the WAsP Map Editor of the WAsP 8.0 software.

Results and Discussion

Monthly mean wind speed values, standard deviations, and Weibull parameters are presented in Table 79.1 for Erzincan

Ergan Mountain Ski Center, from 2011 February to 2013 May. Monthly Weibull parameters were also calculated in this

study and are presented in Table 79.2.

The results show that the parameters are distinctive for different months in a year, which means the monthly wind speed

distribution differs over a whole year. The trends of the monthly mean values for the different years are similar. Most of the

monthly mean speed wind values are between 8.00 and 9.00 m/s but some are over 9.00, while only a few are over 5.50 m/s and

under 4.0 m/s. While March showed the highest mean wind speed value with 11.31 m/s, December and October showed the

minimum mean wind speed value of 3.14 m/s.

Table 79.1 Monthly mean wind speeds, standard deviations, and Weibull parameters for Ergan Mountain Ski Center

Mean wind speed, v Standard deviation, σ Weibull shape factor, k Weibull scale parameter, c

8.17159409 4.92 1.734966397 9.177510229

8.17159409 4.82 1.774091788 9.188964146

11.31451489 6.85 1.724601139 12.70268303

10.68593073 6.54 1.704404933 11.98791297

8.800178251 5.33 1.723820283 9.879586740

10.05734657 6.22 1.685158022 11.27396971

9.428762412 6.18 1.582137819 10.51394939

9.428762412 5.36 1.846651038 10.62199245

5.657257447 3.44 1.716435884 6.349446481

3.142920804 2.05 1.590521046 3.506417526

3.142920804 1.93 1.698200153 3.524994904

7.80492 4.73908 1.719128799 8.760756006

Table 79.2 Monthly Weibull parameters and characteristic speeds (at 12 m height, in m/s) and wind power density

and wind energy density per month for a whole year in Erzincan Ergan Mountain Ski Center

Month Mean wind speeds, v
Wind power

density (W/m2)

Wind energy density

(kWh/m2/month)

January 8.17 264.74 190.62

February 8.17 264.74 190.62

March 11.31 702.77 505.99

April 10.69 592.02 426.26

May 8.80 330.65 238.07

June 10.06 493.57 355.38

July 9.43 406.69 292.82

August 9.43 406.69 292.82

September 5.66 87.84 63.25

October 3.14 15.06 10.85

November 3.14 15.06 10.85

December 5.66 87.84 63.25

Annual 7.80 3,667.73 2,640.77
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The results from Fig. 79.3 and Table 79.2 revealed some oddness about the mean wind speeds, wind power densities, and

wind energy densities in Erzincan Ergan Mountain Ski Center. For example, the mean wind speed is found same both in

October and November and July and August. Figure 79.4 shows the annual variation of Weibull wind speed frequencies for

Erzincan Ergan Mountain Ski Center. It can be clearly seen that Weibull function fits the observed distribution reasonably

well in the relevant wind range.

The mean wind speed variations are illustrated in Figs. 79.5 and 79.6. The monthly mean wind speed in Erzincan Ergan

Mountain Ski Center during the period 2011 February to 2013 May. The highest monthly mean wind speed of 11.31 m/

s arose in March while the lowest mean wind speed of 3.14 m/s occurred in October and November. It is found that the mean

annual wind speed in the period of 2011 February to 2013 May was 7.8 m/s.

In Figs. 79.7 and 79.8, the power density vector map and observed wind data for the region of Erzincan Ergan Mountain

Ski Center are presented.

The wind atlas obtained from WAsP software contains data for four reference roughness lengths (0.0, 0.03, 0.1, 0.4 m)

and five reference heights (10, 25, 50, 100, 200 m) above ground level. The roses of Weibull parameters have 12 sectors

each. Related regional climate data for Erzincan Ergan Mountain Ski Center will be presented in further works.

0

200

400

600

800

0 1 2 3 4 5 6 7 8 9 10 11 12 13

W
in

d 
po

w
er

 d
en

si
ty

w
/m

2

Months

Fig. 79.3 Monthly variation

of the wind power density

for a whole year

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Fr
eq

ue
nc

y

Wind speed m/s

Fig. 79.4 Average annual

variation of observed andWeibull

wind speed frequencies

0

2

4

6

8

10

12

14

0 2 4 6 8 10 12

M
ea

n 
w

in
d 

sp
ee

d 
m

/s

Months

Fig. 79.5 Monthly mean wind

speed in Erzincan Ergan

Mountain Ski Center

836 A. Tandıroğlu and M. Çetin
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Conclusion

The result derived from this study encourages the utilization of the wind energy potential on the Erzincan Ergan Mountain

Ski Center. The wind energy potential of the location has been studied based on the Weibull model. The probability density

distributions were derived and the distribution parameters were identified. One of the most important outcomes of the study

is; March, April, and June are the 3 months in which the average wind speeds are the highest all around the year. The yearly

mean wind speeds were found to range between 8 and 10 m/s, while the maximum yearly mean wind speed was 11.31 m/s.

The monthly average wind power density value was found as 305.64 W/m2 and this level of power density may be almost

enough for installed power load of Erzincan Ergan Mountain Ski Center. The data also showed that the maximum monthly

wind speed occurs in the month of March, while the months of October and November have the lowest mean wind speed. At

the end, it is worth mentioning that the current work is only a preliminary study in order to estimate the wind energy potential

analysis of Erzincan Ergan Mountain Ski Center, to have a comprehensive wind data base and obtain good predictions prior

to construction and installation of wind energy conversion systems.

Nomenclature

A Swept area (m2)

c Weibull scale parameter (m/s)

fR(v) Probability density

FW(v) Cumulative probability function

k Weibull shape parameter

n Number of hours in the period

N Total sample data

P Power of wind (W)

Pm Weibull probability density function

P Monthly average air pressure (Pa)

T Average air temperature (K)

Vmp Wind probability distribution (m/s)

v Wind speed (m/s)

v Mean wind speed (m/s)

WPD Average wind power density

Fig. 79.8 Observed wind

climate of Erzincan Ergan

Mountain Ski Center
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Greek Symbols

ρ Standard air density (kg/m3)

Γ Gamma function

σ Standard deviation

σ2 The variance
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79 Wind Energy Resource Assessment of Ergan Mountain Ski Center, Erzincan, Turkey 839

http://www.meteor.gov.tr/
http://tr.wikiloc.com/wikiloc/view.do?id=3046184
http://www.nationsonline.org/oneworld/map/google_map_turkey.htm
http://www.vestas.com/
http://www.worldcat.org/


Investigation of the Use of Solar Thermal
Buffer Zone in Buildings 80
Asad Jan, Mohamed S. Hamed, Ghani Razaqpur, and Simon Foo

Abstract

This paper presents results of a collaborative study that is being carried out by the Thermal Processing Laboratory (TPL),

the Department of Civil Engineering and Public Works and Government Services Canada (PWGSC). The main objective

of this study is to investigate the feasibility of passive means to achieve net-zero energy (NZE) in federal buildings in

Canada.

An experimental and numerical investigation of the fluid flow and heat transfer inside a solar thermal buffer zone

(TBZ) has been carried out. The numerical work has been conducted using the ANSYS-CFX commercial software

package. A TBZ is an air-filled cavity that envelopes the building. It acts as an additional insulation and allows solar

energy collected from the south side of the building to be distributed throughout the other sides, hence, reducing the

heating load of the building. The main objective of the current study was to determine the optimum TBZ size.

Considering a one-third model of a typical floor in a building located in Ottawa, Ontario, Canada, our results obtained

using an average winter day solar intensity show that the TBZ could result in a significant saving in the building heating

load, which makes the TBZ an attractive passive technology to achieve significant sustainable energy savings in

commercial buildings.

Introduction

One of the biggest problems our society will face in the coming years pertains to energy conservation and management. Our

population is growing at an increasing rate while our planet’s resources are slowly diminishing. This is creating an increase

in demand for more efficient, clean and more sustainable methods of energy production, consumption and possible storage.

In the past few decades we have witnessed an enormous interest in the impact of human activities on the environment.

Despite the fact that fossil fuel use has an adverse effect on the environment, fossil fuels still contribute significantly towards

energy production in the developed countries. As per the Natural Resources Canada’s Energy Use Data Handbook [1],

buildings are known to use more than 40 % of primary energy used in North America. The need for Sustainable development

has been on the increase in the recent past.

A large portion of energy is spent every year on space heating and cooling. In Canada, this is of great concern due to very

harsh, varying climate which often reaches extremes from year to year. Table 80.1 shows that the most amount of energy

used in buildings is used for space heating.
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In the 1970s and 1980s, the aim of net-zero energy buildings (NZEB) was taken into consideration earnestly due to the

rise in oil prices. NZEB is the reduction of energy obtained from fossil fuels in building operations and maintenance. It can

be accomplished by taking conservation measures or replacing fossil fuels with renewable energy sources. The main goal of

the present study was to reduce the amount of non-renewable energy used for space heating in buildings by using a passive

means utilizing naturally present solar energy; namely the thermal buffer zone (TBZ). To the best of the authors’ knowledge,

the present experimental approach investigating the use of TBZ in buildings is unique.

Solar Thermal Buffer Zone

Due to the orientation of the sun, a building receives an uneven amount of solar gain (solar radiation energy). The south-

facing side of a building receives more energy than the north-facing side, which creates an uneven temperature distribution

and significant heating and cooling loads. For example, even in the winter, sometimes the north side of the building requires

heating while the south side requires cooling. A better distribution of the solar gain could eliminate such problems. This can

be done by creating a TBZ around the building. A TBZ, as shown in Fig. 80.1, consists of two layers of glass separated by an

air cavity. Due to the higher solar gain on the south-facing cavity, a density difference between the two columns of air causes

an air flow around the building envelope. The strength of such thermally driven flow depends on the amount of solar gain, the

envelope size and the material properties. The main objective of this study is to investigate the effect of the cavity size on the

amount of heat that can be distributed from the south side to the north side of the building.

Literature Review

A solar thermosiphon is a differentially heated open cavity. Therefore, research related to predicting performance of solar

thermosiphons can be traced back to work of natural convection over a single-heated vertical plate and flow between a

differentially heated parallel plate open cavities. The air flow in solar chimneys, Trombe wall and airflow windows has often

been treated as separate subjects. However, the basic assumption of modelling them as flow between parallel plates is

universal in all the research done on these methods. This discussion will treat all three methods of buoyancy-induced flow

under the same heading as flow between heated vertical parallel plates. Experimental and numerical modelling of the heated

vertical parallel plate channel has been carried out extensively and the flow within the channel is well understood [2].

Table 80.1 Total energy use in buildings [1]

Total energy use (%)

1990 2005 2006 2007 2008 2009

Space heating 61.8 61.3 60.3 62.8 63 62.8

Water heating 19.1 18.1 18.8 17.9 17.5 17.3

Appliances 14.3 13.8 14.4 13.4 13.9 14.4

Lighting 4 4.4 4.5 4.1 4.2 4.3

Space cooling 0.8 2.5 2 1.9 1.5 1.2

Fig. 80.1 Solar thermal buffer zone
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There has been no research work done previously on a TBZ with a convection loop, i.e., the ability to move the hot air

from the south side around the building, passively [3]. The closest previous work to the present configuration is the work of

Richman [4] on the solar dynamic buffer zone (SDBZ). The SDBZ is a curtain wall system which ‘works by ventilating a

cavity within a wall with heated exterior air to control moisture migration across the assembly’. The SDBZ is also employed

within the spandrel area just like the Solar Air Flow Window. During the heating season, the model used by Richman [4]

predicted an average overall seasonal efficiency of 35 %. His experimental results showed that the SDBZ curtain wall is an

effective means of collecting solar energy in a relatively passive manner with experimental efficiency of 25–30 % on

average. However, connecting the produced air to the main air conditioning duct system is the main practical restraint,

similar to the case of solar air windows.

Another research that is similar to a TBZ is the concept of double facades in a building. A double skin façade is a special

type of envelope where a second skin, usually transparent glazing, is placed in front of the regular building façade. The air

space in between, the channel, is ventilated (naturally or mechanically) in order to diminish overheating problems in summer

and to contribute to energy saving in winter [5]. It has been installed and monitored for at least 1 year at the Siemens building

in Dortmund, Victoria. The research was carried out at the University of Dortmund. The solar gains of the permanently

ventilate facade saved approximately 15–18 % of the heating load in winter [6]. The average temperature in the façade was

10–15� higher than the outside temperature. One of the drawbacks of this system is that wind speed and wind direction have a

significant influence on the ventilation in the façade gap [6]. The use of double skin facade (DSF) has also been investigated

[7, 8]. Additional cost of the DSF above typical static façade system has ranged significantly from 20 % to about 300 % [9].

The Experimental Setup

The experimental apparatus used to carry out the present study is shown in Fig. 80.2. The apparatus was designed to

investigate the effect of the TBZ gap aspect ratio, B/H and the radiation intensity on the effectiveness of the TBZ. Only the

effect of B/H is reported in this paper. The optical properties of the system can also be changed by changing the type of glass.

The heat flux was varied by changing the distance between the cavity and the solar radiation simulator source, L.

The constant heat flux used in this paper corresponds to the incident solar radiation on a south-facing window in Ottawa,

Insulation

North Ambient
South Ambient

Radiation

L
Illumination

System

Air Conditioned
Space

LowB

Mid

High

Inner
GlassOuter

Glass

Fig. 80.2 Experimental setup
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Canada, during the month of January. The daily average heat flux is about 380 W/m2 calculated based on the standard solar

resource calculations, Duffie and Beckman (1974). This value of the heat flux was achieved with L ¼ 1.38 m. The

illumination system could cover a 1 m2 area with a maximum average radiation intensity of 1,000 W/m2. The light source

consisted of four Quarts TungstenHalogen (QTH) light bulbs, which give a black-body spectral properties of 3,000–3,300 �K.
A custom structural frame made of softwood lumber was used to hold the various components in place to replicate a solar

TBZ. A 38.1 mm thick Expanded Polystyrene board, R-7.75, with reflective radiant barrier facing the outside of the setup

was used as insulation to reduce heat losses from the surfaces exposed to the ambient. The air conditioned space was a

1 � 1 � 1 m cube. The height of the upper, lower and right gaps was kept constant at 0.1 m. The south-faced gap width, B,

was varied between 0.1 and 0.7 m, which gave an aspect ratio, B/H, of 0.1–0.7.

In order to better collect the incident solar radiation from the heat source, it was necessary for the glass used in the

physical prototype to have high absorbance ratio. The outer glass was a standard 6 mm thick clear window glass, which has a

high solar absorbance ratio of 0.83. A solar shield grey glass was used for the inner glass surface, which has lower

absorbance coefficient of 0.54. Holes were drilled through the inner glass to insert the velocity probe into the air gap at

the three locations indicated by high, mid and low in Fig. 80.2.

Radiation intensity was measured using a Hukseflux LP02, ISO second class, pyrometer. The unit’s accurate operational

wave length range is 305–2,800 nm, which contains the majority of the energy for the solar spectrum. The average incident

radiation was calculated from measurements taken over a two-dimensional, 1 � 1 m, square grid with 9 cm spacing between

measurement locations.

Temperatures were measured using a number of 0.5 mm, Type-T, thermocouples placed at various locations, shown in

Fig. 80.3. Thermocouples were attached to surfaces using a clear tape and shielded from direct radiation using tin foil. The

laboratory air temperature was measured using five thermocouples.

Air velocity and temperature were measured at various locations as shown in Fig. 80.4, using a ComfortSense hot wire

anemometer.

Fig. 80.3 Locations of

temperature measurements

Loc. 3
Loc. 4

Loc. 5

Loc. 1

Mid-L Mid Mid-R

South

Loc. 2

Fig. 80.4 Locations of air velocity and temperature measurements
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Numerical Investigation

The commercial CFD software program ANSYS-CFX was used to model the flow and heat transfer in a two-dimensional

model of the TBZ. The computational domain is shown in Fig. 80.4.

Turbulence has been modelled using the Shear Stress Transport (SST) model developed by Menter (1994).

Results and Discussion

The effect of the gap aspect ratio, B/H, on the air velocity inside the south-facing gap measured at location 3 (see Fig. 80.5) is

shown in Fig. 80.6. The air velocity has been non-dimensionalized using the average mass flow velocity inside the gap.

Experiments 1, 2, 3 and 4 have been carried out using B/H values of 0.089, 0.18, 0.25 and 0.34, respectively.

The variation of the mass flow rate as a function of B/H is shown in Fig. 80.7. Following the expected trend, the mass flow

rate increased with increasing the aspect ratio up to B/H ¼ 0.25. Increasing B/H to 0.34, experiment 4, resulted in a sharp

decrease in the mass flow rate. The mass flow rate calculated in the north-facing gap showed a similar trend; however it had
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lower values, due to leakage and measurements uncertainty. The significant decrease in the mass flow rate observed in

experiment 4 was attributed to high recirculation developed inside the south-facing gap whereby most of the hot air stayed in

the south side and did not make it to the north side of the TBZ. Such recirculation is evident from the numerically obtained

velocity fields for B/H ¼ 0.089 and 0.34 shown in Fig. 80.8.

Case Study

In order to assess the effect of using the TBZ on the energy usage of a typical building, a case study of two offices was

considered; one office is located on the south side of the building and the other office is located on the north side, see

Fig. 80.9. Each office is represented by a square room, having an area of 1 m2. The cooling and heating load of each room
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was estimated using temperatures obtained from the present experimental results and the optical properties from the 2009

ASHARE Handbook.

The representative day for the case study was chosen to be in January. As per ASHARE Fundamentals Handbook (2009),

the average temperature in Ottawa in the month of January is 0 �C. Assuming no humidity, the conditioned space was kept at

21 �C, and an average daily heat flux of 380 W/m2 was applied on the south-facing side. In order to show the benefits of the

TBZ, calculations must be compared with the conventional building without a TBZ. For a building with no TBZ, all the

calculations were based on the optical properties obtained from the 2009 ASHRAE handbook.

The optimum B/H aspect ratio of 0.25, as determined experimentally, was chosen for this case study. Table 80.2 shows

the benefit of the TBZ. Having a TBZ reduced the cooling load of the south-facing office by 70 %. Similarly, the TBZ

reduced the heating load of the north-facing office by about 30 %.

Summary and Conclusion

An investigation of the benefits of using the TBZ in buildings has been carried out. From the literature review, it was found

that there were no comprehensive correlations accounting for the various parameters that affect the performance of the TBZ.

These correlations are needed for performing a year-round building energy simulation that would estimate the benefits of the

TBZ. The effect of the gap aspect ratio has been investigated. Four aspect ratios were investigated experimentally. Results

showed that the aspect ratio of 0.25 gave the maximum mass flow rate. The experimental results were used in a case study

considering cooling and heating loads of an office building located in Ottawa. Results obtained for the case study showed

significant potential of the TBZ in reducing building loads.

Acknowledgment The authors would like to acknowledge the technical and financial support received from Public Works and Government

Services Canada.

Outside (0°C)
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(21°C)

Fig. 80.9 A floor in a building

with offices on south and

north side

Table 80.2 Cooling and heating loads estimated with and without a TBZ

South side

No TBZ TBZ

Cooling (W/m2) Cooling (W/m2)

Single glazing 203 46

Double glazing 195 42

Double glazing, low e coating 184

Triple glazing 204

Triple glazing, low e coating 184

North side

No TBZ TBZ

Heating (W/m2) Heating (W/m2)

Single glazing 105 72

Double glazing 72 54

Double glazing, low e coating 63

Triple glazing 55

Triple glazing, low e coating 44
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Nomenclature

Cp Specific heat capacity (J/kg �C)
B Spacing between glass and absorbing wall (m)

e Measured voltage (V)

g Gravitational acceleration (m/s2)

GrH Grashof number based on wall heating

GrA Grashof number based on air temperature

h Convection heat transfer coefficient (W/m2 �C)
H Total cavity height (m)

k Thermal conductivity (W/m �C)
L Spacing between glass and illumination system (m)

_m Mass flow rate (kg/s)

NuH Nusselt number based on height

p Measured atmospheric pressure (kPa)

Pr Prandtl number

q Heat flux (W/m2)

RaH Rayleigh number based on height

Re Reynolds number

Tw Uniform temperature of wall (�C)
T1 Temperature of fluid far from wall ( �C)
V Velocity (m/s)

V Area averaged velocity (m/s)

α Thermal diffusivity (m2/s)

β Thermal expansion coefficient (1/�C)
ν Kinematic viscosity (m2/s)

μ Dynamic viscosity (kg/ms)

ρ Density (kg/m3)
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Determination of a Geothermal Energy Field
with Audio-Magnetotelluric (AMT) Data
at the South of Manisa, Turkey

81

Hatice Karakilcik

Abstract

In this study, we present an investigation of the geothermal energy field and its energy potential at the south of Manisa in

Turkey. The resistivities of the geothermal energy field have a key role in determining geothermal energy reservoir and

potential in the field. This work focuses on low-resistivity zones in order to determine the geometry and extension of the

geothermal system by using the Audio-Magnetotelluric (AMT) method that is to image rock units below the shallow

subsurface and determine deeper structure that might represent permeability in a geothermal system. Therefore, AMT

stations were arranged with an interval of about 1 km array and its measurements were carried out at 40 sites, which were

located on approximately 9.5 km long profiles at the south of Manisa. The resistivity model was obtained from the 2D

inversion of AMT data to show subsurface specific conductive and resistive features in the field. As a result, two

geothermal anomalies were defined at the study area by using AMT data and the resistivity of soft rock is found generally

quite low (<200 Ωm), however, hard rock displayed higher resistivity. But, low resistivities can also evaluate in the fault

zones because of water content and rock softening.

Keywords

AMT method � Geothermal energy � Low resistivity � Magnetotellurics

Introduction

Applied electromagnetic research in recent years has been influenced by the growing importance of geothermal energy.

Geothermal energy is a major resource and potential source of low emissions renewable energy suitable for base-load

electricity generation and direct-use applications. It is the natural heat of the earth stored in rocks and in the fluids within

them. Significant geothermal resources can also be associated with basement rocks heated by natural radioactive decay of

elements (e.g., uranium, thorium, and potassium) and in naturally circulating waters deep in sedimentary basins.

Electromagnetic methods have become powerful geophysical tools in mapping subsurface conductivity variations.

The method is widely used in the exploration of geothermal resources [1]. It mainly involves the propagation of continuous

wave or transient electromagnetic fields in the earth. The source may be natural or artificial. In a natural source method like

magnetotellurics (MT), the fluctuation in the earth’s natural magnetic field induces an electric field. By measuring

the electrical and magnetic field at the surface of the earth, inferences are made about the conductivity distribution in the

subsurface.

MT/audio-magnetotelluric (AMT) survey, targeted at defining the main characteristics of the geothermal reservoir at

study area, can also be supplemented with other types of geophysical surveys that assist us in understanding the regional

geology and the local geological structure in a geothermal prospect.
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AMT method has found an application in geothermal exploration primarily because of its ability to detect the depth at

which rocks become conductive because of thermal excitation.

Turkey has a unique geographic position at the cross roads between Europe and Asia. It is located on an active tectonic,

orogenetic belt, the Alpine‐Himalaya Orogen, with young faults, and active volcanism. Turkey is rich in geothermal energy

resources. Geothermal exploration in Turkey started in the early 1960s. The first geothermal well for power generation was

drilled in 1968 on high enthalpy fields for potential power production. The well has a depth of 540 m and a temperature of

198 �C [2]. Turkey has significant potential geothermal resources associated with buried high heat-producing granites and

lower temperature geothermal resources associated with naturally circulating waters in aquifers deep in sedimentary basins.

Total geothermal potential of Turkey is estimated around 30,000 MW. In geothermal, Turkey has a proven 4,000 MW of

resources over 20 �C of which 600–1,000 MW are high temperature fields able to produce electricity.

Geology

The study area is located within the northern Menderes Massif in western Turkey. Western Turkey, a region characterized by

the widespread exposures of metamorphic rocks (known as the Menderes Massif—one of the largest metamorphic core

complexes in the world) dissected by approximately E–W trending grabens, forms a very good example for three modes of

extension in the world (Fig. 81.1).

Within the study area, four groups of rocks are recognized: (a) the metamorphic rocks—orthogneisses and

metasediments; (b) pegmatoids; (c) Neogene sedimentary rocks; and (d) quaternary alluvial sediments. The structural

framework of the study area is characterized by gently to moderately tilted (5–40�) Neogene sedimentary rocks cut by

~E-striking gently to steeply dipping normal faults and northerly (NNW to NNE) striking oblique-slip cross (or transverse)

faults. The predominant E–W strike of normal faults and tilting reflects regional north–south extension. The strata are also

deformed into multiple, discontinuous WNW to E-trending folds. This folds are extensional in origin, resulting primarily

from local reversals in the predominant dip direction of normal fault systems [3].

In geothermal prospect the required information includes low-resistivity bodies, dikes, faults, irregular shaped bodies,

and volcanic plugs. The two largest faults in the area are the moderately N-dipping Alaşehir frontal fault zone and gently

(~10–30�) N-dipping Gediz detachment fault. Menderes metamorphic complex is typically marked by a thick zone of

cataclasis that overprints an earlier mylonitic fabric, but is currently inactive, with no evidence for quaternary displacement.

Methods

The magnetotelluric (MT) method [4, 5], which operates in the frequency range 0.001 to several Hertz (Hz) is a well-

established technique for imaging the conductivity structure of the Earth’s crust. Its depth of investigation is typically from

several hundred meters below ground surface to several kilometers or even deeper. The depth of investigation in MT is a

function of subsurface resistivity and frequency (or the inverse of the period) of the electromagnetic signals. The penetration

depth can be roughly related to the period by the use of the skin depth (δ meter).

An AMT sounding system appears to be an effective technique for reconnaissance exploration to detect shallow

resistivity anomalies associated with geothermal reservoirs. Data acquisition for a single AMT station (Fig. 81.2) is done

by measuring the input fields, two horizontal magnetic components Hx and Hy and the resulting earth response, two

horizontal electrical fields, Ex and Ey, and the vertical magnetic field, Hz. The recorded time-series data were converted

to the frequency domain and processed to determine the impedance tensors, which is used to derive apparent resistivities and

phases at each site [6].

AMTmethod has proved very useful for subsurface mapping purpose by determining the low-resistivity area. Forty AMT

soundings were collected in study area (Fig. 81.2). Seven profiles AMT measurements were carried out at this part of the

study area using the short-period automatic magnetotelluric system with a frequency range of 128–0.16 Hz and a maximum

depth penetration of about 5 km.
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Fig. 81.1 (a) Study area. (b) Geology and tectonics map of the study area [3]
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Results and Discussion

Geothermal research in the vicinity of Manisa that make up the study area dates back to the beginning in 1976 up to the

present by working geological and geophysical studies at Salihli, Alaşehir, Kula, Turgutlu, and Sar{göl geothermal fields,

and appropriate drilling locations have been identified. To date, the license area of 18 at a depth of 16,648 m has been 22

geothermal drilling activity and 1,978 MWt heat energy was obtained. The results of the drilling operations are given in

Table 81.1.

In general, the data quality was very good for all AMT measurement points. AMT data were analyzed and modeled using

a 1D inversion scheme. 1D and 2D inversions are conducted to resolve the conductive structures. Then corresponding data

on seven profiles (A1, A2, A3, B1, B2, B3, and B4) were inverted using 2D inversion schemes (Fig. 81.2).

AMT data results reveal the presence of three major conducting zones beneath the surface in the basement (Figs. 81.3,

81.4 and 81.5). Since these resources may be found in fractured, tectonically stressed areas, their presence is often marked by

microseismic events that also serve as a guide to drilling into the fractured rocks once other favorable geothermal conditions

are established. Since low resistivity usually indicates low permeability conductive clays, AMT surveys may be used to

locate the base of a geothermal caprock and, indirectly, its high thermal gradient. The dimensions of the reservoir can then be

mapped and used to identify drilling targets and prospective locations of production and injection wells. As it is seen in

Fig. 81.3, at A1 profile, there are two low-resistivity zones. Resistivity value is lower than 20 Ωm.

As it is seen in Fig. 81.3, depth in the areas with low-resistivity values varies between 900 and 2,500 m. As the rock

electric conductivity depends on the rock type, the minerals present the fluid temperature and the fluid salinity. These

surveys can provide excellent imaging of subsurface by delineating rock types, locating deep fault zones, and mapping

subsurface hydrothermal zones which are characterized by extremely low-electric conductivity. The AMTmethod has found

an application in geothermal exploration primarily because of its ability to detect the depth at which rocks become

conductive because of thermal excitation.

As shown in Fig. 81.4, at B2 profile, between 301–302, and 311 AMT stations are also zones with low-resistivity values.

This field with low-resistivity values can be considered as potential geothermal reservoir. Conductive units are clear

specifications of areas which are affected by geothermal fluid circulations and resolving of conductors at deep levels by

AMT directly depends on their scale. Generally, geothermal anomalies in the study area first occur along ~E–W-striking

normal faults, but generally not near the maximum displacement on these fault zones [3]. In cases analyzed to date, the

structural settings favoring geothermal activity generate conduits of highly fractured rock along ~E–W-striking fault zones

oriented approximately perpendicular to the least principal stress.

The geothermal fields in the study area occur along the active southern margin of the Gediz graben. Fractured rocks of the

Menderes Massif, such as mica-schist, gneiss, and especially marbles, are the reservoir rocks. Cap rocks for the geothermal

fluids include clay-rich intervals within the Neogene sedimentary units [8]. Most hot springs and hot wells with good flow

rates lie near the gently N-dipping Gediz detachment fault (Fig. 81.1), where it intersects and is cut by ~N–S-striking

transverse faults. Karstic marble and breccia along and near the detachment fault provide good channel ways for flow,

Fig. 81.2 Location map (the profiles consist of AMT data stations at the study area)
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Table 81.1 The results of the geothermal drilling operations in and around Manisa from 1976 until 2012 [7]

City Town Village Code Year Depth (m) Temperature (�C) l/s compressor Potential (MWt)

Manisa Salihli Kurşunlu K-1 1976 42.50 90 20 4.60

Manisa Salihli Caferbeyli SC-1 1989 1,189 150 2 0.96

Manisa Salihli Kurşunlu K-2 1992 70 94 45 11.11

Manisa Salihli Kurşunlu K-3 1992 114.3 94 80 19.762

Manisa Köprübaşı Saraycık S-1 1992 386 64.5 22 2.72

Manisa Köprübaşı Demirci S-3 1992 135.2 74 45 7.35

Manisa Köprübaşı Demirci AS-1 1994 122 43 23 0.77

Manisa Köprübaşı Demirci AS-2 1994 270 29 15 0

Manisa Kavaklıdere AK-1 1996 750 63 3 0.35

Manisa Kurşunlu K-4 1996 262 58.6 45 4.45

Manisa Alaşehir Demirci 1997 300 36 25 0.1

Manisa Salihli Kurşunlu K-5 1997 120 83 40 8.04

Manisa Kula Emir E-1 1998 33 65 40 5.02

Manisa Kula Emir E-2 1999 162.5 63 100 11.72

Manisa Turgutlu Urganlı U-1 2001 440.6 61 22 2.39

Manisa Alaşehir Kavaklıdere KG-1 2002 1,447.1 182 15 9.23

Manisa Köprübaşı Demirci 2003 116 42 5 0.15

Manisa Alaşehir Kurudere AK-2 2004 1,507 213.43 6.74 5.03

Manisa Alaşehir Kavaklıdere 2010/14 2011 2,750 287.5 35 36.99

Manisa Alaşehir Kavaklıdere 2010/15 2011 1,750 159.53 2 2.61

Manisa Alaşehir Kavaklıdere 2011/3 2011 2,250 88 90 57.64

Manisa Sarıgöl Alemşahlı 2011/17 2012 2,672 125.21 18 6.8

Fig. 81.3 AMT measuring points at A1 profile (between 101–102 and 111–113 AMT stations observed low-resistivity value)



possibly somewhat distal to the main upwelling zone. The reservoir for the Kurşunlu field varies between 10 and 200 m in

depth and resides in highly fractured, commonly karstified zones along the detachment fault. Temperatures at the Kurşunlu

field range from 57 to 120 �C. Empirical chemical geothermometers applied to the thermo-mineral waters tentatively suggest

that reservoir temperatures at Kurşunlu vary between 150 and 230 �C [8].

Thermal-mineral waters from both systems are used for bathing and medicinal purposes, but those from Kurşunlu are also

utilized in a district heating system for 5,000 homes in the city of Salihli. The total discharge rate for the main producing

wells at Kurşunlu is 145 l/s. The discharge rates are the highest where the reservoir is predominantly formed by marbles

(versus schist). Average production temperatures are ~90 �C for the district heating.

Fig. 81.4 B2 profile consists of five AMT stations and low-resistivity values
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Key Ingredients of Geothermal Energy Production

Geothermal exploration aims at identifying the geothermal resource, in terms of surface extent, volume, rock, and fluid

properties and collects all necessary information for taking decisions on investing toward a geothermal power plant.

Geothermal energy can simply be described as heat extracted from the earth. The extraction of this energy relies on the

transport of heat from a geothermal reservoir to the surface via a fluid. This fluid is in direct contact with reservoir rocks and

may naturally occur in the reservoir or may have to be introduced into the system. To understand the key ingredients for a

viable geothermal system, it is useful to look at the net amount of energy produced by a single well. So, the key ingredients

for geothermal energy production can be given as;

MW � cpF ΔTð Þ η� P ð81:1Þ

where cp is the specific heat of the working fluid, F is the flow rate from the production well. η is the efficiency with which

the heat energy can be used, P is the parasitic losses. ΔT is the sensible heat that can be extracted from the fluid produced by

the production hole. The ΔT (Trs � Trj) is dependent on the reservoir temperature (Trs) and the rejection temperature (Trj)

of the energy conversion system. Maximizing Trs requires locating anomalously high thermal gradients and drilling as deep

Fig. 81.5 It is seen in the AMT stations at B1 profile (red color corresponds to a value with lower resistivity)
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as possible and Trj requires cooling and minimization of scaling in plant and pipelines due to mineral precipitation as the

fluid cools. Parasitic losses are due to pumping of the working fluid out of production wells and then pumping the fluid back

in to the reservoir via injection wells. These losses are likely to be high due to pumping and cooling requirements. Using the

current global experience in power generation from convective hydrothermal resources, the minimum amount of net energy

produced by a well in a geothermal power system is around 4 MW [9].

Conclusions

Resistivity modeling of the AMT (high frequency MT) data can be used to help resolve the size and resistivity of the

geothermal field. Analysis of the AMT dataset suggests likely signatures of hot water reservoirs in the area which are

distinguished positive to contain low-resistivity values. The low-resistivity zone is called conductive zone, a deep

geothermal reservoir in the study area. The conductive zones identified in the resistive basement at the AMT measurement

sites can clearly be interpreted as the flow of the fluids in the faults and fractures of the metamorphic rocks. Geothermal

activity may be at these zones of the study area. Numerous geothermal systems probably still remain to be discovered, since

many systems have no surface activity.

Acknowledgment The author is thankful to MSc. Geological Engineer Utku Egemen that supports the achievement of AMT data at study area.

Nomenclature

MT Magnetotelluric

AMT Audio-magnetotelluric

E East

W West

N North

S South

cp Specific heat (J/kg �C)
F Flow rate (l/s)

P Parasitic losses (J)

ΔT Temperature difference (�C)
T Temperature (�C)

Greek Letter

η Thermal energy efficiency

Subscripts

rs Reservoir rj Rejection
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Energy Production from Municipal Solid Waste Using
Plasma Gasification 82
Hüseyin Topal

Abstract

The increasing quantity of Municipal Solid Waste (MSW) is one of the most serious environmental problems in Turkey.

In order to solve this problem the government has failed to introduce any sustainable and environmental-friendly

remedies. However, among several MSW treatment technologies, plasma gasification may be an alternative and reliable

solution. Plasma gasification is a novel technology which does not fire the MSW as Conventional combustors do. It

converts organic ingredients of the waste into a combustible gas (syngas). This paper deals with the feasibility study of

utilizing plasma gasification and also co-gasification (i.e., gasification of waste with coal) for energy production from

MSW. For this purpose, two methods were used; first determining the contents of the released syngas by mathematical

modeling of the gasification process, and second, simulating the same process with the help of a simulation software

(VMGSim). Finally, the results obtained by both methods are compared. Comparing the results revealed that calculation

results from mathematical model were consistent with those outlined from simulation software.

Keywords

Plasma gasification � Municipal solid waste � Energy � Disposal

Introduction

Wastes can be defined as: “The unused or disposed part of the materials that we use to meet our needs.” In industries,

transportation, agriculture, tourism, and construction an enormous amount of materials change form. As we provide and

consume energy for these activities, we produce gas, liquid, and solid wastes while a portion of these wastes is disposed and

the remaining can be recycled to be reused (www.aso.gov.tr) [1].

The plasma reactor is an enclosed chamber into which the waste is fed. Plasma torches provide the heat, 3,000 �C or

higher, in the chamber which converts organic material to a gas and inorganic material into a glassy slag. The plasma facility

may generate electric power, using the fuel gases produced in the reactor. These fuel gases may be combusted in a waste-

heat boiler, or cleaned and fed into a combustion turbine or other combustion device. However, the plasma facility must be

large enough, in terms of waste throughput, to justify the cost of a power generation unit. The environmental controls on a

plasma facility will be located downstream of the reactor and may include scrubbers, a carbon injection system, or a

baghouse, whether or not the facility is generating electricity [2].

Thermal plasmas have the potential to play an important role in a variety of chemical processes. They are characterized

by high-electron density and low-electron energy. Compared to most gases even at elevated temperatures and pressures, the

chemical reactivity and quenching rates that are characteristic of these plasmas are far greater. Plasma technology is very

drastic due to the presence of highly reactive atomic and ionic species and the achievement of higher temperatures in
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comparison with other thermal methods. In fact, the extremely high temperatures (several thousand degrees in Celsius scale)

occur only in the core of the plasma, while the temperature decreases substantially in the marginal zones [3].

Overview of Combustion Technology

We can list the incineration methods used for waste disposal as follows [4]:

Grate Firing Systems

1. Fluidized bed furnaces,

2. Rotary kilns,

3. Alternative systems,

• Wet oxidation,

• Pyrolysis,

• Gasification and combined systems,

4. Plasma technologies.

Thermal Plasma Waste Disposal

The application of plasma torches for environmental purposes is a relatively new process. Plasma torches operate simulta-

neously as a plasma-chemical and a thermal apparatus. The electrical energy of the torches goes into the plasma which

transfers its energy to the substances to be treated, thereby triggering a dual simultaneous reaction process in the plasma-

chemical reactor: the organic compounds are thermally decomposed into their constituent elements (syngas with more

complete conversion of C into gas than in incinerators), and the inorganic materials are melted and converted into a dense,

inert, nonleachable vitrified slag, that does not require controlled disposal. Therefore, it can be viewed as a totally closed

treatment system [5].

The biggest disadvantage of thermal plasma process is its making use of electricity which is a costly energy type.

However when it is considered as a long-term investment to provide a sustainable waste management system it is also

promising from economical point of view. Despite the high costs of electricity, by using transferred arch equipment the

energy will be used efficiently and there will be no extra load to heat the nitrogen-containing air [6]. Volatile metal

substances will be gasified and along with the off-gas, halogenes and other sour gases will be carried out of apparatus. Also

for degassing purposes several equipments including dust precipitator filters and absorbers have been installed to the system.

The Advantages of Plasma Compared to the Other Disposal Methods

Some of the advantages of plasma technologies over traditional combustion technologies are given in Table 82.1 [7].

Table 82.1 The advantages of plasma technologies in comparison to combustion methods

Plasma gasification Combustion

Does not release air during the production of synthetic gas Emissions include high level of greenhouse gas emissions, other air

pollutants, dioxins, and furans

Fumes stack does not occur High-dose fumes stack reveals

In order to void the commercially valuable slags, solids are reduced

to the level of 1/150

Thirty percentage of solid wastes and potentially hazardous solid waste

which is remained as ash

Takes place in a deoxygenated channel changer More air is added to the incinerator

Plasma generator provides all the energy needed for operation Additional fuel is required to sustain the process

Energy-rich waste is separated as a fuel All the energy is converted into heat
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Plasma Gasification Unit

The process where wastes are treated in a plasma solid waste disposal unit is shown in Fig. 82.1. After the excess humidity is

taken away in the dryer, wastes are converted to syngas by means of plasma torch in the gasification reactor. In order to

purify the dust that contains syngas from particles like heavy metals, it is directed to dust collectors and absorber/scrubbers.

Next it is led to the second combustion chamber to be transformed to thermal energy (heat) and combustion gases leave the

system through stack.

Kinetic Parameters

Gasification process is the result of carbon-based kinetic reactions inside the gasification boiler. Reaction balance is

associated with A, E, Alpha (a), and Beta (b) parameters [8].

Basic reactions which are formed in the boiler:

Carbon monoxide from, carbon 1ð Þ : 2Cþ O2 ¼ 2CO ð82:1Þ

Carbon monoxide from, carbon 2ð Þ : Cþ CO2 ¼ 2CO ð82:2Þ

Carbon monoxide from, carbon 3ð Þ : Cþ H2O ¼ COþ H2 ð82:3Þ

Carbon monoxide from, carbon : Cþ O2 ¼ CO2 ð82:4Þ

Carbon dioxide, from carbon monoxide : COþ H2O ¼ CO2 þ H2 ð82:5Þ
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From carbon to, hydrocarbons : Cþ 2H2 ¼ CH4 ð82:6Þ

From carbon monoxide to hydrocarbons : COþ 3H2 ¼ CH4 þ H2O ð82:7Þ

Cþ 1

2
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Reactions occurring in the boiler are drawn on the log K � 1/T diagram given in Fig. 82.2. As it can be seen, the reaction

kinetics temperature is an influential parameter [11].

Analytical and Simulation Methods

Modeling different waste-coal mixtures with analytical methods and a simulation software
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Analytical Modeling

Although several different reactions take place in the boiler, five main reactions have been observed:

Cþ H2O ¼ COþ H2 Endothermic gasification reactions are oxidationð Þ ð82:15Þ

Cþ CO2 ¼ 2CO Endothermic Boudouard equivalenceð Þ ð82:16Þ

Cþ 2H2 ¼ CH4 Exothermic formation of methane equivalentð Þ ð82:17Þ

CH4 þ H2O ¼ COþ 3H2 Endothermic decomposition of methane equivalentð Þ ð82:18Þ

COþ H2O ¼ CO2 þ H2 Exothermic conversion of gas‐water balanceð Þ ð82:19Þ

Mountouris et al. have expressed the above reactions as the following general equation [9]:

C xð ÞH yð ÞO zð Þ þ wH2OþmO2 þ 3:76mN2 ¼ n1H2 þ n2COþ n3CO2 þ n4H2Oþ n5CH4 þ n6N2 þ n7C ð82:20Þ

Using the above equations and assuming n5 and n7 values as zero, product content of gasified municipal waste, with

known mass contents, and coal mixture is calculated analytically and the results are presented in Table 82.6.

Simulation Methods

Simulation of gasification process of municipal waste and imported coal mixture is carried out by means of a package

software (educational version) and the contents of the produced syngas are calculated for each case (Table 82.2).

Similar to what was presented for municipal waste, the mass content of the imported coal used in the research is presented

in Table 82.3.

In this study, mass content and calorific values of the syngas produced from different waste and coal mixtures are

analyzed. Different combinations of coal and waste that were studied in this research are presented in Table 82.4.

Calculations for each of these combinations are carried out analytically and via a simulation software. Obtained results

from each of these methods are discussed and compared.

Municipal waste and coal are analyzed individually and also with waste to coal respective ratios of 25–75 %,

50–50–50 %, 75–25 %. Atomic composition for all of the combinations is given in Table 82.5.
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Table 82.3 Mass content of the imported coal [10]

Component C O H N S SiO2 Al2O3 Fe2O3 CaO MgO Na2O

% Content 61.70 13.20 4.10 1.20 0.39 11.17 4.42 1.97 1.18 0.37 0.30

Table 82.2 Content of

municipal solid waste in Turkey

(www.cevreorman.gov.tr, 2008)

Component Percent of content Component Percent of content

Paper 50 C 47.9

Sawdust 3 H 6

Wood 11 N 1.2

Vegetable waste 3.7 Cl 0.1

Fabric 5.5 S 0.3

Plastic 10 O 32.9

Rubber 3.5 SiO2 11.7

Resins 1 Lower heating value: 12,400 kJ/kg

Humidity: 30 %Electronic waste 3

Construction waste 4.5

Glass 4

Other 0.8

Table 82.4 Models in the

percentages of the waste and coal
Model 1 100 % waste 0 % coal

Model 2 75 % waste 25 % coal

Model 3 50 % waste 50 % coal

Model 4 25 % waste 75 % coal

Model 5 0 % waste 100 % coal

Table 82.5 Composition of the fuel used in the modeling

Component

Model 1

(100 % MSW)

Model 2

(75 % MSW–

25 % coal)

Model 3

(50 % MSW–

50 % coal)

Model 4

(25 % MSW–

75 % coal)

Model 5

(100 % coal)

C 47.9 51.35 54.8 58.25 61.7

O 32,9 27.935 23.05 18.125 13.2

H 6 5.525 5.05 4.575 4.1

N 1.2 1.2 1.2 1.2 1.2

S 0.3 0.3225 0.345 0.3675 0.39

SiO2 11.6 11.4925 11.385 11.2775 11.17

Al2O3 – 1.105 2.21 3.315 4.42

Fe2O3 – 0.4925 0.985 1.4775 1.97

CaO – 0.295 0.59 0.885 1.18

MgO – 0.0925 0.185 0.2775 0.37

Na2O – 0.075 0.15 0.225 0.3

Humidity 20 18,75 17 15,5 14

Heating value (kJ/kg) 12,400 15,058 17,715 20,373 23,030
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Conclusion

In this study five simulations have been carried out for different mixtures of municipal waste, knowing its thermal capacity

and mass content, and imported coal by means of a package software. The purpose of this simulation is to investigate the

contents of the syngas produced by gasification of fuel feeds obtained from each of these various mixtures. It has been

observed that the content of the syngas depends on the mass content of the fuel feed. If the humidity level is high enough

during the gasification process it can be observed that the amount of produced hydrogen and carbon monoxide increases.

As a result, enough humidity must be provided inside the fuel feed. Similarly in order to increase the amount of carbon

dioxide and carbon monoxide in the contents of the syngas produced via gasification reaction, the amount oxygen being

delivered to the system must be raised.

As it can be seen from Table 82.6 municipal waste, imported coal, and various combinations of these two fuels have been

simulated both analytically and via a package software. The point to be considered here is that the amount of hydrogen

calculated for model 1, which includes 100 % municipal waste, is considerably more than other cases in which only coal or

different combinations of two fuels were used. The main reason for this is the excessive amount of humidity in the municipal

waste.

Moreover, regarding Eq. (82.3) presented in the kinetic parameters section, if enough humidity is available in the setting,

the rate of produced carbon monoxide will raise. As shown in Table 82.6 for model 1, which includes 100 % municipal

waste, since it embodies more humidity than all other models, the rate of carbon monoxide produced during gasification is

higher.

In addition, the amount of nitrogen calculated for municipal waste is far less than the cases where 100 % of coal and

various combinations of two fuels were used as model. The reason for this can be explained as follows; Municipal waste

contains a higher rate (32.9 % of mass content) of necessary O2 for the production of CO and CO2 during gasification and as

a result less oxidizing air is required. While for the other models containing 100 % coal and different coal-waste mixtures,

since they contain a low rate (respectively 13.2 and 23.05 % of mass content) of O2, more oxidizing air is needed for CO and

CO2 to be formed during gasification. As a result air/waste combinations are assumed as, 0.416 mol air/mol waste for

municipal waste (model 1), 1.207 mol air/mol coal for coal (model 5), 2.023 mol air/mol mixture for mixtures of municipal

waste and coal. Considering that the highest rate of oxidizing air was used for gasification of coal and as a result of high

nitrogen amount in the air, the syngas produced via gasification in this model will contain the highest amount of nitrogen.

In waste disposal facilities, the amount of produced heat and electric energy is an important factor but the main purpose

of these facilities is to dispose hazardous wastes properly in accordance with rules and regulations. If we observe the subject

from this point of view, compared to other incineration technologies, plasma technology is a cleaner and more

environmental-friendly technology. Since in this method the gasification process takes place in high temperatures, formation

of dioxins and furans, which is one of the major problems of incineration facilities, is avoided. Also stack effluents like

heavy metals are accumulated at the bottom of the boiler as vitrified slime and can be collected safely and reused as packing

material. Consequently compared to other incineration methods, disposal via plasma technology exposes less waste and

plays a more environment-friendly role.

As a result of this study plasma gasification technology which is a brand new technology is simulated analytically and via

computer software, amounts of obtained products are compared, and mathematical data are presented as a guidance for the

industrialists who want to employ this technology in our country.
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Prediction of Daily Average Global Solar Radiation and Parabolic
Monthly Irradiation Model Parameters for Turkey 83
Zuhal Oktay, Can Coskun, and Mustafa Ertürk

Abstract

The amount of solar radiation falling on the surface of the earth is a very important data for engineers and scientists to model

the solar energy systems and to design and carry out a performance analysis. Solar global radiation values can be estimated

practically by employing parabolic monthly irradiation models (PMIMs). Following the establishing of the model

parameters, average hourly global solar radiation values per month can be obtained for any given place. In this chapter,

PMIM parameters are calculated for 34 cities in Turkey. Also, daily average global solar radiation values are determined by

employing the measured data of 70 cities in Turkey and given in a parabolic function. The predictions are compared with the

solar data available in literature for Turkey. According to annual average global solar radiation values, Turkey is divided into

four regions, and a new comparison factor is introduced and called the global radiation comparison rate. This model can be

applied to any specific location, where meteorological data are measured in the world. Thus, the calculation time will

be reduced. It is expected that this study will be useful for designers and scientists working on solar energy systems.

Keywords

Solar energy � Parabolic monthly irradiation model � Turkey

Introduction

Long-term solar radiation values on an hourly and monthly basis are required in many applications of solar energy designs,

such as PV/PV-T, solar heating-cooling systems, and passive solar design. The amount of the solar radiation falling on the

surface of earth is primarily an important data for engineers and scientists involved in the design of solar energy systems.

Different solar energy models exist for predicting the solar radiation [1]. Solar radiation models range from simple empirical

relations to complex models [2–4]. Many studies have been carried out in different locations of Turkey to predict global

diffuse and direct solar radiation [5–10].

In this chapter, daily average global solar radiation values are determined for 70 cities in Turkey by employing the

measured data in meteorological stations first. Then the average solar radiation value is found and in accordance with this

value the country is divided into four parts. A new parameter, the global radiation comparison ratio (GRCR), is defined

according to the country average global solar radiation. The first and second regions have the highest solar radiation. Thus,

suitable places for solar energy systems are determined and then daily global solar radiation distribution is presented.
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Global Solar Radiation Data and Their Comparison with Studies in Literature

The data of global solar radiation values are taken from Turkish meteorological data stations for 70 cities in Turkey. Data

recording dates are given in Table 83.1 for each city. Monthly, daily, and hourly average global solar radiation values are

calculated by employing actual data. Monthly and daily average solar radiation values are compared with the data available

in the literature for Turkey.

Bulut et al. [11] have proposed a new model for the determination of Turkey’s daily global solar radiation. Main function

is the equation given below,

I ¼ I2 þ I1 � I2ð Þ Sin π

365
d þ 5ð Þ

h i��� ���1:5 ð83:1Þ

where d is the number of the day starting from January 1. For January 1st, d ¼ 1, and for December 31st d ¼ 365.

By employing Eq. (83.1), the daily and annual total global solar radiation of each city can be calculated. Then these values

are compared to verify our global solar radiation data. Our values are very similar for 58 cities but slightly different for

12 cities. The difference reaches as high as 10 % for Gumushane, Amasya, Yalova, Istanbul, Zonguldak, Balikesir, Tekirdag,

Bartin, Sinop, Kastamonu, Kocaeli, and Edirne.

Sen et al. [12] have proposed a new model for the estimation of monthly based hourly solar radiation and tested it at a site

in the northwestern part of Turkey. Our monthly and hourly based solar radiation data are compared with that study, and

similar values have been achieved. Also, it is seen that our average solar data are in compliance with many studies in

literature [13–16].

Estimation of Daily Average Global Solar Radiation

The daily average global radiation amount is calculated for 70 cities by employing solar data. Then daily average global

radiation values are adopted as fourth order parable by employing Matlab programming. The daily average global solar

radiation on a horizontal surface (ID) in kW/m2 can be estimated using the following equation;

ID ¼ k þ l � d þ m � d2 þ n � d3 þ t � d4 ð83:2Þ

where d is the number of the day starting from January 1. For the January 1st, d ¼ 1, and for December 31st, d ¼ 365.

In Eq. (83.2), k, l, m, n, and t are the model parameters. Annual and daily average global solar radiation amounts are given in

Table 83.2. In this study, Turkey is classified into four groups in accordance with the annual average global solar radiation.

Table 83.1 Global solar radiation data recorded years for each city

Data recorded years Cities

1975–2007 (33 years) Samsun, Eskisehir, Rize, Van, Urfa, Hakkari, Aksaray, Diyarbakir, Malatya, Erzurum, Elazig, Kayseri, Kars, Siirt,

Adana, Erzincan, Gaziantep, Adiyaman, Igdir

1975–2006 (32 years) Balikesir, Bursa, Kastamonu, Kocaeli, Isparta, Ankara, Mugla, Cankiri, Aydin, Konya, Kirsehir, Sivas, Canakkale

1975–2005 (31 years) Trabzon

1975–2003 (29 years) Edirne

1977–2006 (27 years) Antalya

1980–2006 (27 years) Istanbul

1982–2006 (25 years) Izmir

1984–2007 (24 years) Karaman, Mersin, Nigde, Kilis, Ordu, Gümüshane, Tokat, Bitlis, Amasya, Antakya, Artvin, K. Maras

1984–2006 (23 years) Afyon, Denizli, Tekirdag, Bartin, Sinop, Duzce, Corum, Bilecik, Yalova, Zonguldak, Sakarya

1985–2007 (23 years) Batman, Mus

1986–2007 (22 years) Bingol, Agri, Yozgat

1985–2006 (22 years) Kutahya, Kirikkale

1975–1996 (22 years) Usak

1987–2007 (21 years) Tunceli

1996–2006 (11 years) Burdur
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Table 83.2 Daily and annually average global solar radiation

Cities

Longitude

(�E)
Latitude

(�N)
GRCR

(–)

Annually average

global solar

radiation (kW/m2)

Daily average global solar radiation (kW/m2)

ID ¼ k + l � d + m � d2 + n � d3 + t � d4
k l m n t

Nigde 34.40 37.59 1.30 0.532 0.231 3.56 � 10�4 6.63 � 10�5 �3.79 � 10�7 5.34 � 10�10

Van 43.41 38.28 1.22 0.496 0.214 8.60 � 10�4 5.56 � 10�5 �3.32 � 10�7 4.75 � 10�10

Antalya 30.42 36.53 1.16 0.473 0.201 6.57 � 10�4 5.64 � 10�5 �3.32 � 10�7 4.73 � 10�10

Karaman 33.14 37.11 1.16 0.473 0.188 7.30 � 10�4 5.80 � 10�5 �3.41 � 10�7 4.84 � 10�10

Mersin 34.36 36.49 1.16 0.472 0.202 1.30 � 10�3 4.61 � 10�5 �2.86 � 10�7 4.11 � 10�10

Burdur 30.17 37.43 1.15 0.468 0.173 4.43 � 10�4 6.20 � 10�5 �3.55 � 10�7 4.98 � 10�10

Diyarbakir 40.12 37.55 1.14 0.466 0.171 1.83 � 10�4 6.67 � 10�5 �3.76 � 10�7 5.26 � 10�10

Kilis 37.05 36.44 1.13 0.461 0.185 5.52 � 10�4 5.74 � 10�5 �3.32 � 10�7 4.67 � 10�10

Tunceli 39.32 39.06 1.11 0.452 0.179 �7.88 � 10�4 7.65 � 10�5 �4.12 � 10�7 5.71 � 10�10

Izmir 27.10 38.24 1.09 0.447 0.180 �1.31 � 10�4 6.67 � 10�5 �3.73 � 10�7 5.24 � 10�10

Aydin 27.50 37.51 1.08 0.442 0.175 �1.02 � 10�4 6.49 � 10�5 �3.62 � 10�7 5.07 � 10�10

K. Maras 36.56 37.36 1.08 0.440 0.148 �2.39 � 10�4 7.27 � 10�5 �4.02 � 10�7 5.61 � 10�10

Konya 32.30 37.52 1.08 0.439 0.177 6.39 � 10�4 5.32 � 10�5 �3.11 � 10�7 4.40 � 10�10

Kirsehir 34.10 39.08 1.07 0.438 0.183 5.53 � 10�4 5.38 � 10�5 �3.14 � 10�7 4.45 � 10�10

Afyon 30.32 38.45 1.07 0.437 0.159 7.39 � 10�4 5.57 � 10�5 �3.28 � 10�7 4.65 � 10�10

Urfa 38.46 37.08 1.07 0.436 0.166 9.71 � 10�5 6.25 � 10�5 �3.52 � 10�7 4.93 � 10�10

Hakkari 43.46 37.34 1.07 0.436 0.214 6.07 � 10�4 4.69 � 10�5 �2.79 � 10�7 4.00 � 10�10

Aksaray 34.03 38.23 1.06 0.435 0.184 7.66 � 10�4 4.86 � 10�5 �2.88 � 10�7 4.09 � 10�10

Bingol 40.30 38.52 1.06 0.434 0.177 �8.91 � 10�4 7.68 � 10�5 �4.16 � 10�7 5.82 � 10�10

Malatya 38.18 38.21 1.06 0.434 0.153 �1.63 � 10�4 6.87 � 10�5 �3.80 � 10�7 5.29 � 10�10

Erzurum 41.16 39.55 1.04 0.426 0.192 1.00 � 10�3 4.25 � 10�5 �2.61 � 10�7 3.75 � 10�10

Gumushane 39.27 40.27 1.04 0.426 0.128 1.18 � 10�3 5.62 � 10�5 �3.42 � 10�7 4.91 � 10�10

Siirt 41.56 37.56 1.04 0.425 0.169 1.57 � 10�4 5.93 � 10�5 �3.37 � 10�7 4.75 � 10�10

Mus 41.31 38.44 1.01 0.412 0.149 2.27 � 10�4 5.89 � 10�5 �3.34 � 10�7 4.68 � 10�10

Elaz{g 39.13 38.40 1.00 0.409 0.141 �4.02 � 10�5 6.38 � 10�5 �3.55 � 10�7 4.95 � 10�10

Kayseri 35.29 38.43 1.00 0.407 0.159 �1.03 � 10�4 5.96 � 10�5 �3.31 � 10�7 4.61 � 10�10

Kars 43.05 40.36 0.99 0.406 0.198 4.25 � 10�4 4.73 � 10�5 �2.79 � 10�7 4.01 � 10�10

Bitlis 42.06 38.22 0.99 0.404 0.161 �1.82 � 10�4 6.28 � 10�5 �3.50 � 10�7 4.91 � 10�10

Adana 35.18 36.59 0.99 0.404 0.175 6.16 � 10�4 4.67 � 10�5 �2.76 � 10�7 3.93 � 10�10

Cank{r{ 33.37 40.36 0.99 0.404 0.134 5.50 � 10�4 5.60 � 10�5 �3.24 � 10�7 4.56 � 10�10

Kirikkale 33.30 39.50 0.98 0.402 0.138 1.36 � 10�4 6.10 � 10�5 �3.45 � 10�7 4.84 � 10�10

Kutahya 29.58 39.24 0.98 0.401 0.127 2.60 � 10�4 6.35 � 10�5 �3.65 � 10�7 5.18 � 10�10

Tokat 36.54 40.18 0.98 0.401 0.148 1.08 � 10�4 5.94 � 10�5 �3.36 � 10�7 4.73 � 10�10

Ankara 32.53 39.57 0.98 0.400 0.124 2.90 � 10�4 5.99 � 10�5 �3.39 � 10�7 4.73 � 10�10

Mugla 28.21 37.12 0.97 0.398 0.152 6.04 � 10�4 4.89 � 10�5 �2.86 � 10�7 4.04 � 10�10

Yozgat 34.49 39.50 0.97 0.397 0.145 3.60 � 10�4 5.51 � 10�5 �3.17 � 10�7 4.47 � 10�10

Gaziantep 37.22 37.05 0.97 0.397 0.133 �1.10 � 10�5 6.04 � 10�5 �3.36 � 10�7 4.67 � 10�10

Corum 34.58 40.33 0.97 0.397 0.134 4.10 � 10�4 5.72 � 10�5 �3.30 � 10�7 4.66 � 10�10

Erzincan 39.30 39.44 0.96 0.395 0.153 6.82 � 10�4 4.84 � 10�5 �2.87 � 10�7 4.09 � 10�10

Canakkale 26.24 40.08 0.95 0.387 0.122 1.90 � 10�4 6.11 � 10�5 �3.49 � 10�7 4.94 � 10�10

Usak 29.29 38.40 0.95 0.386 0.164 �2.34 � 10�4 5.56 � 10�5 �3.06 � 10�7 4.26 � 10�10

Agri 43.08 39.31 0.94 0.385 0.146 5.52 � 10�5 5.69 � 10�5 �3.22 � 10�7 4.54 � 10�10

Amasya 35.51 40.39 0.94 0.383 0.124 �2.94 � 10�4 6.84 � 10�5 �3.82 � 10�7 5.39 � 10�10

Bilecik 29.58 40.09 0.93 0.379 0.134 �3.28 � 10�4 6.40 � 10�5 �3.55 � 10�7 4.99 � 10�10

Isparta 30.33 37.45 0.92 0.375 0.152 8.44 � 10�4 3.96 � 10�5 �2.37 � 10�7 3.35 � 10�10

Adiyaman 38.17 37.45 0.91 0.373 0.130 6.97 � 10�4 4.66 � 10�5 �2.75 � 10�7 3.89 � 10�10

Igdir 44.02 39.56 0.91 0.371 0.142 6.23 � 10�4 4.69 � 10�5 �2.79 � 10�7 3.99 � 10�10

Yalova 29.16 40.39 0.91 0.370 0.098 �8.66 � 10�4 8.04 � 10�5 �4.39 � 10�7 6.17 � 10�10

Sivas 37.01 39.49 0.90 0.369 0.106 3.59 � 10�4 5.41 � 10�5 �3.06 � 10�7 4.24 � 10�10

Istanbul 29.05 40.58 0.89 0.367 0.102 �4.36 � 10�4 7.17 � 10�5 �3.98 � 10�7 5.62 � 10�10

Antakya 36.07 36.15 0.89 0.366 0.113 5.27 � 10�4 5.15 � 10�5 �2.99 � 10�7 4.22 � 10�10

(continued)

83 Prediction of Daily Average Global Solar Radiation and Parabolic Monthly Irradiation. . . 869



First region: Annual average global solar radiation exceeds 0.45 kW/m2. There are nine cities in the first region, namely

Nigde, Van, Antalya, Karaman, Mersin, Burdur, Diyarbakir, Kilis, Tunceli (see Fig. 83.1).

Second region: Annual average global solar radiation ranges between 0.40 and 0.45 kW/m2. There are 25 cities in the

second region, namely Izmir, Aydin, K. Maras, Konya, Kirsehir, Afyon, Urfa, Hakkari, Aksaray, Bingol, Malatya, Erzurum,

Siirt, Gumushane, Mus, Elazıg, Kayseri, Kars, Bitlis, Adana, Cankırı, Kirikkale, Kutahya, Tokat, Ankara (see Fig. 83.2).

Third region: Annual average global solar radiation ranges between 0.35 and 0.40 kW/m2. There are 26 cities in the third

region, namely Mugla Yozgat, Gaziantep, Corum, Erzincan, Canakkale, Usak, Agri, Amasya, Bilecik, Isparta, Adiyaman,

Igdir, Yalova, Sivas, Istanbul, Antakya, Artvin, Zonguldak, Batman, Sakarya, Balikesir, Samsun, Denizli, Tekirdag, Bursa

(see Fig. 83.3).

Table 83.2 (continued)

Cities

Longitude

(�E)
Latitude

(�N)
GRCR

(–)

Annually average

global solar

radiation (kW/m2)

Daily average global solar radiation (kW/m2)

ID ¼ k + l � d + m � d2 + n � d3 + t � d4
k l m n t

Artvin 41.49 41.10 0.89 0.366 0.136 5.40 � 10�4 5.09 � 10�5 �3.03 � 10�7 4.37 � 10�10

Zonguldak 31.48 41.27 0.89 0.362 0.119 �1.80 � 10�3 8.78 � 10�5 �4.62 � 10�7 6.43 � 10�10

Batman 41.10 37.52 0.88 0.357 0.121 6.29 � 10�4 4.65 � 10�5 �2.73 � 10�7 3.86 � 10�10

Sakarya 30.24 40.46 0.87 0.356 0.126 �1.19 � 10�3 7.45 � 10�5 �3.98 � 10�7 5.56 � 10�10

Balikesir 27.52 39.39 0.87 0.354 0.105 �6.99 � 10�4 6.93 � 10�5 �3.75 � 10�7 5.22 � 10�10

Samsun 36.20 41.17 0.86 0.353 0.095 �2.10 � 10�4 6.40 � 10�5 �3.57 � 10�7 5.02 � 10�10

Denizli 29.05 37.47 0.86 0.352 0.112 3.05 � 10�4 5.28 � 10�5 �3.04 � 10�7 4.30 � 10�10

Tekirdag 27.29 40.59 0.86 0.351 0.083 2.41 � 10�4 6.02 � 10�5 �3.44 � 10�7 4.86 � 10�10

Bursa 29.04 40.11 0.86 0.350 0.117 �3.55 � 10�4 6.08 � 10�5 �3.36 � 10�7 4.71 � 10�10

Bartin 32.21 41.38 0.86 0.349 0.087 �4.11 � 10�5 6.28 � 10�5 �3.53 � 10�7 4.96 � 10�10

Eskisehir 30.32 39.46 0.85 0.347 0.090 6.63 � 10�4 4.85 � 10�5 �2.81 � 10�7 3.92 � 10�10

Sinop 35.10 42.02 0.84 0.344 0.087 �9.13 � 10�5 6.42 � 10�5 �3.62 � 10�7 5.12 � 10�10

Duzce 0.80 0.326 0.088 �8.77 � 10�5 5.81 � 10�5 �3.25 � 10�7 4.56 � 10�10

Kastamonu 33.46 41.22 0.80 0.326 0.098 8.34 � 10�4 4.26 � 10�5 �2.57 � 10�7 3.67 � 10�10

Ordu 37.52 40.59 0.79 0.324 0.093 5.49 � 10�4 4.86 � 10�5 �2.88 � 10�7 4.13 � 10�10

Kocaeli 29.54 40.46 0.75 0.305 0.096 �2.49 � 10�4 5.59 � 10�5 �3.10 � 10�7 4.35 � 10�10

Trabzon 39.43 41.00 0.75 0.304 0.108 9.82 � 10�4 3.47 � 10�5 �2.20 � 10�7 3.22 � 10�10

Rize 40.30 41.02 0.70 0.287 0.094 1.72 � 10�3 2.42 � 10�5 �1.77 � 10�7 2.68 � 10�10

Edirne 26.34 41.40 0.70 0.286 0.076 9.28 � 10�6 5.12 � 10�5 �2.91 � 10�7 4.12 � 10�10

Fig. 83.1 First region in Turkey
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Fourth region: Annual average global solar radiation is lower than 0.35 kW/m2. There are ten cities in the fourth region,

namely Bartin, Eskisehir, Sinop, Duzce, Kastamonu, Ordu, Kocaeli, Trabzon, Rize, Edirne (see Fig. 83.4).

Global Radiation Comparison Ratio

Country’s annual average global solar radiation is taken as a reference point for that parameter. GRCR represents the annual

average solar radiation status of the city. If the GRCR is higher than 1, the city receives more annual solar radiation than the

country. Each city can be compared easily by employing GRCR value. GRCR value can be found as follows (using the

equations below):

GRCR ¼ Annual average global solar radiation of the city

Anual average global solar radiation of the country
¼ IAve,City

IAve,Country
ð83:3Þ

Fig. 83.2 Second region in Turkey

Fig. 83.3 Third region in Turkey
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Annual average global solar radiation amount of any city (kW/m2) in Turkey is given in Table 83.1. The annual average

global solar radiation of the country can be found employing the equations below:

IAve,County ¼
Xi¼n

i¼1

Icty1 � area1 þ Icty2 � area2 þ . . .þ Ictyn � arean
area1 þ area2 þ ::::þ arean

ð83:4Þ

where Icty indicates annual average solar radiation of each city. “Area” represents the surface area of the city. When

70 countries are considered, annual average global solar radiation of Turkey is found as 0.408 kW/m2. Global radiation of

each city in Turkey is given in Table 83.1.

Parabolic Monthly Irradiation Model

Sen and Tan [12] noticed that after an evaluation carried out on a monthly basis, hourly solar radiation values fluctuated

around a given trend. They adopted daily general trend as the second order parabola and provided a parabolic monthly

irradiation model (PMIM) to evaluate the monthly based average hourly global solar radiation values of any place. Model is

given in equation below:

I ¼ a � t2 þ b � tþ c ð83:5Þ

where I represents either monthly average hourly global or diffuse radiation amounts, and t indicates time in hours within

one day. In Eq. (83.1), a, b, and c are the model parameters. In this chapter, daily general trend is adopted as the third order

parabola to get more precise values.

The third order parabola is found to give better results for the model parameters and parabolic function. Our main

parabolic equation is given in the equation below

I ¼ aþ b � tþ c � t2 þ d � t3 ð83:6Þ

In Eq. (83.2), a, b, c, and d indicate the model parameters. Four model parameters and parabolic function are calculated

for each month in a year. The distribution of global solar radiation for Antalya is shown in Fig. 83.5 as an example.

Fig. 83.4 Fourth region in Turkey
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Conclusion

In many applications, such as in solar energy technologies, an accurate solar database is required to estimate the real trend of

solar radiation in the region. In this regard, long-term hourly, daily, monthly average global solar radiations are utilized to

find the accurate model parameters. In this chapter, PMIM parameters are calculated for 34 cities in Turkey. Also, daily

average global solar radiation values are determined for 70 cities in Turkey by employing the data measured. According to

annual average global solar radiation values, Turkey is divided into four regions and a new comparison factor is introduced

and called the global radiation comparison rate.

Nomenclature

T Hour in a day ID Daily average hourly global radiation (kW/m2)
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Comparison of Energy Performance and Static Loads
on a Building Integrated Wind, Solar, and Rainwater Harvester 84
Ali Gurbuz, Ugur Akbulut, and Mert Ozsaban

Abstract

In recent years, sustainable energy and green buildings are developed as important issues. Many helpful systems were

developed to profit from advantages of different renewable energy sources. However, the research on disadvantages of

sustainable energy systems is very rare and papers focus on only economic issues. In this paper, an innovative building

integrated wind, solar, and rainwater harvester (WSRH) system was analyzed by nonlinear static pushover (NSP)

analysis. The results are compared in terms of energy performance and its effects on the structural system.

Keywords

Innovative buildings � Hybrid system � Nonlinear static analysis

Introduction

The primary energy supply is not limitless and the energy cost is increasing day by day, which determined the reduction of

the energy requirements in the residential buildings [1]. For that reason, alternative energy resources such as wind energy

and solar energy have extensively invested interest by the researchers. The common drawbacks to wind and solar

energy options are their unforeseeable nature and they rely on the climate changes [2]. Both wind and solar energy sources

have strong relations with the environment and climate conditions. And to get a stable power output it is necessary to

construct a hybrid power system [3]. But, the problems can be partially overcome by integrating two or more resources in a

proper combination to form a hybrid system. For certain locations, the hybrid solar–wind power generation systems with

storage banks offer a highly reliable source of power, which is suitable for electrical loads that need higher reliability.

Mostly, electricity is produced in rural power plants and transferred to urban areas. However, in developing countries,

grid extension is impractical because of dispersed population, rugged terrain, or some more other reason. Thus, on-site

renewable energy systems have an important role in narrowing the electricity gap in rural areas [4]. The concept of on-site

renewable energy generation is to extract energy from renewable sources close to the populated area where the energy is

required. The proposed wind–solar hybrid renewable energy system in this paper is a new, feasible, and compact design

which can be built on the top of high-rise buildings.

On the other hand, the researches on these kinds of systems mostly focus on only energy economic issues and skip

disadvantages. In this paper, an innovative building integrated wind, solar hybrid system, and rainwater harvester (WSRH)

was analyzed by NSP analysis. The results are compared in terms of energy performance and its effects on the structural

system.
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As for static analyses, it is possible to use linear or nonlinear methods to determine the seismic behavior of structures.

However, linear analysis uses the methods of the elastic solution; inelastic behavior includes solution by specific

coefficients. But linear analyses results are lower realistic than nonlinear analyses. It is needed to include inelastic behavior

of structural elements for more realistic results. Nonlinear time history (TH) analysis where earthquake loads are applied to

the building directly represents the most actual behavior of the structure. Nevertheless, TH analyses need long time period

[5]. Earthquake data should be selected carefully. Past studies show that nonlinear pushover (NSP) analysis is a suitable

alternative to TH analyses [6, 7]. Studies of [8] provided static pushover analyses occurrence and improvement. In addition

[9–12], procedures were introduced.

Residential building’s annual power consumption is approximately 37 kWh/m2 [13] and apartment buildings are the most

common residential buildings in Rize. In this study, 165 m2 four flats and 17 stories 50 m building were analyzed. This

building has 415.140 MWh annual power consumption. NSP analysis was also applied to a reinforced concrete residential

building with 17 floors. Later, weight of the WSRH system was added on to the roof and analysis was repeated. Energy

studies are calculated by four different forms.

Different forms are:

– Existing building integrated solar panels,

– Existing building integrated wind turbine,

– Existing building integrated rainwater harvester (RWH) system,

– Existing building with solar, wind, and rainwater harvester hybrid system.

Additionally, water storage tank of rainwater collector was placed on the roof to analyze with negative situation. Results

were discussed in terms of base reactions, lateral displacements, and energy performances.

Solar, Wind, and Rainwater Harvester Systems

Solar Energy System

Based on the solar radiation data of Rize [14], the solar energy generation is estimated using Eq. (84.1).

ES ¼ GSAS ηPS K ð84:1Þ

where GS is the annual mean daily global irradiation, AS is the module conversion efficiency, and K is the solar power loss.

Table 84.1 lists the value for each coefficient in Eq. (84.1). Thus, the estimated daily solar energy generated is 145 kWh/day

and 52.925 MWh/year.

Wind Energy System

In this study, hub height of the VAWT is assumed as 50 m. The average wind speed data of Rize for 50 m is used to calculate

the wind power extraction of the VAWT. The free-stream wind speed is 4 m/s at [14].

PW can be calculated using Eq. (84.2),

PW ¼ 0:5CP ηTR ηG ηPAGV ρAWT V
3 ð84:2Þ

Table 84.1 Estimated solar energy generated in Rize

Annual mean daily global irradiation, Gs (kWh m�2/day) 3.36

Solar panel area above the PAGV (m2) 520

Estimated solar cell active area, As (m
2) 450

Efficiency of solar panel, ηPS 0.12

Estimated power loss (electric transmission), K 0.8

Estimated solar energy generated, Esolar (kWh/day) 145
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where CP is the power coefficient, ηTR is the efficiency due to bearing and transmission loss, ηG is the generator efficiency,

ηPAGV is the efficiency due to power-augmentation-guide-vane (PAGV) loss, ρ is the air density, AWT is the swept surface

area of wind turbine, and V is the wind speed [15].

With the estimated efficiency of sub-systems or components, the wind energy generation could be estimated as shown in

Table 84.2. For a system with 24 m diameter and 12 m high VAWT installed on top of a building of 50 m height, the wind

energy generated is approximately 103.842 MWh/year or 284.5 kWh/day (Table 84.3).

RWH System

The amount of rainwater collected (VR) is estimated by using the Rational Equation as in Eq. (84.3)

VR ¼ AR I CR ð84:3Þ

where assumed rain catchment area (AR) and runoff coefficient (CR) is 720 and 0.75 m
2, respectively. Rainfall intensity (I) is

2245 mm/month.

Nonlinear Static Procedure

Seismic analyses of structures may perform by linear or nonlinear methods. Linear analysis is based on the first order linear

elastic theory and inelastic behavior includes to the solution by specific coefficients. Elastic analyses results are lower

realistic than inelastic analyses. It is need to include inelastic behavior of the structural elements for more realistic results.

Nonlinear Static Pushover Analysis

NSP analysis is a credible way to analyze seismic behavior of structural elements of buildings [8]. In addition [9–12],

procedures were introduced NSP analyses.

Capacity curves of the structure were obtained at the end of the analysis. FEMA 356 values have been used for cracking

stiffness of the structural system elements. Building materials were asummed as linear elastic. Plastic deformations were

occured on the plastic hinges. On the other hand, plastic deformations are formed by bending moment in beams, and bending

moment and axial forces in columns have been adopted. ATC 40 [9] values were used for plastic rotations and plastic hinge

values.

Table 84.2 Estimated parameters (efficiency, losses, etc.) of various components in wind energy

system

Generator efficiency, ηG 0.7

Efficiency due to bearing and transmission loss, ηTR 0.9

Efficiency due to PAGV loss, ηPAGV 0.8

Air density, ρ (kg/m3) 1.225

Frontal swept surface area, AWT (¼12 � 24 m2) 288

Power coefficient, CP 0.05

Table 84.3 Summary of estimated annual energy savings

Estimated energy source Energy generated/saved

Wind energy generated 284.5 kWh/day

Solar energy generated 145 kWh/day

Total estimated annual energy generated or saved 157 MWh/year
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Modeling Issues

In this study, NSP analysis was performed on four different forms of 17-story RC building integrated WSRH using Sap2000

structural analyses software. Results were discussed in terms of base reactions, lateral displacements, and top displacement

rates.

Nonlinear static analyses were performed by using Sap2000 nonlinear analysis program. Columns of building are defined

as reinforced concrete elements which work for axial load and moment. As for beams, they are defined as reinforced

concrete element which works for moment. C20 Concrete and S420 still classes were used according to Turkish Standard

(TS500). Sap model of the building is shown in Fig. 84.1

Case Study

Our sample building was discussed using four different forms. These are:

Existing Building

Seventeen-storey reinforced concrete building which was designed according to the 2007 Turkish Seismic Code was

selected for this study. All of the floors have the same height of 2.80 m but its base floor is 5.00 m. The building has

30 � 60 cm beams. Columns are 35 � 90 cm on base story and all of the other columns are 30 � 60 cm. The stirrups have a

diameter of 8 mm with 20 cm spacing constant along the height. There is no confinement for stirrups. The mass of 17th story

is calculated to be 268 tons, base story calculated to be 520 tons, and all of other stories are calculated tons. The building plan

is shown in Fig. 84.2.

Fig. 84.1 3D view of the building for analyses
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Existing Building Integrated Solar, Wind Hybrid System

A 100 kW vertical axes wind turbine (VAWT) was selected for simple building. The turbine specifications are shown in

Table 84.4.

These types of wind turbines are suitable for buildings owing to slow and silent working abilities. They can be built on

roof reinforced concrete buildings because they are made of safe and durable materials. Otherwise, architectural view of

building is important for turbine type. VAWT can be made of same material with the roof and can be integrated to the

building easily.

Cut-in wind speed 1.5 m/s and nominal working speed 9.5 m/s and the turbine rotate slowly and silently.

Additionally, 400 pieces 1,580 � 808 � 45 mm solar cells were putted on the system. Five hundred and twenty square

meter solar cells area was obtained totally. Solar cell specifications are shown in Table 84.5. Total weight of 400 pieces solar

cells is 6.2 tons (Fig. 84.3).
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Fig. 84.2 (a) Plan view (cm); (b) lateral view (m)

Table 84.4 One hundred kilowatt wind turbine specification

Manufacturer

Astralux Wind Turbine and Power Equipment Co. Ltd.

(Geneva/Switzerland)

Rotor height 12 m

Rotor diameter 24 m

Total height 22 m

Minimal working speed 1.5 m/s

Power on wind speed 4 m/s to 15 kW

Nominal working speed 9.5 m/s

Area occupied Will be design to fit the roof

Nominal working speed 9.5 m/s

Construction materials Aluminum, steel, concrete, and composite plastics

Total weight 35 tons
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Existing Building with Solar, Wind, and Rainwater Harvester Hybrid System

RWH system was designed in two different ways in the study. Water storage tank was placed at the base floor in the first

design and water was distributed by a water pump. In the second design, water storage tank was placed on the roof

(Tables 84.6 and 84.7).

However, total annual mean rainfall was 642.8 mm in Turkey (Fig. 84.4). This rate increases to 2,244.9 mm for Rize City

(Fig. 84.5). In this study, rain collector area is 24 � 28 m2 on the roof. In other words, 1,508 m3 (tons) rain falls to the roof

area in a year. This proportion corresponds to over 4 tons of water per day. According to the results of Municipal Water

Statistics Survey, water abstraction per capita is about 217 L per day in Turkey [16]. RWH can supply all the water demand

of 19 persons of the sample building in this study. This amount is equal to 7.5 % of the whole demand for the building.

A water tank with a storage capacity of 30 tons has been placed on the roof for the first design. Then, a water tank was

designed on the base floor and a water pump was added as an alternative solution.

Table 84.5 Solar cell specification

Material Mono-silicon

Maximum power 180 W � 3 %

Voltage (V) 44.4 V/5.08 A

Dimensions (H � W � D) 1,580 � 808 � 45 mm

Weight �15.5 kg

Work Temperature �45 + 85 �C

Fig. 84.3 Sample building

with roof-type wind turbine

Table 84.6 Annual mean rainfalls rates in Turkey

Average rainfall

period January February March April May June July August September October November December

Annual total

rainfall

1970–2010 77.6 71.2 64.4 60.0 48.3 32.6 18.9 18.2 27.6 59.7 75.3 88.8 642.8
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Results and Discussion

The results of the building are presented in terms of base reaction, lateral displacement, hinges results, and strains on the roof

story. The capacity curve which obtained as a result of the NSP analysis is shown in Fig. 84.6. NSP analysis was performed

in the weak direction of the building(Y direction). Building has symmetric columns and rectangular diameters. It is expected

that the building is weaker in Y direction with seismic capacity.

When the three capacity curves were compared, it was observed that the Existing Building (EB) has high capacity as

expected. It is shown that the differences of the results are not as high as it effects of seismic performance. WSH and WSRH

results are close with EB results for inelastic part of the graphic. As for elastic part of graphic, difference of EB results with

WSH and WSRH results grew a bit.

Residential buildings must be “Life Safety” (LS) or better performance to Turkish Earthquake Code 2007 (TEC). In our

study, hinges results show that all forms of the building were provided “LS” level. Figures 84.7 and 84.8 show hinges results

for EB—WSH and WSHR.

Even columns have larger area on the base story; the biggest damage was observed on the “A” axes columns of the base

story. Because, these columns are higher than the other stories and they compensate much more moment values. Plastic

hinges usually occurred on the edge of columns at the base story. Other critical elements were in middle stories. There are

rarely “LS” level hinges, and mostly “IO” level hinges occurred in middle stories.

Hinges results for WSRH are shown in figure. Extra loads on the roof changed the building period and base story damages

were decreased. Base stories were protected by energy absorbation of cracs on the concrete elements. But middle stories had

more damage than EB. Usually, the LS level of plastic hinges occurred on the middle story columns.

Table 84.7 Rize, annual mean rainfall rates

Average rainfall

period January February March April May June July August September October November December

Annual

total rainfall

1970–2010 210.4 179.2 144.4 92.2 99.7 135.8 148.4 182.6 249.6 300.4 256.2 246 2,244.9
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Conclusions

In this study, we presented the comparison of the energy performance and static loads on a building integrated WSRH.

Databases of REPA, GEPA, and TSMS (Turkish State Meteorological Service) are used in the energetic analysis and some

concluding remarks of this study are as follows:

(a) Electricity generated from wind is 104 MWh/year.

(b) Electricity from solar cell is 53 MWh/year.

(c) Total electricity from the WSRH is 157 MWh/year.

(d) Water collected by the rain harvester is 1,178 m3/year.

(e) Annual electric consumption of the building is 415 MWh/year.

(f) Annual water consumption of the building is 12,240 m3/year (15 m3/month flat)

(g) Electricity compensation ratio from renewable energy is 37.8 %.

(h) Water compensation ratio from rain harvesting is 9.6 %.
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A Solar Energy Calculation Study for the Buildings in Bayburt
in Order to Get Optimum Benefit from the Sun Directly 85
Uğur Çakır and Erol Şahin

Abstract

This study is a research made on evaluating solar energy utilization rates of the buildings and residences which are under

the climatic and meteorological conditions of Bayburt. In the scope of this study, with the aim of enabling them to benefit

from solar energy at the maximum level, a numerical modeling study in which we could determine the most suitable

directions, shapes, and sizes of the buildings that would be built in Bayburt was carried out. Although the modeling was

applied for sample buildings that have specific sizes and shapes and some results were obtained, this modeling can be

used for other buildings which have different shapes and the most suitable direction and location designation that can be

done. In the solar energy analysis made for the buildings, a year time was divided into four different periods. Related

evaluations were made by taking into account that the building should be in shape and orientation which takes the

maximum and minimum radiance in the summer and winter. Basic parameters were determined as azimuth angle,

the ratio of the building length to its width, and the total periodical radiance that the building takes.

Keywords

Solar energy � Renewable energy � Solar buildings � Energy saving

Introduction

Life cycle analyses have demonstrated that the majority of energy in a building is consumed as operational energy or during

the post-occupancy phase of building’s life. A universally accepted method of reducing the energy demands of active or

mechanical means of heating or cooling buildings is through passive solar energy. The operational energy demands of

buildings can be reduced by incorporating passive solar design principles that are appropriate to the local climate in the

preliminary stage [1, 2]. Passive heating or cooling by using solar energy can be used for all buildings in the world. The

amount of the usable solar radiation that reaches the earth should be known firstly and then the shape, orientation, and

position of building must be determined in order to get an optimum benefit from the sun. The design of collectors, the

determination of the lightening loads of buildings, the evaluation of the heat energy captured from the sun, the design of

the solar ovens, and the calculation of the isolation rates of greenhouses must be determined according to the amount of solar

radiation or solar energy that reaches the relevant place.

As it is known, solar incidence angle of the sun differs for every day, every hour, or every second of the year because of

the motion of the sun and the earth. For that reason the solar radiation energy that is gained by any place or building in the

world changes continuously depending on the time. For that reason effects of solar radiation on the energy losses and gaining

U. Çakır (*)

Engineering Faculty, Mechanical Engineering Department, Bayburt University, Bayburt, Turkey

e-mail: ucakir@bayburt.edu.tr

E. Şahin
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of the buildings must be taken into account in the architectural design of buildings especially in winter and summer.

In summer, solar energy gaining of any building should be minimal and it should be maximal in winter.

There are some studies made on improving the architectural design of buildings to get maximum energy from the sun or

use minimum energy if it uses conventional energy sources for heating or vice versa. The entire building should be

considered as it is just one system. While building is being sized and positioned, the most solar energy gaining rate of the

system should be put forward for cold seasons and least solar energy gaining rate of the system should be put forward for hot

seasons. For optimal results the building should gain the minimum of solar energy in summer and the maximum in winter.

In a paper it is aimed to give some results of a comparative analysis of two basic sky models, isotropic:

Hottel–Woertz–Liu–Jordan and anisotropic: the HDKR, Hay–Davies– Klucher–Reindl, to recommend one of these models

for the determination of solar energy availability on a building envelope and to formulate the energy balance of a building.

Differences between results obtained from both models increase with the slope of exposed surfaces. The biggest differences

(12–15 %) are evident for vertical south surfaces, especially in summer. The simplified isotropic sky model is not

recommended for the evaluation of solar radiation availability on the building envelope. Underestimation of solar gains

can lead to the selection of an unsuitable concept and construction of a building and result in poor indoor thermal comfort,

i.e., overheating of rooms in summer [3]. Another paper presents the results obtained from measurements and experiences

gained from interviews on 12 advanced solar low-energy houses designed and built as part of the International Energy

Agency (IEA) Solar Heating and Cooling Programme—Task 13. Three years after the IEA Task 13 formally ended, the

results were collected by means of questionnaires sent to the former participants in Task 13. The paper gives a brief

presentation of the houses and the applied energy saving measures. Measured and expected energy consumptions and indoor

climate conditions are compared and differences explained. Special innovative installations and systems are described

and evaluated. In general the measured energy consumption was higher than the expected values due to user influence and

unforeseen technical problems but still an energy saving of 60 % compared with typical houses was achieved. Prevention of

overheating requires special attention also at northern latitudes. Interviews with occupants revealed the need to explain the

building’s behavior thoroughly to its users and the elaboration of user manuals [4].

A building-integrated solar energy system is proposed, with the panels installed such that the overall morphology

resembles that of a traditional Chinese building, i.e., roofing (eaves) at each storey, in addition to that on top of the building

in another study. The panels include photovoltaic cells and solar thermal collectors, thus producing electric power as well as

heating. The particular morphology provides a number of advantages, in terms of solar energy collection and shading, and

their matching to temporal and locational variations in energy demand. These are in addition to the advantages of solar

energy generally. Solar heating and photovoltaic power generation were calculated for a number of locations. These were

compared with the space heating and air conditioning demands, respectively. The requirement for supplementary energy

was calculated. Equivalent calculations for similar buildings without solar panels allowed the saving in non-solar energy to

be estimated. Calculations were made for Beijing in winter, as an example of high space heating demand, for Hong Kong in

summer, as an example of high air conditioning demand, and for Shanghai, as an intermediate example. These showed

potential savings of up to 15 % in space heating, and up to 55 % in air conditioning energy demand [5]. The facade design is

and should be considered a central issue in the design of energy-efficient buildings. That is why dynamic facade components

are increasingly used to adapt to both internal and external impacts, and to cope with a reduction in energy consumption and

an increase in occupant comfort. To gain a complete picture of any facade’s performance and subsequently carry out a

reasonable benchmarking of various facade alternatives, the total energy consumption and indoor environment need to be

considered simultaneously. Nielsen et al. quantified the potential of dynamic solar shading facade components by using

integrated simulations that took energy demand, the indoor air quality, the amount of daylight available, and visual comfort

into consideration. Three types of facades were investigated (without solar shading, with fixed solar shading, and with

dynamic solar shading), and they simulated them with various window heights and orientations. Their performance was

evaluated on the basis of the building’s total energy demand, its energy demand for heating, cooling, and lighting, and also

its daylight factors. Simulation results comparing the three facade alternatives show potential for significant energy

reduction, but greater differences and conflicting tendencies were revealed when the energy needed for heating, cooling,

and artificial lighting was considered separately. Moreover, the use of dynamic solar shading dramatically improved the

amount of daylight available compared to the fixed solar shading, which emphasizes the need for dynamic and integrated

simulations early in the design process to facilitate informed design decisions about the facade [6].

The purpose of the study of Peippo et al. is to define a simple quantitative solar low-energy building design optimization

procedure that will give the optimum design variables from a representative set of options. These include building geometry,

thermal insulation, windows, solar thermal collectors, and PVs, whereas less readily quantifiable technologies such as

advanced passive solar designs are not discussed. First, a set of simplified models is selected for the building energy analyses.
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A numerical optimization scheme is then integrated with these models that find the optimum building design trade-off path

in terms of energy and cost, in order to solve the design problems 1–3. To assess the applicability of the approach, a case

study is presented for two generic building types in three different locations in Europe. Finally, the computed designs are

compared with a set of realized low-energy houses [7]. Further advance of glazed, healthy building’s energy efficiency and

sustainability is inextricably linked to the building’s envelopes/facades fundamental physics study related to the dynamic

control of sunlight and optimal control of solar heat gains. Relevant mathematical models and algorithms, as well as

infrastructure/hardware and software integrated performance prediction and validation are studied. Reviewed is the most

recent analytical and experimental research, current state of science and art, as well as some of the on-going R&D at the

edge of the new breakthroughs of the healthy buildings daylighting dynamic control’s performance prediction and

validation. It has been shown that, concerning the variability of the solar radiation spectra incident on the building’s

envelope, and also the variability of outdoor and indoor air temperature differences, it is necessary tuning control of

Glazing’s transmittance dependence on the solar radiation wavelength, with an aim to optimize daylighting with the

reference to people needs (their health and comfort) and energy (thermal and electrical loads minimization). Finally,

presented are the elements of an analytical modeling approach, as initial results of study, aimed to reach a challenging

research goal—tuning control of buildings—Glazing’s transmittance dependence [8].

In this paper a case study was made to determine the best orientation, type, length to width rate, and the position of

residential buildings for Bayburt city which is located in the northeastern part of Anatolia in Turkey. It is a city in the Black

Sea Region of Turkey. To achieve this aim most commonly used normal building types for residential applications were

picked out. A mathematical model for computing the total solar energy that buildings gained from the sun every day and

every month, for the latitude of Bayburt is developed for any building orientation with the help of MATLAB. Then the

model was run and the solar energy gaining rates of building types are calculated according to the different floor areas for

each orientation. By the way a comparison was made among the building types according to the total solar energy gained

monthly, annually, and seasonally.

Case Study

Geographic and Climatic Properties of Bayburt

This case study was made for geographical and climatic conditions of Bayburt which is situated between 39o520 to 40�370

latitudes and 39�370 to 40�450 longitudes. It sits on 40.16� south and 40.15� north latitude and has an altitude of 1,556 m [2, 9].

In the region renowned for its climatic extremes, the town of Bayburt experiences comparatively mild seasonality, with

an annual range of 15 �C. In summer, temperatures reach an average maximum of 27 �C, and tough figures in excess of

36–38 �C have been recorded in July or August. During the cold winter average daily maxima hover close to freezing point.

Air temperature levels reach an average minimum point of �6.08 �C, and extreme variation is seen in data with absolute

figures plunging to�29 �C in December and January. Generally, January is the coldest month of the year for Bayburt. Spring

sees maximum temperatures jump dramatically from March to April, whilst autumn temperatures drop steadily toward the

cool winter months. Diurnal temperature variation peaks during summer, when clear skies allow the escape of warm air in to

the atmosphere at night. Bayburt receives high levels of solar radiation throughout the year and consequently is, on average,

warmer than the surrounding slopes. Briefly, heating of the surfaces during the day creates up-slope thermal currents, which

warms nearby slopes while at night, cool air drains into valleys from the surrounding mountains [10, 11].

In this study an annual period divided into two sections because of the reasons is highlighted in the previous paragraphs.

First, one of them is winter section (01 November to 01 May) and second one is summer section (02 to 31 May)

The Buildings and Some Assumptions

In this study every analyzed building is thought as it is just one system. The solar energy gaining of any facade of building is

not important; all amount of the solar radiation taken from the sun is our main target. We determined and selected seven

types of building to make solar analysis. It is assumed that each apartment has 100 m2 floor area and the height of every

apartment is 3.5 m. Table 85.1 shows the general specifications of selected building types. Due to the fact that Bayburt is

located in a cold climate region of Turkey, it is important that buildings should get more solar radiation in winter.
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In addition to the assumption which has been mentioned over, some other assumptions are made in order to make the

investigation easy and to make the comparison more realistic. In this study only direct solar radiation was calculated, ground

reflected, and diffused radiation is neglected by assuming that they will be equal for all shapes. Additionally effects of the

other factors like shading, type of building material are assumed equal for all situations. These assumptions do not change

the main results of this study and because of that a comparison is made in this paper.

Approach of Model

Selected types of buildings were analyzed in 89 different orientations from east–west to north–south directions by increasing

the azimuth angle of the building one by one from 0� to 89�. Optimum orientation was determined to obtain the wanted total

radiation energy (heat energy) in winter and summer for each type building according to different sizes. Surface azimuth is

the angle on a horizontal plane between the normal to a vertical surface and the north–south direction line. A new definition

was made here as building azimuth angle (BAA) and it is explained in Fig. 85.1. BAA (a2) is determined according to a

reference position as azimuth angle of one of the long wall is 0� as seen in Fig. 85.1. In reference position one of the long

walls of the building is faced to the south. When the greenhouse (system) turns from east to the west as seen in the figure,

BAA changes from 0� to 90�. When the long wall of the building is faced to the west BAA takes the value 90�.
In this study each surface of the building was analyzed separately first and then all systems were discussed. Surfaces of

the building were encoded by using some abbreviations as seen in Fig. 85.2. Figure 85.2 is presented as a sample for

encoding the surfaces of building.

Table 85.1 Selected building types

Type Number of floors

Number of apartments

for each floor (100 m2) Total apart number Building length (m) Building width (m) Basic floor area (m2)

1 2 2 4 20 10 200

2 4 2 8 20 10 200

3 6 2 12 20 10 200

4 8 2 16 20 10 200

5 4 4 16 20 20 400

6 6 4 24 20 20 400

7 8 4 32 20 20 400

WestEast

North

South

Top view of the building

Long walls are facing south and
short wall facing east at first
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Solar Calculations

The incident solar radiation outside the earth’s atmosphere is called extraterrestrial radiation. The intensity of solar

irradiation directly outside the earth’s atmosphere on a horizontal surface is almost constant at around 1.367 W/m2,

so-called as solar constant. As mentioned above, since this study focuses on a comparison extraterrestrial, radiation

calculations were used.

Instant and hourly incident solar radiation on an inclined surface of a building depends upon some parameters, like the

time of the day, the day of the year (n), declination angle (d), solar altitude angle (z), surface azimuth angle (a) (in northern

hemisphere, it is zero for south facing surfaces, 180� for north facing surfaces, �90� for east facing surfaces, and +90� for
west facing surfaces), and latitude angle of the place (e).

In this study, the daily solar radiation coming onto a surface in a day between sunrise and sunset is put forward. Firstly, for

a constant BAA the total daily solar radiation coming onto any surface of the building was calculated for each day of the

year. This calculation was made for every surface of the building. The total daily solar radiation coming onto the building is

calculated by collecting the amounts of daily total solar radiation coming onto each surface of it. The related and required

values of these parameters have been computed by using (85.6)–(85.8) numbered references [12–14].

Zenith angle z is given with Eq. (85.1), where h is the hour angle, d is the declination angle, and e is the latitude angle.

z ¼ arccos cos d: cos e:coshþ sin d: sin eð Þ ð85:1Þ

Sun rays become parallel with surface when the sun rises and sets. Solar incidence angle (H) of a surface at the time sun

sets or rises can be calculated by using Eq. (85.2) and solar incidence duration (Tg) of any day can be calculated in time unit

by using Eq. (85.3).

cosH ¼ � sin d: sin e

cos d: cos e
¼ � tan d: tan e ð85:2Þ

Tg ¼ 2

15
:H ¼ 2

15
arccos � tan d: tan eð Þ ð85:3Þ

SOUTH

The wall
facing
west

EAST
The roof facing south C1

The roof facing north C2

The wall
facing
east

D1

The wall facing north D4

D2The wall facing south

D3

NORTH

Fig. 85.2 Encoding of the building surfaces (first position)
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Solar incidence angle (g) of a surface at any time of the day is evaluated as;

cos gð Þ ¼ cos d: cos e:cosh: cos s½ � þ cos a: cos d: sin e:cosh:sins½ � þ sin a: cos d:sinh: sin s½ �
þ sin d: sin e: cos s½ � � cos a: sin d: cos e: sin s½ � ð85:4Þ

Here, a is defined as the azimuth angle and s is defined as the inclination angle of the surface. Terms of H1p and H2p are

defined as the hour angles where solar incidence angle becomes zero (the sun’s rays are parallel to the surface). H1p and H2p

are calculated as;

H1p ¼ 2 arctan
C1 � D

C2 � C3

� �
ð85:5Þ

H2p ¼ 2 arctan
C1 þ D

C2 � C3

� �
ð85:6Þ

Values of C1, C2, C3, and D can be calculated by using (85.7)–(85.10) numbered equations as seen below.

C1 ¼ sin a: cos d: sin s ð85:7Þ

C2 ¼ cos d: cos e: cos sþ cos a: sin e: sin s½ � ð85:8Þ

C3 ¼ sin d: sin e: cos s� cos a: cos e:sins
�� � ð85:9Þ

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
1 þ C2

2 � C2
3

q
ð85:10Þ

The times that solar radiation comes parallel to the surface may be before sunrise and after sunset. For that reason if the

absolute value of the hour angle at the time solar incidence comes parallel to the inclined surface greater than the hour angle

at the sunrise time, the hour angle at the time that solar rays first reach to the surface is at the sunrise time. By using

Eq. (85.11) the cosine of solar incidence angle (g) can be calculated when the value of h is zero (solar noon).

cosg0 ¼ C2 þ C3 ð85:11Þ

After determining the g0 value, H1 and H2 values which are the hour angles at sunrise and sunset for any inclined surface

can be evaluated by using the algorithm showed in Table 85.2.

It is a requirement to evaluate how many hours the solar radiation comes on an inclined surface in a day. This evaluation

must be made for all days of a year. We can determine this by using the equations numbered as (85.12) and (85.13).

for d > 0 : teg ¼ 2

15
arccos � tan d: tan e� sð Þ½ � ð85:12Þ

for d < 0 : teg ¼ 2

15
arccos � tan e: tan d½ � ð85:13Þ

Generally extraterrestrial radiation is made use of in the calculation of the solar radiation that comes to the earth. The

extraterrestrial radiation that comes on unit area of a horizontal surface instantly can be calculated by using Eq. (85.14),

Table 85.2 The algorithm

which is used to evaluate the hour

angles at sunrise and sunset for

any inclined surface

H1 H2

cos (go) > 0

(go > 90�)
D2 > 0

D2 < 0

max (H1p, �H)

�H

min (H2p, H)

H

cos(go) < 0

(go > 90�)
D2 > 0

D2 < 0

max (H2p, �H) min (H1p, H)

Solar radiation does not come to the surface
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where Igs is the solar constant and on average it is 1,367 W/m2. This value varies by �3 % as the earth orbits the sun (http://

science.nasa.gov/science-news/science-at-nasa/2003/17jan_solcon/), and f is the solar constant correction coefficient and is

determined by using (Eq. 85.15).

I0 ¼ Igs:f : cos z ð85:14Þ

f ¼ 1þ 0:033 cos 360
n

365

� 	
ð85:15Þ

The amount of solar radiation that comes on a horizontal surface in dt period (dQ0) is calculated by using Eq. (85.16).

This equation can be converted to Eq. (85.17) with the help of an hour angle and t ¼ 12/π. Then we get the Eq. (85.18) by

putting the Equation one which expresses the zenith angle into Eq. (85.17) and integrating it from H1 to H2.

Equations (85.18) and (85.19) define the amount of extraterrestrial solar radiation that comes on unit area of a horizontal

surface in one day from sunrise to sunset.

dQ0 ¼ Igs:f : cos z:dt ð85:16Þ

dQ0 ¼
12

π
:Igs:f : cos z:dh ð85:17Þ

Qo ¼
12

π
:Igs:f :

ðH2

H1

cos d: cos e:coshþ sind: sin eð Þ:dh ð85:18Þ

Qo ¼
24

π
� Igs � f � cos dð Þ cos eð Þ sin Hð Þ þ π

180
H sin dð Þ sin eð Þ

h i
ð85:19Þ

The amount of extraterrestrial solar radiation (Qoe) that comes on the unit area of an inclined surface in one day can be

calculated by using Eq. (85.20) from sunrise to sunset. s is the slope angle of the surface.

Qoe ¼
12

π
:Igs:f :

π

180
H2 � H1ð Þ: sin d: sin e: cos s� cos e: sin s: cos að Þ þ sin H2 � sinH1ð Þ:

cosd: cose:cossþ sine:sins:cosað Þ � cosH2 � cosH1ð Þ:cosd:sins:sina

2
4

3
5 ð85:20Þ

Results and Discussion

Figure 85.3 shows the change of solar energy gaining of Type 1 building in winter and summer according to the BAA. As it

is mentioned before, Type 1 has two floors and four apartments totally. Its length and width are 20 and 10 m. If the building

is positioned with 18� BAA the solar heat energy that is gained from the sun becomes maximum for winter and if it is

positioned with BAA between 75� and 90� it gets minimum solar radiation in both of the seasons. The optimum BAA

is between 12� and 24�.
Figure 85.4 presents the solar energy utilization rates of the building which is selected as Type 2. This type of building has

got four floors and eight apartments totally. The BAA value for Type 2 building to get maximum solar energy in winter

season is 19�. But we should care about the solar radiation coming onto the building in summer. We can say that the

optimum range for BAA of Type 2 is between 12� and 23�.
Figure 85.5 presents the solar energy that comes from the sun to the surfaces of building-Type 2 in winter and summer.

This type of building has got 6 floors and 12 apartments totally. The best BAA value for Type 2 building to get maximum

solar energy in winter season is 14�. But we should care about the solar radiation coming onto the building in summer.

We can say that the optimum range for BAA of Type 2 is between 11� and 34�.
Solar energy incoming rates change of Type 4 is presented in Fig. 85.5. Type 4 has 8 floors and 16 apartments in each

floor (Fig. 85.6). It has got 16 apartments totally. As seen in the figure when BAA is higher than 78�, solar energy gaining of
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building becomes minimum in summer and winter. If the building is positioned with 15� BAA, the solar heat energy that is

gained from the sun becomes maximum for winter.

Figure 85.7 presents solar energy incoming rates change of Type 5 building in two seasons depending on different BAA

values. Type 5 has four floors and four apartments in each floor. It has got 16 apartments totally. As seen in the figure, when

BAA is higher than 70�, solar energy gaining of building in summer becomes higher than in winter. If the building is

positioned with 27� BAA, the solar heat energy that is gained from the sun becomesmaximum for winter and if it is positioned

with BAA between 70� and 90� it gets minimum solar radiation in winter. The optimum BAA is between 13� and 33�
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Fig. 85.3 Change of total solar energy gaining of Type 1 building according to BAA (two floors, four apartments)
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Change of solar radiation energy gaining of building-Type 6 according to BAA is presented in Fig. 85.8. As it is

understood from Fig. 85.8 if the building is positioned with 24� BAA, the solar heat energy that is gained from the sun

becomes maximum for winter and if it is positioned with BAA between 77� and 90� it gets minimum solar radiation in

winter. The optimum BAA is between 20� and 40�
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Fig. 85.6 Change of total solar energy gaining of Type 4 building according to BAA (8 floors, 16 apartments)
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Figure 85.9 shows the change of solar energy gaining of Type 1 building in winter and summer according to the BAA.

As it is mentioned before Type 7 has eight stores and four apartments totally. Its length and width are 20 and 20 m. If the

building is positioned with 22� BAA, the solar heat energy that is gained from the sun becomes maximum for winter season

and if it is positioned with BAA between 73� and 90� it gets minimum solar radiation in both of the seasons. The optimum

BAA is between 16� and 32�.
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Fig. 85.7 Change of total solar energy gaining of Type 5 building according to BAA (4 floors, 16 apartments)
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Table 85.3 shows us the optimum BAA values for buildings and the amount of heat energy gained by the sample

buildings from the sun when building is positioned with optimum BAA. Additionally Fig. 85.10 presents the change of

the amount of solar radiation gaining of the building when it is oriented by optimum BAA seasonally and annually.

As understood from the table and figure, number of apartments per floor is more important than the height of the building to

0 10 20 30 40 50 60 70 80 90
6

6.5

7

7.5

8

8.5

9
x 106

BAA (a2)

T
O

T
A

L 
S

O
LA

R
 R

A
D

IA
T

IO
N

IN
C

O
M

IN
G

 O
F

 B
U

IL
D

IN
G

  (
M

J 
/ S

E
A

S
O

N
) WINTER SEASON (01 NOVEMBER - 01 MAY)

SUMMER SEASON (02 MAY - 31 OCTOBER)

Fig. 85.9 Change of total solar energy gaining of Type 7 building according to BAA (8 floors, 32 apartments)

Table 85.3 Maximum total solar energy gaining of buildings per season

Floor 2 4 6 8

Apartments 2 2 4 2 4 2 4

a2 (
�) 18 15 27 14 24 14 23

Qo Summer 1,453,115 2,154,185 4,972,490 2,861,943 5,956,462 4,166,146 6,956,460

Qo Winter 1,728,308 2,930,251 5,463,137 4,134,130 7,082,733 5,725,556 8,709,859
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get more benefit from the sun because the increase in total surface becomes higher when the number of apartments per floor

increases. Additionally according to Fig. 85.10 and Table 85.3 the solar radiation that is gained by the building is always

higher for winter and that is a desired result for Bayburt.

Conclusion

This study was made to evaluate the potential of direct solar radiation using of buildings for different types of residential

buildings and different orientations of them. To achieve this aim MATLAB program was used. This modeling study and the

algorithm can be used for any building in the world. Additionally this study can be used for different solar energy

calculations too, for example greenhouses of solar houses. Due to the fact that winter season is too cold and summer season

is cool and duration of spring/autumn seasons is very short in Bayburt, we concluded that the amount of solar radiation

energy that is gained by buildings in Bayburt is more important. For that reason, the calculation and determination process of

BAA is made according to the winter conditions.

It is understood from the study that solar energy calculations must be made for every building over the world, and sizes

and positioning conditions of the buildings must be evaluated carefully for economic and efficient energy using issues.
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13. Duffie JA, Beckman WA (1991) Solar engineering of thermal processes, 2nd edn. Wiley, New York

14. DuffieJ A, Beckman WA (1974) Solar energy thermal processes. Wiley, New York
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Part V

Hydrogen Production and Fuel Cell



Economic Assessment of Three Biomass-Based Hydrogen
Production Systems 86
Mehmet Kursad Cohce, Ibrahim Dincer, and Marc A. Rosen

Abstract

The hydrogen economy is expected to become in the future a very significant part of the energy system for many countries,

and hydrogen as a fuel will likely play an important role in the transition from fossil fuels to carbon-free and/or carbon-

neutral fuels. Such a transition is directly related to hydrogen production costs. In this chapter, comprehensive economic

evaluations and comparisons are reported for three simulated hydrogen production systems. The minimum hydrogen

production costs are estimated for these three systems using process economic analysis software (Aspen Plus Icarus).

It is found that the hydrogen production cost ranges between 1.28 and 1.78 $/kg for these three systems. The results of this

investigation (1) are expected to help reduce reasonably hydrogen production costs by applying various scenarios for these

three systems and (2) demonstrate hydrogen can be an economically feasible final product from biomass gasification. It is

concluded that the costs of hydrogen production may be competitive in the future with the costs of the production of

conventional fuels.

Keywords

Hydrogen � Energy � Biomass � Economic assessment

Introduction

Hydrogen is an attractive alternative energy carrier and this desirability is related to it being environmental friendly and

available in large quantities, since hydrogen is one of the most abundant elements in the world. If hydrogen becomes widely

available at low cost, it is most likely that hydrogen energy systems will be competitive with the current gasoline-supply

systems. The timing the evolution towards a hydrogen economy depends on the rate of technology advances among other

factors. A roadmap has been created that provides an overview of a possible evolution of hydrogen production technologies

in the future [1–2], and comprehensive analyses have been reported on the feasibility of biomass derived hydrogen [3]. Such

systems are often assumed to be able to supply their own power and heat by utilizing waste heat from biomass pyrolysis and

further reforming [4].

An economic analysis has been conducted to investigate the effect of different parameters and variables on the cost of

hydrogen produced using low to medium capacity (1.3 MW, 10 MW, and 20 MW) gasification plants [5]. It was concluded

that significant cost reductions could be obtained by increasing plant size, with the cost of produced hydrogen gas found to

be nearly 11–12 €/GJ with a refueling station; compression adds a cost of nearly 5 €/GJ. Therefore, the cost of hydrogen

produced using biomass is estimated in this study to be 16–17 €/GJ, which is higher than the value cited in the next

paragraph on hydrogen production costs. A study of the economic efficiency of hydrogen production from biomass residues

in China [6] demonstrated the basic system for hydrogen production consisting of an oxygen-rich air downdraft gasifier plus
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CO-shift reaction in a fixed bed. A cost sensitivity analysis on this system determined the cost to be 1.69 $/kg H2 for a

system capacity of 266.7 kg biomass/h (6.4 ton/day). The investigation considered ranges of hydrogen production capacity

for the cost estimation varying from a cost of 2.224 $/kg H2 for a small pilot plant of 100 kg H2/day to 0.625 $/kg H2 for a

very large plant of 10,000,000 kg H2/day [7].

It is important to determine the means of producing hydrogen that is the most suitable and cost-effective, as a key cost

factor depends strongly on the method of hydrogen production. One assessment of hydrogen production costs determined

that steam methane reforming (SMR) is currently the cheapest method of hydrogen production, and PV powered water

electrolysis is the most costly; the authors also indicated that the economic analysis of different H2 production technologies

is incomplete without consideration of the environmental costs associated with the processes [8]. Although biomass can be

converted through processes to generate energy, like gasification to produce hydrogen as discussed in this chapter, biomass

can also be directly combusted to produce electricity.

In addition, political and social factors also affect hydrogen economics, with the utilization of renewable energy varying

significantly depending on government policy and the attitudes and behaviors of relevant policy makers, the public, and

industry [9].

The main objective of this study is to show from an economic point of view that gasification of oil palm shell can be used

beneficially to produce hydrogen for three different hydrogen production systems. Consequently, the present work

investigates the economics of hydrogen production by thermochemical biomass gasification. A parametric analysis of

factors influencing the thermodynamic efficiency of biomass gasification is also carried out. The systems considered here for

hydrogen production incorporate gasification, followed by steam methane reformation, and low and high temperature shift

reactions. The gasification of oil palm shell, for which proximate and ultimate analyses and other data are available [10],

is investigated using the Aspen Plus process simulation software and the Aspen Plus Icarus program, which is an equipment

capital cost estimating software tool developed by Aspen Tech. The latter code is used to estimate system component costs.

The results are expected to provide designers and researchers with an enhanced understanding of the characteristics of

biomass-based hydrogen production technologies.

Economic Analysis

Three different biomass energy conversion systems are investigated in this study, including the hydrogen production and

electric generation systems. This section explains the economic evaluation of these three simulated systems to estimate the

minimum hydrogen production cost; explanations are also provided of the methods and sources for determining the capital

cost of each piece of equipment within the plants. Once the system configurations are set up in Aspen Plus, technical data are

obtained via the simulations. Some results are transferred to the Aspen Plus economic analyzer to estimate most of each

component’s capital cost. The majority of the costs are obtained from the literature and Icarus (an equipment capital cost

estimating software tool of Aspen Tech). In order to determine the total system cost, first the purchased cost of the equipment

is calculated and then cost factors are used to determine the installed equipment cost. The cost multipliers are taken from

[10–11]. For the biomass-based hydrogen plants in this study, the total project investment (TPI) is evaluated as follows:

TPI ¼ (TIC) + (TINC), where TIC is the total installed cost and TINC is total indirect cost.

Total Installed Cost

To estimate the TIC, the factors considered for each piece of equipment are shown in Table 86.1. This method, which is also

called technically factored estimate based on knowledge of major items of equipment, has an expected accuracy of about

�30 % [11].

Total Indirect Cost

The indirect costs, which are the nonmanufacturing fixed-capital investment costs, are also determined using cost factors

from [10]. The relevant factors are shown in Table 86.2, as percentages of the total purchased equipment cost, total installed

cost, and total project investment.
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Feed Handling, Drying, Gasification, and Gas Cleanup Capital Costs

Several reports detail the biomass handling and drying costs as well as the gasification and gas cleanup costs [12–19].

Table 86.3 summarizes the costs for feed handling and drying and for gasification and gas cleanup.

Other Capital Costs

The cost of reactors, heat exchangers, compressors, blowers, and pumps are determined using the energy and material

balances from the Aspen Plus simulations along with the Aspen process economic analyzer (Icarus). The following are the

sizing criteria. The surface area of each heat exchanger is calculated based on _Q ¼ U� A� lnΔT, where _Q is the heat duty,

U is the overall heat transfer coefficient, A is the exchanger surface area, and lnΔT is the log mean temperature difference.

Icarus determines the appropriate heat exchanger surface area. Design information including flow rate, operating tempera-

ture, and pressure for the blowers and compressors are taken from the Aspen Plus simulation. The cost of the syngas

compressor includes the cost of the interstage coolers and condenser vessels.

Operating Costs

There are two kinds of operating costs: fixed and variable. This section discusses the operating costs for the biomass

gasification to hydrogen production plant including the assumptions and values for these costs.

Table 86.1 Cost factors

in determining total installed

equipment costs

% of TPEC

Total purchased equipment cost (TPEC) 100

Purchased equipment installation 39

Instrumentation and controls 26

Piping 31

Electrical systems 10

Buildings (including services) 29

Yard improvements 12

Total installed cost (TIC) 247

Table 86.2 Cost factors

for indirect costs
Indirect cost % of TIC

Engineering 13

Construction 14

Legal and contractor fees 9

Project contingency 15

Total indirect costs (TINC) 51

Table 86.3 Feed handling,

drying, gasification, and gas

cleanup costs
Reference

Scaled feed handling

and drying cost $K

BCL-scaled gasifier

and gas cleanup cost $K

[11] $18,840a $16,392a

2009 (based on 3 %

escalation per year)

$23,170 $20,160

a2,000 ton/day plant
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Fixed Operating Costs
The fixed operating costs given in [17] are used as a starting point to progress fixed costs for the biomass gasification to

hydrogen production plant. To determine labour costs, salaries from 2002 are used, with an assumed 3 % annual wage

increase (see Table 86.4).

Also since the salaries listed in Table 86.4 are not fully loaded, a general overhead factor is used. This also covers general

plant maintenance, plant security, janitorial services, communications, etc. Factors for maintenance, insurance, and taxes are

obtained from [10–11] and can be seen in Table 86.5.

An excel worksheet was set up and some of the base case economic parameters used in the spreadsheet are given in

Table 86.6. The depreciation amount was determined by the same method as that documented in [10, 15].

Variable Operating Costs
There are many variables affecting the variable operating costs and minor ones are neglected. The variables, information

about them, and costs associated with each variable are shown in Table 86.7. This table shows in particular the assumed

variable operating cost for the simulations. However, actual plants likely have different variables and costs.

Table 86.4 Labor costs Worker ($) Salary Number ($) Total cost

Plant manager 110,000 1 110,000

Plant engineer 65,000 1 65,000

Maintenance supervisor 60,000 1 60,000

Lab manager 50,000 1 50,000

Shift supervisor 45,000 5 225,000

Lab technician 35,000 2 70,000

Maintenance technician 40,000 8 320,000

Shift operators 40,000 20 800,000

Yard employees 25,000 12 300,000

Clerks and secretaries 25,000 3 75,000

Total salaries (2002) 2,080,000

Total salaries (2009) (based on 3 % escalation per year) 2,558,137

Table 86.5 Other fixed costs Item Factor Cost

General overhead 95 % of total salaries $2,430,000

Maintenance 2 % of total project investment –

Insurance and taxes 2 % of total project investment –

Table 86.6 Economic

parameter values
Parameter Value

Internal rate of return (after-tax) 10 %

Debt/equity 0 %/100 %

Plant life 20 years

General plant depreciation 200 % DDB

General plant recovery period 7 years

Working capital 5 % of total capital investment

Start-up time 6 months

Land 6 % of total purchased equipment cost

Construction period 2 years

Operating hours per year 8,000 h

Feedstock cost (dry basis) $40/ton
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Systems Descriptions

An economic evaluation of a complex system requires consideration of its components and their characteristics. Recently,

biomass gasification in indirectly heated steam gasifiers has received much attention for the conversion of biomass to

combustible gases [20]. In this section, there are some improvements, suggestions, and alterations made for the systems

which are studied by [21, 22]; for instance, ways to achieve increased heat recovery or electricity production from waste heat

to increase the overall system efficiency. A comparison is also presented. The aim of this section is to describe the simulated

hydrogen plants and their features in detail. The hydrogen plant simulations are described with flow diagrams. The

simulations are created to remain true to the original systems as described [11, 19, 23], although some minor changes are

made in these simulated systems. Detailed explanations of the hydrogen production process for the three hydrogen plants

are provided in this section. This stage consists of an economic evaluation for these systems to determine the minimum

hydrogen production costs.

System 1

The system in Fig. 86.1 was a part of the NASA shuttle program (hydrogen production from biomass) and proposed

for bagasse gasification [23]. For further study and exergy calculations, the current system was redesigned to account for

missing data and information from the original proposed system. The same approach was almost followed as with the

original proposed system. The planned capacity here is different than the proposed system, and the current design

incorporates enhancements to increase heat recovery and reduce water consumption.

System 2

We can produce either electricity or hydrogen through gasification. However, some examples exist which produce electricity

and hydrogen concurrently [19]. Figure 86.2 shows the first part of the hydrogen plant of system 2 and system 3, which is

syngas production through gasification. This system reported by the FERCO SilvaGas process [24, 25] employs the low-

pressure Battelle (Columbus) gasification process, which was developed by the United State Department of Energy Biomass

Power Program, FERCO, Battelle Columbus Laboratory, Burlington Electric Department, Zurn Industries, OEC/Zurn, and

NREL. This process consists of two physically separate reactors: a gasification reactor in which the biomass is converted to a

gas mixture and residual char at a temperature of 850 to 1,000 �C and a combustion reactor that burns the residual char to

provide heat for gasification.

System 3

The system in Fig. 86.3 is proposed and designed in a report using Aspen Plus by the Natural Renewable Energy Laboratory

(NREL) [11]. Both energy and economic investigations are included to demonstrate that hydrogen can be an economically

feasible product. In this chapter, some improvements, suggestions, and alterations are made for this system, for instance,

more heat recovery or electricity production from waste heat is employed to increase the overall system efficiency.

Table 86.7 Variable operating

costs
Variable Information and operating cost

Tar reformer catalyst Neglected

ZnO, steam reforming and shift catalysis Neglected

Gasifier bed material Neglected

Solids disposal cost $700,000/year for 2,000 ton/day plant

Electricity (2009 values) Price: 5.8 ¢/kWh

Natural gas (2009 values) Pipeline composition consists of 100 % vol.

CH4, Price: $0.1/m
3

LO-CAT chemicals Neglected

Waste water Neglected

Source: [11]
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Results and Discussion

Detailed economic analyses are performed to estimate the minimum hydrogen production cost, based on the explanations,

assumptions, and methods about the economic evaluations in previous sections. As can be observed in the below tables,

many factors affect the minimum hydrogen production cost (MHPC). This investigation seeks to minimize the minimum

hydrogen production cost and discusses how we can reduce the MHPC to make it competitive with other fuels.

Economic Results for System 1

In Table 86.8, direct capital costs, indirect capital costs, and operating costs for system 1 are presented. For this case, the tar

cracking catalyst, olivine (gasifier bed material), and other catalysts’ cost are not included in the operating cost. As can be

seen in Table 86.8, the major parts of the operating costs are associated with the feedstock and natural gas. As a result,

this system with the delivered feedstock cost at 40 $/ton exhibits a minimum hydrogen production cost of 1.78 $/kg,

i.e., 14.82 $/GJ. It is also clear that some produced electricity contributes to reduce the MHPC.

Economic Results for System 2

In Table 86.9, direct capital costs, indirect capital costs, and operating costs for system 2 are presented. As can be seen for

this system, the major parts of the operating costs are associated with the feedstock and natural gas. As a result, this system

with the delivered feedstock cost at 40 $/ton exhibits a minimum hydrogen production cost of 1.55 $/kg, i.e., 12.8 $/GJ.

This system purchases some electricity, which increases the MHPC while increasing the total operating cost.
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Economic Results for System 3

In Table 86.10, direct capital costs, indirect capital costs, and operating costs for system 3 are provided. As can be seen, the

major parts of operating costs are due to the feedstock and natural gas. As a result this system with the delivered feedstock

cost at 40 $/ton has a minimum hydrogen production cost of 1.28 $/kg, i.e., 10 $/GJ. It is interesting to note that this system

has the highest produced electricity rate, which means that for this system we can sell electricity and hydrogen at the same

time to reduce operating costs which are directly linked to MHPC. Further discussion is provided in the next section in terms

of economic comparisons of these three systems.

Economic Evaluations and Comparisons of the Systems

Figures 86.4 and 86.5 show the TPI and operating costs for the three cases for a plant capacity of 2,000 ton/day. The detailed

capital costs for these three systems were explained previously. Once the capital and operating costs have been determined, a

minimum hydrogen production cost (MHPC) can be determined using a discounted cash flow rate of return analysis. The

methodology used follows that in [10, 19]. The MHPC is the production cost of hydrogen that makes the net present value of

the biomass syngas to hydrogen process equal to zero with a 10% discounted cash flow rate of return over a 20-year plant life.

Table 86.11 shows the estimated economic analysis results for a minimum hydrogen production cost for different process

flows, varying between $1.28/kg and $1.78/kg with a plant capacity of 2,000 dry tonne per day. Overall, for these three

Table 86.8 Hydrogen production economic evaluation of system 1

2000 Dry metric tonnes biomass per day, all values in 2009$

Minimum hydrogen production cost ($/kg) 1.78 ($/GJ H2, LHV basis)

Hydrogen production (MM kg/year) 29.76 14.82

Delivered feedstock cost ($/dry US ton) 40.00

Direct capital costs (M$) Operating costs (cents/kg H2)

Feed handling and drying $23.17 Feedstock 95.05

Gasificationa $12.94 Natural gas 37.05

Compression and sulfur removal $6.41 Tar reforming catalyst 0.00

Steam methane reforming, shift, and PSA $5.61 Other catalysts 0.00

Hydrogen compression $0.00 Olivine 0.00

Steam system and power generation $5.61 Other raw materials 1.68

Cooling water and other utilities $1.27 Waste disposal 2.35

Combustor 1a $1.97 Electricity �29.96

Total installed equipment cost (TIC) $56.98 Fixed costs 18.20

Capital depreciation 14.46

Indirect costs (M$) Average income tax 11.56

Engineering (13 % of TIC) $7.41 Average return on investment 28.91

Construction (14 % of TIC) $7.98 Operating cost (M$/year)

Legal and contractor fees (9 % of TIC) $5.13 Feedstock $28.29

Project contingency (15 % of TIC) $8.55 Natural gas $11.03

Tar cracking catalyst $0.00

Total indirect costs $29.06 Other catalysts $0.00

Olivine $0.00

Total project investment (TPI) $86.04 Other raw matl. costs $0.50

Waste disposal $0.70

Electricity �$8.92

Fixed costs $5.42

Capital depreciation $4.30

Total plant electricity usage (kW) 26,644 Average income tax $3.44

Electricity produced onsite (kW) 45,861 Average return on investment $8.60

Purchased electricity (kW) �19,217 Total operating cost $53.36

aThe costs estimation for the low pressure indirectly heated gasifier and combustor 1 were determined by evaluating the sources [10, 11, 17, 19].
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systems, the greater part of the operating cost is accounted for by natural gas and feedstock costs, while the capital

depreciation and other costs account for only relatively small portions of the total. From references [26, 27, 28], these

values vary between 1.69 and 10 $/kg, depending on plant capacity and other factors. Since there are differences with each

system, the equipment required for all three systems are similar in some ways, however the needs are more basic for system

1, and more complex for system 3. The impact on capital costs are sometimes negative and at other times positive. For

example, for system 1, the amount of input biomass to the gasifier is different than for systems 2 and 3. In other words, for

system 1, the gasifier size will be smaller than for systems 2 and 3, and it will be cheaper than for systems 2 and 3. The

hydrogen production costs in Tables 86.8, 86.9, and 86.10 depend on many factors, including feedstock cost, methane cost,

electricity cost, tax, etc. Feedstock and natural gas costs alone cover a large portion of the operating cost. From this

perspective the hydrogen production cost decreases drastically if the natural gas and feedstock costs are reduced. Depending

on values of these parameters, we obtain the minimum hydrogen production costs seen in Table 86.11.

Another reason why the hydrogen production cost is high for these three systems is that the water in wet biomass (50 %

moisture) needs to be evaporated in the drier to become dry biomass (5.7 % moisture). This process is expensive and the

direct capital cost is affected in a negative way because the drier brings additional cost. If the biomass were initially dry and

the need for the drier avoided, the hydrogen production cost would be reduced significantly, by approximately $0.22/kg.

It can thus be an advantage to use dry biomass or to use sunlight to let the biomass dry before engaging in the process.

For system 1, there is no specified hydrogen production cost available in the literature; however, the minimum hydrogen

production cost is $1.78/kg which is quite reasonable. In contrast, even though the operating cost of system 1 is less than for

systems 2 and 3, the hydrogen production cost is the highest because the hydrogen production capacity per year is less than

for systems 2 and 3. For systems 2 and 3 the hydrogen production capacities are almost the same. The system 3 hydrogen

production rate is slightly less than for system 2 due to the unpredicted losses during hydrogen production with system 3.

Table 86.9 Hydrogen production economic evaluation of system 2

2000 Dry metric tonnes biomass per day—all values in 2009$

Minimum hydrogen production cost ($/kg) 1.55 ($/GJ H2, LHV basis)

Hydrogen production at operating capacity (MM kg/year) 62.48 12.89

Delivered feedstock cost $/dry tonne 40.00

Direct capital costs (M$) Operating costs (cents/kg hydrogen)

Feed handling and drying $23.17 Feedstock 45.28

Gasification $20.16 Natural gas 46.41

Compression and sulfur removal $12.00 Tar reforming catalyst 0.00

Steam methane reforming, shift, and PSA $20.71 Other catalysts 0.00

Hydrogen compression $0.00 Olivine 0.00

Steam system and power generation $7.54 Other raw materials 0.80

Cooling water and other utilities $5.25 Waste disposal 1.12

Electricity 8.62

Total installed equipment cost (TIC) $88.83 Fixed costs 11.75

Capital depreciation 10.73

Indirect costs (M$) Average income tax 8.59

Engineering (13 % of TIC) $11.55 Average return on investment 21.47

Construction (14 % of TIC) $12.44 Operating cost (M$/year)

Legal and contractor fees (9 % of TIC) $8.10 Feedstock $28.29

Project contingency (15 % of TIC) $13.33 Natural gas $29.00

Tar cracking catalyst $0.00

Total indirect costs $45.31 Other catalysts $0.00

Olivine $0.00

Total project investment (TPI) $134.14 Other raw matl. costs $0.50

Waste disposal $0.70

Electricity $5.39

Fixed costs $7.34

Capital depreciation $6.71

Total plant electricity usage (kW) 31,904 Average income tax $5.37

Electricity produced onsite (kW) 20,294 Average return on investment $13.41

Purchased electricity (kW) 11,610 Total operating cost $96.70
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Table 86.10 Hydrogen production economic evaluation of system 3

2000 Dry metric tonnes biomass per day—all values in 2009$

Minimum hydrogen production cost ($/kg) 1.28 ($/GJ H2, LHV basis)

Hydrogen production at operating capacity (MM kg/year) 61.10 10.03

Delivered feedstock cost $/dry tonne 40.00

Direct capital costs (M$) Operating costs (cents/kg H2)

Feed handling and drying $23.17 Feedstock 46.30

Gasification $20.16 Natural gas 53.68

Compression and sulfur removal $15.37 Tar reforming catalyst 0.00

Steam methane reforming, shift, and PSA $21.67 Other catalysts 0.00

Hydrogen compression $4.99 Olivine 0.00

Steam system and power generation $12.10 Other raw materials 0.82

Cooling water and other utilities $5.91 Waste disposal 1.15

Electricity �35.66

Total installed equipment cost (TIC) $103.37 Fixed costs 13.45

Capital depreciation 12.77

Indirect costs (M$) Average income tax 10.22

Engineering (13 % of TIC) $7.95

Construction (14% of TIC) $14.47

Legal and Contractor fees (9% of TIC) $9.30

Project contingency (15 % of TIC) $15.51 Operating cost (M$)

Feedstock $28.29

Total Indirect Costs $47.23 Natural gas $32.80

Tar cracking catalyst $0.00

Total project investment (TPI) $156.09 Other catalysts $0.00

Olivine $0.00

Other raw matl. costs $0.50

Waste disposal $0.70

Electricity �$21.79

Fixed costs $8.22

Total plant electricity usage (kW) 35,803 Capital depreciation $7.81

Electricity produced onsite (kW) 82,760 Average income tax $6.24

Purchased electricity (kW) �46,957 Average return on investment $15.61

Total operating cost $78.39
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Systems 1 and 3 have some saleable electricity, which reduces the hydrogen production cost, while system 2 purchases some

electricity from outside sources, increasing the minimum hydrogen production cost. Among these systems, system 1 has the

highest hydrogen production cost while it has the lowest purchased methane, implying it produces hydrogen with the highest

cost and the lowest greenhouse gas emissions. Similarly, system 3 has the lowest hydrogen production cost with the highest

capacity, but the highest greenhouse gas emissions (proportional to the purchase of natural gas).

Thermodynamic Comparisons of the Systems

Two of the more significant factors to be addressed following the simulation results are the overall energy and exergy

efficiencies. A comparison among the simulated systems thermodynamic results is presented in this section. The energy and

exergy expressions and assumptions for the simulated systems can be found [20–22]. In addition, economic evaluations and

detailed explanations with the assumptions for the studied systems are presented in those references. It can be seen in

Table 86.12 that the simulated systems have some shared characteristics and differences regarding simulation setup.

Table 86.12 demonstrates the differences in energy and exergy efficiencies for the three systems. In all cases, the energy

and exergy efficiencies are relatively lower than the SMR or coal gasification energy and exergy results reported in the

literature. The desirability of having a biomass-based hydrogen production system is motivated by environmental and
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Table 86.11 Minimum hydrogen production cost (MHPC) comparisons for different processes

Formulas System 1 System 2 System 3

Ref.

[26] [27] [28]

Total operating cost $=yearð Þ
Total hydrogen production kg=yearð Þ

$1.78/kg $1.55/kg $1.28/kg $4.28/kg $10/kg 1.69/kg

Total operating cost $=yearð Þ
Total hydrogen production kg=yearð Þ � LHV GJ=kgð Þ

$15.30/GJ $12.90/GJ $10.1/GJ
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sustainability concerns. One concern is related to releasing carbon after any process which is identified in the carbon cycle.

There are many variables which can affect the overall system energy and exergy efficiencies such as the type of biomass and

the amount of moisture in the biomass. In this study, all the simulated systems are placed on similar bases, for instance, the

same kind of biomass is chosen, oil palm shell, and the biomass outlet temperature is set at 870 �C for these three systems so

as to determine a fair comparative view of the thermodynamic efficiencies. When the simulations are developed, all

variables and conditions were kept as similar as possible.

From the results, three main points are identified. First, the exergy efficiencies are noticeably lower than the

corresponding energy efficiencies. Second, it can be observed that systems 2 and 3 have the same biomass flow rate to

the gasifier, resulting in almost the same amount of hydrogen product. Furthermore, the amount of methane gas consumed

among the systems are incorporated with the biomass directly affecting the system performance; therefore, system 3 has the

highest system energy and exergy efficiencies,33 % and 29 % respectively, while system 1 has the lowest system energy and

exergy efficiencies, 22 % and 19 % respectively. The energy and exergy portion of the methane included with the biomass

feed can be seen in the thermodynamic evaluation section in Table 86.12 for all systems.

In system 1, energy and exergy efficiencies are relatively low due to the biomass split; this evokes less biomass entering

the gasifier meaning less hydrogen production at the end. An important aspect of this system is that it consumes less CH4

because the splitting process makes this system more sustainable even though its efficiency is the lowest with respect to the

amount of the greenhouse gas released to the atmosphere, which is also the lowest, making this system more favorable

environmentally. An important point is that systems 2 and 3 are similar but their energy and exergy efficiencies are different

due to the fact that system 3 has more heat recovery implementation than system 2, which directly affects the produced

electricity from the turbine. For instance, system 3 has separate water and steam treatment subsystems while system 2 does

not. Furthermore, system 3 has more heat exchangers than system 2. In addition, system 3 has three-stage power systems

consisting of a high pressure turbine, a low pressure turbine, and a vacuum turbine, while system 2 has just one turbine.

System 2 produces less work output. When we compare the three simulated systems, system 3 is seen to have a more

sophisticated arrangement than systems 1 and 2 making it closer to a functioning hydrogen plant by implementing water and

steam treatment, and a collection unit.

It is also important to note that real world systems may have lower energy and exergy values due to the increased heat

losses and lack of heat recovery. However, the simulation process enables a good understanding of the behaviours and

characteristics of these systems, which can aid system developers and designers.

Conclusions

The economic investigation of three biomass-based hydrogen production systems determined that one (system 3) has a

maximum energy and exergy efficiency and the lowest hydrogen production cost, which is estimated to be $1.28/kg. When

we examine these three systems from energy, exergy, and economic bases, we discover that system 3 has higher energy and

exergy efficiencies with a lower hydrogen production cost. System 3 also consumes the most methane gas. While system 1

consumes the least methane gas with lowest energy and exergy efficiencies, including a higher hydrogen production cost,

also sustainability considerations for this energy source suggest that system 1 is more favorable than systems 2 and 3 even

though it has the lowest hydrogen production rate. It can also be concluded that the gasifier is the most vital and expensive

component in the simulated biomass gasification systems. To promote the use of biomass conversion in a more profitable

way, an interesting strategy seems to be the use of biomass in conjunction with natural gas, in a high efficiency energy

conversion system, such as a combined cycle power plant while simultaneously producing hydrogen and electricity. The

hydrogen production costs decrease significantly for these three systems if natural gas and feedstock costs are reduced.

Table 86.12 Comparison of three biomass-based hydrogen plants

Parameter System 1 System 2 System 3

Plant capacity (ton/day) 2,000 2,000 2,000

Biomass to gasifier flow rate (ton/h) 24.8 88.4 88.4

Consumed CH4 (ton/h) 8.96 23.52 33.6

Produced H2 flow rate (ton/h) 3.72 7.72 7.63

System energy efficiency, ηsys(%) 22 31 33

System exergy efficiency, ψ sys (%) 19 28 29
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Nomenclature

A Heat exchanger surface area, m2

LHV Lower heating value, MJ/kg
_Q Heat duty, W

U Heat transfer coefficient, W/(m2-K)

T Temperature, K

Greek Symbols

¢ Cent

Δ Difference

η Energy efficiency, %

ψ Energy efficiency, %

Subscript

sys System

Acronyms

COMB Combustion

COMP Compressor

Cyc Cyclone

DECOMP Decomposer

DRY-REACT Dry Reactor

DRY-FLASH Condenser

EC Economizer

HTS High-temperature shift

HX or HE Heat exchanger

LO-CAT Liquid oxidation catalyst

MHPC Minimum hydrogen production cost

PSA Pressure swing adsorption

R-Equil Equilibrium reactor

R-Gibbs Gibbs reactor

R-Yield Yield reactor

SMR Steam methane reformer

SP Splitter

TIC Total installed cost

TINC Total indirect cost

TPI Total project cost

TURB Turbine
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A Dynamic Simulation Study of a Small-Scale Hydrogen
Production System for a High Temperature Proton Exchange
Fuel Cell

87

Atilla Ersöz

Abstract

Fuel cell-based micro-combined heat and power (micro-CHP) systems have received increasing attention recently. In this

study, a small-scale hydrogen production system for 1 kWe High Temperature Fuel Cell (HTPEM) is presented and

analyzed to investigate its dynamic behavior. The simulated hydrogen production system (HPS) can be integrated with a

fuel cell to produce 1 kWe power for residential uninterruptable power supply (UPS) application. Within this frame, HPS

is modeled as a steady state process and then it is operated at dynamic conditions. The system is simulated with ASPEN

HYSYS process simulation software. A dynamic simulation study has been conducted to investigate the changes on

temperatures, compositions, feed conditions, and electrical loads during start-up period of HPS. Hydrogen and CO have

been observed in HTPEM feed stream as 34 % and 0.3 %, respectively, within these optimum ratio conditions. The results

show that electrical efficiency is in the range of 26–30 %, and fuel processing efficiency is about 81–83 % at this

load level.

Keywords

Fuel processing � Hydrogen � Reforming � Microcogeneration � High temperature proton exchange membrane fuel

cell � Uninterruptible power supply

Introduction

Fuel cell-based micro-combined heat and power (micro-CHP) systems have received increasing attention recently. This is

due to a number of reasons. First of all distributed generation minimizes transmission losses. Second, a well-developed

infrastructure for distributed natural gas is already presented in several countries. Therefore, the step to produce electricity in

domestic households is realistic provided that the technical and financial issues of the CHP units can be resolved. Along with

the technological progress in small-scale energy conversion devices such as Stirling engines, micro-turbines, and fuel cells,

small-scale applications from just a few kWs up to some tens of kWs have become available [1]. Among fuel cells, a range of

different types exists including proton exchange membrane (PEM) and solid oxide fuel cells (SOFC) [2].

Stationary fuel cell-based power generation systems also offer a great market opportunity, because the technology is

capable of achieving higher efficiencies, with lower emissions as compared to conventional power systems. A micro-CHP

system provides electricity and heat (space heating and hot water) for a residential building demand. These systems

are designed to convert the chemical energy in a hydrocarbon feedstock into both electrical power and useful heat [3, 4].

Fuel cells can be one of the ideal technologies for micro-CHP generation in terms of some characteristics such as high

reliability, low environmental impact, and size flexibility. In the last decade, micro-CHP based on PEM fuel cells has been

intensively developed. Most of these systems are based on low temperature PEM fuel cells which operate at less than 100 �C.
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Several studies about PEMFC-based CHP processes can be found in open literature. The development of PBI-based MEA

seems to have introduced with some improvements as operation with natural gas in recent years. These MEAs withstand

higher temperatures (up to 180 �C) and therefore tolerance to carbon monoxide (CO) is improved. As a result of these

improvements, simplified purification processes in reformers are required. The fuel cells based on these MEAs are normally

referred as High-Temperature Proton Exchange Membrane Fuel Cells (HTPEM) in contrast with Nafion-based Low-

Temperature Proton Exchange Membrane (LTPEM) fuel cells which require high purity hydrogen. Although in the last

year’s attention to HTPEM fuel cells has been growing, most research activities concern with membrane modeling or

experimental characterization of stacks and only few with CHP systems [5].

Currently, the fuel cell technology based on hydrogen rich reformate gas has not made the market penetration. This

depends on several parameters. The current systems are too complex and have a too long start-up time for the application in

the uninterruptible power supply market. Hence, only prototypes exist based on reforming of natural gas and high

temperature proton exchange membrane fuel cells (HTPEMFC).

Recent progress in H2/air PEM fuel cells has focused to develop PEM fuel cells that operate above 100 �C. There are

several reasons for operating at a higher temperature: (1) Electrochemical kinetics for both electrode reactions are enhanced;

(2) Water management can be simplified because only a single phase of water need to be considered; (3) The cooling system

is simplified due to the increased temperature gradient between the fuel cell stack and the coolant; (4) Waste heat can be

recovered as a practical energy source; (5) CO tolerance is dramatically increased thereby allowing fuel cells to use lower

quality reformed hydrogen [6].

Propane, natural gas, as well as liquid hydrocarbons are currently the preferred fuels because of their high storage density

for hydrogen generation in fuel cell applications. Using these fuels the existing infrastructure can be used until hydrogen is

widely available.

Currently, the most promising fuel processing system design is to use the auto-thermal reforming of natural gas in

combination with a high temperature fuel cell. The high temperature fuel cell can tolerate CO contents of about 3 % vol. at

operation temperatures around 180 �C compared to a common PEM fuel cell [7]. Unfortunately, systems based on this

technology are currently too complex in the system design. Fuel cell systems using hydrocarbons as hydrogen source are

mainly combined with fuel cells working either on a very low or a very high temperature level. Fuel cells working at

temperatures below 100 �C (common PEM technology) can only be operated with CO contents that are lower than 100 ppm

[8]. Therefore extensive hydrogen purification steps and a very high control effort are necessary. Fuel cells which are

working at very high temperatures larger than 750 �C (e.g., SOFC) don’t need any hydrogen rich gas cleanup steps after the

reforming process but they have problems because of thermal stress of the materials and sealing. Those fuel cells cannot be

used in applications where quick start-ups or dynamic operation modes are required.

The CHP plants based on fuel cells represent an interesting alternative to traditional technologies for the combined

production of electrical energy and heat; this is due to the high efficiency of the FCs in partial load, the modularity, the ability

to ensure substantial autonomy of the user from the electricity transmission grid, and, last but not least, the possible reduction

of environmental impact [9]. A dynamic model is essential for the fuel processor operation for the following reasons: (1)

discriminating control system design for improved load rejection and (2) evaluating start-up strategies for fast start-up [10].

Dynamic Simulation

Dynamic simulation can help to create a better design, optimization, and operation of a chemical process. Chemical

processes are never truly at steady state. Feed and environmental disturbances, heat exchanger fouling, and catalytic

degradation continuously upset the conditions of a smooth running process. The transient behavior of the process system

is the best studied using a dynamic simulation package. The design and optimization of a chemical process involves the

study of both steady state and dynamic behavior. Steady state models can perform steady state energy and material balances

and evaluates different plant scenarios. With dynamic simulation, it can be confirmed that the plant can produce the desired

product in a manner that is safe and easy to operate [11].

In Aspen HYSYS software, the dynamic analysis of a process system can provide insight into the process system when it

is not possible with steady state modeling. The following conditions can be investigated with dynamic simulation:

• Process optimization

• Controller optimization

• Safety evaluation

• Transitions between operating conditions
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• Start-up/Shutdown conditions

The Aspen HYSYS dynamic model shares the same physical property packages as the steady state model. The dynamic

model simulates the thermal, equilibrium, and reactive behavior of the chemical system in a similar manner as the steady

state model [11].

On the other hand, the dynamic model uses a different set of conservation equations which account for changes occurring

over time. The equations for material, energy, and composition balances include an additional “accumulation” term which is

differentiated with respect to time. Nonlinear differential equations can be formulated to approximate the conservation

principles; however, an analytical solution method does not exist [11].

Therefore, numerical integration is used to determine the process behavior at distinct time steps. The smaller the time

step, the more closely the calculated solution matches the analytic solution. However, this gain in rigor is offset by the

additional calculation time required to simulate the same amount of elapsed real time. A reasonable compromise is

achieved by using the largest possible step size, while maintaining an acceptable degree of accuracy without becoming

unstable [11].

The aim of this work is to investigate the dynamic characteristics and to realize the dynamic process simulation studies

for hydrogen production system (HPS) at different loads. Dynamic process simulation studies were performed for the

integration of HPS including ATR, HTS, and LTS reactors and HTPEMFC with a significant reduced start-up time. System

start-up period phases envisaged for the dynamic simulation parameters are within the scope. Different operating conditions

were accepted. ASPEN HYSYS process simulation software was used for the dynamic simulation studies.

Process Layout

The system is based on an auto-thermal reforming (ATR) process of natural gas and a high temperature fuel cell stack

(HTPEMFC). A combination of both the processes steam reforming (SR) and partial oxidation (POX), called auto-thermal

reforming (ATR), has been used for the main HPS section as shown in Fig. 87.1.

The main characteristics of ATR are as follows:

– Low energy requirement due to the complementary steam reforming (SR) and partial oxidation (POX) reactions,

– Low energy consumption,

– High Gas Space Velocity (GSV), at least one order of magnitude larger than traditional SR,

– Preset H2/CO ratio easily regulated by inlet reactant ratios,

– CO2 recycling.

Natural gas, steam, and air streams are introduced to ATR inlet at the beginning of the envisaged process. The auto-

thermal reforming reactor is controlled at an outlet temperature around 700–800 �C which is optimized for desired hydrogen

yield. Then, the outlet stream is cooled down prior to HTS inlet temperature around 350 �C. Similarly, HTS outlet is cooled

down to about 250 �C for LTS inlet stream. The exothermic water gas shift reactions (HTS and LTS) convert the entire CO

generated by SR and POX into CO2, while producing the maximum yield of H2 by utilizing the steam as a co-reactant.

Finally, the syngas coming from LTS reactor cooled down again for the HTPEM inlet operating conditions around 180 �C.
The following main reactions (Eqs. 87.1, 87.2, 87.3, 87.4, and 87.5) can be described in the overall reforming process:

CH4 þ H2O ! COþ 3H2 ΔH298�C ¼ 206kJmol�1 ð87:1Þ

COþ H2O ! CO2 þ H2 ΔH298�C ¼ �41kJmol�1 ð87:2Þ

CH4 þ 2H2O ! CO2 þ 4H2 ΔH298�C ¼ 165kJmol�1 ð87:3Þ

CH4 þ 1=2O2 ! COþ 2H2 ΔH298�C ¼ �35:7kJmol�1 ð87:4Þ

CH4 þ CO2 , 2COþ 2H2 ΔH298�C ¼ 247:4kJmol�1 ð87:5Þ
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This process includes the main units implemented in the dynamic simulation study. The main units constituting the

process model are as follows:

– HTPEM fuel cell for the production of electricity

– Auto thermal reformer (ATR) for the hydrogen production starting from natural gas

– High and low temperature water gas shift reactors (HTS & LTS) for hydrogen rich gas purification

– Heat exchangers to maintain desired temperature conditions

– Control valves

– Control spreadsheet

– Flow controllers
The main issue is a fast start-up of this HTPEMFC system. This requirement is essential for the applications of the

uninterruptible power supply (UPS) unit as well as for microcogeneration (CHP) systems. One of the main issues for the

UPS systems is to serve power during the electrical power outage. This challenge also has to be solved for the CHP market

especially for dynamic loads and for standby modes.

Results and Discussion

Dynamic Simulation Results of the Single ATR Reactor for Start-Up Period

Simulations are based on to carry out primarily POXmode initialization of the ATR reactor. Within this assumption, only air

and natural gas should be fed to first ATR reactor at the start-up phase and then the water vapor supply is fed after a period of

time (Fig. 87.2).

The reactor feed stream valves are adjusted under dynamic simulation conditions. Using the simulation integrator

module, the ATR exit temperature, outlet compositions, steam/carbon and oxygen/carbon ratios, natural gas, steam, and

air flows is recorded versus time (Fig. 87.3). Electrical load changes (kWe) have also been observed in the light of these data.

The temperature range is determined as 700–800 �C to be appropriate at the optimum operating conditions of the ATR as

can be seen from Fig. 87.4. In particular, suitable choice of operating temperature range of ATR affects the dynamic

behavior, strength, and lifetime of the commercial catalyst and the reactor outlet compositions. Thus, it can be concluded

that the targeted electrical load of the whole integrated process is affected by operation temperature and the reactor outlet

compositions.

ATR reactor is being simulated within a dynamic equilibrium reaction model approach. Thermodynamic equilibrium

takes place in the reactor considered during dynamic simulation work. ATR outlet compositions are calculated separately for

each component. For the start-up period, the composition profile at ATR product stream is shown in Fig. 87.5. CO

concentration is about the order of 20 % at the partial oxidation (POX) mode during initiation period. It is reduced to

approximately 0.4 % after reaching steady state (approximately, 10 min later) due to the steam supply to ATR reactor.

Similarly, while CO2 is produced approximately in the range of 0.1–0.2 % during initial stage, it is increased to 0.7–0.75 %

at steady state conditions.

The reactor exit stream includes about 35 % H2O at the end of 10 min after starting feeding of water vapor approximately

100 s following the initial phase. A portion of the steam feed is consumed in the endothermic steam reforming reactions.

Hydrogen production is an extremely important step mainly through this process with the targeted fuel cell power

generation. It seems that the order of 26–28 % wet basis of hydrogen is produced prior to the water gas shift reactor during

start-up period.

The oxygen feed is given by the airflow which is especially consumed in POX reactions during the initiation and

progression of the ATR step. The inert nitrogen which is not involved in the reaction is located in the order of approximately

26 % at reaching steady state point while the oxygen in the air is worked in the formation of exothermic reactions of partial

oxidation.

Steam/carbon ratio is especially critical in terms of avoiding carbon deposition on the catalyst and the realization of

endothermic steam reformer reactions. It can be said that the optimum operating ratio is about 3 during the initial start-up

period, except for POX mode (Fig. 87.6). The reactor temperature increases but also the efficiency of hydrogen production

reduces for the lower values of S/C ratios.

Oxygen/carbon ratio has a critical importance in the progression of the exothermic partial oxidation reactions. The

efficiency of hydrogen production reduces if this rate is high. At the same time higher O2/C ratios also causes an increase of

the reactor temperature. The best data are observed between 0.6 and 0.7 at steady state condition (Fig. 87.7). In particular,

87 A Dynamic Simulation Study of a Small-Scale Hydrogen Production System for a High. . . 917
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it is very important to keep this ratio at the required optimum conditions to prevent the undesirable adiabatic reaction

temperature peaks or hot spots (runaway criteria). The life of the commercial catalyst used in the ATR reactor is adversely

affected by unexpected temperature rises.

Natural gas feed increases up to 0.35 kg h�1 approximately at steady state conditions while it is about 0.05 kg h�1 at the

beginning of the starting period. Similarly, it can be said that the value of the water vapor is approximately equal to

1.2 kg h�1 with a suitable S/C ratio adjustments. Air flow value is observed approximately equal to 2 kg h�1 at steady state

conditions with a suitable O2/C adjustment while it is about 0.5 % initially used in the reaction. The feed flow rates profile

has been shown in Fig. 87.8 for start-up period of ATR reactor.

So far, all of the above-mentioned process variables and operating parameters are critical to achieving the target value of

1 kWe fuel cell power generation system with the application of uninterrupted power supply. The load increases from the

initial value of 0.2 kWe to 1.2 kWe over the system start-up period in 10 min as can be seen from dynamic simulation study

(Fig. 87.9). System start-up time is directly related to fuel cell behavior at high temperatures, heat integration, technical

limitations, etc. So, it is especially targeted to reach steady state for ATR reactor conditions under a period of 10 min.

Fig. 87.4 ATR temperature

profile during startup period

Fig. 87.5 Composition profile of

ATR exit stream at startup period

87 A Dynamic Simulation Study of a Small-Scale Hydrogen Production System for a High. . . 919
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Dynamic Simulation Results for the ATR + HTS + LTS Integration at Start-up Period

The simulation of a combination of ATR-HTS-LTS reactors was carried out following the study of the singular dynamic

simulation of the ATR reactor (Fig. 87.10). The above results are only given for ATR as well as to work within this

integration which is carried out under the same conditions. ATR-HTS-LTS integration procedure is similar to the work of

individual-simulated ATR reactor during the dynamic simulations of startup period. The ATR graphs have very similar data

which are provided for the previous work for ATR reactor. Because of this, these graphs are not mentioned again in this

section.

HTS and LTS reactor interactions based on the temperature and composition were investigated and are reported below.

Table 87.1 summarizes the operating conditions and the result of the efficiency calculations. The total thermal efficiency

of hydrogen production system (ηHPS) is calculated as the ratio of the heating value of the HTPEM inlet fuel (hydrogen

energy) and natural gas inlet stream. The heating value of a stream is calculated by multiplying of its lower heating value

(LHV) with its mass flow rate. ηHPS represents the ratio of heating value of the HTPEM inlet stream to the heating value of

the total fuel feed stream. The efficiency definitions are given in Eqs. (87.6) and (87.7). The net electrical efficiency of the

fuel cell system, ηnet elec, is the ratio of current power load and the energy content of NG feed.

The fuel processing efficiency and net electrical efficiency are calculated as

ηHPS ¼ mHTPEM inlet fuel � LHVHTPEMFeed

� �
= mFuel feed NGð Þ � LHVFuel feed NGð Þ
� � ð87:6Þ

ηnet electric ¼ Pcurrent=LHVNG feed ð87:7Þ

in which m is the mass flow rate of the feeds (kg h�1), LHV is the lower heating value (kJ kg�1), and P is the power load

(kWe). The number of cells in the fuel cell stack is one of the parameters, which affects the fuel cell’s electrical efficiency

and, hence, also the net electrical efficiency. The number of HTPEM cells has been taken as 50 in this study. The details of

the stream data of this integrated simulation study are given in Table 87.2.

HTS is the first reactor which is integrated at the ATR optimum operating conditions. HTS input stream reduced to a

value of approximately 350 �C via cooling of the ATR effluent. According to the system initialization period, the

temperature of outlet stream of HTS is expected approximately to be the order of 390 �C at steady state (Fig. 87.11). An

appropriate HTS operating temperature range affects the dynamic behavior and the strength of the commercial catalyst and

the reactor outlet compositions. The electrical load of integrated process is influenced by the reactor outlet compositions and

operating temperatures.

Water-gas shift equilibrium conversion reactions have been assumed in the reactor module during the dynamics

simulations of HTS reactor. Outlet compositions have been calculated separately for each component. The composition

profile at HTS product stream is shown in Fig. 87.12 for the startup period. CO concentrations at the ATR exit can be

reduced to approximately 0.1 % through steady state due to supply steam while it is about the order of 14 % during the

startup period.

Fig. 87.9 Load change profile

at startup period of ATR
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This composition is the input value for the LTS reactor which will take place in the next stage. Similarly, the initially

produced CO2 in the order of 4 % reaches up to about 10 % at steady state conditions. The water vapor coming from ATR

exit is consumed in HTS reactions; then it reaches in the order of 30 % between 100 and 200 s. A portion of the water vapor is

consumed in exothermic water gas shift reaction for the additional CO and H2 production.

The amount of hydrogen produced is reached to the range of 29 % while it was in the order of 26–27 % wet based prior to

the water gas shift reactor during the startup period.

Inert nitrogen which is not taking place in the reactions has been abandoned in the HTS reactor after the ATR reactions.

The concentration of N2 is in the order of about 30 % after reaching steady state point.

LTS inlet temperature is determined as 250 �C which is required for the normal operating range of the catalyst. The

temperature of LTS input stream is reduced to 250 �C by cooling the HTS exit stream. The steady state temperatures of LTS

output stream is reached to the value of 257 �C due to exothermic reaction according to the system startup period

(Fig. 87.13). LTS operating temperature also affects the dynamic behavior and the strength of the catalyst and also the

outlet compositions.

Similarly to HTS reactor, water-gas shift equilibrium conversion reactions have also been assumed during the dynamics

simulations of LTS reactor. Outlet compositions have been calculated separately for each component. The HTS composition

profile at the product stream is shown in Fig. 87.14 for the startup period.

CO concentrations at the HTS exit can be reduced to approximately 0.01 % after reaching steady state due to supply

steam while it was about the order of 0.1 % at the exit of HTS during the startup period. This composition value is desired as

input composition of the anode inlet fuel for the HTPEM fuel cell. The effect of CO is extremely important for PEM fuel

Table 87.1 Process data for 1,097 kWe power demand

Steam feed (kmol h�1) 0,050 LHV of NG feed (kJ kg�1) 50,035

NG feed (kmol h�1) 0,016 Energy content of NG Feed (kW) 3,609

S/C 3,078 NG feed (kg h�1) 0,26

Air feed (kmol h�1) 0,048 NG feed (kg s�1) 0,0001

O2/C 0,614 Energy content of H2 produced (kW) 2,959

O2 in air 0,208 HTPEM in H2 produced (kg h�1) 0,089

LHV of H2 (kJ kg
�1) 120.000 Current power load (kWe) 1,097

PEM feed (kmol h�1) 0,124 HTPEM-feed molar flow (kmol h�1) 0,136

ηHPS 81,991 % ηnet.elec 30,392

Table 87.2 Stream data of the integrated simulation study for ATR + HTS + LTS

Name Steam NG Air Steam feed NG feed Air feed 9 LTS out

Vapor fraction 1,000 1,000 1,000 1,000 1,000 1,000 0,318 1,000

Temperature (�C) 350 150 250 350 150 250 150,000 258

Pressure (kPa) 120,000 120,000 120,000 110,306 110,306 110,306 50,000 105,393

Molar flow (kmol h�1) 0,050 0,016 0,048 0,050 0,016 0,048 0,000 0,136

Mass flow (kg h�1) 0,898 0,260 1,381 0,898 0,260 1,381 0,000 2,538

Name 5 HTPEM in 5_1 4 6 7 8 Gas out

Vapor fraction 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000

Temperature (�C) 258 180 267 180 180 180 18 672

Pressure (kPa) 105,393 102,995 68,942 101,325 102,995 102,994 102,995 108,904

Molar flow (kmol h�1) 0,000 0,136 0,000 �0,136 �0,136 0,000 0,000 0,136

Mass flow (kg h�1) 0,000 2,538 0,000 �2,538 �2,538 0,000 0,000 2,538

Name 8_1 HTS out Product 1 3_1 HTS out-1 3 2

Vapor fraction 0,885 1,000 1,000 1,000 1,000 1,000 1,000 1,000

Temperature (�C) 25 384 673 350 407 384 384 250

Pressure (kPa) 60,000 106,820 110,306 106,821 66,859 106,459 106,821 105,393

Molar flow (kmol h�1) 0,000 0,136 0,136 0,136 0,000 0,136 0,000 0,136

Mass flow (kg h�1) 0,000 2,538 2,538 2,538 0,000 2,538 0,000 2,538
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cells as it is known. The high amount of CO which can be higher than desired value reduces the effectiveness of the fuel cell

catalyst and provides the loss of the activation in a short time. Similarly, the initially produced CO2 of the order of 4 %

reaches up to about 11 % at steady state.

The water vapor coming from HTS exit is consumed in LTS reactions; then it reaches in the order of 30 % between 100

and 200 s. A portion of the water vapor is consumed in exothermic water gas shift reaction for the additional CO and H2

production. The amount of wet-based hydrogen is reached to the range of 30 % while it was in the order of 26–27 % wet

based prior to the water gas shift reactors during the startup period. Inert nitrogen which is not taking place in the reactions

has been abandoned in the LTS reactor after the HTS reactions. The concentration of N2 is in the order of about 30 % after

reaching steady state point.

Fig. 87.11 HTS temperature

profile at startup period

Fig. 87.12 Composition profile

of HTS exit stream at startup

period
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The electrical load increases from the initial value of 0.17 kWe up to the value of 1.02 kWe as can be seen from a dynamic

simulation study over the period the system start up. The power variation is then fixed after 200 s (Fig. 87.15).

Concluding Remarks

In this study a process simulation model has been used to realize an analysis of a system that consists of a fuel processing

system for hydrogen rich gas production using natural gas. An HTPEM fuel cell stack of 1 kWe has been integrated to HPS.

The dynamic simulation model includes units such as HTPEM fuel cell, auto-thermal reformer (ATR), high and low

temperature water gas shift reactors (HTS & LTS), heat exchangers, control valves, control spreadsheet, and flow controllers.

Fig. 87.13 Temperature profile

of LTS at startup period

Fig. 87.14 Composition profile

of LTS exit stream at startup

period
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Several observations have been noted which are based on the results as presented in the study. The dynamic simulation

model of hydrogen production process using auto-thermal reforming of natural gas has been successfully developed using

Aspen HYSYS software. The results show that electrical efficiency is in the range of 26–30 %, and fuel processing efficiency

is about 81–83 % at this load level.

Steam/carbon (S/C) ratio is a very critical parameter in terms of preventing carbon formation on the real catalytic

conditions in the reactors during the endothermic reactions. It can be said that the optimum operating conditions for S/C ratio

is about 3, during the initial startup period, except for POXmode. The reactor temperature increases but also the efficiency of

hydrogen production reduces at below this S/C value.

Oxygen/carbon (O2/C) ratio has also a critical importance in the progression of the exothermic partial oxidation reactions.

The efficiency of hydrogen production reduces if this rate is high. At the same time this also causes an increase of the reactor

temperature. The best condition for O2/C ratio is observed between 0.6 and 0.7 at steady state conditions. Hydrogen and CO

have been observed in HTPEM feed stream as 34 % and 0.3 %, respectively, within these optimum ratio conditions.

The system efficiencies can be improved choosing fuel cell stack operation modes at higher voltages. The balance of plant

can components can be used with a less complicated case and more reliably in HTPEM fuel cells in comparison with

LTPEM systems.
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Optimization of the Operation Conditions in a Direct
Borohydride Fuel Cell with Carbon Supported Au Anode 88
Fatma Gül Boyaci San, Osman Okur, Çiğdem Iyigün Karadağ,
Işıl Işik Gülsaç, and Emin Okumuş

Abstract

In this study, response surface methodology (RSM) based on a five variable central composite design (CCD) is employed

for the optimization of the direct borohydride fuel cell (DBFC) operation conditions, where the variables are the catalyst

loading, cell temperature, borohydride concentration, and flow rates of fuel and oxidant. The main effects, quadratic

effects, and interactions of the five variables on the power density of fuel cell are investigated by the analysis of variance.

The carbon supported Au as the anode catalyst is used to control the hydrolysis of sodium borohydride under operating

conditions. The results showed that the catalyst loading is the most significant factor on the power density. Under the

operation conditions of 0.52 mg/cm2 catalyst loading, 80 �C fuel cell temperature, 3.28 L/min fuel and 0.27 L/min

oxidant flow rate, and 1.5 M borohydride concentration, the maximum power density of 37.15 mW/cm2 is obtained.

Keywords

Direct sodium borohydride � Fuel cell � Oxidation � Operation condition � Response surface methodology � Optimization

Introduction

Direct borohydride fuel cells (DBFC) are considered to be the most efficient and clean power generation devices for portable

and mobile applications because of their high energy densities and theoretical working potentials. Usually, a DBFC employs

an alkaline solution of sodium borohydride as fuel and oxygen or air as oxidant. Performance of a DBFC single cell depends

on a large variety of factors such as materials for anode and cathode, fluid flow field, and operational parameters such as

anolyte composition, flow rates of fuel and oxidant, humidity of oxidant, temperature, etc. [1–4].

The oxidation of sodium borohydride is based on a complete eight electron reaction process and provides a high

theoretical specific capacity (5.67 Ah/g, based on NaBH4) [5].

BH�
4 þ 8OH� ! BO�

2 þ 6H2Oþ 8e�E0 ¼ �1:24 V vs SHE ð88:1Þ

However, the actual number of electrons released is typically less than the theoretical value, due to the parallel unwanted

reaction of hydrolysis, which competes with the oxidation:

BH�
4 þ H2O ! BO�

2 þ 4H2 ð88:2Þ
Unlike Pt, electrode materials such as Au and Ag showed little or no activity towards the BH4

� hydrolysis reaction [6, 7].

As a consequence, the Coulombic numbers near 8 were reported for the electro-oxidation reaction of BH4
� [8]. But these
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electrode materials usually demonstrated slow electrode kinetics and low power density. Gyenge et al. suggested that

alloying Ag with Ir and Pt could effectively improve the electrode kinetics [9].

One way to improve the cell performance was reported as choosing a metal with high electrocatalytic activity [8]. Kim

et al. assembled the DBFCs using carbon supported Pt or unsupported Pt catalyst. It was reported that the maximum power

density could only reach to 44.2 mW/cm2 [5]. Gyenge et al. reported that Pt–Ni and Pt–Ir exhibited higher electrocatalytic

activity than Pt giving a cell voltage of 0.53 V at 100 mA/cm2 [9]. However, the maximum power density around

50 mW/cm2 was still lower than that of the polymer electrolyte membrane fuel cell. Liu et al. studied the influence of

hydrogen evolution on the cell performance. They found that the reduction of the effective reaction area caused by hydrogen

evolution during the DBFC operation was a more critical problem [10]. They suggested that the addition of Nafion in anode

and using a composite of Ni, metal hydride, and Pd/C as the anode catalyst improved the cell and stack performance of the

DBFC by suppressing the hydrogen evolution [10, 11].

Suppression of hydrogen evolution during operation was one of the solutions to improve the cell performance. Through

the anolyte flow observation in a transparent cell, we and Liu confirmed that hydrogen bubbles blocked channels and thus

hindered the anolyte flow [12, 13]. They investigated the effect of the anode diffusion layer on the cell performance and

stability of the DBFC. It was found that the thinner the anode diffusion layer the higher was the performance. Liu et al. tried

to increase anode porosity by pasting anode ink into a piece of Ni foam. It was found the cell performance was improved

from 50 to 180 mW/cm2 [12]. Kim et al. tried to improve the stack performance by decreasing the hydrogen evolution

through suitable anode design and the flow field improvement [14].

The borohydride crossover was reported as another problem influencing cathode performance [15]. It was found that the

applied current during the cell operation would influence the fuel crossover. The Pt cathodes were found to have better

performance stability than the Ag cathodes. The cell stability within hours was found to be greatly affected by the mass

transport properties of different components. The porosities of the anode and cathode supporting materials, the membrane

pretreatment, and borohydride concentration had significant influence on the performance stability [12].

To the best of our knowledge, no study was reported on the optimization of the DBFC operation conditions by a

statistical approach. In this work, the carbon supported Au as the anode was used to control the hydrolysis of sodium

borohydride under operating conditions. Response surface methodology (RSM) based on a five variable central composite

design (CCD) was employed for the optimization of DBFC operation conditions. The five variables considered were the

catalyst loading, cell temperature, borohydride concentration, flow rates of fuel, and oxygen as oxidant. The main effects,

quadratic effects, and interactions of the five variables on the power density of fuel cell were investigated by the analysis

of variance. The results showed that the catalyst loading was the most significant factor on the power density.

The quadratic model was chosen to realize the response of borohydride concentration and interaction of catalyst loading

with borohydride concentration. Predicted values from the regression equations were found to be in good agreement with

observed values. According to the results, the regression equations could be used to predict and optimize the performance

of DBFC. Under the operation conditions of 0.52 mg/cm2 catalyst loading, 80 �C fuel cell temperature, 3.28 L/min fuel

and 0.27 L/min oxidant flow rate, and 1.5 M borohydride concentration, the maximum power density of 37.15 mW/cm2

is obtained.

Experimental

Materials and Chemicals

The chemical reagents, including 2-propanol, NaOH, NaBH4, and 5 wt.% Nafion solution (Sigma-Aldrich), Nafion 117

membrane (DuPont, USA), and 20 wt.% Pt/C on Vulcan XC-72 carbon support (BASF Fuel Cell, Inc.) are all purchased.

Homemade 10 wt.% Au/C electrocatalyst was used in the electrode preparation.

Experimental Design

A CCD with five factors at five levels was performed to ascribe the effect of factors on response surface in the region of

investigation. Investigated factors that were considered to have the greatest influence on fuel cell performance in literature

were cell temperature, borohydride concentrations, catalyst loading, and anode and cathode feeding rate. The CCD was
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applied using Design Expert 6.0 (trial version). The total number of experiments with five factors was 50 (¼2k + 2k + 6),

where k is the number of factors. During our study we used ½ fraction design instead of full factorial design with 26

experiments. The first six columns of Table 88.1 show run number and experimental conditions of the runs arranged by

CCD. The fuel cell performance of the process was evaluated by analyzing the response.

Fuel Cell Performance Tests

The anode electrocatalyst ink was prepared by mixing 2-propanol with 5 wt.% Nafion solution and 10 wt.% Au/C. Then,

the ink was coated on a carbon cloth (Electrochem, Inc.), yielding a metal loading mass on the electrode of 0.52 mg/cm2.

The Nafion 117 membrane was cleaned by boiling in 3 wt.% H2O2 and 3 wt.% H2SO4 for 1 h, followed by boiling in

ultrapure water for 2 h. The cleaned membrane was activated in 2 M NaOH solution for 1 h prior to use. The anode/

membrane/cathode unit was compressed between two graphite blocks with pin type flow fields. Silicon gaskets were

assembled between the electrode and the graphite block. The active area of the fuel cell was 25 cm2. Cell performance was

tested against a 1 mg/cm2 Pt/C cathode coated on carbon paper. Peristaltic pumps were used to feed the fresh anolyte (an

aqueous solution of NaBH4 and 4 M NaOH) at selected flow rate. The flow rate of oxygen as an oxidant at the cathode

chamber was 0.2 L/min. The oxidant was humidified by passing through a bubbler at 65 �C. Cell performance data were

obtained using an electrochemical fuel cell test system (Electrochem 400 W) and a computer controlled E-load system

(ECL 150).

Table 88.1 Experimental data

Run

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Response

A: cell

temperature (C)

B: anode flow

rate (mL/min)

C: cathode flow

rate (L/min)

D: borohydride

concentration (M)

E: catalyst loading

(mg/cm2)

Power density

(mW/cm2)

1 �1 1 �1 �1 �1 14.13

2 1 �1 �1 1 1 6.34

3 0 0 0 �1 0 7.05

4 �1 �1 1 1 1 1.41

5 �1 1 1 1 �1 23.32

6 0 0 0 0 �1 26.84

7 �1 1 1 �1 1 0.7

8 0 �1 �1 0 0 7.05

9 1 1 1 �1 �1 24.72

10 �1 �1 �1 �1 1 0.7

11 1 �1 �1 �1 0 21.9

12 �1 1 1 �1 �1 12.71

13 1 0 0 0 0 14.1

14 �1 1 �1 1 1 0.7

15 �1 �1 �1 1 �1 27.42

16 0 0 0 0 1 2.12

17 1 1 �1 1 �1 36.74

18 0 0 1 0 0 7.76

19 1 �1 1 1 �1 38.16

20 �1 0 0 0 0 2.83

21 1 1 1 1 1 7.02

22 1 1 �1 �1 1 2.11

23 1 �1 1 �1 1 2.82

24 0 0 0 1 0 11.27

25 0 �1 0 0 0 7.05

26 0 1 0 0 0 7.05
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Results and Discussion

A comparative investigation of DBFC polarization behavior was carried out relating to the cell temperature, borohydride

concentration, and flow rates of fuel and oxidant. The higher and lower level values were used in a statistical analysis to

determine significant parameters that are given in Table 88.2.

Polarization graph for different runs is given in Fig. 88.1. According to Fig. 88.1 the highest performance was obtained at

Run 19 (80 �C, 1.5 M borohydride concentration, 1 mL/min anode, 0.4 L/min flow rates, and 0.52 mg/cm2 catalyst loading).

The data in Table 88.1 are run through the RSM to construct an empirical model for the representation of power density in

terms of independent parameters. Based on the regression analysis at 95 % of the confidence interval, the lack of fit error and

p-values of parameter estimations are found to be significant. The value of p < 0.0001 indicates that there is only a 0.01 %

chance that a “model F-value” this large could occur due to noise (Silva and Rouboa 2012). The quadratic model is used to fit

the observed data by the least squares analysis.

Some of the model terms were found to be significant. The insignificant model terms can be removed and may result in an

improved model. Results obtained from Analysis of variance (ANOVA) show that temperature, borohydride concentration,

and catalyst loading have substantial influences on cell performance. By selecting the backward elimination procedure to

automatically reduce the terms that are not significant, the resulting ANOVA tables for the reduced quadratic model is

shown in Table 88.3.

Results show that the models are still significant. The predicted R2 is in reasonable agreement with the adjusted R2. The

adjusted R2 value is particularly useful when comparing models with different number of terms. Adequate precision

compares the range of the predicted values at the design points to the average prediction error. Ratios greater than 4 indicate

adequate model discrimination. The following equations are the final empirical models for the power density:

Power Density ¼ þ91:64873þ 0:80192�Cell Temperatureþ 31:31289�Borohydride Concentration
� 335:36728�Catalyst Loadingþ 260:49383�Catalyst Loading2

� 0:81000�Cell Temperature�Catalyst Loading � 35:86667�Borohydride
Concentration�Catalyst Loading

ð88:3Þ

Table 88.2 Factors and levels

of input factors for experimental

design

Input factors Low Mean High

Cell temperature, �C 50 65 80

Borohydride concentration, M 0.5 1.0 1.5

Anode flow rate, mL/min 1.0 3.0 5.0

Cathode flow rate, L/min 0.1 0.2 0.4

Catalyst loading, mg/cm2 0.52 0.67 0.82
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Fig. 88.1 Run number versus

power density
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Figure 88.2 verifies that the predicted data of the response from the empirical models are in agreement with obtained ones

in the range of the operating variables. The F value, model mean square divided by the error mean square, is considerably

high, meaning that this model predicts fit of the experimental data. Furthermore, the high value of adjusted R2 indicated that

the model fits the observed data well.

In Fig. 88.3, it is obtained that by increasing catalyst loading of electrodes, the power density decreases linearly up to a

certain value (0.7) and then it becomes constant. By increasing catalyst loading, the thickness of catalyst layer on gas

diffusion layer (GDL) surface increases; hence, the active sides of catalyst particles are plugged by the other catalyst

particles in upper layer. So, the reaction rate decreases and power density becomes constant. At low catalyst loading, the

reaction rate and power density increase with the increase in temperature, as shown in the same figure, since the activities of

Table 88.3 ANOVA results

Source Sum of squares DF Mean square F-value p-Value

Model 3,137 6 522.88 212.65 <0.0001

A 272.14 1 272.14 110.68 <0.0001

D 238.64 1 238.64 97.05 <0.0001

E 2,267.34 1 2,267.34 922.09 <0.0001

E2 190.26 1 190.26 77.38 <0.0001

AE 53.14 1 53.14 21.61 0.0002

DE 115.78 1 115.78 47.08 <0.0001

Residual 46.72 19 2.46

Cor total 3,184.02 25

Std. dev. 1.57 R2 0.9853

Mean 12.08 Adj R2 0.9807

C.V. 12.98 Pred R2 0.9713

PRESS 91.24 Adeq precision 46.096

A: cell temperature, B: anode flow rate, D: borohydride concentration, E: catalyst loading
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Fig. 88.2 Predicted data versus

actual data
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catalysts and borohydride increase at high cell temperature. However, at high catalyst loading, although the cell temperature

increases the reaction rate does not change too much, because of the mass transfer limitation. At low catalyst loading, the

activation of BH4
� ion is more effective by temperature, and this effect cannot be observed significantly at high loading

due to the blocked active sides.

The negative effect of catalyst loading on power density is also observed in Fig. 88.4 as in Fig. 88.3. As catalyst loading of

electrodes increases, the thickness of catalyst layer increases and therefore the mass transfer limitation of ions to active sites

also increase. On the other hand, as borohydride concentration increases at low loading, the power density increases.

Since, the number of borohydride ions per one active side of catalyst is increased, the reaction rate increases. However, at

high catalyst loading, although borohydride concentration increases, the reaction rate is not affected because of plugged

active sites and high mass transfer limitations. So, if the catalyst loading in electrodes increases, the membrane electrode

assembly preparation cost also increases and the cell performance decreases.
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Optimization

Two cases were determined for optimization study. The first case is used to maximize the power density. As shown in

Table 88.4, while temperature, anode and cathode feed flow rate, borohydride concentration, and catalyst loading were kept

constant in the range, the power density was tried to maximize and its importance was accepted as maximum. By using the

program, five optimum points were obtained (Table 88.5).

The maximum power density is 37.15 mW/cm2 for five points. The operating temperature was obtained at 80 �C for four

points. The main differences between one and four points were temperature and the flow rates of anode and cathode. In order

to obtain the same power density value at 40 �C, the anode flow rate should be increased from 3.45 to 4.97 and the cathode

feed flow rate should be decreased from 0.38 to 0.2. The schematic representation of first optimum point can be seen

in Fig. 88.5.

Table 88.4 Optimization study

(first case)
Operation conditions Value Importance

Cell temperature In range +++

Anode flow rate In range +++

Cathode flow rate In range +++

Borohydride concentration In range +++

Catalyst loading In range +++

Power density Maximum +++++

Table 88.5 Five optimum points

Optimization points Cell temperature (�C)
Anode flow

rate (mL/min)

Cathode flow

rate (L/min)

Borohydride concentration

(M in 4 M NaOH)

Catalyst loading

(mg Au/cm2)

Power density

(mW/cm2)

1 80.00 3.45 0.38 1.50 0.52 37.1464

2 80.00 2.90 0.34 1.50 0.52 37.1464

3 80.00 1.86 0.30 1.50 0.52 37.1463

4 40.00 4.97 0.20 1.50 0.52 37.1463

5 80.00 4.67 0.21 1.50 0.52 37.1463

38.16

28.795

Optimum PointA
D

D
A

E

E

19.43

10.065

Power Density
A: Temperature = 80.00 C
B: Anode feeding rate = 3.81 ml/min.
C: Cathode feeding rate = 0.33 L/min.
D: Borohydride concentration = 1.50 M
E: Catalyst loading = 0.52 mg/cm2
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Fig. 88.5 The schematic

representation of first

optimum case
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Second optimum case was obtained by minimizing operation conditions and by maximizing power density.

The importance of operation conditions was given in Table 88.6.

In Table 88.7, the maximum power density was obtained as 14 mW/cm2 by considering minimum operating conditions

(cell temperature: 50 �C, anode flow rate: 1.0 mL/min, cathode flow rate: 0.1 L/min, borohydride concentration: 0.57 M in

4 M NaOH, and catalyst loading: 0.52 mg Au/cm2). However, the power density for second case was three times lower than

that of first case. The schematic representation of second optimum case was given in Fig. 88.6.

Conclusion

DBFC operation conditions were optimized with central composite method of the Design Expert software. The effects of the

chosen parameters on the power density were investigated. According to the results, the most efficient parameter on

the power density was determined as the catalyst loading. The other important parameters were temperature and borohydride

concentration. The decrease in the performance with increasing catalyst loading can be explained as the blocking of the

Table 88.6 Optimization study

(second case)
Operation conditions Value Importance

Cell temperature Minimum +++++

Anode flow rate Minimum +++++

Cathode flow rate Minimum +++++

Borohydride concentration Minimum +++++

Catalyst loading Minimum +++++

Power density Maximum +++++

Table 88.7 Maximum power density by considering minimum operating conditions

Optimization

points

Cell temperature

(�C)
Anode flow

rate (mL/min)

Cathode flow

rate (L/min)

Borohydride concentration

(M in 4 M NaOH)

Catalyst loading

(mg Au/cm2)

Power density

(mW/cm2)

1 50.02 1.00 0.10 0.57 0.52 13.92

2 51.19 1.00 0.10 0.53 0.52 13.90

3 50.10 1.00 0.10 0.61 0.52 14.55

4 50.00 1.00 0.10 0.50 0.52 13.06

5 50.65 1.00 0.10 0.58 0.52 14.29

38.16

28.6386

19.1172

9.59587

P
ow

er
 D

en
si

ty

0.0744973

−0.425 0.181 0.787

Deviation from Reference Point
1.394 2.000

E

D

D

A

A
E

Optimum Point

Power Density
A: Temperature = 53.80 C
B: Anode feeding rate = 1 ml/min.
C: Cathode feeding rate = 0.1 L/min.
D: Borohydride concentration = 0.71 M
E: Catalyst loading = 0.52 mg/cm2

Fig. 88.6 The schematic

representation of second

optimization case
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active surface area at high catalyst loading and the mass transfer limitation. The maximum power density of 37.15 mW/cm2

was obtained at the operation conditions of 0.52 mg/cm2 catalyst loading, 80 �C fuel cell temperature, 3.28 L/min fuel and

0.27 L/min oxidant flow rates, and 1.5 M borohydride concentration. The achieved formula can be adapted to all fuel cell

studies including Au catalyst, N117 membrane, and ELAT GDL.
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A New Carbon Nanotube-Supported Pt–Ru Anodic Catalyst
by Reverse Microemulsion for Direct Methanol Electro-oxidation 89
Jenshi B. Wang, Charng-Ching Yeh, and Han-Chang Gao

Abstract

A multi-walled carbon nanotube (CNT)-supported Pt–Ru nanocatalyst prepared by reverse microemulsion was studied

for direct methanol electro-oxidation and compared with that made by polyol method. XRD and TEM characterization

showed that the reverse micelles-synthesized alloyed particles attained a smaller average particle size and displayed a

higher dispersion on the support with narrow size distribution. Results of cyclic voltammetry and chronoamperometry in

1 M methanol + 0.5 M sulfuric acid at room temperature revealed that the Pt–Ru/CNT catalyst synthesized by reverse

microemulsion exhibited a much higher electro-catalytic activity than that based on polyol process.

Keywords

Methanol electro-oxidation � Microemulsion � Carbon nanotube � Anodic catalyst

Introduction

Direct methanol fuel cells (DMFC) have been attracting considerable interests in the applications of transportation and

portable devices because liquid methanol as fuel is more tractable than hydrogen. Although many different catalysts have

been investigated, Pt–Ru alloy system is among the most active anodic catalysts for the electro-oxidation of methanol.

Several methods have been developed for the preparation of multimetallic nanoparticles [1–3]. Among these, the synthesis

through microemulsion appears as one of the most promising methods since nanodroplets of water serve as nanoreactors

favoring formation of monodispersed nanoparticles. The microemulsion method has advantages in that it does not require

extreme conditions of temperature and pressure, while providing a convenient control of size and composition [4–6].

Carbon black such as the commercial Vulcan XC has been employed as support of the nanosized metallic particles in fuel

cells. However, the presence of micropores limits its widespread applications because metallic particles may easily become

trapped in the pores. In this regard, in the search for highly active catalyst electrodes, carbon nanotubes have been used

recently as an alternative support, providing catalysts with better electrochemical performance due to their unique

morphology and high electrical conductivity [7–9]. Although the benefit of CNT as electro-catalyst support has been

recognized, still there is a dearth of works devoting to the use of microemulsions to synthesize CNT-supported Pt–Ru

nanoparticles as the anodic catalysts for methanol electro-oxidation.

In this chapter, the preparation of Pt–Ru/CNT nanocatalyst using a water-in-oil reverse microemulsion of water/AOT/

isooctane (AOT: sodium di-2-ethylhexyl sulfosuccinate) is reported. The structure and performance of the catalyst prepared

by this method in the methanol electro-oxidation are presented and compared with those of the catalyst made by polyol

process.
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Experimental

Synthesis of Nano Pt–Ru Particles and Supported Catalysts

For microemulsion-synthesized nanoparticles, the reverse micellar solutions were prepared using AOT (Sigma) as surfactant

and isooctane (Mallinckrodt) as the oil phase. Aqueous solutions of H2PtCl6 (99.95 %, Alfa Aesar), RuCl3 (99.99 %, Alfa

Aesar), and N2H5OH (Merck) were used to form the reverse micelles. The size of the particles was controlled by fixing the

molar ratio of surfactant to water (ω ¼ [H2O]/[AOT]) at 5. All chemicals were analytically pure and used as received

without further purification. Deionized water was used throughout. An appropriate amount of RuCl3 was added to the

solution of H2PtCl6 to ensure the Pt:Ru atomic ratio of 1:1 before formation of reverse micelles. Multi-walled carbon

nanotube (CNT) (Sigma Aldrich AL-636509-10G) was taken as support. Before use, the CNT was ultrasonically treated in

nitric acid (65 %, Fluka) at 50 �C for 4 h and dried in vacuum oven at 60 �C for 12 h. The acid pretreated CNT was added to

the solution of AOT/H2PtCl6 + RuCl3/isooctane under ultrasonic oscillation at room temperature for 1 h. Afterwards,

another similar microemulsion containing hydrazine as aqueous phase, i.e., AOT/hydrazine/isooctane, was added into the

CNT slurry under constant ultrasonic oscillation for 24 h. Platinum–ruthenium nanoparticles were formed upon contact

between the precursor containing droplets and the hydrazine containing droplets. The concentrations of aqueous H2PtCl6 +

RuCl3 and aqueous hydrazine were 0.1 and 1.0 M, respectively. Ethanol was then employed to destabilize the microemulsion

to provoke deposition of Pt–Ru nanoparticles onto the support. The mixture was filtered and washed three times with 95 %

ethanol, and then the resulting supported catalyst was dried in a vacuum oven at 60 �C for 12 h. The Pt loading of all catalysts

was kept at 20 wt%. The catalyst is marked as Pt–Ru/CNT (emulsion).

For polyol-based nanoparticles, appropriate amounts of H2PtCl6 and RuCl3 with the Pt:Ru atomic ratio of 1:1 were

dissolved in ethylene glycol (EG) (99 %, Panreac Quimica Sa). A glycol solution of NaOH (0.5 M) was added dropwise into

the glycol solution of precursors with stirring to bring the pH of solution to 12. The temperature was then increased to 185 �C
and kept constant for 2 h so that the metals were reduced adequately. Afterwards, an ultrasonically dispersed acid pretreated

CNT slurry was added dropwise with constant stirring for 4 h. The mixture was separated and washed with deionized water

for three times, and then the resulting filter cake was dried in a vacuum oven at 60 �C for 12 h. Likewise, the Pt loading of the

catalyst was kept at 20 wt%. The catalyst prepared by this technique is designated as Pt–Ru/CNT (EG).

Experiments of transmission electron microscopy (TEM) were carried out on a Philips CM200 system to examine surface

morphology of the catalysts. Samples were first ultrasonicated in ethanol for 20 min and then deposited on 200 mesh Cu

grids covered with Formvar/carbon films. X-ray diffraction (XRD) patterns were obtained on a Rigaku MultiFlex diffrac-

tometer using Cu Kα radiation to study crystal structure of the supported catalysts.

Preparation of Electrodes and Electrochemical Tests

Five milligram of catalyst was added to the mixture of 1 ml of methanol and 50 μl of perfluorosulfonic acid (5 wt% Nafion,

Aldrich) to formulate catalyst ink. A 25 μl ink slurry was then sampled and spread uniformly over a 3-mm glassy carbon disk

electrode (with an area of 0.0707 cm2). After methanol evaporation, the electrode was dried in oven at 75 �C for 10 min.

All of the electrochemical performance studies were conducted at room temperature on the CHI 608B potentiostat

(CH Instrument) in a three-electrode cell, with SCE electrode as reference electrode and platinum wire as counter electrode.

All potentials in this work are quoted against reversible hydrogen electrode (RHE). The electrolyte was a solution of 1 M

CH3OH + 0.5 M H2SO4, which was degassed with nitrogen for 20 min before the tests. The electrocatalytic activity studies

by cyclic voltammetry (CV) for methanol oxidation were carried out in the electrolyte at 10 mV s�1. To compare the long-

term performance of the supported catalysts, chronoamperometrical (CA) studies were undertaken in the 1 M CH3OH

+ 0.5 M H2SO4 electrolyte under a constant potential of 0.947 V vs. RHE for 10 min.
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Results and Discussion

The Structure of Pt–Ru/CNT Catalysts

XRD patterns of the Pt–Ru/CNT catalysts prepared by the methods of polyol and microemulsion are shown in Fig. 89.1. The

peak at around 2θ ¼ 25� in the XRD spectrum is ascribed to the diffraction of CNT. The peaks at about 40�, 46�, 68�, and
81� can be assigned to the Bragg reflection of Pt (111), (200), (220), and (311) plane, respectively. A shift to higher

2θ-values and an increase of peak broadening, with respect to the diffraction lines of pure Pt, were observed, suggesting

Pt–Ru alloy formation with a decrease in lattice parameter and mean particle size in these two catalysts. The extensive peak

broadening in the XRD patterns is attributed to the ultrafine dimensions of the crystallites formed. No diffraction lines

corresponding to those of pure Ru or Ru2O were detected, indicating that the catalysts synthesized exhibited Pt face centered

cubic structure. These observations are consistent with the results of [10] for a Pt50–Ru50 alloy and also agreed with those in

the literature [11–13]. The average crystallite size of Pt–Ru/CNT (emulsion) catalyst calculated from Scherrer formula is ca.

3.54 nm.

Figure 89.2 shows the TEM image depicting the morphology of the Pt–Ru/CNT (emulsion) catalyst. The Pt–Ru particles

obtained from the microemulsion method were small spherical ones which were fairly well dispersed on the CNT with a

uniform particle size distribution. The spherical particle morphology might be as a result of the redox reaction between

H2PtCl6 or RuCl3 and hydrazine occurring within the dispersed aqueous droplets. Also shown in Fig. 89.2 is its size

distribution histogram. Its average TEM particle size of 3.40 nm, which is very close to that calculated by the Scherrer

formula, is smaller than that of 4.46 nm for Pt–Ru/CNT (EG) made by polyol process.

Electrocatalytic Activities of Electrodes

Cyclic voltammograms showing electro-catalytic activity of the electrodes prepared from Pt–Ru/CNT (emulsion) and

Pt–Ru/CNT (EG) are compared in Fig. 89.3. The CV curves exhibit typical features of methanol electro-oxidation on the

platinum alloy electrode. In the anodic scan, the onset of methanol oxidation occurred at ca. 0.367 V vs. RHE for Pt–Ru/

CNT (emulsion), which is much lower than the onset potential of 0.67 V for Pt–Ru/CNT (EG). Furthermore, the peak current

density is 17.98 mA cm�2 at the peak potential of 0.886 V for Pt–Ru/CNT (emulsion), while the corresponding value for

Pt–Ru/CNT (EG) is 2.79 mA cm�2 at 0.913 V. The Pt–Ru/CNT (emulsion) catalyst prepared by microemulsion method

exhibited a much higher current density than that of Pt–Ru/CNT (EG). It is also clearly observable that methanol reoxidation
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due to the reduction of platinum oxide occurred in the cathodic scan. These CV findings demonstrate the advantages of

employing reverse micelles microemulsion to prepare Pt–Ru nanocatalysts that have high catalytic activity for methanol

electro-oxidation.

Chronoamperometrical plots of current density vs. time at a constant potential of 0.947 V is displayed in Fig. 89.4. These

curves reflect the activity and stability of the catalysts in catalyzing the methanol electro-oxidation. The potentiostatic

currents decreased rapidly in the very initial period. This may be due to the formation of intermediate species, such as COads,

COOHads, and CHOads, during the methanol electro-oxidation [14]. For clarity, the inset shows the magnification of the very

initial currents. Moreover, Pt–Ru/CNT (emulsion) maintained both higher initial and limiting current densities over time,

which implies a much better catalytic activity and stability of methanol electro-oxidation by this catalyst. These results agree

with those of CVs shown in Fig. 89.3. All these findings suggest that CNTs coupled with microemulsion technique can

improve the electrochemical performance of DMFC anodes. Similar results are obtained for carbon fibers with cup-stacked-

type structure [15].

Conclusions

A reverse micelles process coupled with multi-walled carbon nanotubes has been developed and proved as an excellent

means for the preparation of supported Pt–Ru nanoparticles as catalysts for direct methanol electro-oxidation. The reverse

microemulsion-synthesized Pt–Ru/CNT catalyst displayed a much higher electro-catalytic activity in methanol oxidation

than a polyol-based one. The higher activity thus obtained by the former catalyst is attributable to the morphology of its

unique nanostructure in that small spherical particles were homogeneously dispersed on the surface of carbon nanotubes

with narrow particle size distribution.
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Evaluation of Biohydrogen Production Potential
from Sewage Sludge 90
İlknur Şentürk and Hanife Büyükgüngör

Abstract

Owing to limited resources and emission of pollutants, hydrogen is a promising alternative to fossil fuels. Hydrogen is a

clean energy that produces water instead of greenhouse gases when combusted. Furthermore, hydrogen has a high-energy

yield (about 2.75 times that of hydrocarbon fuels). Biological hydrogen production from biomass is considered one of the

most promising alternatives for sustainable green energy production and important solution to a sustainable power supply

and is nowadays being seen as the versatile fuel of the future, with potential to replace fossil fuels. This process is able to

solve two problems: the reduction of pollution from the uncontrolled degradation of waste and the generation of a clean

alternative fuel.

The treatment and disposal of sewage sludge generated in urban wastewater treatment plants are an important

environmental problem. Unused, discarded biomass residues are a potential energy resource, which at present are not

well managed and thus pose significant environmental problems. Recently, some studies are focusing on using the sludge

to produce hydrogen by anaerobic fermentation.

Sewage sludge from a wastewater treatment plant is biomass that contains large quantities of polysaccharides and

proteins and thus is a potential substrate for producing hydrogen. Limited data addressing this topic show that the

biohydrogen yield using waste sludge and anaerobic fermentation is rather low. Due to low hydrogen yield from the raw

sewage sludge, a number of pretreatment approaches have been investigated. Pretreatment can increase the efficiency of

anaerobic stabilization of sludge by hydrolyzing the insoluble organic matter to water. This study deals with the

suitability of pretreated sewage sludge as the primary substrate for microbial H2 production and also may overcome

certain important limitations of biological H2 production.

Keywords

Biohydrogen production � Sewage sludge � Pretreatment

Introduction

Over the past 50 years, the world’s population has more than doubled, coupled with an expectation of a higher standard of

living and an ever increasing economic output. This has resulted in a large increase in primary energy consumption,

particularly the use of fossil fuel-derived energy. In 2010, world primary energy consumption grew by 5.6 %, the largest

percentage growth in almost 40 years. This growth included an increase in the consumption of all major fossil fuels including

oil, natural gas, and coal. This trend in increasing energy consumption is expected to continue as the world’s population is

projected to increase by an additional 1.4 billion people by 2030, and have an increase of 100 % of the world’s real income.
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These increases will put enormous pressure on the finite supply of fossil fuel-based energy, exacerbating global concerns

over energy security, fossil fuel-based environmental impacts such as climate change, and the rising cost of energy and food.

The utilization of current energy sources has been generating environmental pollution of air, water, and soil through the

years. These negative effects have increased interest in the development of new technologies to obtain clean energy, mainly

through the utilization of renewable energy sources. Currently, the world consumes about 15 TW of energy per year and only

7.8 % of this is derived from renewable energy sources [1, 2].

Problems of deficiencies in fossil fuel sources have become apparent in many countries. Moreover, problems of the

greenhouse effect, caused by the enormous combustion of fossil fuels, have become gradually severe. Therefore, it is

necessary to explore clean and renewable energy sources for use in the near future [3]. Hydrogen is a promising alternative

energy to fossil fuels. It is environmental friendly renewable energy in which the by-product from its combustion with

oxygen is water [4–6]. Hydrogen has a high-energy yield of 142.35 kJ/g, which is about 2.75 times greater than the

hydrocarbon fuel [4, 7].

Hydrogen can be generated by thermochemical, electrochemical, or microbial fermentation (biological) processes.

However, the thermochemical process requires hydrocarbon to be used as feedstocks, which mostly comes from fossil

fuels while electrochemical process needs supply of electricity. Biohydrogen production from organic waste or wastewater

through fermentation by anaerobic acidogenic bacteria with highly diverse fermentation characteristics and hydrogen

production capabilities does not require input of external energy [5]. Recently, biohydrogen production has received an

increasing attention due to a high demand of sustainable energy. Biologically, hydrogen can be produced by photo and dark

fermentations [8]. Hydrogen production through photo fermentation is not favorable due to the limitations of light

conversion efficiencies, photo inhibition at high solar light intensities, and the design of efficient photoreactors. Dark

fermentative hydrogen production is a ubiquitous phenomenon under anoxic or anaerobic condition [5]. Dark fermentation

has advantages over photo fermentation process in terms of better cost-effectiveness, higher rate of hydrogen production,

and the ability to utilize various kinds of substrates [8].

Dark fermentation under anaerobic conditions can be operated without light and oxygen limits. Hydrogen production

through dark fermentation has advantages over other processes due to its ability of continuous hydrogen production without

an input of external energy and the stabilization of the human-derived organic wastes and biomass. Among the hydrogen

production methods, the most promising, relatively economical, and also environmentally friendly one seems to be the dark

fermentation of organic wastes as it solves the problems of energy production and waste disposal simultaneously [3, 5].

These human-derived organic wastes for hydrogen production mainly include milk industry wastewater, lactic acid

fermentation plant wastewater, distillery wastewater, and sewage sludge as well as municipal solid waste [5]. Biomass

(waste-activated sludge, plants, animals, and their organic waste products) provides approximately 14 % of the world’s

energy needs. In developing countries, which often have limited supplies of fossil fuels but abundant biomass resources, as

much as 35 % of the energy demand is supplied by biomass. However, in developed countries with still abundant fossil fuel

supplies, reliance on biomass as an energy resource is very limited, despite its huge energy potential [9].

In 2008, about 2.38 billion m3/year of municipal and industrial wastewater was treated in wastewater treatment plants in

Turkey, producing about 1,075.000 t/year of sewage sludge [10]. Landfill is one of the most common methods that are used

in the final disposal of sludge worldwide [11]. The disposal of sludge generated in urban wastewater treatment plants is an

important environmental problem. Unused, discarded biomass residues are a potential energy resource, which at present are

not well managed and thus pose significant environmental problems [9]. Using sewage sludge as the substrate for

fermentative hydrogen production offers several advantages over the use of other biomass sources. It is available at little

or no cost. The supply is plentiful and can be found wherever there are human settlements [12].

The strict requirement of wastewater effluent standard and a good design for wastewater treatment process increased the

quantity of waste-activated sludge (WAS), commonly known as sewage sludge. WAS is a by-product of the wastewater

treatment process. Sewage sludge is mainly composed of microorganisms, and its organic substance composition is therefore

different from carbohydrate-rich substrates such as glucose or starch. The sewage sludge consists of 41 % protein, 25 %

lipid, 14 % carbohydrate, and 20 % unknown components on the basis of chemical oxygen demand (COD) or 32–41 %

protein and 5–12 % fats on the basis of total dry solids (TDS). Thus, it represents a potential substrate for producing

hydrogen [4, 7, 13]. Recently there are interests toward utilization of activated sludge as the biological material for

production of renewable energy, i.e., hydrogen and methane using anaerobic digestion process [6].

But organics components in sewage sludge are mostly nonutilizable; hence pretreatment becomes essential to render

them suitable for H2 fermentation. Another credible option is co-digestion with other carbohydrate-rich biomass like food

waste or molasses [14]. Kim et al. [15] have reported higher H2 yield (122.9 mL H2/g carbohydrate-COD) from co-digestion

of 87:13 (food waste:sewage sludge). However, food waste rich in carbohydrates was the major component in that study,
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not sewage sludge. In this study, it is expected to address the problems associated with waste-activated sludge disposal

through simultaneous generation of clean gaseous energy in the form of hydrogen. A synchronous objective was to

investigate the influence of different pretreatment on the hydrogen production using waste sludge by anaerobic fermentation.

Applicability of Biohydrogen Production from Sewage Sludge

The sewage sludge is composed of largely organic matters (59–88 %) that can decompose and produce offensive odors.

These organics are mainly the microbial matters and the microorganisms include hydrogen-producing ones and hydrogen-

consuming ones. The treatment and disposal of the excess sludge have become an important problem and a great challenge

for many plants. Anaerobic digestion is an appropriate technique for reduction in the volume and weight of excess sludge

before final disposal, and it is employed worldwide as the oldest and most important process for sludge stabilization.

Additionally, anaerobic digestion can recover partly the bioenergy of sludge through producing methane. Anaerobic

digestion process generally consists of four stages, i.e., hydrolysis, acidogenesis, acetogenesis, and methanogenesis

(Fig. 90.1). Hydrogen is an intermediary metabolite of anaerobic digestion, which is rapidly taken up and converted to

other products by the hydrogen-consuming microorganisms in the third stage of anaerobic digestion. On the other hand, the

use of hydrogen is more extensive than that of methane. So, it is beneficial to get hydrogen in the anaerobic digestion of

sludge. In order to harvest hydrogen, the anaerobic digestion of sludge must be blocked at the hydrogen and acetic acid

formation stage, namely, the second stage of anaerobic digestion.

Sewage sludge has been used both as substrate and as source of inoculum. The major reason why sewage sludge has been

focused as source of inoculum is that it is bountiful with enteric bacteria, which are potential H2 producers. Several pure cultures

and mixed microbial cultures have been successfully enriched and tested for H2-producing potential. Nevertheless, the pursuit

for ideal microbe(s) for H2 production has thrust the researchers to screen various sources [17]. The anaerobic digestion

processes usingmixed cultures are shown to bemore practical, because they are simpler to operate and easier to control andmay
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have a broader choice of feedstock [18]. On these grounds, nowadays researchers are more interested in using mixed cultures,

instead of pure cultures, for wastewater and waste treatment. However in mixed cultures, hydrogen produced by hydrogen-

producing bacteria (such as Clostridium sp. and Enterobacter) is consumed immediately by hydrogenotrophic methanogens

[19]. Thus, in order to produce hydrogen frommixed anaerobic cultures, hydrogen-consuming bacterial activity (methanogens)

should be inhibited or eliminated while preserving the activity of the hydrogen-producing bacteria. Many hydrogen-producing

microorganisms can form endospores, which can be considered “survival structures” developed by these organisms when

unfavorable environmental conditions are encountered, e.g., high temperature, and harmful chemicals including acid and

alkaline. When favorable conditions return, the spores germinate and become vegetative cells. However, most of hydrogen-

consuming microorganisms, e.g., methanogens, do not have this characteristic [20]. Several methods have been reported to

inhibit methanogenic activity and selectively enrich hydrogen-producing acidogenic bacteria from mixed anaerobic cultures,

including heat treatment, aeration, acid and base treatment, inhibiting chemical addition such as 2-bromoethanesulfonate

(BES), iodopropane, and chloroform, and acidogenic culture preparation. The physiological differences between hydrogen-

producing bacteria (acidogenic bacteria) and hydrogen-consuming bacteria (methanogenic bacteria) form the fundamental

basis behind the development of the various pretreatment methods proposed for preparation of hydrogen-producing seeds.

In the case of utilization of sludge as substrate for H2 production, the pretreatment methods not only reduced the particle size

but also increased the level of soluble protein. In particular, thermal and thermochemical pretreatments resulted in significant

particle size reduction. The level of soluble protein increases by chemical and thermochemical pretreatment methods in

particular. Proteins are principal constituents of organisms and they contain carbon, which is a common organic substance, as

well as hydrogen, oxygen, and nitrogen. For this reason, it was considered that as the level of soluble protein increased, the

efficiencyof anaerobic digestionwould be improved.Thedifferences in the amount of biogasproduced showed that the impact of

the rate-limiting step could be reduced by pretreatment and digestion efficiencies of theWASwere consequently improved [21].

So far, very little work on fermentative hydrogen production from sewage sludge has been conducted. Limited data show

that the biohydrogen yield using waste-activated sludge and anaerobic fermentation is rather low at 0.08 mmol H2/g dry

solid (DS) [22]. Pretreatment can increase the efficiency of anaerobic stabilization of sludge by hydrolyzing the insoluble

organic matter to water (e.g., see Lee and Mueller [23] and the references cited therein). Chu et al. [24] have reported that the

use of thermal boiling to hydrolyze sludge promoted the anaerobic production of methane.

Huang et al. [22] have reported yields of 0.16 g H2/kg from waste-activated sludge, whereas Wang et al. [13, 25] reported

yields equivalent to 0.9–6.3 g H2/kg DS depending on the pretreatment applied to the sewage sludge. However, it should be

noted that so far all these studies used pure cultures of bacteria as inoculum. Although this may result in higher yields it would

be expensive and impractical to attempt at full scale due to the time, cost, and energy requirements of preparing and storing

enough bacterial biomass to seed a digester containing thousands of liters of sewage sludge. Despite this limitation however,

work published so far has demonstrated the feasibility of producing hydrogen fermentatively from sewage sludge.Wang et al.

[13] also demonstrated that applying different pretreatment to sewage sludge prior to fermentation can have a significant

effect on hydrogen yield. In particular, sterilization of the sewage sludge at 121 �C consistently improved hydrogen

production and reduced the production of methane which can have a negative impact on hydrogen yield [12]. Hydrogen

yields of 1.2 mg H2/g COD [25] and 0.6 mol/kg COD [26] were reported when sludge was used as the rawmaterial. However,

higher hydrogen yields (15 mg H2/g COD) were obtained from the filtrate [26]. Pretreatment of the sludge increased the

soluble COD enhancing the hydrogen yield (0.9 mmol/g dried sludge) [13, 27, 28]. Consequently, in order to further increase

the yield of hydrogen production, the impacts of pretreatments on hydrogen production using sewage sludge should

be examined. The reason that the same sludge using different pretreatment had different hydrogen yield and lag time was

demonstrated [9]. Table 90.1 lists some results from the literature. Various means of producing hydrogen using numerous

substrates and seed bacteria have been reported, such as g H2/g VSS (Volatile suspended solids), mL H2/g COD, and others.

Experimental results can almost never be compared because details for unit conversion are not available.

Impact of Ultrasonication Pretreatment on Hydrogen Production

Ultrasonic could produce cavitation in waste sludge, and cell lysis and particle size reduction would be caused by which the

digestion process was enhanced [31]. It appeared from the study that the mechanical shear forces caused by ultrasonic

cavitations could be a key factor for sludge disintegration and collapse of cavitation bubbles could significantly alter the

sludge characteristics [32]. Tiehm et al. [33] showed that applying ultrasound (3.6 kW, 31 kHz, 64 s) to sludge disintegration

can release the organic substances into the sludge, so that the soluble chemical oxygen demand (SCOD) in the supernatant

increases from 630 to 2,270 mg/L. Moreover, the digestion time could be reduced to 8 days. Chu et al. [34] demonstrated that
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“weak” ultrasound pretreatment greatly increased both the production rate and ultimate yield of methane. Chiu et al. [35]

observed simultaneous alkaline and ultrasound pretreatment was more effective in releasing SCOD.

As for the mechanisms of ultrasonic disintegration, Tiehm et al. [33] noted that hydromechanical shear forces produced

by ultrasonic cavitation were predominantly responsible for sludge disintegration. However, it is still unclear about the other

contributions to the ultrasonic waste-activated sludge disintegration. There are four paths, which are shown as the following,

responsible for the ultrasonic activated sludge disintegration:

• Hydromechanical shear forces;

• Oxidizing effect of •OH, •H, •N, and •O produced under the ultrasonic radiation;

• Thermal decomposition of volatile hydrophobic substances in the sludge;

• Increase of temperature during ultrasonic activated sludge disintegration.

If the sludge temperature improved, the lipid on the cytoplasmic membrane can be decomposed, which results in the

generation of little holes on the membrane. The intracellular substances can release through the holes, which causes

the increase of SCOD in the supernatant [36].

Because the quantity of volatile hydrophobic substances in the sludge is very low, so the third path can be ignored. The

increment speed in sludge temperature is slow. Wang et al. [36] have reported that the longest disintegration time is 60 min

and the disintegrated sludge temperature is increased to 82 �C. According to this study on thermal sludge disintegration,

improving the sludge temperature to 80 �C in 1 h produces low SCOD+ and SCOD%. Therefore, the fourth can also be

neglected. As for the second path, Hart [37] and Hart and Henglein [38] have demonstrated that the amount of •OH is much

more than the one of •H, •N, and •O. Accordingly, the oxidizing effect of •H, •N, and •O can be ignored. From the above

analysis, we know there are two main paths attributed to the ultrasonic sludge disintegration, namely, hydromechanical shear

forces and the oxidizing effect of •OH [36].

Impact of Thermal Pretreatment on Hydrogen Production

Thermal treatment results in the breakdown of the gel structure of the sludge and the release of intracellular bound water.

Therefore, this treatment allows a high level of solubilization, an improvement in biogas production, modification in sludge

characteristics (increase in filterability and viscosity reduction), and reduction of pathogen microorganisms. The main

parameter for thermal treatment is temperature; time of treatment has less influence. According to several authors, optimal

temperature is around 170–200 �C. Indeed, for higher temperature, biodegradability of sludge is no more improved and can

decrease. This can be due to the formation of refractory compounds linked to Maillard reactions. But a thermal treatment

Table 90.1 Comparison of the literature data on biohydrogen production using waste sludge

Substrate

Operating conditions

Seed H2 yield ReferencespH T (�C) rpm

Reactor

type

Waste-activated sludge 7.0 55 250 Batch Anaerobic sludge

(heat treated at 100 �C
for 2 h)

7.81 mmol [5]

Municipal sludge pretreatment

with ultrasonic treatment

6.7–7.9 36 1,050 Batch – 34.2–34.9 mL/g volatile

solid (VS)

[29]

Aerobic thermophilic digestion

sludge

5.5 55 50 Batch – 136.9 mL H2/g TS [6]

Waste sludge sterilization

for 20 min at 121 �C
35 125 Batch Pseudomonas sp. GZ1 1.34 mg H2/g TCOD [4]

Wastewater sludge ~6.4 35 – Batch Clostridium bifermentans 1.5–2.1 mmol H2/g COD [13]

Sterilized sludge 7.38 35 125 Batch Pseudomonas sp. GZ1 15.02 mL H2/g TCOD [9]

Sterilized sludge – 37 � 1 140–150 Batch Consortiums in sterilized

sludge

11.77 mL H2/g DS [20]

Alkaline treated sludge 11.0 36 � 1 150 Batch Alkaline treated sludge 16.59 mL H2/g substrate [7]

Sterilized sludge Defined consortium (1:1:1) 41.23 mL H2/g CODreduced [14]

Raw sewage sludge 11.5 37 � 1 140–150 Batch – 7.57 mL H2/g VS [30]

Acid pretreatment 7 � 0.1 3.25 mL H2/g VS

Alkaline pretreatment 11.5 11.68 mL H2/g VS

Thermal pretreatment 6.8 8.62 mL H2/gVS

Ultrasonic pretreatment 6.9 3.83 mL H2/g VS
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around 175 �C, combined with anaerobic digestion, can highly reduce sludge production; this reduction can reach 50–70 %

according to the process [39, 40].

Kim et al. [21] reported that the organic particulates inWAS were liquidized to soluble carbohydrates, lipids, and proteins

or converted into lower molecular weight compounds by thermal pretreatment. Li and Noike [41] reported that the optimum

pretreatment temperature and contact time for improving the anaerobic digestion of WAS were 170 �C and 60 min,

respectively. Through thermal pretreatment, the gas production from WAS was greatly increased [21].

Sterilized sludge was used to produce hydrogen by anaerobic self-fermentation and raw sludge was used as control by

Xiao and Liu [20]. Owing to the coexistence of hydrogen-producing microorganisms and hydrogen-consuming ones and

their different growth rates, the hydrogen production and hydrogen consumption (methane production) could be detected in

the anaerobic self-fermentation of the raw sludge. However, most of the organics presented in the raw sludge were of

microbial cells, which were enwrapped by cell walls, and such few available organics in raw sludge for hydrogen-producing

microorganisms and hydrogen-consuming ones resulted in their slow growth and metabolism. As a result, there was little

hydrogen detected in the anaerobic self-fermentation of raw sludge. Apart from raw sludge, the sterilization had disrupted

some microbial cells and released some intracellular organics from cell, and thus the thermally screened hydrogen-

producing microorganisms in the sterilized sludge could quickly use those organics and produce hydrogen. Xiao and Liu

[20] reported that the maximal hydrogen yield of the sterilized sludge (16.26 mL H2/g VS) was much higher than that of the

raw sludge (0.35 mL H2/g VS). Guo et al. [9] also produced 1.34 mg H2/g TCOD with sterilization pretreated sludge. This

value is comparable to that of protein fermentation, but is still far lower than that of polysaccharides.

Although most hydrogen-consuming microorganisms (mainly methanogens) died during sterilization, hydrogen con-

sumption still occurred in the later stage (after 36 h) of anaerobic self-fermentation of the sterilized sludge. Interestingly, no

methane was detected in the anaerobic self-fermentation of sterilized sludge. There were three reasons for the hydrogen

consumption:

(1) There are a few hydrogen-consuming microorganisms (for example, Homoacetogenic bacteria) in the sludge that can

also form spores and resist autoclaving. In the initial stage of anaerobic fermentation, the hydrogen-consuming action

was weak and inconspicuous because of fewer hydrogen-consuming microorganisms and their lower growth rate

compared with hydrogen-producing ones. In the later stage of anaerobic fermentation, the hydrogen-consuming action

became obvious along with the increase in hydrogen-consuming microorganisms.

(2) The increase of volatile fatty acids (VFAs), particularly, acetic acid, could inhibit further growth of hydrogen-producing

microorganisms and then result in the decrease of the hydrogen production rate.

(3) The anaerobic fermentation of proteins could not only produce hydrogen but also consume hydrogen, and high content

of proteins in the sterilized sludge may also result in the consumption of hydrogen [20].

In spite of these three matters, there were some advantages of using sterilized sludge to produce hydrogen:

(1) Without any extra-seeds and any extra feeds, it is simple and convenient to produce hydrogen by anaerobic

self-fermentation;

(2) Without any extra-added materials (such as alkaline and acid used in alkaline or acid pretreatment), the sterilized sludge

was easy to be treated after hydrogen production;

(3) No methane was produced in the process of anaerobic self-fermentation because most of the methanogens were killed by

autoclave [20].

Heat treatment temperatures range from 75 �C to 121 �C and exposure times range between 15 min and 2 h [42]. The most

common condition in heat treatment is 100 �C for 15 min. Mohan et al. [43] evaluated the influence of the heat treatment of

anaerobic mixed inoculum at 100 �C for 1 h on hydrogen production. Hydrogen production yield increased from 0.002 mmol

H2/g COD to 0.122 mmol H2/g COD with heat treatment procedure. Mu et al. [44] used heat, acid, and base treatment

methods to suppress methanogenesis in mixed cultures and to enrich H2-producing inoculum. Thus, highest H2 yield of

2.0 mol-H2/mol-glucose was achieved with the heat-treated sludge. Ren et al. [45] studied four treatment methods including

heat shock treatment, acid treatment, alkaline treatment, and repeated aeration treatment to enrich hydrogen-producing

bacteria. Thus, hydrogen production increased from 180.4 mL (control) to 189.5 mL by heat treatment of sludge [46].

Impact of Acidic or Basic Pretreatment on Hydrogen Production

Hydrogen production occurs in the acidification stage, and the pH value is one of important factors affecting the biohydrogen

fermentation [7]. In the conventional methanogenic process, the pH is controlled at near pH 7. At pH below 6.3 or above 7.8,

methane production rate would drop sharply [47, 48]. Thus, the bioactivity of methanogens can be inhibited by adjusting the pH

of anaerobic sludge away from pH 7. On the other hand, the hydrogen-producing Clostridium can resist to extreme acidity and
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alkalinity by forming protective spores. Wang and Wan [49] indicated that the hydrogen production potentials of the sludge

treated by acid (96.8 mL) and base (125.9 mL) were higher than hydrogen production potential of the control test (65.7 mL)

during the fermentative hydrogen production using glucose as the substrate [46]. Alkaline pretreated sludge improved the

hydrogen yield to 1.48 mg H2/g DS in comparison to 0.81 mg H2/g DS when the raw sludge was used as substrate [7].

Cai et al. [7] analyzed soluble organic matter concentrations of the raw sludge with an alkaline pretreated sludge at

different initial pH values. Obviously, all concentrations of three soluble organic matters in the alkaline pretreated sludge

were much higher than those in the raw sludge. The soluble protein was the major part of all three (protein, carbohydrates, and

lipids) soluble organic matter. For the raw sludge, alkaline pretreatment was more effective for solubilizing organic matter

than acidic pretreatment. For the alkaline pretreated sludge, the adjustment of pH had impact on soluble organic matter, and

all three soluble organic matters at high initial pH of 11.0 were more than those at low initial pH of 5.0. So, alkaline

pretreatment of sewage sludge could provide more soluble organic matter for biohydrogen production from sewage sludge.

Impact of Microwave Pretreatment on Hydrogen Production

The main advantages of microwave heating are the uniformity of heating and the precise control of the process temperature.

Guo et al. [9] reported that themaximal hydrogen production yield obtained usingmicrowave pretreated sludge was 14.65mL

(11.44 mL/g TCOD), and lag time was 10 h. Nakazato et al. [50] found out that microwave pretreatment improves sludge

dewaterability. This effect was efficient for hydrolyzing sludge and producing hydrogen. The release of nutrient

was also found in this study. Otherwise, the anaerobic digester fed with microwave irradiated sludge was more efficient in

the inactivation of fecal coliforms than the other two digesters fed with raw sludge and externally heated sludge, respectively

[51]. So microwave pretreated sludge could reduce the pathogen [9].

Conclusions

The major problems in biohydrogen production from wastes are the low rates and yields of hydrogen formation. Large

reactor volumes are required for biohydrogen production due to low hydrogen production rates. Low yields and the rates of

hydrogen formation may be overcome by selecting and using more effective organisms or mixed cultures, developing more

efficient processing schemes, optimizing the environmental conditions, and developing more efficient bioreactors. Consid-

erable research and development studies are needed to improve the “state of the art” in biohydrogen production.

Utilization of sewage sludge as substrate for H2 production has not received much attention than what it actually deserves.

The feasibility studies on fermentative H2 production from sludge as demonstrated by few researchers suggest that lower

yield is the major limitation which precludes the technology from being commercialized. However, these studies were

successful in concluding certain critical findings, viz.:

1. Various pretreatments can have significant effect of on H2 production. The main groups of the organic solids discovered

in sewage sludge are proteins, carbohydrates, fats, and oils. But these organics are mostly complex and underutilized;

hence pretreatment becomes essential to render them suitable for H2 fermentation. These pretreatments include alkaline

pretreatment, acidification, sterilization, ultrasonication, microwave, enzyme, and heating. Pretreatment not only released

insoluble organic matter into water to increase the efficiency of fermentation, but also inactivated methanogenic bacteria

in the substrate to reduce their consumption of hydrogen.

2. Nutrient formulation is necessary for amelioration of H2 yield.

3. Mixed cultures are more efficient than pure cultures with respect to H2 production from sewage sludge.

4. Sequential H2 and CH4 production system using mixed consortia can augment the total gaseous energy recovery.

From the results obtained we conclude that biohydrogen yield of sewage sludge using pretreatment methods with mixed

cultures at proper bioreactor conditions can improve.

References

1. Senturk I, Buyukgungor H (2012) Evaluation of biohydrogen production potential from marine macro algae. NATO Advanced Research Workshop 984302.

Black Sea: strategy for addressing its energy resources development and hydrogen energy problems, Batumi, Georgia, 7–10 October 2012

2. Senturk I, Buyukgungor H (2013) Evaluation of biohydrogen production potential from marine macro algae. In: Veziroglu A, Tsitskishvili M (eds) Black Sea

energy resource development and hydrogen energy problems. NATO science for peace and security series-C: environmental security. Springer, 450 p

90 Evaluation of Biohydrogen Production Potential from Sewage Sludge 949



3. Chairattanamanokorn P, Penthamkeerati P, Reungsang A, Lo YC, Lu WB, Chang JS (2009) Production of biohydrogen from hydrolyzed bagasse with thermally

preheated sludge. Int J Hydrogen Energy 34:7612–7617

4. Guo L, Li XM, Zeng GM, Zhou Y (2010) Effective hydrogen production using waste sludge and its filtrate. Energy 35:3557–3562

5. Lin YH, Zheng HX, Juan ML (2012) Biohydrogen production using waste activated sludge as a substrate from fructose-processing wastewater treatment. Process

Saf Environ Prot 90:221–230

6. Sittijunda S, Reungsang A, O-thong S (2010) Biohydrogen production from dual digestion pretreatment of poultry slaughterhouse sludge by anaerobic self-

fermentation. Int J Hydrogen Energy 35:13427–13434

7. Cai M, Liu J, Wei Y (2004) Enhanced biohydrogen production from sewage sludge with alkaline pretreatment. Environ Sci Technol 38:3195–3202

8. Sittijunda S, Reungsang A (2012) Biohydrogen production from waste glycerol and sludge by anaerobic mixed cultures. Int J Hydrogen Energy 37:13789–13796

9. Guo L, Li XM, Bo X, Yang Q, Zeng GM, Liao D, Liu JJ (2008) Impacts of sterilization, microwave and ultrasonication pretreatment on hydrogen producing using

waste sludge. Bioresour Technol 99:3651–3658

10. Turkish Statistical Institute (2008) http://www.tuik.gov.tr

11. Ozsoy G, Dilek FB, Sanin FD (2006) An investigation of agricultural use potential of wastewater sludges in Turkey case of heavy metals. Water Sci Technol

54:155–161

12. Nicolau JM, Dinsdale R, Guwy A (2008) Hydrogen production from sewage sludge using mixed microflora inoculum: effect of pH and enzymatic pretreatment.

Bioresour Technol 99:6325–6331

13. Wang CC, Chang CW, Chu CP, Lee DJ, Chang BV, Liao CS (2003) Producing hydrogen from wastewater sludge by Clostridium bifermentans. J Biotechnol 102
(1):83–92

14. Kotay SH, Das D (2010) Microbial hydrogen production from sewage sludge bioaugmented with a constructed microbial consortium. Int J Hydrogen Energy

35:10653–10659

15. Kim SH, Han SK, Shin HS (2004) Feasibility of biohydrogen production by anaerobic co-digestion of food waste and sewage sludge. Int J Hydrogen Energy

29:1607–1616

16. Digman B, Kim DS (2008) Review: alternative energy from food processing wastes. Environ Prog 27:524–537

17. Kotay SM, Das D (2009) Novel dark fermentation involving bioaugmentation with constructed bacterial consortium for enhanced biohydrogen production from

pretreated sewage sludge. Int J Hydrogen Energy 34:7489–7496

18. Valdez-Vazquez I, Sparling R, Risbey D, Rinderknecht-Seijas N, Poggi-Varaldo HM (2005) Hydrogen generation via anaerobic fermentation of paper mill

wastes. Bioresour Technol 96:1907–1913

19. Ray S, Chowdhury N, Lalman JA, Seth R, Biswas N (2008) Impact of initial pH and linoleic acid (C18:2) on hydrogen production by a mesophilic anaerobic

mixed culture. J Environ Eng (ASCE) 134(2):110–117

20. Xiao B, Liu J (2009) Biological hydrogen production from sterilized sewage sludge by anaerobic self-fermentation. J Hazard Mater 168:163–167

21. Kim J, Park C, Kim TH, Lee M, Kim S, Kim SW, Lee J (2003) Effects of various pretreatments for enhanced anaerobic digestion with waste activated sludge. J

Biosci Bioeng 95:271–275

22. Huang CH, Lin HY, Tsai YY, Hsie YK (2000) The preliminary studies of hydrogen production from anaerobic digestion with different substrates and cultivations.

The twenty-fifth wastewater technology conference, Yunlin, Taiwan (in Chinese)

23. Lee DJ, Mueller JA (2001) Preliminary treatments. In: Spinosa L, Vesilind A (eds) Sludge into biosolids—processing, disposal, utilization. IWA, London

24. Chu CP, Lin WW, Lee DJ, Chang BV, Peng XF (2002) Thermal treatment of waste activated sludge using liquid boiling. J Environ Eng (ASCE) 128:1100–1103

25. Wang CC, Chang CW, Chu CP, Lee DJ, Chang BV, Liao CS, Tay JH (2003) Using filtrate of waste biosolids to effectively produce biohydrogen by anaerobic

fermentation. Water Res 37(11):2789–2793

26. WangCC,ChangCW,ChuCP,LeeDJ,ChangBV, LiaoCS (2004)Efficient production of hydrogen fromwastewater sludge. J ChemTechnolBiotechnol 79:426–427

27. Kapdan IK, Kargi F (2006) Biohydrogen production from waste materials. Enzyme Microb Technol 38:569–582

28. Senturk I, Buyukgungor H (2010) An examination of used different waste materials and biohydrogen production methods. Sigma J Eng Nat Sci 28:369–395

29. Wu F, Zhou SQ, Lai YL, Zhong WJ (2009) Studies on the effects of pretreatment on production hydrogen from municipal sludge anaerobic fermentation. Nat Sci

1:10–16

30. BenYi X, JunXin L (2009) Effects of various pretreatments on biohydrogen production from sewage sludge. Chin Sci Bull 54:2038–2044

31. Clark PB, Nujjoo I (2000) Ultrasonic sludge pretreatment for enhanced sludge digestion. J Inst Water Environ Manage 14:66–71

32. Mao T, Hong SY, Show KY, Tay JH, Lee DJ (2004) A comparison of ultrasound treatment on primary and secondary sludges. Water Sci Technol 50:91–97

33. Tiehm A, Nickel K, Zellhorn M, Neis U (2001) Ultrasonic waste activated sludge disintegration for improving anaerobic stabilization. J Water Resour 35

(8):2003–2009

34. Chu CP, Lee DJ, You CS, Tay JH (2002) Weak ultrasonic pretreatment on anaerobic digestion of flocculated activated biosolids. Water Resour 36:2681–2688

35. Chiu YC, Chang CN, Lin JG, Huang SJ (1997) Alkaline and ultrasonic pretreatment of sludge before anaerobic digestion. Water Sci Technol 36(11):155–162

36. Wang F, Wang Y, Ji M (2005) Mechanisms and kinetics models for ultrasonic waste activated sludge disintegration. J Hazard Mater B123:145–150

37. Hart EJ (1986) Isotropic exchange in the sonolysis of aqueous solutions containing 14,14N2 and
15,15N2. J Phys Chem 90:5989–5991

38. Hart EJ, Henglein A (1986) Sonolytic decomposition of nitrous oxide in aqueous solutions. J Phys Chem 90:5992–5995

39. Bougrier C, Delgenes JP, Carrere H (2007) Impacts of thermal pre-treatments on the semicontinuous anaerobic digestion of waste activated sludge. Biochem Eng

J 34:20–27

40. Genc N (2010) Biohydrogen production from waste sludge. Sigma J Eng Nat Sci 28:235–248

41. Li YY, Noike T (1992) Upgrading of anaerobic digestion of waste activated sludge by thermal pretreatment. Water Sci Technol 26:857–866

42. Li C, Fang HP (2007) Fermentative hydrogen production from wastewater and solid wastes by mixed cultures. Environ Sci Tech 37:1–39

43. Mohan VS, Babu VL, Sarma PN (2008) Effect of various pretreatment methods on anaerobic mixed microflora to enhance biohydrogen production utilizing dairy

wastewater as substrate. Bioresour Technol 99:59–67

44. Mu Y, Yu H, Wang G (2007) Evaluation of three methods for enriching H2-producing cultures from anaerobic sludge. Enzyme Microb Technol 40:947–953

45. Ren N, Guo W, Wang X, Xiang W, Liu B, Wang X, Ding J, Chen Z (2008) Effects of different pretreatment methods on fermentation types and dominant bacteria

for hydrogen production. Int J Hydrogen Energy 33:4318–4324

46. Ozkan L (2009) Dark fermentative biohydrogen production from sugar-beet processing wastes. M.Sc. Thesis. The Graduate School of Natural and Applied

Sciences of Middle East Technical University, 135 p

47. Chen CC, Lin CY, Lin MC (2002) Acid-base enrichment enhances anaerobic hydrogen production process. Appl Microbiol Biotechnol 58(2):224–228

48. Van Haandel AC, Lettinga G (1994) Anaerobic sewage treatment—a practical guide for regions with a hot climate. Wiley, New York, NY

49. Wang J, Wan W (2008) Comparison of different pretreatment methods for enriching hydrogen producing bacteria from digested sludge. Int J Hydrogen Energy

33:2934–2941

50. Nakazato T, Akasoka M, Tao H (2006) A rapid fractionation method for heavy metals in soil by continuous flow sequential extraction assisted by focused

microwaves. Anal Bioanal Chem 386:1515–1523

51. Hong SM, Park JK, Teeradej N, Lee YO, Cho YK, Park CH (2006) Pretreatment of sludge with microwave for pathogen destruction and improved anaerobic

digestion performance. Water Environ Res 78:76–83
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Asphaltene as Light-Harvesting Material
in Dye-Sensitized Solar Cell 91
Rajab E. Abujnah and Russell R. Chianelli

Abstract

In this study asphaltene, waste hydrocarbons, and problematic constituent present in heavy oil have been investigated for

its use in dye-sensitized solar cells (DSSCs). It presents the first asphaltene (DSSCs), in which light to electricity

conversion efficiency has improved from 0 % to 1.8 %. Four natural asphaltene portions were extracted and used as light

absorbers in TiO2-based dye-sensitized solar cell. The photovoltaic performance of the cells were analyzed by determin-

ing the various I–V cell parameters such as open-circuit voltage, short-circuit current, fill factor, and series resistance. The

overall energy conversion efficiency was also measured to correlate the effect of the different asphaltene portions as well

as concentration on the significant improvement of the solar cell parameters. The sensitization of TiO2 electrode with H-E

Asph.Fr3 asphaltene portion has resulted in a maximum energy conversion efficiency of 1.8 % of the solar cell. In

particular, a maximum photocurrent density and solar conversion efficiency of 16.9 mA/cm2 and 1.8 % have been

obtained, respectively. A strategy to minimize series resistance and improve photocurrent as well as open-circuit voltage

is also studied. Purifying asphaltene, using RTV mask, and employing the TiO2 blocking layer as well as UV–O3

treatment have shown to improve the performance of asphaltene DSSCs.

Keywords

Dye-sensitized solar cell � Organic solar cell � Asphaltene fractionation � Photovoltaic solar cell � Light-harvesting

materials

Introduction

A photovoltaic solar cell is a proven technology to capture the solar energy and provides clean and renewable electrical

energy that can reduce the world’s dependency on fossil fuels and reduce Green House Gas (GHG) emission, global

warming and other related environmental issues. In spite of the substantial growth over the past decades, the high cost of

photovoltaic solar cells has remained a limiting factor for the implementation of the solar electricity in a large scale.

Currently, the dominant photovoltaic technology is based on solid-state pn junction devices, in which semiconductor

absorbers produce electron–hole pairs, and the electron–hole pairs are separated by a build-in electrical field in the pn

junction to generate electricity. These types of solar cells have high power conversion efficiency; however, they suffer from

high manufacturing and material cost.

Among the material systems currently of great interest for this reason are the group of molecular-based materials

combinations often referred to as “organic” or “molecular” photovoltaic materials. These refer to conjugated molecular
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species, such as polymers, molecules, and dyes, which are capable of absorbing light and conducting charge and thereby

acting as organic semiconductors [1]. Their attraction lies primarily in the possibility of processing such materials directly

from solution, and so with bulk synthesis of the chemical materials and bulk solution processing of photovoltaic modules,

the cost of the photoactive material could fall by an order of magnitude compared even with thin film inorganic

semiconductors [2, 3]. Additionally, the less challenging manufacturing environment, compared, for example, with

crystalline silicon wafer production, promises to reduce the capital cost for production facilities and to make the technology

more widely accessible, especially in developing countries [4]. Moreover, it is also believed that if such materials are

naturally synthesized and stable, the cost could be further reduced.

Dye-sensitized solar cell (DSSC) is one of the low-cost alternatives for the conventional pn junction-based solar cells and

commercially promising because it can be made from low-cost materials and do not require elaborated manufacturing

facilities. At the moment there are three types of dyes [5] that can produce DSSCs with AM1.5 conversion efficiencies over

10 %. However, these types of dye suffer from the drawback that they are based on the rare ruthenium transition metal.

Asphaltene is one of these materials that for sure fulfills the requirements of organic semiconductors, i.e., absorbing a

broad range of visible and near-infrared light [6, 7] capable of conducting charge [22], stable, and naturally abundant.

Asphaltene is an organic moiety that contains large number of structures, in particular high molecular weight-fused aromatic

hydrocarbons components with heteroatoms [8]. It also contains some organic molecules that are already used in DSSC and

show a promising performance, such as Porphyrin. Most of the researchers have found that the sign of asphaltene charge is

positive in organic solvent such as heptane, toluene, ethanol, and nitromethane as studied by zetametry [9] and electropho-

resis [10]. The origin of the electric charges is a consequence of an electron transfer between the organic solid particles and

the liquid organic phase [22].

Asphaltene therefore is an excellent candidate for use in DSSC. Despite of the long-term research on this material, there

was no study directed to its potential use in such purpose. This chapter introduces the first real data on using asphaltene

portions as sensitizer in dye-sensitized solar cell and describes ways of improvements.

Materials and Methods

Materials

Commercial chemical agents and materials were used to prepare typical DSCs, including TiO2 pastes, electrolytes, and the

transparent conductive glass. The FTO are F-doped SnO2 (Solaronix TCO30-8 SA, Switzerland, 8 Ω/cm2, 3.3 mm thickness,

and 500–1,000 nm transmittance). The TiO2 paste was a highly transparent Ti-Nanoxide HT/SP and Ti-Nanoxide R/SP

obtained from Solaronix Co. Switzerland. The paste contains approximately 18 % wt. of nanocrystalline titanium dioxide

with 8–10 nm particle size, with terpineol and other organic binders. A layer of highly porous anatase nanocrystals is

obtained after firing at 450 �C for 30 min. The obtained sintered layer is highly transparent. Three types of commercial

electrolytes obtained from Solaronix company have been used in this study. They are Standard Iodolyte MPN-100.

It consists of 100 mM of tri-iodide in methoxypropionitrile solution. The second one is Iodolyte TG-50. It is iodide-based

redox electrolyte that consists of 50 mM of tri-iodide in tetraglyme.

Asphaltene Extraction and Purification

The crude oil sample was separated into maltenes (n-heptane soluble) and asphaltene (n-heptane insoluble) by adding n-

heptane in a volume–volume ratio of n-heptane to crude oil of 40:1 followed by filtration. 50 ml of crude oil was mixed with

2,000 ml of n-heptane in a beaker; the mixture was then stirred by magnetic tip overnight at room temperature. The used

solvent-to-oil ratio of 40:1 has been demonstrated to be suitable for avoiding errors in the determination of the amount of

asphaltene fraction and in its characterization [11]. The mixture was filtered using a filter paper No 40 with a pore diameter

of 8 μm. The obtained asphaltene contains parts of oil that does not dissolve in heptanes such as clay and sand. For this

reason it was purified by dissolving it completely in toluene at room temperature and then filtered again to remove debris.

The obtained solution of asphaltene and toluene was covered and kept under vacuum at room temperature for 24 h to dry out.

The precipitated asphaltene was then weighted for determining asphaltene content, marked as crude asphaltene, and will be

referred to as un-fractionated asphaltene.
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Fractionation of Asphaltene

A sample of 3 g asphaltene was dissolved in 100 ml toluene, and 300 ml n-pentane was added into the solution and mixed by

stirring with a magnetic bar at ambient temperature. After adding n-pentane, the ratio of the total volume of the n-pentane to

toluene is kept at 75/25 in volume. The solution was covered and stirred for half an hour for precipitation of insoluble

fraction. After filtration, the insoluble fraction was collected and dried at room temperature and left under vacuum overnight

to obtain the first fraction (First precipitate. Fr.1). Another amount of 270 ml pentane was then added to the filtrate n-pentane

and toluene to keep the ratio of the total volume of the n-pentane to toluene at 85/15 in volume.

The filtration and drying process was then repeated to obtain the other fractions. Fr.2 was precipitated in a solution with

an n-pentane to toluene ratio of 85/15 in volume. Similarly, samples (Third precipitate. Fr.3) (n-pentane to toluene ¼ 90/10)

were precipitated in binary solutions with the increasing proportion of n-pentane. The last fraction (fourth precipitate Fr.4)

was obtained by evaporating the solvents with the remaining asphaltene.

Preparation of the Photoelectrode

The blocking layer was prepared in the following manner. The (Fluorine-doped tin oxide) FTO glass was first cleaned in a

detergent solution using an ultrasonic bath for 15 min, then rinsed with water and ethanol, and treated with UV–O3 cleaner

for 20 min after that the FTO glass plates were immersed into a 50 mM aqueous solution of TiCl4 at 70
�C for 30 min

and washed with water and ethanol. The TiCl4 solution was formed by mixing 0.54 ml TiCl4 in 100 ml of ultra-water in an

ice path.

After applying the blocking layer, the photoelectrodes are then rinsed with d-water and ethanol and are ready for meso-

layer application. The nanocrystalline TiO2 layer was prepared by applying two layers of Ti-Nanoxide HT/SP paste by

spreading (doctor blading). In the processes the FTO-coated glass was covered with two layers of parallel adhesive Scotch

tape 1 cm apart to control the area and the thickness of the TiO2 film (2.5 � 1 cm); see Fig. 91.1. Tape is used to hold the

slides as well as to create the spacing required to produce the nanoparticle film. A solution of Ti-Nanoxide HT/SP paste is

then applied to the top slide. A glass road is then used to draw the solution down to the slide of interest in a smooth and quick

motion to coat the working electrode with nanoparticles. The film is then left to dry and the tape is removed. Films are treated

at 500 �C for half an hour before soaking in a dye solution. This treatment process is used to remove any organic additives

used as well as to sinter the nanoparticles together and remove any water from the active region of the cell. It is important to

note that the samples should be hot (70 �C) when immersed in a dye solution to prevent H2O adsorption. The samples were

left overnight in the dark for dye adsorption. The film is then cut into the desired cell area using a glass cutter, and the titania

film is scratched into 5 mm squares by using a razorblade as given in Fig. 91.1.

Preparation of the Counter Electrode

Counter electrodes were fabricated by first drilling two holes using a diamond tip drill through an FTO piece of dimensions

2.5 cm by 5 cm. Drops of water were applied during the drilling process to prevent fracture of the glass. Once the electrodes

have holes in them, they are washed with d-water and detergent solution using an ultrasonic bath for 20 min to remove any

organic residues, then washed in ethanol solution for 20 min and acetone for 20 min, and then cleaned with UV–O3 cleaner

for 20 min just before Pt application. Before being used in a cell, counter electrodes are coated with platinum using a 5 mM

solution of hexachloroplatinic acid in ethanol. A few drops are placed on the counter electrode and left to dry for half an

hour. The counter electrode is then heated at 450 �C in a furnace for half an hour. Upon cooling, the counter electrode is

ready to be used in a working cell.

Assembling the Cell

Surlyn spacers are cut from a large sheet of Surlyn sandwiched between two grid paper sheets, into the desired cell active

area of 10 mm by 15 mm. After soaking the working electrode in dye solution overnight, the cells were assembled. To begin,

the working electrodes are removed from the dye solution and washed with ethanol for 15 s waving mildly with tweezers.

The electrode is then left to dry in a vertical position. The Surlyn gasket is placed around the titania square, and the counter
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Fig. 91.1 Processes of manufacturing DSSC
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electrode is then placed above the working electrode sandwiching the Surlyn gasket and placed under the hot press for 30 s.

Once the Surlyn is melted (easily seen visually), the cell is left to cool in the dark. The next phase of cell assembly is to fill

the solar cell with electrolyte and seal the cell. To do this, a Solaronix’ Vac’n’Fill Syringe was used to fill the electrolyte and

Polyimide Film Tape with Acrylic Adhesive was used to cover the holes of the counter electrode (see Fig. 91.1).

Results and Discussion

Introducing TiO2 Blocking Layer

The importance of a blocking layer in organic dye-sensitized solar cells has been demonstrated in many studies [12–15]. It

was shown that upon the addition of a compact layer, the light-harvesting efficiencies were more than tripled. Such a

compact layer improves the adhesion of the TiO2 to the TCO and provides a larger TiO2/TCO contact area and more

effective electron transfer from the TiO2 to the TCO by preventing the electron recombination process, which occurs in the

interface between the redox electrolyte and the TCO surface. The compact layer can be fabricated by various methods such

as sputter deposition [12], dip coating [13], chemical vapor deposition [14], and spray pyrolysis [15]. Especially, the

fabrication of the TiO2 compact layer using a TiCl4 aqueous solution has been widely adopted [12] and is the method used in

this research.

To test the effect of the compact TiO2 layer on the performance of asphaltene solar cells, we made two asphaltene solar

cells both with three TiO2 layers (one compact and the other is nanocrystalline layer). The used paste in these cells was the

commercial highly transparent Ti-Nanoxide HT/SP paste stated above, and the TiO2 compact layer was prepared using

aTiCl4 aqueous solution. The asphaltene was un-fractionated unpurified Hunt asphaltene obtained from Altimera crude oil

with utilized concentration of 0.5 g/l. The cells were tested under solar simulator at standard condition of 1.5 sun and the

results are shown in Table 91.1. It is clear that the introduction of TiO2 compact layer prepared by the above-mentioned

method has increased the short-circuit current, the close-circuit voltage, as well as overall cell efficiency.

Purifying Asphaltene and Using RTV Silicone Rubber Mask Layer on the Photoelectrodes

A typical DSSC usually contains three interfaces formed by FTO/TiO2, TiO2/dye/electrolyte, and electrolyte/Pt–FTO.

Simultaneously, electrons are transferred to tri-iodide at the TiO2/dye/electrolyte interface, and iodide is reduced to

tri-iodide at the counter electrode. Series resistance in DSSC could arise from one of the above interfaces and has a great

impact on cell performance. The values of series resistance can be raised by varying the electrical properties of TCO,

increasing the thickness of the electrolyte layer and the catalytic activity of the counter electrode. Many researchers [16–18]

have found that, under short circuit conditions, electron transport was predominately affected by the series resistance in

TCO–dye interface, and the electrolyte/Pt–TCO interface.

The extraction of asphaltene from crude oil involves dissolving the crude oil in n-heptanes followed by filtration.

Asphaltene is the part of crude oil that does not dissolve and stay on top of the filter paper. Asphaltene extracted by this

method could contain inorganic impurities whichmay increase resistivity of the asphaltene filmswhen applied on top of TiO2.

Hence, it may have an effect on charge transfer and increases the series resistance at TiO2/asphaltene/electrolyte interface. For

this purpose we employed the purification method described above to take off these impurities, before using it in DSSC.

In addition to that, when applying the compact layer in our previous experiments, the FTO glass was immersed

completely in a TiCl4 aqueous solution. Subsequently, TiO2 compact layer was formed on all the TCO coating of the

FTO glass used to prepare the photoelectrode. This has shown to increase the resistivity of the TCO layer; for that reason we

used RTV silicone rubber paste as mask and cover the backside of glass completely and leave less than half side of

conducting surface uncovered, which will be used to deposit the paste. Following these two strategies the efficiency of our

cells has increased significantly when compared to previous cells from 0.07 (see Table 91.1) to 0.25 (see Table 91.2).

Table 91.1 The effect of TiO2compact layer on asphaltene cell performance

Cell id Voc (V) Jsc (mA/cm2) FF (%) IPCE (%) Voc slope (ohms)

Without compact 0.4784 0.158 35.42 0.03 1,830

With compact 0.42 0.388 46.46 0.07 398
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It is clear that the enhancement of cell efficiency in this cell was a consequence of decreasing series resistance and

increasing close circuit current which leads to an increase of fill factor. This is in agreement of other people findings, who

found an increase of FF with decrease in series resistance [19]. To study the effect of varying light intensity on cell

performance, the cell was tested under three different intensity levels 80, 100, and 120 mW/cm2. As was expected higher

light intensity produces higher current density but less fill factor and therefore lower cell efficiency. This observation is a

well-known phenomenon in DSS cells [23]. This is probably due to increase in recommendation processes. The existence of

the recombination process can be verified in the dark current measurement column five in the above table.

UV–Ozone Treatment of the Photoelectrode

The main components of the TiO2 pastes utilized in this study as well as in most DSSC research labs more than TiO2

particles are organic compounds used to disperse and link the semiconductor particles to form a network film. At high

temperature sintering processes, these compounds decompose and permit the formation of porous TiO2 films with

high surface area. However, some carbon atoms will probably deposit on top of TiO2 particles and hinder the absorption

of the dye and the electron injection. UV–O3 treatment is a well-known method to remove organics on transparent

conducting oxides and has been widely used in organic electronic devices to clean the surface and modify the work function

of ITO. Recently, UV–O3 treatment was applied to synthesize porous nano-particulateTiO2 films at room temperature, and

remarkable improvement of photo-conversion efficiency was obtained using the treatment. It is believed that the main effect

of the UV–O3 treatment was reported to be the removal of residual organics and positive shift in the conduction band of the

nanocrystalline titanium dioxide, which promotes electron injection from the dye [20, 21].

To see if UV–O3 treatment has an effect on the performance of asphaltene solar cells, UV–O3 treatment was first applied

on the last TiO2 layer. Two asphaltene cells were made this time, one with the commercial paste and the other is homemade

paste described above. Both cells have given much better Voc and photocurrent when compared to the previous cells without

UV–O3 treatments (see Table 91.3).

After, our UV–O3 treatment on top layer of the photoelectrode showed improvement in cell operation, we apply UV–O3

in three processing steps: on bare FTO before the compact layer, before and after the compact layer, and after the meso-layer.

The used asphaltene here was fr.2 asphaltene with applying concentration of 1 mg/ml. Due to difficulty of applying the

previous sealing material, the sealant has changed to Polypropylene w/Rubber Medium Adhesive tape with 228.6 μm thick

obtained from Grainger company item no 6JT54; the adhesive was not strong enough so some drops of crazy glue were put

on top of the tape between the electrodes. So the thickness was further increased a few micrometers. The results are shown in

Table 91.4.

Table 91.2 Purified un-fractionated Hunt asphaltene cell parameters with 0.5 g/l

I-V parameter 80 mW/cm2 100 mW/cm2 120 mW/cm2

Voc (V) 0.54 0.55 0.54

Jsc (mA/cm2) 0.59 0.72 0.91

Fill factor (%) 65.4 63.2 60.6

Voc slope (ohms) 43.6 42.6 38.7

Efficiency (%) 0.26 0.25 0.25

Table 91.3 The effect of UV–O treatment on top TiO2 layer

Cell id Voc (V) Jsc (mA/cm2) FF (%) IPCE (%)

Ti HT/SP + R 0.806 8.51 15 1.03

H P25 + R 0.809 6.77 14.7 0.8

Table 91.4 The effect of ozone treatment on the asphaltene DSSC

IPCE (%) Voc (V) Jsc (mA/cm2) FF (%) FTO UVO CL UVO ML UVO

1.44 0.8252 13.19 13.1 X X

1.34 0.7818 13.55 12.9 X X

0.76 0.7790 7.74 12.2 X X X
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The efficiency of these cells has increased four times when compared with the ones without UV–O3 treatment. The

improvement in efficiency was a result of a big boost in both short circuit current and open-circuit voltage. This

enhancement was a result of increase in asphaltene absorption, eliminating organic contamination and therefore, higher

photon capture and higher electron injection. However, these cells show very low fill factor. The decrease in the fill factor

is due to increasing the electrolyte thickness as a result of increasing the sealant layer. The electrolyte ions will take longer

time to reach the counter electrode before it reduced back. Similar results were observed with increasing the electrolyte

thickness.

The low photocurrent in asphaltene solar cell when UV–O3 treatment was done on all the three TiO2 layers was probably

due to electrolyte touching the counter electrode because of improper sealing. So changing the sealant is vital at this point.

Varying Asphaltene Fraction

The open-circuit voltage and short-circuit current are both dependent on the extent of light absorption. The most straight-

forward way to increase Jsc is to absorb a greater fraction of the incident light. The optical gap of the Ru dye in the most

efficient DSSC to date is 1.8 eV, allowing it to absorb essentially all the light out to 700 nm. Increasing the photocurrent

density requires decreasing the optical gap to extend the dye’s absorption into the near-infrared. Our first thought of

increasing short-circuit current is to try different asphaltene fraction. Fractionation of asphaltene produces slightly different

absorption spectra (see Fig. 91.2).

Neglecting the fill factor at the moment, the cells made of Fr.4 which is the most toluene soluble fraction produces the less

photocurrent and photo voltage when compared to the other asphaltene fractions. The less soluble asphaltene part (fraction

one) generates higher photo voltage but lower photocurrent than fr.2 (see Table 91.5), fr.3, and un-fractionated asphaltene.

These results are in agreement with the absorption spectra of asphaltene thin films presented in Fig. 91.2. Both Fr.1 and

Fr.4 have lower absorption in the visible part of light and therefore will have lower photocurrent. The high fill factor in Fr.4

cell is a result of changing the sealant to lower thickness and easy to process; fastelfilm 230110 with 130 μm thick film,

obtained from Fastel Adhesive.
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of asphaltene thin films

Table 91.5 Asphaltene fraction cell parameters

IPCE (%) Voc (V) Jsc (mA/cm2) FF (%) Frac #

1.80 0.7793 13.69 16.6 3

1.38 0.7098 4.76 40.1 4

1.02 0.7724 10.52 13.0 1

1.76 0.7744 13.45 13.0 Unfrac.
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Conclusion

The essence of this research work is well encapsulated by the title of this work, namely, “Asphaltene as light-harvesting

material in dye-sensitized solar cell”. Despite the fact that there were considerable doubts about the suitability of these

materials as sanitizer in DSSC at the start of this work, the research presented in this chapter has come a long way in

removing many of these reservations. It has been proved that for at least one part of the asphaltene or asphaltene in whole can

be effectively utilized. Asphaltene indeed is an excellent sanitizer in DSSC. Asphaltene, the most abundant naturally

forming material and undesirable part of crude oil that causes a lot of trouble to most oil refining companies, has been shown

in this study to be good sensitizer in DSSC. The results obtained show that every step in manufacturing the asphaltene cell

has an effect on different cell parameters. According to results shown above, asphaltene solar cells have achieved a fill factor

of 65–70 %, when series resistance was minimized, Voc of 0.7–0.8 V, and photocurrent of 10–13.69 mA/cm2 when UV–O3

treatment was employed and contaminates were eliminated. Therefore, a total overall efficiency of 4.55–7.0 % could be

easily attained with good engineering design and material process. Fraction three (Fr.3) obtained at 90/10 pentane to toluene

ratio has produced the best asphaltene solar cell so far with 1.8 total efficiency. Un-fractionated asphaltene produced

comparable result with fraction three.
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Plasma-Fuel Systems Utilization for Ecological and Energy
Efficiency of Thermal Power Plants 92
V.E. Messerle and A.B. Ustimenko

Abstract

This chapter presents the results of research and application of direct-flow, vortex, and muffle plasma-fuel systems (PFS)

for coal-fired boilers of thermal power plants (TPP) at Ust-Kamenogorsk, Shakhtinsk, and Almaty (TPP-2 and TPP-3)

(Kazakhstan). PFS are investigated for boilers with pulverizing systems with direct injection of dust (Shakhtinsk TPP and

Almaty TPP-2) and intermediate bunker (Ust-Kamenogorsk TPP and Almaty TPP-3). Also this chapter presents the

results of numerical simulations of the plasma-assisted thermochemical preparation of coal for ignition and combustion in

a furnace of power boiler. The calculations were performed for a low-rank bituminous coal. 1D model PLASMA-COAL

was used for plasma-fuel system computation. It describes a two-phase chemically reacting flow in a plasma chamber

with an internal source of heat, which can be an arc or plasma flame. The kinetic scheme describes stages of coal

devolatilisation, reactions in the gas phase, and heterogeneous reactions of carbon oxidation. Data to enable a 3D

numerical simulation of coal combustion in a furnace chamber were collected. The 3D numerical experiment was

performed with the aid of CINAR ICE code applied to the boilers of 420 ton/h and 75 ton/h steam productivity. A

comparative analysis of the coal combustion process enhanced through plasma-fuel systems and without plasma

activation was carried out. As a result of the numerical experiments, the advantages of the plasma technology have

been clearly demonstrated.

Keywords

Coal � Plasma � Ignition � Combustion � Plasma-fuel system � Thermal power plant

Introduction

The technology of plasma ignition of coal and its realizing PFS is electro-thermo-chemical preparation of fuel to burning

(ETCPF) [1–6]. In this technology pulverized coal replaces the traditionally used fuel oil or natural gas for the boiler start-up

and pulverized coal flame stabilization. Part of the coal/air mixture is fed into the PFS where the plasma flame from

plasmatron, having a locally high concentration of energy, induces gasification of the coal and partial oxidation of the char

carbon. As coal/air mixture is deficient in oxygen, the carbon is being mainly oxidized to carbon monoxide. As a result, a

highly reactive fuel (HRF) composed of a mixture of combustible gases (at a temperature of about 1,300 K) and partially

oxidized char particles is obtained at the exit of the PFS. On entry to the furnace, this HRF is easily ignited.
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For instance, 75 ton steam productivity boiler (Fig. 92.1) of Ust-Kamenogorsk TPP has three main pulverized coal

turbulent burners and two kindling muffle burners. The last two were transformed to PFS. Kuznetsk bituminous coal of

17.7 % ash content and 4,878 kcal/kg calorific value was incinerated in the boiler. During the PFS tests at this boiler, the

pulverized coal flow through each PFS was 1.5 ton/h and the primary air was 2.6 ton/h. The pulverized coal flow through

the main burners was 11.5 ton/h. Plasmatron power was varied from 60 to 70 kW, and its heat efficiency was 85–86 %. HRF

flame temperature at the PFS exit was in the interval 1,040–1,240 �С. Plasmatron’s relative power consumptions were

0.5–0.7 % of the muffle burner heat power. NOx concentration on the PFS exit was not more than 20 mg/Nm3 and synthesis

gas (СО + Н2) yield exceeded 60 %. In 35 min of the PFS start, stationary heat regime of the muffle burner was achieved,

plasmatrons were turned off, and heated muffles went on stabilizing the flame combustion. The flames from muffle burners

were 3 m in length. The boiler oil-free start-up lasted 3.25 h after which the boiler was linked up with the main steam

pipeline of the TPP.

75 ton steam productivity boiler of Shakhtinsk TPP has four burners (Fig. 92.2), two on the front and rear in one

layer. Bituminous coal of 30 % ash content with the flow through the burner (or PFS) 3,200 kg/h is incinerated in the boiler.

Primary airflow through the burner is 6,400 kg/h, plasmatron power is 200 kW, and PFS length is 2.3 m (Fig. 92.3).

Numerical modeling of the ETCPF in PFS is performed using a one-dimensional mathematical model Plasma-Coal. The

calculation results allowed defining the geometric dimensions of PFS, the required power of plasmatron, temperature,

velocity, and composition of the products of ETCPF. These results can be used as initial conditions for numerical simulation

of HRF combustion in the boiler furnace using Cinar ICE code. 3D modeling results showed that when operating PFS

ignition of pulverized coal flame starts earlier, the combustion front moves to the installation location of the PFS on the

boiler, resulting in lower temperature of the exhaust gases, the concentration of nitrogen oxides in them and unburned

carbon, compared with the traditional mode of coal incineration without plasma activation in PFS.

Almaty TPP-3 boiler of 160 ton/h steam productivity has four coal-fired blocks of two-layer slot burners (Fig. 92.4).

Consumption of 45 % ash content and 3,800 kcal/kg calorific value Ekibastuz bituminous coal was 4 ton/h through each

burner. Two PFS were installed in the lower layer of the burners diagonally. Plasmatrons were running on the power of

120–140 kW (350–450 A current and 300–350 V voltage). Ignition of the flames in the furnace was observed in 2–3 s after

submitting of pulverized coal at a rate of up to 3 ton/h through each PFS. Coal-dust flame temperature at the exit of the PFS

reaches 1,200–1,300 �C and is 5–6 m in length. Using these parameters, the formation of the bright yellow core flame in the

center of the furnace was observed. In 3.5 h after start of the kindling parameters of the boiler reached operating values, and

it was connected to the main steam pipeline, after which air/coal mixture was filed to all the burners. According to the rule

one start-up of the boiler consumes 12 ton of fuel oil that by calorific value is equivalent to 30 ton of the coal. Instead, one

start-up on average consumed about 16.5 ton of coal that confirms ETCPF energy efficiency. The specific power

consumptions for plasmatrons were 1.2–1.4 % of the heat capacity of the pulverized coal burners.

Fig. 92.1 PFS layout at a boiler

of 75 ton steam productivity

of Ust-Kamenogorsk TPP

(cross-sectional view

of the furnace with PFS):

1—plasmatron, 2—chamber

for plasma-assisted incineration,

3—muffle burner, 4—flame of

high reactive two-component fuel

from PFS, 5—pulverised coal

flame, 6—air–coal mixture from

the main burners, 7—furnace,

8—the main pf burners
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Numerical Simulation and the Comparison with Experimental Data

To understand physical mechanism of the ETCPF and combustion more completely, and to verify the software code CINAR

ICE, investigations of coal incineration in the experimental furnace equipped with PFS of 3 MW thermal power have been

fulfilled. Two computer codes were used for that. The first one was 1D code PLASMA-COAL [1, 2, 7, 8]. It describes a two-

phase chemically reactive flow in a plasma-chamber with an internal source of heat (plasma flame). The second is 3D code

CINAR ICE. It operates with real geometry of a furnace. PLASMA-COAL code has been verified using experimental data

on plasma gasification and ETCPF [1, 2, 7, 8]. It was used for plasma-fuel system computation, and data to enable a 3D

numerical simulation of coal combustion in a furnace equipped with PFS were collected. CINAR ICE code was used for

Fig. 92.2 Layout of the furnace

of BKZ-75 power boiler:

1—burner throat; 2—section

of the swiveling chamber

of the boiler

Fig. 92.3 Sketch of the PFS

for replacement of the traditional

burners of the boiler BKZ-75
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computation of coal co-combustion with highly reactive two-component fuel in the furnace. The code has been verified

for 3D simulation of traditional furnace processes [9–14]. However, to use this code for computation of coal combustion in a

furnace equipped with PFS verification was required.

Following the software code CINAR ICE verification, numerical comparative simulation of ETCPF and coal combustion

in a furnace of the full-scale boiler was fulfilled.

CINAR ICE code (Cinar Integrated CFD Environment) [9–14] was designed to provide computational solutions of

industrial problems, especially those related to two-phase combustion. It solves the governing time-averaged Eulerian

equations for the gas phase mixture combined with Lagrangian tracking of the particles [15, 16] and simulates devolati-

lisation, volatiles combustion (fast diffusion combustion), char combustion, and the turbulence (k-εmodel). “Fast chemistry

kinetics” model of chemical reactions is used in the code. The kinetic model is based on the conception of multi-fraction

mixture burning [9]. Radiative heat transfer is represented by six-flow model of particles radiation and reemission [13, 14].

The Control Volume method is used for discretization of the initial equations. SIMPLE [15] algorithm is used for calculation

of pressure field.

To verify CINAR ICE code, two regimes of experimental furnace were selected. The first one was conventional coal

combustion, and the second regime was combustion plasma-activated coal. Plasma activation to coal combustion was

provided with the plasma flame of 36 kW power. The parameters of two-component high reactive fuel produced in PFS

(Fig. 92.5) were calculated using PLASMA-COAL computer code. These parameters were used as initial data for

PFS equipped experimental furnace 3D simulation.

The mathematical model of ETCPF describes the two-phase (coal particles and gas-oxidiser) chemical reacting flow with

an internal heat source (electric arc or flame). Generally, coal particles and gas are admitted into the PFS at ambient

temperatures. Particle-to-particle, gas-to-particle transfer, and gas-to-plasma heat-mass transfers are considered. Heat and

momentum transfer between the flow and the PFS wall have been calculated. The average size of the coal particles was taken

as a constant and equal to the particle mineral skeleton size. In other words the particle was not resized at conversion. The

particles were spherical and the temperature gradients within the particle are negligible. Also, some chemical

transformations of fuel were considered. They are as follows: formation of primary volatile products from coal, conversion

of evolved volatile products in the gas phase, and the char carbon gasification reactions. The coal composition was presented

in the model by its organic and mineral parts. The organic mass of coal was specified by the set of the functional groups (CO,

CO2, CH4, H2O, C6H6) and carbon. An entrained flow reactor was considered and the plug flow was assumed. The resulting

set of ordinary differential equations includes equations for species concentrations (chemical kinetics equations) in

Fig. 92.4 BKZ-160 boiler furnace of 160 ton steam productivity (Almaty TPP-3) equipped with two PFS (top view) (a) and sketch of direct

flow PFS—burner assembly with plasmatrons: 1—dust flue, 2—chamber of plasma ignition, 3—plasmatron, 4—plasma torch, 5—partition plate,

6—secondary air duct, 7—furnace border, 8—oil fuel nozzle channel (b)
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conjunction with the equations for gas and particle velocities and temperatures, respectively. The energy contribution from

the plasmas had been found empirically [7] and included into the energy equation as a distribution of internal heat source.

Also the model was distinguished by its detailed description of the kinetics of the chemical reactions mentioned above [6].

Kinetic scheme consists of 116 chemical reactions. The temperature dependence of rate constants is governed by the

Arrhenius equation. In [2, 7, 8] the model was presented in detail.

The swirl burner was mounted axial on the furnace top (Fig. 92.5). Ekibastuz bituminous coal of 45.2 % ash content,

14.7 % devolatilization, 1.3 % two-layer slot burners humidity, and 15,960 kJ/kg heat value was incinerated in the

experimental furnace [7, 13]. Grinding of coal gave the average particle size of 60 microns. PLASMA-COAL computer

code has been used for calculation of ETCPF in the volume of PFS of 1.15 m length. The following initial parameters were

used for calculations: plasmatron power was 36 kW, initial temperature of pulverized coal (coal/air mixture) was 300 �С,
coal and air consumption through PFS were 410 and 600 kg/h, correspondingly. The air is composed of nitrogen (79 vol.%)

and oxygen (21 vol.%) and neither carbon dioxide nor noble gas was taken into consideration.

As a result of calculations, temperature distribution (Fig. 92.6), gas and particles’ velocities (Fig. 92.7), gas-phase

components’ concentrations (Fig. 92.8), gasification degree, and carbon concentrations in coke residue (Fig. 92.8) were

found. Gas and coal particles’ temperatures (Fig. 92.6) increase along the PFS. The heat exchange between plasma

source and gas phase is prevailing at the initial section (0 < Х < 0.35 m). Coal particles are heated from gas, and their

temperature increases up to 1,121 �С in the section 0.35 � Х < 0.8 m due to carbon oxidation and corresponding out of

heat. It exceeds the gas temperature by 264 �С. As a result of that inversion of temperature curves is observed in the section.

Gas temperature reaches maximum at 1,015 �С (Х ¼ 0.9 m) and goes down to the outlet of PFS (T ¼ 1,002 �С). Gas
temperature is 41� higher than particles’ temperature, which is related to heat emission from the particles to the wall of PFS.

Velocities of gas and particles (Fig. 92.7) equal at the PFS inlet increase with the length, achieving their maxima of 33.8

and 33.2 m/s at the PFS exit accordingly. Meanwhile gas velocity is higher one of particles along the full PFS. Note that

velocity of the flow at the exit of PFS is considerably higher than one for traditional pulverized coal burner.

With coal particles’ heating devolatilization and carbon gasification (Figs. 92.8 and 92.9) are observed. Concentration of

combustible components (CO, H2, Н, CH4, C6H6) increases along the PFS and reaches its maximum of 41.8 % at the PFS

outlet. Oxidants’ concentration (CO2, H2O, O2) does not exceed 7.3 % at the PFS outlet. The nitrogen concentration (N2)

Fig. 92.5 Layout drawing

of plasma-fuel system:

1—plasmatron, 2—

electromagnetic coil, 3—air/coal

mixture, 4—ETCPF chamber,

5—air/coal mixture scroll,

6—air/coal mixture, 7—window

for temperature measuring and

gas sampling, 8—secondary air

scroll, 9—central tube of the

burner, 10—windows for

temperature measuring and gas

and coke residue sampling,

11—furnace, 12—secondary air,

13—plasma forming air
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decreases along the PFS from 79 % to 50.8 % at the outlet. The carbon concentration in the coke residue decreases, and

carbon gasification degree (Fig. 92.9) increases along the PFS and achieves 69.5 % at the outlet. The two-component fuel

with aforesaid characteristics is intensively ignited mixing with the secondary airflow in the furnace volume. Calorific value

of the coke residue was amounted to 7,200 kJ/kg.

Integral characteristics of ETCPF at the PFS exit are gathered in Table 92.1. In the table Tgas, Tsolid, and VHRF are

temperatures of gas and particles and velocity of the HRF correspondingly. They were taken as initial data for numerical

simulation of ETCPF combustion in the experimental furnace using CINAR ICE software code. Secondary airflow rate was

2,322 kg/h. The furnace height was 7.5 m. Computing origin was the furnace top. The x, y, z grid size was, respectively,

56 � 56 � 60.

The calculations results are shown in Figs. 92.10 and 92.11. Figure 92.10 visualizes the difference between temperatures

fields for the furnace in two operational regimes. The traditional mode flame, with maximum temperature of 1,580 �С,
generates the common flame body with the temperature 1,300–1,580 �С. The PFS impact appears as transformation of high

reactive two-component flame shape, decrease of the flame length, and increase of temperature maximum up to 2,015 �С.
That can be explained by earlier ignition and more complete burning out of ETCPF.

Experimental and numerical temperature dependences on the furnace height (Fig. 92.11) are similar. The curves have

typical maxima at the distance of 0.5 m from the top of the furnace. The maximal temperature level for conventional mode of

the furnace operation at the distance H < 0.13 m is higher than one for plasma-activated fuel combustion. This difference is

up to 164� (0.025 < H < 0.13 m). It can be explained by more intensive radiation from coal particles having higher

concentration and total surface when the furnace operation is in conventional mode in comparison with plasma-activated

regime of coal combustion. When PFS operates electro-thermochemically, prepared fuel (two-component high reactive fuel)

is gone from it to the furnace. The fuel contains combustible gas and particles of coke residue whose mass do not exceed

30 % of the initial coal mass. That brings to triple decrease of radiative particles’ total surface. In the section 0.13 � H

< 0.6 m, temperature at plasma-activated regime is higher than the one for conventional mode of the furnace operation. The

maximum difference reaches 260� at height 0.4 m. The maximum combustion temperature of plasma-activated fuel at the

experiment was 200� higher than one for conventional mode. Experimental temperature maximum was at the furnace height

of 0.67 m. Higher temperature of the flame of plasma-activated fuel can be explained by more complete burnout of the fuel.

Thus, the experimental data [8, 16] were used for verification of CINAR ICE computer code. Divergence of experimental

and calculated values of temperature of combustion products does not exceed 20 % along the full height of the furnace.
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Fig. 92.9 Gasification degree

(1) and carbon concentration (2)

in coke residue along the PFS

Table 92.1 Characteristics of ETCPF at the PFS exit

Content of gas phase, vol.% and kg/h

Ash, kg/h Char carbon, kg/h Tgas,
�С Tsolid,

�С VHRF, m/sH2 CO CH4 C6H6 CO2 H2O N2

21.6 19.2 0.4 0.7 5.8 1.6 50.8 185.3 68.4 1,002 961 33.8

14.0 174.2 2.2 18.0 82.2 9.1 462.0
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The divergence explains by imperfection of the “fast chemistry” scheme of fuel combustion used by CINAR ICE program.

The concentration of unburned carbon was measured at the exit of the experimental furnace. Also divergence of the

experimental and calculated values does not exceed 20 %. In experiments unburned carbon was found as 3.1 and 1.8 % for

traditional and plasma-activated mode correspondingly. Computed figures were 3.72 and 1.42 % accordingly for these two

modes. Concentration of nitrogen oxides at the furnace exit is significantly lower for ETCPF combustion (244.5 ppm) than
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for conventional mode of coal combustion (537.9 ppm). Calculated values of NOx concentrations for these two modes were

122.1 and 228.1 ppm. However, essential quantitative difference of experimental and calculated values of NOx

concentrations shows that CINAR ICE kinetic scheme of NOx formation is in need of revision.

Computation of PFS and Full-Scale Industrial Boiler’s Furnace

The fulfilled verification of CINAR ICE code for plasma-assisted coal combustion in the experimental furnace of 3 MW

power confirmed legitimacy of the used codes complex (PLASMA-COAL and CINAR ICE) for simulation of the furnaces

equipped with PFS. Thus, in this part the numerical study was performed for a power-generating boiler with a steam

productivity of 75 ton/h. The boiler’s furnace (Fig. 92.2) is equipped with four swirl burners arranged in one layer, by two

burners, on the boiler’s front and back. Low-rank bituminous coal of 35.1 % ash content, 22 % devolatilization, and

18,550 kJ/kg heat value was incinerated in the furnace. Averaged size of the coal particles was 75 micron. All the

calculations were performed in accordance to the aforecited technique.

Three modes of the boiler operation were chosen for the numerical studies. The first one was traditional regime, using

four pulverized coal burners, the second one was regime with plasma activation of combustion, using the replacement of two

burners onto PFS (Fig. 92.3), and the third one was regime of the boiler operation using four PFS instead of all burners.

PLASMA-COAL computer code has been used for calculation of ETCPF in the volume of PFS of 2.3 m length. The

following initial parameters were used for calculations: plasmatron power was 200 kW, initial temperature of pulverized

coal (coal/air mixture) was 90 �С, and coal and primary air consumptions through PFS were 3,200 and 6,400 kg/h

correspondingly.

The results of numerical simulation by the PLASMA-COAL code are summarized in Table 92.2. Heat value of the coke

residue was 8,580 kJ/kg. These data were taken as initial parameters for 3D computation of the furnace of the power-

generating boiler equipped with PFS. This computation was performed using CINAR ICE code to demonstrate advantages

of plasma-aided coal combustion technology.

Initial parameters for calculations of the furnace (Fig. 92.2) in different operational regimes were the following:

temperature of the secondary air was 290 �С, coal productivity of the burner was 3,200 kg/h, and primary airflow rate

through the burner was 10,260 kg/h. Secondary airflow rate to the boiler was 78,160 kg/h. The grid is defined by

85 � 69 � 116 grid lines in three directions (x, y, and z).

The calculations results are shown in Figs. 92.12 and 92.13. Figure 92.12 visualizes the difference between temperature

fields in three regimes of coal incineration. In the traditional regime (Fig. 92.12a), with maximum temperature of 1,852 �С,
four symmetrical flames are generated. In central space of the furnace, they form overall body of flame with the temperature

about 1,300 �С. In Fig. 92.12b two PFS are on top. The PFS impact appears as increase of temperature maximum up to

2,102 �С and transformation of HRF flame shape; it becomes narrow and longer. When the furnace operates with four PFS

(Fig. 92.12c), the flames length increases but maximal temperature decreases to 1,930 �С.
Average characteristics of the boiler are compared in Figs. 92.13, 92.14, 92.15, and 92.16 for three modes of the boiler

operation. The temperature curves have a characteristic maximum in the zone of the burners arrangement at a height of 4 m

(Fig. 92.13). In the traditional mode of combustion, level of the average temperature in the furnace at a height of up to 6 m

higher than that for the boiler operating with PFS. The temperature difference reaches 75� (height between 2 and 3 m), due to

more intense radiation from the coal particles having a higher concentration and the total surface at the traditional

combustion, compared to the operation mode with PFS. From the PFS HRF enters the combustion chamber, consisting of

fuel gas and coke residue particles, whose mass does not exceed 30 % of the consumption of raw coal, which leads to a

threefold reduction in the total surface of the radiating particles. Further, in the section of the furnace from 4.5 to 16.75 m,

the temperature in the regime with PFS is higher than that for the traditional burning by 10� and 32� in the case of two and

four PFS, respectively. This is due to more complete fuel burnout (Fig. 92.14) by ETCPF confirmed by decreased oxygen

concentration in the furnace at the same location (Fig. 92.15). PFS improve the environmental characteristics of the

Table 92.2 Characteristics of ETCPF at the PFS exit

Content of gas phase, vol.% and kg/h

Ash, kg/h Char carbon, kg/h THRF,
�C VHRF, m/sH2 CO CH4 C6H6 CO2 H2O N2 O2

14.2 18.4 0.3 0.6 6.8 2.9 56.4 0.3 1,123.2 435.0 997 189

88.5 1,599.0 14.0 133.8 931.2 162.8 4,911 31.0

92 Plasma-Fuel Systems Utilization for Ecological and Energy Efficiency of Thermal Power Plants 969



2102.

1921.

1740.

1559.

1378.

1198.

1017.

836.

655.

474.

293.

T, �C

a b c

Fig. 92.12 Temperature field within the combustion chamber at the level of the pulverized coal burners: (a) standard operational regime;

(b) plasma operational regime when two PFS operate; (c) plasma operational regime when four PFS operate

700

800

900

1000

1100

1200

1300

Furnace height, m

T
em

pe
ra

tu
re

, �
C

32

1

2 4 6 8 10 12 14 16

Fig. 92.13 Furnace height

distribution of mass average

temperature: 1—standard

operational regime; 2—regime

when two PFS operate; 3—

regime when four PFS operate

2 4 6 8 10 12 14 16
6.0

6.4

6.8

7.2

7.6

8.0

8.4

8.8

2

Furnace height, m

O
2,

 m
as

s 
%

1

3

Fig. 92.14 Furnace height

distribution of oxygen mean

concentration: 1—standard

operational regime; 2—regime

when two PFS operate; 3—

regime when four PFS operate

970 V.E. Messerle and A.B. Ustimenko



combustion of solid fuels. Compared with the traditional mode of coal incineration, use of four PFS reduces the unburned

carbon at the outlet of the furnace (height of 16.75 m) four times and nitrogen oxide emissions by more than 2.2-fold

(Fig. 92.16).

Computation of 420 ton/h Steam Productivity Boiler’s Furnace Equipped with PFS

The fulfilled verification of CINAR ICE code for plasma-assisted coal combustion in the experimental furnace of 3 MW

power confirmed legitimacy of the used codes complex (PLASMA-COAL and CINAR ICE) for simulation of the furnaces

equipped with PFS. Thus, in this part the numerical study was performed for a power-generating boiler with a steam

productivity of 420 ton/h. The boiler (Fig. 92.12) is equipped with six swirl burners arranged in two layers, three burners

each, on facedwall of the furnace. As it is seen from the figure, three PFS are installed instead of two burners of the lower layer

and one of the upper layer. Low-rank Ekibastuz bituminous coal of 40% ash content, 24% devolatilization, 5% humidity, and

16,700 kJ/kg heat value was incinerated in the furnace. The coal grinding fineness is R90 ¼ 15 %. All the calculations were

performed in accordance to the aforecited technique.

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Furnace height, m

C
, m

as
s 

%

3

2

1

2 4 6 8 10 12 14 16

Fig. 92.15 Furnace height

distribution of carbon mean

concentrations: 1—standard

operational regime; 2—regime

when two PFS operate; 3—

regime when four PFS operate

2 4 6 8 10 12 14 16

90

120

150

180

210

240

270

300

Furnace height, m

N
O

x,
 p

pm

3

2

1

Fig. 92.16 Furnace height

distribution of NOx mean

concentration: 1—standard

operational regime; 2—regime

when two PFS operate; 3—

regime when four PFS operate

92 Plasma-Fuel Systems Utilization for Ecological and Energy Efficiency of Thermal Power Plants 971



PLASMA-COAL computer code has been used for the calculation of ETCPF in the volume of PFS of 3.687 m length. The

following initial parameters were used for calculations: plasmatron power was 200 kW, initial temperature of pulverized

coal (coal/air mixture) was 90 �С, coal and air consumptions through PFS were 6,000 and 8,955 kg/h correspondingly.

The results of numerical simulation by the PLASMA-COAL code are summarized in Table 92.3. Heat value of the coke

residue was 6,165 kJ/kg. These data obtained for the PFS exit were taken as initial parameters for 3D computation of the

furnace of a power-generating boiler equipped with PFS. This computation was performed using CINAR ICE code to

demonstrate advantages of plasma-aided coal combustion technology.

Initial parameters for calculations of the furnace (Fig. 92.17) in different operational regimes were the following:

temperature of the secondary air was 280 �С, coal productivity of the burner was 12,000 kg/h, and primary airflow rate

through the burner was 17,900 kg/h. Secondary airflow rate to the boiler was 446,412 kg/h. Averaged size of the coal

particles was 60 micron. The furnace size is as follows: 27 m height, 7.7 m depth, and 14.5 m width. The x, y, z grid size was,

respectively, 106 � 38 � 104.

The model predictions are presented in the following figures which show results for the plasma-activated coal combustion

in comparison with conventional coal combustion. Figures 92.18 and 92.19 show temperature fields along the furnace height

in the mean cross-sectional plane for two regimes of the furnace operation, traditional (Fig. 92.18) and plasma-activated coal

combustion (Fig. 92.19). The figures visually demonstrate the difference between the temperature fields for the two modes of

coal combustion. When the coal combustion is in conventional mode, six symmetric pulverized coal flames are formed.

Maximum temperature of these flames is 1,852 �C. In Fig. 92.19 one can see influence of PFS on to the shape of the ETCPF

flame and its maximal temperature. In the presented plane PFS are upwardly. High temperature body of the flame is moved

closer to the PFS exit and upper in the furnace. Its maximal temperature is 1,588 �C.
Averaged temperature curves (Fig. 92.20) have their maxima. The first one (H ¼ 3 m) is generated by overheating of the

furnace back wall by the pulverized fuel flame. The second maximum is above the level of the burners of the upper layer due

to common forming of the flame body and observed moving as a result of natural convection. Averaged temperatures in

the furnace operated in conventional mode are higher than those in the furnace operated in plasma-assisted regime using

PFS. The difference achieves 350� at the furnace exit. The reason of this is more intensive radiation of coal particles which

have higher concentration and total reacting surface when the furnace operates in conventional mode in comparison with

plasma-assisted coal combustion. When PFS operate two component fuel of combustible gas and particles of coke residue

Fig. 92.17 Scheme of industrial 420 ton/h steam productivity boiler in Almaty TPP-2 (Kazakhstan) retrofitted with PFS (a): 1—standard

pulverized coal swirl burner, 2—PFS; and layout of the PFS for the boiler (b): 1—channel of the external flow of pf, 2—secondary air duct, 3—

inlet of pf external flow, 4—inlet of pf internal flow, 5—plasmatron, 6—chamber for pf flow turning, 7—chamber for plasma chemical preparation

of fuel for combustion, 8—chamber for mixing and thermochemical preparation of fuel, 9—furnace
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enters the furnace. Mass of this fuel does not exceed 30 % of the initial coal mass. That decreases total surface of the

radiative particles.

At the furnace exit when three PFS operate, concentration of unburned carbon (Fig. 92.21) is 16 % less than that when the

furnace works in traditional mode of coal combustion. Use of PFS improves ecological characteristics of the process of solid

fuel combustion. Figure 92.22 demonstrates more than 33 % decrease of nitrogen oxides concentration. Evidently, decrease

of unburned carbon and NOx concentrations at the furnace exit improves ecology-economic indexes of TPP.

Table 92.3 Characteristics of ETCPF at the PFS exit

Content of gas phase (vol.% and kg/h) Ash,

kg/h

Char carbon,

kg/h

Gas

temperature, �C
Solids

temperature, �C
Velocity of the flow,

m/sH2 CO CH4 C6H6 CO2 H2O N2 O2

3.9 11.2 0.3 0.6 13.1 2.15 68.5 0.25 2,400 3,950 752 752 48.2

37.38 1,499 22.65 207 2,378 220.5 9,214 39.19
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Conclusions

Simulation and testing of PFS at existing coal-fired boilers of TPP confirmed the technical feasibility, environmental and

energy efficiency of zero fuel oil start-up of the boilers, and plasma-assisted stabilization of pulverized coal flame.

PFS test at the boilers BKZ-160 and BKZ-420 of Almaty Power System in the mode of the boilers start-up from cold

confirmed possibility of ignition of high-ash Ekibastuz coal.

Inculcation of PFS gives economical effect, which depends on coal/fuel oil price ratio (Table 92.4). Pay back period

varies from 12 to 18 months. Economical effect for TPP of Kazakhstan is 400 million of US dollars a year.
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Plasma Technologies of Solid and Gaseous Fuels Processing 93
Vladimir E. Messerle and Alexander B. Ustimenko

Abstract

This chapter presents review of developed plasma technologies of fuels and minerals utilization. Technical realizability,

energy and ecological-economical effectiveness of these technologies are shown. Also mathematical models and

realizing codes for numerical investigation of the processes of fuels and minerals processing in plasma and electromag-

netic reactors, plasma-fuel systems, and power boilers are described.

Keywords

Fuel � Plasma � Gasification � Ignition � Stabilization � Processing

Introduction

Technologies of fuel and minerals utilization, which were developed and mastered in commercial or experimental-industrial

scale, are discussed [1–10]. They are plasma technology of zero fuel oil (gas) boilers start-up and pulverized coal flame

stabilization at coal fired thermal power plants (TPP); plasma technology of power coals processing to carbonic sorbents;

plasma gasification of coal; plasma technology of pulverized coal ignition and the flame stabilization in rotary furnace for

alumina agglomeration in aluminum industry and for zero fuel oil clinker calcination at cement production; plasma

technology of oil refining residuum utilization; plasma-cyclone technology of bricks firing; and energy-saving electromag-

netic technology for mineral materials melting. These technologies are realized with the aid of numerical modeling and

plasma-fuel systems (PFS) which were developed to improve efficiency of power coals combustion to decrease share of fuel

oil and natural gas in fuel balance of TPP and to decrease harmful emissions.

PFS and Plasma Technology of Oil (Gas)-Free Boilers Start-Up and Pulverized Coal Flame
Stabilization at Coal Fired Thermal Power Plants

PFS are combination of pulverized fuel (pf) burners with DC arc plasma torches. Using PFS fuel oil is replaced by pulverized

coal, which is a subject to plasma thermochemical preprocess to the combustion. In this technology, part of the coal/air

mixture is fed into the PFS where the plasma-flame, having a locally high concentration of energy, induces gasification of the
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coal and partial oxidation of the char carbon. Since the resulting coal/air mixture is deficient in oxygen, the carbon being

mainly oxidized to carbon monoxide. As a result, a highly reactive mixture of combustible gases (at a temperature of

900–1,200 K) and partially oxidized char particles are obtained at the exit of the burner. On entry to the furnace, this

combustible mixture is easily ignited. This allows prompt ignition and much enhanced flame stability of the main portion of

the coal flame which is not directly treated by the plasma. Activation of coal combustion by this means eliminates the need

for supplementary fuel consumption (fuel oil or natural gas), traditionally used for the start-up of a coal fired furnace.

Figure 93.1 illustrates the process of thermochemical preparation of coal to combustion. The figure presents scheme of the

developed direct flow PFS. The process is going on at relatively low specific power consumption (SPC) of 0.05–0.4 kW h/kg

of coal. It was experimentally proven that PFS use increases efficiency of coal ignition and combustion, eliminates fuel oil

expenditure for start-up and flame stabilization, decreases unburned carbon, NOx, SOx, V2O5 emission, and provides ample

scope for the process automation.

PFS have been tested for boilers start-up by plasma ignition of pulverized coal and flame stabilization in different

countries on 30 pulverized coal boilers steam-productivity 75–670 t/h equipped with different types of pulverized coal

burners (direct flow and swirl burners). When PFS were tested, power coals of all ranks (brown, bituminous, anthracite and

their mixtures) were incinerated (Table 93.1). Volatile content of them was from 4 to 50 %, ash varied from 15 to 56 %, and

heat of combustion was from 1,600 to 6,000 kcal/kg. The advantages of PFS technology were confirmed by 3D simulation of

the boilers equipped with PFS.

For instance the schematic view of the boiler equipped with PFS and its primary dimensions are shown in Fig. 93.2. The

furnace is characterized by two symmetrical combustion chambers, each having four tangentially directed main double

burners in two layers. Combustion chambers are interconnected by a central section. Fuel consumption on the boiler was

121.3 t/h and total amount of air in the boiler was 553,128 Nm3/h at temperature of the secondary air 350 �C.
Four PFS are mounted instead of four lower sections of the main double burners as it is shown in Fig. 93.2.

The plasmatrons operate during the boiler warm-up period and in the case of an unstable flame. When the boiler performance

is stabilized, the plasmatrons are switched off and the PFS continue to function as conventional pf burners. In the case of

flame instability, the plasmatrons are restarted.

Knowledge of the SPC of a plasmatron is required to estimate PFS efficiency. This parameter is defined as a ratio of

plasmatron electric power to pf consumption in the PFS. Figures 93.3 and 93.4 present experimental results for NOx

reduction and the decrease of unburned carbon during PFS operation versus SPC for the plasmatron. It is seen that the NOx

concentration is halved, and the amount of unburned carbon is reduced by a factor of 4. The NOx decrease is caused by the

Fig. 93.1 Direct flow PFS:

1—plasmatron; 2—air/coal

mixture input; 3—secondary air

input; 4—side of a boiler furnace;

5—furnace

Table 93.1 Technical characteristics of coals

Coal type Ww Ad Vdaf Ql
w (kcal/kg)

Brown 25–35 15–20 35–50 3,000–3,800

Lignite 32–40 28–35 23–27 1,900–2,100

Shale oil 40–50 75–80 48–50 1,600–2,000

Bituminous 5–12 20–56 15–40 3,500–5,000

Anthracite 5–8 25–35 4–10 4,300–6,200

Coal mixture 10.4 48.5 38.2 3,150

Ww wet per working mass, Ad ash per dry mass, Vdaf volatile per dry ash-free mass, Ql
w low heat of coal combustion per working mass
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fact that the fuel nitrogen, released from the coal inside the PFS in conditions of oxygen deficiency, forms molecular

nitrogen in the gas phase. Since the fuel nitrogen is evolved inside the PFS and converted to molecular nitrogen there, mainly

thermal nitrogen oxides are formed within the combustor volume. However, fuel nitrogen is the main source of nitrogen

oxide emission from conventionally fired pf combustors. As to unburned carbon, its decrease indicates a fuel reactivity

Fig. 93.2 Scheme of the

industrial furnace of BKZ

640-140 boiler

Fig. 93.3 Influence of the

specific power consumption

(SPC) for plasmatron on

reduction of the nitrogen oxides

(NOx) concentration at plasma-

assisted pf combustion

Fig. 93.4 Influence of the SPC

for plasmatron on reduction of

unburned carbon at plasma-

assisted pf combustion
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increase which is explained by enlargement of the coal particles reactive surface due to “heat explosion” and fragmentation

as a result of their interacting with arc plasma.

Plasma-Steam Gasification and Complex Processing of Coal to Produce Synthesis
Gas and Valuable Components from Ash

Plasma gasification and complex processing of coal to produce synthesis gas and valuable components from mineral mass of

coal (MMC) were investigated using universal experimental setup. Plasma gasification and complex processing of low-rank

coals are oriented towards the perspective of several industry branches development (power engineering, chemical industry,

metallurgy). Final products are synthesis gas (СО + Н2), hydrogen, silicon, ferrosilicon, carbosilicon, and alumina. From an

environmental point of view, these technologies are most promising. Their essence is heating of coal dust by the arc plasma,

which is oxidant, to complete gasification temperature at which the coal organic matter is transformed into an environmen-

tally friendly fuel—synthesis gas free of ash particles, nitrogen oxides, and sulfur oxides. At complex processing of coal

simultaneously with gasification of organic matter in the same reaction volume coke carbon restores MMC oxides and

valuable components, such as industrial silicon, ferrosilicon, aluminum, carbosilicon, and microelements of rare metals:

uranium, molybdenum, vanadium, and others are formed. Figure 93.5 demonstrates experimental installation for this process

realization. Coal dust with oxidant is heated by arc plasma up to the temperature of the coal complete gasification. Thus

organic mass of coal is conversed into environmentally friendly fuel, synthesis gas, which is free from ash particles, nitrogen

oxides, and sulfur oxides. Simultaneously reduction of the MMC oxides is taken place and valuable components like silicon,

ferrosilicon, aluminum, carbosilicon, andmicroelements of rare metals (uranium,molybdenum, vanadium etc.) are produced.

The experimental installation is intended for work in the range of electric power 30–100 kW, mass averaged temperature

1,800–4,000 K, coal dust consumption 3–12 kg/h, and water steam flow 0.5–15 kg/h. The steam/pulverized fuel mixture

entering the arc zone is heated to high temperature by the arc rotating in electromagnetic field to produce a two-phase plasma

flow where the process of solid fuel gasification occurs.

Petrocoke (CP), brown (PBC), and bituminous (KBC) coals of 3, 48.1, and 44 % ash content correspondingly (Table 93.2)

have been gasified in the plasma gasifier. The sieve analysis of the pulverized fuel revealed that mean sizes of the CP, PBC,

and KBC dust particles were 105, 60, and 75 μm correspondingly. Thermal efficiency of the reactor was determined in the

experiments as 76 %. As a result of the solid fuels gasification under steam plasma conditions concentrations of gas species,

SPCs, carbon gasification degree (XC), and weight-averaged temperatures (TAV) in the reactor were revealed (Table 93.3).

High quality synthesis gas was produced in the experiments on solid fuels plasma gasification. It has been found that the

synthesis gas content of 85–99 vol% can be produced, and gasification degree can be reached as high as 94.2 %.

Fig. 93.5 Scheme of plasma unit

for carbonaceous materials

processing: 1—reactor;

2—chamber of gas and slag

separation; 3—slag catcher;

4—chamber of synthesis gas

removal; 5—diaphragm;

6—chamber of hydration;

7—pulverized coal feeder; 8—the

cooling system; 9 and

10—electric power supply

system; 11 and 12—gear for rod

electrode delivery; 13—steam

generator; 14—safety valve;

15—stand for slag catcher
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At complex processing of a low-rank brown coal (TBC) of 28 % ash content and 13,180 kJ/kg caloricity (Table 93.2)

simultaneously with gasification of organic matter in the same reaction volume coke carbon restores MMC oxides, and

valuable components are formed. Synthesis gas yield reached 95.2 %, and carbon gasification degree was 93.2 %

(Table 93.3). Table 93.4 presents degree of reduction (Θ) of the samples of solid residue from different parts of the

installation including special pool for melt near graphite orifice between the reactor 1 and chamber of gas and slag separation

2 (Fig. 93.5). It is seen that restored material was found in the slag in the form of ferrosilicon, silicon, and ferric carbides. The

highest degree of reduction of the oxides of MMC 47 % was found in the slag from the wall of the reactor where there is a

zone of maximal temperatures.

The installation (Fig. 93.5) was also used for realization some other following technologies. Technologies of plasma

conversion of carbonaceous materials (coal, petroleum coke, hydrocarbon gases) are characterized by high levels of

temperature and, therefore, a high degree of their thermochemical conversion to desired products. Plasmochemical

technology of cracking is to heat hydrocarbon gases in the combined electric arc reactor to a temperature of pyrolysis

(1,900–2,300 K) with the formation of fine carbon and hydrogen in unified technological process. Plasmochemical

hydrogenation of solid fuels, which is the pyrolysis of coal in a hydrogen atmosphere, provides acetylene and other

unsaturated hydrocarbons (ethylene C2H4, propylene, C3H6, C2H6 ethane, etc.) from cheap low-rank coals by their treatment

with hydrogen plasma. Plasmochemical hydrogenation of coal is a new process of direct production of acetylene and alkenes

in the gas phase, in contrast to conventional hydrogenation (liquefaction) of coal. As a result of experiments on low-rank

coal hydrogenation in plasma reactor at its power of 50 kW, coal consumption of 3 kg/h, and propane–butane mixture of

150 L/h gas of the following composition is obtained, wt.%: C2H6 ¼ 50, C2H2 ¼ 30, С2Н4 ¼ 10.

Experiments on plasma pyrolysis (cracking) of propane–butane gas mixture were performed in the plasma reactor of

100 kW nominal power. In the experiments, propane–butane mixture flow amounted to 300 L/min, and the plasma reactor

power was 60 kW. During the experiments hydrogen and carbon (soot) were obtained. Physicochemical analysis of the soot

samples has shown that they are different nanocarbon structures mainly in the form of “colossal” nanotubes (Fig. 93.6) with

high electrical conductivity and mechanical strength.

Table 93.2 Solid fuels chemical analysis, wt.%

Solid fuel C O H N S SiO2 Fe2O3 CaO MgO K2O Na2O Al2O3

KBC 48.86 6.56 3.05 0.8 0.73 23.09 2.15 0.34 0.31 0.16 0.15 13.8

CP 75.0 0.88 15.53 0.01 5.63 1.31 0.6 0.1 0.05 0.07 0.04 0.78

PBC 33.60 8.52 6.50 0.88 2.40 28.52 1.73 0.41 0.46 – – 16.98

TBC 48.58 17.85 3.64 0.78 1.14 16.64 2.13 0.88 0.67 0.01 0.01 7.67

Table 93.3 Main indexes of the solid fuels plasma gasification

N Solid fuel

Consumption (kg/h)

P (kW) SPC (kW h/kg) TAV (K)

CO H2 N2

XC (%)Fuel Steam vol%

1 KBC 4.0 1.9 25 4.8 3,500 41.5 55.8 2.7 94.2

2 CP 2.5 3.0 60 9.6 3,850 36.2 63.1 0.7 78.6

3 PBC 7.6 2.7 60 5.83 2,600 34.1 51.1 14.8 92.3

4 TBC 7.1 4.5 60 5.17 3,100 45.8 49.4 4.8 93.2

Table 93.4 Degree of reduction of MMC

Place of sampling T (K) Θ (%)

Slag from pool of melt 2,600–2,800 8.5–44.0

Slag from the wall of the reactor 2,600–2,900 16.5–47.3

Slag from slag catcher 2,000–2,200 6.7–8.3
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Plasma Technology of Power Coals Processing to Carbonic Sorbents

One of the newest methods of active and inexpensive sorbents production is plasma technology of power coals processing.

Figure 93.7 demonstrates a pilot three plasma steps installation for carbon sorbents production from low-rank coals. The

installation’s productivity is 500 kg of carbonic sorbent per hour at plasmatron power of 50 kW, coal consumption through

the PFS of 100 and 200 kg/h through the chamber of heating. The technology is in the following. Air/pulverized coal mixture

is fed to PFS 1. Produced in PFS high reactive two component fuel inflows to the chamber of heating 4, where heat-transfer

agent of coal dust is fed from coal dust hopper 3. On the heat-transfer agent achievement of specified temperature crushed

coal is fed to the flow from crushed coal hopper 5. Coal particles dimension is within 5 mm. As a result of these particles

pyrolysis at the exit of chamber of the sorbent formation 6 desired product, sorbent, is produced.

Cheap, active, and extended inner surface sorbent was produced from bituminous coal. Experimentally produced sorbent

on this technology was tested. It confirmed the principal realizability of the technology.

Plasma Technology of Pulverized Coal Ignition and the Flame Stabilization in Rotary Furnace
for Alumina Aglomeration in Aluminum Industry and for Oil-Free Clinker Firing at Cement
Production

This technology is developed for the biggest in Eurasia Achinsky alumina plant, which is equipped with 11 rotary kilns of

5 m in diameter and 185 m in length. Dry alumina productivity of the kiln is 102 t/h. The kiln heat power is 108 MW.

Consumption of oil for the kiln is 17,700 t/year. Traditionally to stabilize pulverized coal oil nozzle continuously operates

Fig. 93.6 Images of the products of propane–butane plasma pyrolisis through transmission electron microscope (TEM)—colossal carbon

nanotube metal nanoparticle intercolated

Fig. 93.7 Scheme of the carbon

sorbent producing: 1—PFS; 2—

plasmatron; 3—coal dust hopper;

4—chamber of heating;

5—crushed coal hopper; 6—

chamber of the sorbent formation
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(Fig. 93.8). Fuel oil flow rate is 2.5 t/h and pulverized coal consumption is 5 t/h. To substitute fuel oil for coal and to improve

ecological and economical indexes of the plant plasma technology of oil-free ignition and pulverized coal flame stabilization

in inclined rotary kiln was developed. In accordance to this technology, continuously operated fuel oil nozzle is replaced

with PFS. Figure 93.9 illustrates this replacement. The consumption of coal through the PFS is 10 t/h.

Without any essential modification this technology can be applied for zero fuel oil clinker calcinations to produce cement.

Plasma Technology of Oil Refining Residuum Utilization

Existing petroleum refining plants dependently on quantity of petroleum produce 4–6 % of oil refining residuum. For

example processing 12 million tons of raw oil per year refinery “Neftochim” (Bourgas, Bulgaria) gets 180,000 t/year of oil

refining residuum.

Traditional technology of oil refining residuum utilization is its incineration in a special rotary gas furnace. At that

conversion degree of oil refining residuum does not exceed 30–40 %, and SPC for the process reaches 100–120 kW h/t of the

utilizing oil refining residuum.

Fig. 93.8 Scheme of air/coal

mixture ignition in a kiln

(conventional installation): fuel

oil flow rate is 2.5 t/h, coal

consumption is 5 t/h

Fig. 93.9 Scheme of air/coal

mixture plasma ignition in a kiln:

coal consumption is 10 t/h
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To improve efficiency of the process of oil refining residuum processing the plasma technology was developed and

experimentally tested. It is based on preliminary plasma thermochemical preparation of coal to burning. Instead of gas

highly reactive mixture of combustible gases and partially oxidized char particles is incinerated in the furnace ensure high

temperature needed for oil refining residuum processing. Figure 93.10 demonstrates the installation for oil refining residue

incineration using PFS. Having oil refining residue processing productivity of 1 t/h experimental SPC amounted to

33 kW h/t. This is three to four times less than existing one.

Having 2 t/h coal consumption through the PFS and plasmatron’s power of 200 kW 12 t/h of oil refining residuum can be

processed. For processing of such quantity of oil refining residuum in accordance to traditional technology flow rate of

natural gas amounts 1,000 m3/h.

Plasma-Cyclone Technology of Bricks Firing

Conventionally the bricks are fired in special circular or tunnel kilns using natural gas combustion products. As it is shown in

Fig. 93.11 high temperature gas can be produced by pulverized coal incineration in a plasma-cyclone chamber. Produced in

PFS in the process of plasma thermochemical preparation of coal to burning two-component high reactive fuel is fed

tangentially to cyclone. Under the influence of centrifugal force the molten slag formed by the combustion of coal, is thrown

to the wall of the cyclone and flows down into the slag catcher. High temperature gas (1,000–1,200 K) is directed to the hot

exhaust gas reservoir. From the reservoir hot gas is distributed to the kiln sections to fire the bricks. Calculated specific

volume thermal intensity of plasma-cyclone chamber is 3–4 MW/m3.

Energy-Saving Electromagnetic Technology for Mineral Materials Melting

At present natural basalt, which is a product of ancient volcanic processes, became one of the main raw material for mineral

fiber production. Industrial practice shows that basalt has great perspectives. Wide assortment of high quality plate heat

insulators and mats is produced from basalt wool by its mechanical and chemical processing.

Almost all firms for basalt melting mainly use gas, coke, and thermal-electric furnaces. But they are large dimensional,

resource-demanding, and ecology negative. This is due to the fact that the construction industry is a large capacity.

Compact industrial installation based on the efficient plasma electromagnetic reactor is offered (Fig. 93.12). The base of

the installation for heat insulators production is electromagnetic reactor. The reactor is made of stainless steel in the form of

water-cooled sections. Four graphite electrodes are placed by the center and the corners of equilateral triangle in parallel

Fig. 93.10 Scheme of the installation for oil refining residue incineration using PFS: 1—rotary furnace (conventional); 2—PFS; 3—plasmatron;

4, 5—power supply source; 6—pulverized coal hopper; 7—coal dust feeder; 8—fan; 9—heated oil refining residue nozzle
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Fig. 93.11 Scheme of bricks firing in the circular kiln with plasma-cyclone chamber: 1—circular kiln for drying and firing of the bricks; 2—lined

duct of hot exhaust gas supply; 3—hot exhaust gas; 4—cyclone furnace; 5—liquid slag; 6—slag catcher; 7—slag utilizer; 8—plasmatron; 9—

bunker of the raw coal; 10—the coal feeder; 11—mill; 12—dust separator; 13—fan

Fig. 93.12 Four electrode

plasma reactor for minerals

melting and basalt flow from

the reactor
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with axis of the reactor chamber. The working chamber of the reactor is enclosed into electromagnet with three poles. There

are windings on the poles of electromagnet; they are inserted in a certain order, sequentially with power electrodes, and

create magnetic field. The melt, produced in the reactor, is mixing as a result of interaction between the electric current,

existing between the electrodes, and the magnetic field of the three-phase electromagnet. It guaranties material heating rate

acceleration, its more uniform heating and homogenizing of the melt.

The melt from the reactor could be delivered either to blowing device or centrifuges for producing super thin fibers, and

for manufacturing a number of new efficient heat insulating materials. It could also come to draw plates where the

continuous fibers are being drawn; further the roving is produced out of them. The melt could also be directed to metallic

molds and molding forms, where decorative goods, jewelry, monuments, and construction components for engineering

industry are produced. External dimensions of the electrical reactor, including electromagnet, are ~1.5 � 1.5 � 1.5 m.

At the reactor productivity of 200 kg/h SPC for basalt melt making came to ~0.9 kW h/kg. At that it is observed that the

emission of gases polluting atmosphere is minimal. The power source is adapted to the process of three phase controlled

thyristor converters. It is connected up to the power transformer having industrial frequency and voltage of 0.4–0.6 kV.

This three-phase reactor with electromagnetic mixing of the melt could be used as waste vitrification reactor or glass-

melting furnace. At that, in comparison with gas glass-melting furnace SPC for the melt getting would decrease from 2.2 to

0.8–0.85 kW h/kg.

Long Life Plasmatron

The main part of the PFS is plasmatron. Its operational capability in industrial conditions depends on its electrodes long life.

Direct current air arc plasmatron for which the cathode life significantly exceeded 500 hours has been developed. To ensure

the electrodes long life the process of hydrocarbon gas dissociation in the electric arc discharge is used. In this method atoms

and ions of carbon from near-electrode plasma deposit on the active surface of the electrodes and form electrode carbon

condensate which operates as “actual” electrode [11]. To realize aforesaid the construction of electro arc generator of air

plasma has been developed and tested. Figure 93.13 gives a photo of the plasmatron.

Propane–butane mixture is supplied to the zone of the arc conjunction to the copper water-cooled electrodes (cathode and

anode). Linked with the arc in series, the magnetic coils guaranty stabilization of the discharge on the electrodes. During the

plasmatron operation a film of the cathode condensate is formed in accordance with the processes of propane–butane

molecules dissociation and carbon atoms ionization. Arisen from ionization positive carbon ions deposit onto the

cathode surface under the influence of near-cathode decline in potential and form the film of the electrode condensate.

It was determined the following parameters of the films. The film consists of carbon of 96.74–98.47 mass%, hydrogen of

l.24–2.26 mass%, and cuprum of 0.30–1 mass%. Interplanar spacing is 0.333, 0.207, and 0.168 nm with the intensity of the

X-ray picks of 100, 1, and 5 % correspondingly. Specific electrical resistance of the electrode condensate is less

than 10�8 Ω m. Thus the film of the cathode condensate is currently installing polycrystalline graphitic material.

On the base of the microscopy and the Raman-spectroscopy investigation, it can be concluded that the electrode

condensate is composite carbonic stuff made of carbon nanoclusters which consists mainly of single and multi-walled

carbon nanotubes and other carbonic forms including some quantity of the copper atoms intercalated to the carbonic matrix.

The electrode condensate was examined using atomic power microscope, scanning electron microscope, and transmission

electron microscope (Fig. 93.14). The basic mass of the carbon sample (about 80 %) is represented as film and band graphite

particles collected to aggregates of various size and density. Width of the bands varies from 40 to 160 nm. Sometimes film

and band nanoparticles are collected into stratified packages which are gathered to well-ordered nanostructures.

Fig. 93.13 Long life DC

arc plasmatron
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Created long life plasma torch was industrially tested for plasma ignition of a pulverized coal flame in Gusinoozersk

thermal power plant, Russia. The tests confirmed efficiency of the plasmatron in conditions of TPP.

The Plasma Technologies Modeling

To incorporate a new technology first of all it is necessary to demonstrate its advantages in comparison with conventional

technologies. Thereto mathematical modeling and numerical experiments are indispensable to life. To investigate numeri-

cally the aforenamed technologies and develop equipment for their realization the following developed and standard

mathematical models and computer codes are used.

Software Code TERRA for Thermodynamic Calculations of Multicomponent Heterogeneous Systems

Software code TERRA for thermodynamic calculations of multicomponent heterogeneous systems is used to determine the

conditions of thermal equilibrium of fuel and oxidant mixture at high temperatures. This software was created for high-

temperature process computations and in contrast to traditional thermo chemical methods of equilibrium computation that

use the Gibbs energy, equilibrium constants, and Guldberg and Vaage law of acting mass, TERRA is based on the principle

of maximizing entropy for isolated thermodynamic systems in equilibrium. Fundamental lows of thermodynamics, low of

conservation of mass, energy, and electric charge are methodological base of the thermodynamic computation. Code

TERRA has database of thermo chemical properties for more than 3,500 chemical agents over a temperature range of

300–6,000 K. The database includes thermodynamic properties of organic and mineral components of hydrocarbon fuels.

Code TERRA allows calculating products compound, SPC of plasma treated material in dependence on temperature,

pressure, or any other thermodynamic parameter (Fig. 93.15).

Computer Code PLASMA-COAL for One-Dimensional Computation of the Processes in PFS
or Plasma Reactor

Computer code PLASMA-COAL is designed for computation of the processes of moving, heating and kinetics of

thermochemical conversion of coal-oxidant mixture in PFS or plasma reactor. In the base of this code is one-dimensional

model which describes two phase (coal particles and gas-oxidizer) chemically reacting flow with an internal plasma source.

The set of the ordinary differential equations includes equations for component concentrations (chemical kinetics equations)

in conjunction with equations for gas and particle velocities and temperatures, respectively. The plasma source is accounted

as a member of the equation of energy conservation. It is internal source of heat with empirically assigned distribution of

Fig. 93.14 TEM images of a sample of the electrode condensate
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heat-evolution along the axis of chamber with plasma source. The model is also distinguished by its detailed description of

the kinetics of chemical reactions of 116 reactions. The kinetic scheme includes the stages of coal volatile matter evolution,

char carbon, sulfur and nitrogen gasification and conversation of evolved volatile products in the gas phase. Code PLASMA-

COAL allows calculating products compound, temperature, velocities of gas and solids, gasification degree of char carbon,

power of plasma source in dependence on geometrical parameters of the device for plasma-fuel processing (Fig. 93.16).

Computer Codes for Three-Dimensional Computation of the Furnaces

Computer codes FLOREAN (Institut für Wärme- und Brennstofftechnik, Braunschweig, Germany), CINAR ICE (Imperial

College London, UK), and PFS-CFD the base of which is KIVA-F (Rouen University, France) are appropriated for three-

dimensional computation of the furnaces of the pulverized coal fired power boilers, including the boilers equipped with PFS.

These codes are based on numerical solution of the equations of energy and mass transfer taking into account chemical

reactions. All three mathematical models are complicated system of nonlinear three-dimensional partial differential

equations consisted of equations of continuity, gas equation, equation of two-phase medium motion, equations of heat

transmission, chemical kinetics, and diffusion for components of reacting mixture with accounts of radiation and turbulent

transfer by k–ε model. All these codes consider simplified kinetic model of combustion. Intermediate reactions and forming
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of intermediate components are not taken into account. Only coal volatile release, their oxidation to carbon oxides, and burn

out of carbon are considered. Components of the velocity, fields of temperatures, pressures, concentrations of combustion

products, including NOx forming can be found using the codes (Fig. 93.17).

To simulate gas phase of two phase reactive flow codes CINAR ICE and KIVA-F use Euler approach. But to trace

individual particles they use Lagrange. Code FLOREAN uses Euler approach to describe both gas phase and particles. It is

supposed that velocities of particles and gas phase are equal.

All the aforesaid codes were validated comparing with experiments in laboratory and full-scale conditions. The used

codes ensure competitiveness of new technologies due to decrease of expenditure onto research and experimental develop-

ment and also essentially reduce the duration the last and accelerate the process of the technologies incorporation.

Conclusions

The described results of long-term studies of plasma-chemical technologies of pyrolysis, hydrogenation thermochemical

preparation for combustion, gasification, and complex processing of solid fuels and cracking of hydrocarbon gases and the

application of these technologies to produce desired products (hydrogen, carbon, hydrocarbon gases, synthesis gas, valuable

components of the MMC, basalt melt) meets modern ecological and economic requirements of the power industry,

metallurgy, and chemical industry.

Table 93.5 summarizes the results of investigation of plasma-assisted conversion of carbonaceous raw.

At complex processing of coal conversion of the mineral mass requires high temperatures (2,200–3,100 K), which leads

to higher specific energy consumption up to 2–4 kW h/kg. Thus the high degree of carbon conversion (90–100 %) is

achieved. Plasma-steam gasification provides a transition to the gas phase mainly organic mass of coal that does not require

such high temperatures, as in the complex processing, and enables process at relatively low SPC (0.5–1.5 kW h/kg) and

achieving a high degree of conversion (90–100 %). Plasma-chemical hydrogenation of coal requires high temperatures

(2,800–3,200 K), which leads to high SPC for the process (6.5–8 kW h/kg), which allows achieving high conversion

(70–100 %) for direct (one-step) receipt of acetylene and alkenes in the gas phase. To ensure a high degree of conversion

(98–100 %) of hydrocarbon gas in the combined plasmochemical reactor there is no need in such a high temperature.

Fig. 93.17 Temperature fields

on the level of the burners and

along a furnace in plasma

operational regime
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That allows processing at relatively low SPC (2.2–3.8 kW h/kg). Note that all the processes of plasmochemical processing of

fuels (Table 93.5) are characterized by extremely low concentrations of nitrogen oxides and sulfur emissions not exceeding

20 mg/Nm3, which is much lower than when conventional use of fuels.

The considered computer codes have independent scientific value. They are powerful tool for investigation of modern

technologies and processes of fuel and mineral processing.
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Table 93.5 The optimal range of process parameters for plasma conversion of carbonaceous raw

Fuel/plasma forming gas Т (K)

Specific power consumption

(kW h/kg) of fuel

Fuel conversion

degree (%)

Concentration (mg/Nm3)

NOx SOx

1. Plasmochemical preparation of coal for combustion (air)

1.5–2.5 800–1,200 0.05–0.40 15–30 1–10 1–2

2. Complex processing of coal (water steam)

1.3–2.75 2,200–3,100 2–4 90–100 1–2 1

3. Plasma gasification of coal (water steam)

2.0–2.5 1,600–2,000 0.5–1.5 90–100 10–20 1–10

4. Plasmochemical hydrogenation of coal (hydrogen)

10 2,800–3,200 6.5–8 70–100 0 0

5. Plasmochemical cracking of propane–butane mixture

18 m3/ч 1,500–2,500 2.2–3.8 98–100 0 0
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Three-Dimensional Numerical Modelling of Hydrogen,
Methane, Propane and Butane Combustions
in a Spherical Model Combustor

94

Mustafa İlbaş, Zehra Gökalp Öztürk, and Serhat Karyeyen

Abstract

In this study, combustion and emission characteristics of hydrogen, methane, propane and butane have been numerically

investigated in a spherical model combustor. Predictions have been performed by using Ansys Fluent CFD code. The

numerical modelling of turbulent non-premixed diffusion flames have been implemented in this combustor. Mathemati-

cal models studied in this study included the k–ε model of turbulent flow, the PDF/mixture fraction model of non-

premixed combustion and P-1 radiation model. Three-dimensional modellings of the model combustor were conducted

for same combustion conditions (40 kW thermal power and λ ¼ 1.0 stoichiometric mixture ratio). According to

modelling results, the maximum temperature was predicted during the hydrogen combustion as the high diffusivity,

reactivity and heating value of hydrogen highly affected the flame temperature. Similarly, the minimum temperature in

this model combustor was also predicted during the butane combustion. Moreover, high NOX emissions were formed in

high temperature zones because of thermal NOX mechanism. Hence, the maximum NOX formation was predicted for

hydrogen combustion among these fuels.

Keywords

Combustion � CFD modelling � Emission � Spherical combustor

Introduction

Energy is an important parameter in human life for many years and it is generally provided by fossil fuels as they comprise

high energy. But, fossil fuels cause greenhouse gases formation and these gases, especially carbon dioxide, are responsible

from global warming. In general, fossil fuels cannot be used directly. Its energy can be converted into heat. For this reason,

combustors are necessary to convert chemical energy to heat form by combustion process. There are many kinds of

combustors depending on its use and its geometry. Cylindrical combustors are the well-known combustor type and there

are a lot of studies interested in cylindrical combustors in the literature.

Keramida et al. [1] investigated effects of the different radiation models on combustion modelling in natural gas-fired

furnaces. Saqr et al. [2] focused on effect of free stream turbulence on NOX and soot formation in turbulent diffusion

CH4–air flames. Yılmaz [3] modelled effect of swirl number on combustion characteristics in a natural gas diffusion flame.

Khanafer and Aithal [4] performed combustion and emission profiles in swirl burners by using the finite-element commer-

cial software FIDAP. Rangrazi et al. [5] conducted experimental study of argon dilution effects on NOX emission in a non-

premixed flame. Kamnis and Gu [6] took place numerical modelling of propane combustion in a cylindrical combustor.
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Yılmaz et al. [7] reported effect of turbulence and radiation models on combustion characteristics in propane–hydrogen

diffusion flames. In an other study related with propane combustion, Large Eddy Simulation (LES) has been used to predict

temperature of species concentrations by Paul et al. [8] in a cylindrical combustor. Ilbas et al. [9] numerically investigated

combustion and NOX emission characteristics of pure hydrogen and hydrogen–hydrocarbon composite fuel in a cylindrical

combustor. Similarly, Tomczak et al. [10] used hydrogen–methane mixture in a gas turbine combustion system. Tabet et al.

[11] conducted hydrogen–hydrocarbon turbulent non-premixed diffusion flame. Ziani et al. [12] modelled non-premixed

turbulent combustion of CH4–H2 mixtures using the PDF approach. Combustion of hydrogen–methane-mixtured fuels was

performed by Yılmaz and Ilbas [13]. Öztürk [14] modelled hydrogen combustion in a spherical combustor. Qi et al. [15]

studied combustion of premixed butane–air laminar flame jet and they observed the combustion with Mach–Zehnder

Interferometry.

Although there are many studies related to fuel combustions in cylindrical combustors, combustion modelling in a

spherical combustor has not been performed. Because of this reason, in the present study, 3D numerical modellings of

hydrogen, methane, propane and butane combustions were numerically investigated in a spherical model combustor. Many

numerical modelling results will be produced with this study and these results will make important contributions to

researches in combustion of different gases in different combustors.

CFD Modelling

Description of the Spherical Model Combustor

For three-dimensional CFD modelling, a spherical model combustor was developed and physical domain of this combustor

is shown in Fig. 94.1. Dimensions of the combustor are: fuel inlet diameter of 10 mm, air inlet diameter of 200 mm with wall

thickness of 4 mm, combustor outlet of 200 mm and combustor diameter of 600 mm. Lengths of the inlet–outlet are also

equal to 50 mm. All boundary conditions are fixed at 293 K and 1 atm. The generated 3D grid for the modelling of the

combustor is also shown in Fig. 94.1.

Fig. 94.1 The developed spherical model combustor and mesh structure
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Mathematical and Combustion Model

The time-averaged gas phase equation for steady turbulent flow can be written as [16]:

∂
∂xj

ρuiΦð Þ ¼ � ∂
∂xi

ΓΦ
∂Φ
∂xi

� �
þ SΦ ð94:1Þ

where Φ is the dependent variable that can symbolize the velocity ui. ΓΦ is the transport coefficient of variable Φ and SΦ is

the source term of the transport equation for Φ.

This study was modelled by using the mixture fraction/PDF combustion models. This combustion model comprises the

solution of transport equations for a single conserved scalar (the mixture fraction). Transport equations for individual species

are not solved in this model. Individual component concentrations for species of interest are derived from the predicted

mixture fraction distribution. The interaction of turbulence and chemistry is accounted for with the help of a probability

density function (PDF) [17].

The PDF combustion model was specifically developed for the modelling of turbulent diffusion flames. For a fuel/oxidant

system, the mixture fraction, f can be expressed in terms of the local fuel mass fraction as

f ¼ mF

mF þ mO
ð94:2Þ

where mF and mO are mass fractions of fuel and oxidant.

The mixture fraction, f is a conserved quantity whose value at each point in the flow domain is computed by the solution

of the following conservation equation for the time-averaged value of f in the turbulent flow field [17].

∂ ρf
� �
∂t

þ ∂ ρuif
� �
∂xi

¼ ∂
∂t

μt
σt

∂f
∂xi

� �
þ Sm ð94:3Þ

where Sm is the source term.

In addition to solving the mean mixture fraction, a conservation equation is solved for the mixture fraction variance, f 0
2

which is used in the closure model describing turbulence–chemistry interactions [17]:

∂ ρf 0
2

� �
∂t

þ
∂ ρuif

02
� �
∂xi

¼ ∂
∂xi

μt
σt

∂f 0
2

∂xi

 !
þ Cgμt

∂f 0
2

∂xi

 !2
� Cdρ

ε

k
f 0

2 ð94:4Þ

where σt, Cg and Cd are constants used in the mixture fraction/PDF model.

The radiation heat transfer occurs at high temperature levels. The gas flame temperature is generally high

(1,000–1,600 �C) in combustors. Hence, the heat transfer from combustors is significant. Thus, it is essential to include

the radiation model for a more accurate prediction of the temperature profile in combustors [17].

NOX Formation

Generally, NO accounts more than 95 % of the total NOX formation in most combustion processes. Because of that, it is

sufficient to examine the formation of NO. In gas mixture combustion, NO formation can be attributed to three chemical

kinetic processes which are thermal, prompt and fuel NOX. Thermal NOX is formed by the oxidation of atmospheric nitrogen

at high temperature [9]. Prompt NOX is formed by the reactions of intermediate species at the flame front. The fuel NOX

mechanism defines the oxidation of the nitrogen bound in the fuel molecules [17].

Well-known Zeldovich [18] reaction determines the thermal NO:

Oþ N2 ! Nþ NO ð94:5Þ
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Nþ O2 ! Oþ NO ð94:6Þ

Nþ OH ! Hþ NO ð94:7Þ

The mass transport equation is solved for the NO calculation, taking in account convection, diffusion, production and

consumption of NO and related chemical species. The overall thermal NO formation rate can be calculated as [19]

d NO½ �T
dt

¼
2 O½ � k1k2 O2½ � N2½ � � k�1k�2 NO½ �2

n o
k2 O2½ � þ k�1 NO½ � ð94:8Þ

The prompt NOX formation mechanism was firstly notified by Fenimore [20]. The prompt NOX formation is significant in

most hydrocarbon fuel combustion conditions especially, low temperatures, short residence times and fuel-rich conditions.

Actually, the actual prompt NOX formation route is more complex and embodies many intermediate reactions and species.

The prompt NOX route is generally accepted as

CHþ N2 ! HCNþ N ð94:9Þ

Nþ O2 ! NOþ O ð94:10Þ

HCNþ OH ! CNþ H2O ð94:11Þ

CNþ O2 ! NOþ CO ð94:12Þ

Formation rate of the prompt NO is calculated by using the De Soete [21] global model as

d NO½ �pr
dt

¼ fxAx
RT

P

� �2
Fuel½ � O2½ �b N2½ �xexp Ea

RT

� �
ð94:13Þ

The thermal and prompt NOX formations are calculated by using Eqs. (94.8) and (94.13).

SNO ¼ MNO
d NO½ �
dt

ð94:14Þ

Basic Properties of the Fuels

In order to be modelled fuels in this combustor, the basic properties of these fuels should be known. The basic properties of

butane, propane, methane and hydrogen consumed in this study are given in Table 94.1.

Table 94.1 The basic properties of the fuels [22]

Symbol LHV (MJ/kg) Density (kg/m3) Stoichiometric air–fuel ratio

Butane C4H10 45.37 2.5000 15.47

Propane C3H8 46.34 1.8800 15.70

Methane CH4 50.00 0.6715 17.00

Hydrogen H2 120.00 0.0844 34.10
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Results and Discussions

Model Validation

In order to validate the numerical model, the predicted axial temperature profiles for methane combustion were compared to

measurements reported by Saqr et al. [2] (Fig. 94.2). This comparison is clearly seen in Fig. 94.2. Although the predicted

results are in good agreement with measurements, there is a slight difference between our predictions and measurements

reported by Saqr et al. This slight difference is because of the use of spherical combustor and different thermal power in

predictions. However, it is mostly revealed that the predicted axial temperature profiles are in good qualitative agreement

with predictions and measurements.

Temperature and NOX Distributions

In this part of the present study, hydrogen, methane, butane and propane combustions in a spherical model combustor are

shown and commented. Initially, the predicted temperature distributions on y-z plane are given in Fig. 94.3a–d. According to

Fig. 94.3, the predicted maximum temperature level was about 2,160 K for hydrogen combustion. Subsequent predicted

maximum temperature levels were about 1,930 K for methane combustion, 1,850 K for butane combustion and 1,880 K for

propane combustion. But, when it is looked at carefully, from Fig. 94.3c, d, it is clearly seen that the predicted temperature

distributions are much the same in both cases. As it is seen in Table 94.1, this situation can be explained by similar heating

values for butane and propane. Temperature levels for all predictions are increasing from the inlet zone towards the

combustor exit. In fact, temperature levels are generally decreasing towards the combustor exit considerably in cylindrical

combustors [9]. This case is expected to take place in the cylindrical and longer combustors.

Figure 94.3a shows pure hydrogen combustion. Similarly, Yilmaz and Ilbas [13] investigated hydrogen–methane-

mixtured fuel combustion in a cylindrical combustor. According to this study, the maximum temperature level was

determined as about 1,700 K during M30H70 fuel combustion. There is a minor difference between study of Yilmaz and

Ilbas and the present studies. But, experimental and the predicted temperature levels are in good agreement. One of the

reasons for some differences is different fuel gas fraction, and the basic reason is the use of different combustors (cylindrical

and spherical).

Fig. 94.2 Comparison of predicted and measured axial temperature profiles for methane combustion
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Methane combustion results are presented in Fig. 94.3b. In a study carried out in the literature, Keramida et al. [1] predicted

methane combustion in a cylindrical combustor and the maximum temperature level was predicted as about 1,600 K. When

our prediction compared with Keramida’s study, it is seen that there is also small difference. There are two reasons for this

case. Thermal powers and combustors used in those studies were different. The combustionmodels carried out in these studies

were also different. Combustion performance was predicted by using eddy-dissipation combustion model by Keramida et al.,

while predictions are performed by using the mixture fraction/PDF combustion model in the present work.

The predicted temperature distributions for butane and propane combustion are illustrated in Fig. 94.3c, d. In Fig. 94.3d,

temperature distribution for propane is shown, and Paul et al. [8] predicted the propane combustion by using LES method in

a cylindrical combustor. According to this study, the maximum temperature value was predicted as almost 1,900 K and these

results and present work results for propane combustion are very similar.

Axial temperature profiles for all fuels are shown in Fig. 94.4. As it is clearly seen in Fig. 94.4, the maximum and

minimum temperature profiles are emerged during hydrogen and butane combustions throughout the combustor, respec-

tively. As it is seen in Table 94.1, the case can be explained by different heating values.
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Fig. 94.3 (a) Temperature distributions for hydrogen combustion. (b) Temperature distributions for methane combustion. (c) Temperature

distributions for butane combustion. (d) Temperature distributions for propane combustion
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In combustion modellings, temperature distributions may be shown on different planes. By this way, combustion

characteristics are described in more detailed throughout the combustor. Hence, temperature distributions on x-y plane

for all modellings are given in Fig. 94.5.

As it is seen in Fig. 94.5, the overall predicted flame temperature increases towards the combustor exit. In addition, the

predicted wall temperature was about 1,800 K for hydrogen combustion in Fig. 94.5a. Hydrogen has the lower density in

comparison with other fuels and air. Because of that, hydrogen may diffuse more effective into the spherical combustor.

Moreover, it includes the highest heating value among these fuels.

NOX distributions for hydrogen, methane, butane and propane combustions are shown in Fig. 94.6. As it is seen in

Fig. 94.6, NOX formation increases as the temperature level increases. Because, thermal NOX formation contributes to the

total NOX formation considerably in high temperature zones. Moreover, the NOX formation increases from the combustor

inlet to the combustor exit. The maximum NOX formation was about 1,450 ppm for hydrogen combustion. The maximum

NOX formations for the other fuels were almost 130 ppm for methane combustion, almost 60 ppm for buthane combustion

and almost 90 ppm for propane combustion in combustor. In addition, Rangrazi et al. [5] obtained similar results with regard

to NOX formation at the stoichiometric condition.

Conclusions

In this study, three-dimensional CFD analyses of combustion and emission characteristics of hydrogen, methane, butane and

propane were performed in a spherical combustor. Some conclusions obtained in this study are given below:

• When CFD modelling results are compared with results in the literature, it is concluded that results are in good agreement

in trends and values.

• The maximum NOX formation for hydrogen combustion and the minimum NOX formation for butane combustion are

predicted as expected.

• Although the excess NOX formation happens during the hydrogen combustion, among the other fuels the best combustion

performance is predicted for hydrogen combustion. This may be because of hydrogen containing higher heating value in

proportion to the other fuels.

• As the density of air is almost 15 times higher than the density of hydrogen, the hydrogen can be a preferable fuel in the

spherical combustor.

• It is revealed that the spherical combustor can be an alternative to the cylindrical combustor for hydrogen combustion.

Fig. 94.4 Axial temperature profiles for all fuel combustions
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Fig. 94.5 (a) Temperature distributions for hydrogen combustion on x-y plane at z ¼ 0.1 m, z ¼ 0.3 m and z ¼ 0.5 m (left to right).
(b) Temperature distributions for methane combustion on x-y plane at z ¼ 0.1 m, z ¼ 0.3 m and z ¼ 0.5 m (left to right). (c) Temperature

distributions for butane combustion on x-y plane at z ¼ 0.1 m, z ¼ 0.3 m and z ¼ 0.5 m (left to right). (d) Temperature distributions for propane

combustion on x-y plane at z ¼ 0.1 m, z ¼ 0.3 m and z ¼ 0.5 m (left to right)
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Fig. 94.5 (continued)
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Fig. 94.6 (a) NOX distributions for hydrogen combustion. (b) NOX distributions for methane combustion. (c) NOX distributions for butane

combustion. (d) NOX distributions for propane combustion
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Development of a Reduced Mechanism for n-Heptane
Fuel in HCCI Engines 95
Keyvan Bahlouli, R. Khoshbakhti Saray, and Ugur Atikol

Abstract

Due to the lack of direct control of combustion timing in the homogeneous charge compression ignition engines, the

chemistry of the in-cylinder charge is responsible for the ignition. Thus, obtaining knowledge about fuel chemistry has a

significant importance in engine design and optimization. Large numbers of detailed chemical kinetics mechanisms have

been suggested to predict various fuels oxidation. However, employing comprehensive chemical kinetics mechanisms in

predictive models results in the high demand for simulation time which makes the use of these mechanisms questionable.

Consequently, reduced mechanisms of smaller sizes are needed. The objective of this study is to produce reduced

mechanism of n-heptane fuel, to be applicable for CFD simulation, by utilizing a two-stage reduction process. This work

is performed by using a validated single zone combustion model. To remove unimportant species at the first stage, the

directed relation graph with error propagation (DRGEP) is applied. In the second stage, the principal component analysis

(PCA) method is used to eliminate insignificant reactions and species. Peak pressure, maximum heat release, and CA50

have been selected as representative parameters for the performance of engine. For the generated reduced mechanism at

each reduction step, these parameters would be calculated, and the deviations from the corresponding value obtained by

applying detailed mechanism to the model will be evaluated until user-specified error tolerances violate. This combina-

tion of two methods successfully reduced the detailed Golovichev’s n-heptane mechanism (57 species and 290 reactions)

to a reduced mechanism with size of 40 species and 95 reactions, while maintaining small errors (less than 1 present)

compared to the detailed mechanism.

Keywords

HCCI combustion � Reduced mechanism � DRGEP � PCA

Introduction

Reduction of transportation emissions and fuel consumption are important reasons motivating the development of alterna-

tive energy technologies for the IC engines. Homogeneous charge compression ignition (HCCI) combustion engine is a

potential candidate for higher thermal efficiency and lower emissions [1–3]. However, lack of direct control for combustion

timing is one of the main challenges associated with HCCI combustion engine application.
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Accurate fuel oxidation chemistry models offer great potential for HCCI engine design and optimization. The

Golovichev’s mechanism [4], including 57 chemical species and 290 reactions, and more comprehensive mechanism of

Curran with 560 species and 2,539 reactions [5], as examples, were introduced for n-heptane combustion.

However, for developing predictive combustion models, incorporating detailed chemistry into computational fluid

dynamics (CFD) calculations is commonly known as essential. A large system of nonlinear stiff ordinary differential

equations (ODE) is produced by using detailed chemical kinetics mechanism. The numerical solution of the large number of

such systems within the CFD framework results in exceedingly long CPU times. Consequently, with most of the

comprehensive kinetic mechanisms developed for hydrocarbon fuels, large-scale three-dimensional reactive flow

simulations become computationally unaffordable [6]. Consequently, further reduction of the size of detailed mechanism,

keeping its essential feature, is desired.

There are two main classes of reduction procedure for detailed chemical kinetic mechanisms, namely time scale analysis

and skeletal reduction. Both approaches target identifying and eliminating the unnecessary species and reactions and aim at

producing computationally efficient reduced mechanisms that are still able to reproduce the main features of their

corresponding detailed mechanisms over the conditions of interest. Examples of time scale analysis include computational

singular perturbation (CSP) [7] and intrinsic low-dimensional manifolds (ILDM) [8] methods whereas skeletal reduction

contains sensitivity analysis [9], principal component analysis (PCA) [10], optimization-based techniques [11, 12], element

flux-based method [13], directed relation graph (DRG) [14], and also DRG with error propagation (DRGEP) [15].

Furthermore, dynamic methods like the works of He et al. [16] and Liang et al. [6, 17] update the reduced mechanism

dynamically at each time step, based on the local conditions and develop locally accurate mechanism. However, as

mentioned in [16], the discontinuity in species conversion rate, when mechanisms switch during the simulation in the fly

scheme, may cause species composition oscillation and the possibility of ODE solver failure. Multistage reduction schemes

which are the integration of two or more reduction methods could be employed for increasing the extent of reduction such as

DRGASA [18], DRGEP-PCA [19], and DRGEP-CSP-DRGEP [20]. The present work utilizes the integration of DRGEP and

PCAmethods. The procedure used in this work for generating the reduced mechanism is almost similar to the previous paper

of the author [20] except for using PCA instead of CSP.

In this study a reduced mechanism of n-heptane, which is applicable for CFD simulation, is produced by utilizing two-

stage reduction processes. To remove unimportant species, at the first stage, the DRG with error propagation (DRGEP) is

applied. In the second stage, the PCA method is used to eliminate insignificant reactions. At each reduction step, the

performance of the reduced mechanism is compared with the original one to guarantee that the generated mechanism does

not exceed user-specified error tolerances.

Directed Relation Graph with Error Propagation

The DRGEP method suggests that the effect of the error established by altering the concentration of a species or by

eliminating the species entirely is damped as it propagates along the graph to reach the target species, a set of species deemed

of interest to the investigator. Generally speaking, the species do not have equal importance, and the species directly linked

to the target is of relatively high importance than those that are farther from the targets. In order to take into account this error

propagation process, a geometric damping has been introduced by Pepiot and Pitsch [15, 21] in the selection procedure as

follows:

rAB,P ¼ m�1

i¼1
rsisiþ1

ð95:1Þ

RAB ¼ max
All paths P

rAB,P½ � ð95:2Þ

A new definition of the direct interaction coefficient is introduced by Pepiot and Pitsch [15] which is motivated by the

shortcomings of earlier formulations, namely

rAB ¼

Xn
j¼1

vA, jωjδBj

�����
�����

max PA;CAð Þ ð95:3Þ
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Here

δBj ¼ 1 if the jthelementary reaction involve speciesB,

0 otherwise

�

PA ¼
Xn
j¼1

max 0, vA, jωj

� � ð95:4Þ

CA ¼
Xn
j¼1

max 0, � vA, jωj

� � ð95:5Þ

Principal Component Analysis Method

In the simulation of a combustion process a set of ODE is used,

dc

dt
¼ f k; cð Þ ð95:6Þ

Here c(t) is the concentration of any species and k is the kinetic parameter. Any change in the kinetic parameters at time

t1, where k ¼ k∘ and c ¼ c∘, results in a change in the solution at time t2, where t1 < t2. Regarding this fact, Turányi et al.

[10] introduced a reaction rate sensitivity gradient, which is the derivative of the deviation in the concentration of the species

with respect to the rate constant as follows:

eF ko; co; t2ð Þij ¼
∂f i t2ð Þ
∂kj

ð95:7Þ

Non-dimensional sensitivity matrix Eq. (95.7) can be written as

eF ko; co; t2ð Þij ¼
k o
j

f 1 t2ð Þ
∂f i t2ð Þ
∂kj

ð95:8Þ

Since fi is given by

f i k; cð Þ ¼
Xn
j¼1

vijRj ¼
Xn
j¼1

vijkjrj cð Þ ð95:9Þ

The elements of the log-normalized sensitivity matrix eF can be written as

eFij ¼ kj
f i k; cð Þ

∂f i k; cð Þ
∂f j

¼ vijRj k; cð ÞXn
j¼1

vijRj k; cð Þ
¼ vijRj

f j
ð95:10Þ

in which eF is considered as a ratio of the rate of formation or consumption of species i in reaction j and the net rate of the

concentration change of species i. If the magnitude of eF is equal to zero it means that species i does not exist in reaction j. As

mentioned by Vajda et al. [22] the kinetic information inherent in the matrix eF is extracted by PCA. The response function,

which is the basic concept in the PCA, is reformulated for reaction rate consideration as follows:

Q α; cð Þ ¼
Xn
j¼1

f j α; cð Þ � f j α
�; cð Þ

f j α
�; cð Þ

" #2

ð95:11Þ
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Q(α, c) is a measure of deviation in a reaction rate caused by a parameter perturbation, αj ¼ ln kj and αj
∘ ¼ ln kj

∘. Vajda

et al. [22] suggested that Eq. (95.11) can be approximated by the simple quadratic expression:

Q̂ αð Þ ¼ Δαð ÞTeFTeF Δαð Þ ð95:12Þ

Here (Δα) ¼ Q (α, c) is in the neighborhood of α∘. Kinetic information comes by performing eigenvalue-eigenvector of

the matrix eFTeF. The important reactions can be defined as the significant eigenvector elements of reactions which are

characterized by large eigenvalues. By providing the user-specified tolerances for these parameters, unnecessary reactions

can be identified.

Results and Discussion

The Golovichev’s mechanism [4] consisting of 57 species and 290 reactions is chosen for the oxidation of n-heptane fuel.
Five different engine-operating conditions are selected for combustion analysis of n-heptane fuel listed in Table 95.1. The

reduction process which is used in the present work is based on a two-stage reduction method, which utilizes DRGEP and

PCA methods successively. Also, the combustion system considered in this study is HCCI combustion modeled by a single

zone combustion model. Discussion of how well the simulations reproduce experimental data is beyond the scope of this

paper. More specifically, DRGEP identifies and eliminates unimportant species and reactions and then, in the second stage,

the PCA method is applied to improve the process by eliminating redundant reactions. For DRGEP reduction process, like

Liang et al. [6] and Shi et al. [19], fuel, HO2, and CO are selected as the target species at each sampling point. Species that

are reachable from the target species are identified at each sampling point and the collection of all of these species sets

constitutes the final important species set for a specific operating condition. The rest of the species are considered as

unimportant species and reactions that include any of these species are eliminated from the final mechanism.

An initial tolerance value to start the DRGEP reduction process is 10� 5 and the tolerance value for PCA reduction

process that follows the DRGEP process is 10� 3. The selected representative parameters for investigating the validity of the

reduced mechanism in this work are the predicted CA50, peak pressure, and maximum heat release. At each generation,

these parameters are calculated using the HCCI engine simulation code and compared with the results obtained by using the

detailed mechanism for the considered cases. The generated reduced mechanism is considered as valid one if the errors in

predicted CA50, peak pressure, and maximum heat release using reduced mechanism do not exceed 1� CA, 1 %, and 1 %

respectively, with those of the detailed mechanism. Therefore, for each operating conditions mentioned in Table 95.1 the

developed reduced mechanisms are in different final sizes and final algorithm tolerances as can be seen in Table 95.2.

Figures 95.1 and 95.2 show the mechanism size and the interfered errors in calculation of CA50, peak pressure, and

maximum heat release because of elimination of insignificant species and reactions and algorithm error tolerances at each

Table 95.1 Operating conditions for considered cases of the n-heptane-fueled HCCI engine

Case 1 2 3 4 5

Equivalence ratio (Ф) 0.68 0.41 0.43 0.38 0.26

n-Heptane mass rate (mg/s) 103.43 75.52 89.69 92.40 79.23

Air mass rate (g/s) 2.28 2.77 3.11 3.66 4.57

TIVC (K) 333 333 413 413 413

PIVC (bar) 1.54 1.55 1.56 1.54 1.57

% EGR 51.01 40.69 31.66 19.79 0.0

Compression ratio 11.5 11.5 11.5 11.5 11.5

Table 95.2 Comparison of n-heptane skeletal mechanisms sizes generated at each operating conditions

Case Species Reactions Allowable error tolerances are exceed?

Case 1 38 65 No

Case 2 40 95 No

Case 3 36 104 No

Case 4 38 74 Yes

Case 5 38 85 No
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generation during DRGEP and PCA reduction processes, which are distinguished with a vertical line. The considered case in

these figures is test 2. For the first reduction stage which utilizes DRGEP reduction method, insignificant species and their

corresponding reactions are identified and eliminated effectively from the mechanism. Following the first stage, PCAF

reduction is applied to the mechanism to remove further reactions in the second stage. By applying this two-stage reduction

method, a detailed mechanism of n-heptane including 57 species and 290 reactions is reduced to a smaller mechanism

containing 40 species and 95 reactions.

By utilizing the specified reduction processes for each of the operating conditions, the corresponding reduced mechanism

is generated. However, it is required to have a single reduced mechanism. Normally, this final reduced mechanism can be

developed by the combination of all the generated mechanisms of each case. Another alternative solution for this goal, as

mentioned by Shi et al. [19], and also can be seen in Fig. 95.3, is to evaluate the performance of each of the reduced

mechanisms at different operating conditions. It can be seen that most of the generated mechanisms can be used for all other

Fig. 95.1 Mechanism size and the corresponding error values at each reduction stage (case 2)

Fig. 95.2 Algorithm error

tolerances for case 2 of the NG

fueled HCCI engine
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cases while predicting the representative parameters in the error tolerance limit. For example, the generated reduced

mechanism for case 1 for n-heptane fuel is used to simulate the combustion phase of the n-heptane-fueled HCCI engine

in different considered cases in Table 95.1. The calculated error in predicting peak pressure, maximum heat release, and

CA50 between reduced and detailed mechanisms are less than the user-specified error tolerance values. However, the

developed reduced mechanism of case 4 for n-heptane is not able to accurately predict some of these parameters for

operating conditions of case 1, case 2, and case 3; therefore, it is not considered as a valid one.

To verify the ability of the reduced mechanism in predicting the pressure trace and heat release rate histories, a

comparison of these parameters between reduced and detailed mechanisms is depicted in Fig. 95.4 for different operating

conditions of the n-heptane-fueled HCCI engine. As indicated in this figure, simulation using reduced mechanism is in good

agreement with the simulation utilizing detailed mechanism.

Fig. 95.3 Performance of each generated reducedmechanism for n-heptane fuel at different operating conditions. (a) Case 1. (b) Case 2. (c) Case 3.
(d) Case 4. (e) Case 5

Fig. 95.4 Comparison of pressure traces and heat release rate histories by applying the detailed n-heptane mechanism and its reduced mechanism

generated for case 2 at different operating conditions
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In addition to matching pressure and heat release rate traces, the start of the combustion (SOC) calculated from the

reduced mechanism is compared with the corresponding detailed results. The definition of the SOC adopted here was the

point at which 10 % of total heat is released. Figure 95.5 shows the difference in prediction of SOC by applying the reduced

chemical kinetics mechanism and the detailed chemical kinetics mechanism in HCCI engine cycle calculations. In HCCI

engines, combustion strongly depends on the chemical kinetics [1]. It is observed that the SOC is predicted accurately for all

considered cases.

Finally, a comparison of the simulation results for the mass fraction profiles of some major species such as fuels and CO

using the reduced mechanism and the detailed mechanism is shown in Fig. 95.6. The results show that the calculated mass

fraction of these species using the reduced mechanism agrees very well with the simulation results utilizing the detailed

mechanism.

The mechanism reduction achieved reduction ratios of 30 % for the number of species and also 67 % for the number of

reactions.

Conclusion

In the current study, a reduced mechanism of n-heptane fuel based on the Golovichev’s n-heptane mechanism was

developed. Reduction procedure to develop the reduced mechanism was based on an integrated method that utilizes

DRGEP and PCA reduction methods. The mechanism reduction achieved reduction ratios of 30 % for the number of

species and also 67 % for the number of reactions, within tight error limits for prediction of CA50, peak pressure, and

maximum heat release.

Fig. 95.5 Error in prediction of

SOC for reduced mechanism

relative to the detailed one at all

considered cases

Fig. 95.6 Comparison of mass fraction for some selected species between the detailed n-heptane mechanism and its reduced mechanism

generated for case 2
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Nomenclature

c Concentration of species

CA Net consumption rate of species A

F Sensitivity matrixeF Non-dimensional sensitivity matrix

k Rate constant

n Total number of reactions

PA Net production rate of species A

Q (α, c) Response function

rj(c) Product of reactants concentration for reaction j

Rj Reaction rate for reaction j

t Time

v Stoichiometric coefficient

ω Reaction rate

Greek

ϕ Total equivalence ratio

Abbreviations

EGR Exhaust gas recirculation

IVC Inlet valve closing

rpm Revolutions per minute

SOC Start of combustion

SZCM Single zone combustion model
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Comparison of Natural Gas Fired and Induction
Heating Furnaces 96
Umit Unver and H. Murat Unver

Abstract

Generally, in steel processing systems, steels are heated via induction or combustion furnaces. Natural gas fired furnaces

have installation costs advantage while the induction furnaces have the advantages of less scale formation on the surface

of the workpiece as well as less environmental pollutions. The operation cost of both systems is a vital argument to be

solved. In this paper, a natural gas fired and induction heating furnaces of a forging process were studied. Thermodynamic

analysis was performed for the furnaces which heat the steel workpiece up to 1,300 �C. The energy performances of both

systems were analyzed and compared. It is concluded that, instead of a natural gas fired or an induction furnace, a hybrid

furnace may save more energy and cost.

Keywords

Induction heating � Induction furnace � Natural gas furnace � Metal heating � Heating performance

Induction Heating

Induction heaters are used to provide alternating electric current to an electric coil (the induction coil). The induction coil

becomes the electrical (heat) source that induces an electrical current into the metal part to be heated (called the workpiece).

No contact is required between the workpiece and the induction coil as the heat source, and the heat is restricted to localized

areas or surface zones immediately adjacent to the coil [1]. It provides faster and more precise heating of local areas,

consumes less energy, and is considered environmentally friendlier than other methods. Other advantages also include lower

labor cost for device operators, easy maintainability of the equipment, quality assurance, automation capability, and high

reliability. Induction heating is a complex process including electromagnetic, thermal, and metallurgic phenomena. In this

process an alternating electric current induces electromagnetic field, which in turn induces eddy currents in the workpiece.

The induced eddy currents release energy in the form of heat, which is then distributed throughout the workpiece [2].

The principle of induction heating is mainly based on two well-known physical phenomena, electromagnetic induction,

and the Joule effect [3]. The energy transfer to the object to be heated occurs by means of electromagnetic induction. It is

known that an alternating current is induced in a loop of conductive material when this loop is placed in an alternating

magnetic field. The formula is as follows:

U ¼ dφ=dt ð96:1Þ
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where U is voltage (V), φ is magnetic flux (Wb), and t is time (s). When the loop is short-circuited, the induced voltage U

will cause a current to flow that opposes its cause—the alternating magnetic field. This is the Faraday–Lenz law. If a massive

conductor (e.g., a cylinder) is placed in the alternating magnetic field instead of a short-circuited loop, eddy currents

(Foucault currents) will be induced (see Fig. 96.1).

The eddy currents heat up the conductor according to the Joule effect. When a current I [A] flows through a conductor

with resistance R [O], the power is dissipated in the conductor. In most applications of induction heating, the determination

of resistance R is not a simple matter due to the nonuniform distribution of current in the conductor.

The power requirements are related to the amount of energy required to heat a workpiece and to the induction heating

system power losses. The energy or heat content required to heat the workpiece can be calculated when the material, its

specific heat, and the effective weight of material to be heated per hour are known. Higher power densities provide the ability

to heat surfaces more rapidly. However, there may be limitations to the amount of power that an individual induction coil can

handle [1]. Power induced in the workpiece can be determined as:

P ¼ U:I ¼ R:I2 ð96:2Þ

where P is the power (kW). In literature there are several studies focused on heating of metal (Tables 96.1 and 96.2).

The electrical efficiency is defined as follows [3]:

ηe ¼
_Qw

_Qe

ð96:3Þ

where ηe is the electrical efficiency, _Qw is the required energy for heating material (kW), and _Qe is the electric energy

consumed (kW).

In Table 96.3, the efficiencies of induction systems as to frequency converters are given [3].

The data was provided from the workpiece that has widest diameter passing through the conductor. Efficiency reduces

with diameter reduction, by means of the increment of air gap between the workpiece and inductor. The operating costs are

compared in Table 96.4 [4]. It was indicated that heating a steel workpiece to 1,250 �C consumes 350 kWh/t. In the table, it

can be seen that overall operating cost of a gas fired heating furnace is the cheapest method.

In addition, installation costs of induction and gas fired furnaces were given in Table 96.5 [5]. In the calculations, annual

energy costs, scale losses, scrap losses, and labor requirements were taken into consideration. As to the results of Mortland

[5], the total annual operating costs of induction furnaces are more economical than the gas fired furnaces. As it can be seen

Fig. 96.1 Faraday’s Induction law

1010 U. Unver and H.M. Unver



Table 96.1 Power consumptions of various metals for hot forging heating [4]

Steel Aluminum Copper Brass (CuZn 70/30)

Forging temperature (�C) 1,250 500 900 750

Power induced (kWh/t) 240 136 105 90

Power consumed (kWh/t) 350–400 280–300 230–250 180–190

Frequency (Hz) 50–10,000 50–4,000 50–4,000 50–4,000

Table 96.2 Average power requirements for induction heat processing of common metals (kWh/t) [5]

Process Carbon steel Magnetic stainless steel Nonmagnetic stainless steel Brass

Hot forging 440.9 413.4 474.0 440.9

Hardening/aging 275.6 286.6 – 358.3

Annealing/normalizing 248.0 231.5 413.4 413.4

Warm forming 192.9 – 275.6 –

Stress relieving 165.3 55.1 220.5 220.5

Tempering 77.2 77.2 110.2 –

Curing of coatings 55.1 55.1 82.7 121.3

Table 96.3 Induction installations general aspects with various frequency converters

Thyristors Transistors Tubes

Efficiency 90–97 % 75–90 % 55–70 %

Frequency range 100 Hz–10 kHz Up to 500 kHz Up to 3,000 kHz

Power range Up to 10 MW Up to 500 kW Up to 1,200 kW

Table 96.4 Actual heating costs of various processes (euro/t) [4]

Induction Gas LPG

Labor 3.85 7.7 7.7

Fuel 28.02 13.27 56.04

M&O 2.98 5.95 5.95

Scale losses 2.23 11.15 11.15

Amortization costs 15.37 7.68 7.68

Total 52.45 45.75 88.52

Table 96.5 Installation costs of induction and gas fired furnaces [5]

Item Induction furnace Gas fired furnace

Installed cost $600,000 $200,000

Heating efficiency 60 % 15 %

Annual energy cost $720,000 $540,000

Scale loss 1/2 % 2 %

Scrap loss 1/4 % 1 %

Annual scrap and scale loss cost $150,000 $600,000

Labor requirement 1 operator

1/4 maintenance

2 operators

1/2 maintenance

Annual labor cost $60,000 $120,000

Total annual operating cost $930,000 $1,230,000
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from Tables 96.4 and 96.5, the results are not coherent. Thus, it must be noted that these calculated costs vary as to the place,

plant, and the operation.

The advantages of induction furnaces are aligned as follows [3–6]

Technical process

• Maintenance costs and spare parts costs are fair.

• High power density provides a compact installation and realizes a quick heating.

• Floor space requirements are less.

• Induction offers the possibility of reaching very high temperatures.

• Induction heating can be applied to specific area of workpiece.

• Induction installations are suited for automation.

• Recovers time and heat losses during feeding and receiving of workpiece.

• No need to stock fuel.

• A significant portion of the heat losses can be recuperated.

• Extreme purity is possible by working in a vacuum or in inert atmospheres.

• The precise location of heating can be determined accurately.

• The heating can be regulated precisely.

• Environment and working conditions.

• No production of flue gasses.

• Induction installations generally have good efficiency although this efficiency also depends upon the characteristics of the

material to be heated.

Stefan and Günter recommended a hybrid furnace system that includes both with natural gas fired and induction furnaces.

They advised that the material would be heated up to 700–800 �C via the gas fired furnace and to 1,200–1,300 �C via

induction furnace to avoid scale formation [7].

Natural Gas Fired Furnaces

Natural gas fired furnaces (NGF) are somewhat simpler than the induction furnaces. The process can be seen and heard in the

furnace. The elements are familiar and known. These furnaces can be assumed as larger scale of domestic furnaces.

Therefore, most of the systems which are used in NGF are conventional, e.g., loading system, walls, and gas systems.

In NGF, main energy input is the combustion of natural gas. The electric current, which is used to run the burners and air

fans, may be considered as auxiliary energy. The total energy input via natural gas combustion can be calculated as

_Qf ¼ _mf : LHV kWð Þ ð96:4Þ

where _mf is the mass flow rate of natural gas (kg/s) and LHV is the lowest heating value. Energy of flue gases may be

calculated as

_Qex ¼ _mex: Cex: Tex � Toð Þ kWð Þ ð96:5Þ

The workpiece that is loaded to furnace may be at environment temperature or any preheat temperature. The temperature

difference can be calculated as the difference between inlet and exit temperatures. Thus, the total energy transferred to the

workpiece in the furnace can be calculated from

_Qw ¼ _mw:Cw: Tw � Toð Þ kWð Þ ð96:6Þ

where _mw is the mass of workpiece loaded in 1 h (kg/h), Cw is the specific heat of workpiece in (kJ/kg �C), and Tw is the final

temperature of the workpiece (K). The radiation heat transferred from the hot surfaces simply can be calculated from

_Qr ¼ σ: ε: A: T4
s � T4

o

� �
kWð Þ ð96:7Þ
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The heat transfer via turbulent flow natural convection from the hot surfaces can be calculated from

_Qnc ¼ 1, 32 :
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ty � To

3
p �: A: Ty � To

� �
kWð Þ� ð96:8Þ

The efficiency of a NGF can be obtained via direct and indirect methods. In the indirect method, percentage of all losses

through the total energy input must be calculated. In the direct method, proportion of the heat transferred to the workpiece to

the total energy input via natural gas combustion can be calculated via the following equation:

ηΣ ¼
_Qw

_Qf

ð96:9Þ

Results and Discussion

The NGF considered in this study was installed 35 years ago, which has an old technology (Fig. 96.2). The furnace has no

exhaust system and naturally has no recuperator or regenerator. The flame was blown out from the openings of the hatches.

Thus, the thermal losses from the NFG were not based on only the radiation from the hot surfaces and exhaust gases. The

leakage losses were highly effective because of more than 1,300 �C flame leakage. That means the energy of flame with its

radiation potential is inconsumable.

In NGF systems, burners provide a stable combustion. By this means, it is easy to evaluate the volumetric or mass flow

rate of natural gas. When natural gas flow rate is read, total energy consumption can be calculated via Eq. (96.4). In this

study, lowest heating value (LHV) of natural gas was taken from IZGAZ (Official Gas Distribution Company).

The results of the calculations and design data of the system, which was handled with in this study, were given in

Table 96.6. The exhaust losses were obtained via Eq. (96.5). It was considered that all the 1,300 �C hot stack gases were lost

with their energy potential, since the NGF system has no exhaust, recuperator, or regenerator. In the system, even some of

the flame was thrown out from the openings of the furnace. In most of the applications, the opening losses obtained 5 % of

the total energy input. However, in this study it was calculated about 26 % of total energy input. The main reason of this is

not only the loss of high temperature energy potential of the exhaust gases but also the energy potential of very high

temperature flame and flames radiation potential. In this type of heating systems, the flame is wanted to be kept inside the

heating zone because of its very high temperature, which is useful for convection and radiation. It is desired to finish the

burning of natural gas inside the heating zone, but never outside. Because of this, the opening losses had a high percentage

through the total energy input.

Hot surface radiation losses were calculated via Eq. (96.7). The mean temperatures of surfaces of the NGF were achieved

via thermal camera (see Fig. 96.3). In the system, the insulations were also not optimum. At some points on the furnace, the

wall temperature was reached to 200 �C. This wall temperature is definitely not allowable temperature, because it means we

are using the wall as a resistant heater to heat environment. Comparing to opening losses, hot surface losses are not seem to

be serious. Nevertheless, the wall temperature should still be reduced to To +40 �C.

Fig. 96.2 An operating natural gas fired furnace
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Natural convection losses were calculated with Eq. (96.8) [8]. At first glance, the natural convection may not seem to be

high in proportion to other losses. However, if the dimensions of the furnace are considered, we can conclude that it has to be

reduced also. The high wall temperature causes high natural convection losses as well as radiation losses.

Finally, the efficiency of both induction and NGF systems were calculated via Eq. (96.9). The data were collected from

meters for natural gas and electric. It must be noted that the NGF system starts up 3 h before shifts. Because of this,

additional operating hours of combustion system were taken into account. However, the effect of pre-operating to attain

steady state is various. It depends on many parameters such as the difficulty of the workpiece, operating time, production

quantity, and diameter of the workpiece.

In Table 96.7, validation of the analysis results and comparison of the subject furnaces of this study were given. In the

analysis, the result obtained from the induction furnace is in good agreement with [4, 5]. Mainly efficiency agrees with the

literature. A slight difference may cause from Cos φ of the induction systems, but NGF system has a dramatic difference

between induction furnace as well as the other NGF given in literature. The most important and basic reason is that the

analyzed heating system has no exhaust. If there were, we could have a chance to measure the combustion and to recover the

waste energy. The efficiency, which is given in Table 96.7, is the mean value of calculation results. A detailed analysis

results of efficiency of NFG is given in Fig. 96.4. As it is mentioned, the efficiency of NGF depends on many parameters. If

the order can be produced in 3 h, then the efficiency differs between 2.4 and 9.5 % as to the production mass in one shift. If

the mass of the production in one shift increases, efficiency of the system also increases. Let’s consider that 500 kg will be

Table 96.6 Design data and energy analysis of NGF

Fuel consumption per unit time (Sm3/h) 49.5

Lowest heating value of natural gas (kWh/Sm3) 10.64

Energy consumption per unit time (kWh/h) 527

Combustion time to attain steady state (h) 3

Natural gas consumption until steady state (Sm3/h) 149

Total energy consumption until steady state (kW) 1,580

Energy requirement of 1 t of steel (design capacity) (kW/h) 181

Energy requirement of steel forged in unit time (actual data) (kW/h) 30

Qex exhaust losses (kW) 162

Qhs radiation losses (kW) 25

Qn natural convection losses (kW) 19

Qo opening losses (kW) 140

QT total heat losses (kW) 205

Efficiency (design data) (%) 34.44

Efficiency (actual data) (%) 5.74

182,8 °C

18,9 °C

175,0

150,0

125,0

100,0

75,0

50,0

25,0

356,2 °C

32,3 °C

350,0

300,0

250,0

200,0

150,0

100,0

50,0

Fig. 96.3 Thermal camera view of the side wall and the top of the NGF furnace
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forged, when it is forged in 3 h the efficiency of the system calculated is 2.4 %. However, when production time extends to

8 h, the efficiency of the system decreases to 1.5 %.

The efficiencies given in Fig. 96.4 are all very low. The system is old and ineffective. Because of this, a project

proposal was given to East Marmara Development Agency to develop the NGF system and it is accepted. In the scope of

the project, the system replacement of the old system with a modern NGF system was proposed. Taking into account that

the most efficiency detractive topics are exhaust losses and opening losses, the projected system will have regenerators,

economizers, and tight lids. Since the most energy destructing section of the existing NGF are lids, to avoid the opening

losses and leakage of the flame, a leak-proof lid system is designed. In the designed NGF, loading system will minimize

the load/unload losses as well as leakage. The wall insulation is considered to stabilize the wall temperature at To +40 �C,
so the radiation and natural convection losses will also decrease. With the projected NGF, efficiency is supposed to

increase up to 40 %.

It is also decided that the next project will be about hybrid system that heats the workpiece up to 900 �C by NGF and to

1,300 �C by induction furnace.

Conclusion

In this study, a thermodynamic analysis has performed for two types of furnaces of a forging facility. The data are collected

from an induction furnace and a NGF. It is seen that the efficiency of induction furnace is about 52 %, which agrees with the

literature. However, the NGF is very ineffective since the losses of the system are very high. Depending on the lot size and

Table 96.7 Validation of analysis and comparison

Induction [4] Induction [5] Induction analyzed NGF analyzed

Total consumption (kWh/t) 375 441 755 527

Energy requirement (kWh) 188 188 299 30

Losses (kW) 187 253 361 722

Efficiency (%) 50.23 42.72 52.19 5.74

Heating cost ($/t) 52.08 61.24 69.91 158.94

Fig. 96.4 Efficiency of natural

gas fired furnace considering

load-per-shift and operating hours
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operating hours, the NGF efficiency was calculated max. 9.5 % and minimum 1.4 %. It is identified that the highest energy

losses are exhaust (162 kW) and opening losses (140 kW) in order. In the current situation, heating the material with

induction furnace is clearly profitable. Finally, the inefficient NGF should be remade with current technology.

Nomenclature

A Area (m2)

Cex Specific heat of exhaust gasses (kJ/kg K)

Cw Specific heat of workpiece (kJ/kg K)

ε Emmisivity

I Current (A)

LHV Lowest heating value (kW/kg)

_mex Exhaust flow rate (kg/s)

_mf Mass flow rate (kg/s)

_mw Mass heated per unit time (kg/s)

NGF Natural gas fired furnace

ηe Electrical efficiency

ηΣ Overall efficiency

P Power (kW)
_Qe Electric energy consumed (kW)

_Qex Exhaust losses (kW)
_Qf Total energy input via combustion of natural gas (kW)
_Qnc Heat transfer due to natural convection (kW)
_Qr Radiation heat transferred from the hot surfaces (kW)
_Qw Required energy for heating workpiece (kW)

R Resistance (Ω)
σ Stefan Boltzmann constant (kW/m2K)

t Time (s)

Tex Exhaust temperature (�C)
To Atmospheric temperature (�C)
Ts Surface temperature (�C)
Tw Temperature of the workpiece (�C)
U Voltage (V)

φ Magnetic flux (Wb)
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Chemical Thermodynamics of Hydrocarbon Compositions
in Natural Gas Field, Northeast of Thailand 97
Sarunya Promkotra and Tawiwan Kangsadan

Abstract

The phase envelope of hydrocarbon species in natural gas can be predicted by using thermodynamic simulation.

Conceptual thermodynamics depends on physical and chemical characteristics in equilibrium condition. The API gravity

of condensate is expressed in a range of 55–63�. Its average density is similar to the specific gravity of 0.74. Pressures in

each gas processing process are decreased from the gas well (74.754 bar g) to the condensate tank (0.02 bar g). Mostly

methane is discovered approximately 96 mol%. Due to physical and chemical properties, this petroleum reservoir

indicates the dry gas reservoir. Chemical reactions depending on hydrocarbon compositions can be valuable for

evaluating phase equilibrium. These chemical reactions based on hydrocarbon species are fabricated by chemical species

as reactants and products. For creating them, all compositions related to the genesis of petroleum in the same environment

are combined as a reactant. They are possibly defined as phase related to Gibbs free energy. Carbon dioxide, hydrogen,

and nitrogen gas in petroleum reservoir are 10, 8, and 2 mol%, respectively. The chemical thermodynamics is simulated

by using Prode Properties, a computer software program, in which Peng–Robinson equation of state is used as the

chemical thermodynamic model. Characteristics of phase envelope consist of the critical temperature and pressure at

phase transformation between liquid and gas. Two types of conceptual schemes are varying the invariable and variable

mole fraction to evaluate the phase envelope. For their invariable mole fraction, the carbon ratio is defined at 60:20

percentages. Temperatures of natural gas from the phase envelope are inversely proportional to equilibrium constant.

High temperature at low equilibrium constant specifies the forward chemical reaction. For their variable mole fraction,

the increased carbon atoms affect to gradually intensify the temperature and pressure. Hydrocarbon types and mole

fraction of these components concern to the possibility of phase envelope at suitable phase.

Keywords

Thermodynamics � Hydrocarbon � Natural gas � Phase envelope

Introduction

Natural gas systems are generally analyzed by using hydrocarbon thermodynamics to understanding the interaction between

natural gas fluids and assorted environments. The outcomes lead to conception in engineering practice mainly in the

reservoir, pipeline, and production process. Fluid thermodynamic behavior can be assessed behaviors of any feasible fluid
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phases as a function of temperature, pressure, and hydrocarbon components. The phase envelope of hydrocarbon species in

natural gas field is essential information in order to optimize the process in the gas processing plant (GPP). By using the

chemical thermodynamic concept, the phase behavior of hydrocarbon reservoir fluids will be fabricated under a series of

two-phase equilibrium over the pressure–temperature range. This inquiry is a worthy research to comprehend the phase

equilibria of petroleum fluid.

Reservoir fluids include a wide variety of matters of chemical nature that comprise of hydrocarbons and non-

hydrocarbons. Hydrocarbon fluids in petroleum reservoir are very complex substances. Although, the complexity of

hydrocarbon fluids generates in underground reservoirs, equations of state (EOS) can express the phase-behavior

computations of these complex fluids. An equation of state is a methodical representation concerning pressure to tempera-

ture and volume. The appearance is used to reveal the vapor–liquid equilibrium (VLE) and the thermal properties of pure

materials and mixtures. Chemical thermodynamic model depends on the category of the phases in equilibrium using the

Peng–Robinson cubic equation of state for the vapor–liquid phase [1, 2]. Chemical thermodynamics of natural gas and

condensate is the useful research to understand phase behaviors of different hydrocarbon criteria [3]. Normally, heavy

hydrocarbon compositions affect the thermophysical properties of the gas, and the range is characteristically undefined.

Most EOS is important to describe the phase equilibria of natural gas, however cannot correspond the phase loops for

pressures in VLE, especially at high pressure density. The developed prediction will be utilized by the specific EOS for the

performance of gas processing facilities [4].

The complete vapor–liquid phase envelope can precisely provide critical points which indicate the maximum temperature

and pressure by an algorithm [5]. Currently improved methods for absolute computation of critical points are essentially

considered and a thermodynamic simulation suggesting a more convenient creation. Cubic EOS, for example, the

Peng–Robinson EOS, is regularly functioned by the petroleum industry for the intention of recovery and processing

operations of gases at high pressures. Alfradique and Castier [6] selected the Peng–Robinson EOS in the calculation of

dew points, bubble points, and critical points of natural gases. For this reason, the Peng–Robinson EOS is possibly to

complete this aim with widest acceptance. Thus, the goals of this research are to identify chemical compositions of natural

gas in equilibrium condition and to evaluate phase envelope of natural gas and condensate by thermodynamic simulation.

Study Area

Study area is located in the natural gas field in Udon Thani province, Thailand, where is situated a production well of the gas

field. The distance from production wells to the GPP in Khon Kaen province is approximately 62 km. Natural gas and

condensate are collected from GPP in Num Phong District, Khon Kaen province, located in the northeastern part of

Thailand. Generally, petroleum regions in Thailand are geographically divided into Northern and Central Plains, Northeast-

ern, Southern, Andaman Sea, and Gulf of Thailand [7]. Major produced reservoirs are supplied in different parts of the

country. Commercial hydrocarbon potentials were found in the Northeast and one of them can produce petroleum gas from

Permian carbonates. Exploration data reveals that Permian carbonates are considerable primary reservoirs. High-potential

expectations are situated in the surroundings of Nam Phong and Sin Phu Horm Gas Field, including Phu Khieo Prospect. Dry

gas is expected to be the petroleum resource in a profitable scale. Exploitation of the natural gas can be supported for the

power plant [8].

Methodology

Gas Processing Plant

Petroleum fluid is transported from a petroleum reservoir to the ground surface (160 bar g pressure, 60 �C temperature) and

flows to the GPP in Khon Kaen province. In the first part of GPP, petroleum fluid flows to the slug catcher (74.54 bar g

pressure, 31.67 �C temperature). Fluid in this location is separated from natural gas. For the natural gas line, gas flows to the

inlet coalescing filter and mercury absorber in order to eliminate dust and mercury, whereas water in natural gas is separated

by triethylene glycol at the glycol contactor with the pressure of 45.01 bar g and temperature of 38.99 �C. Then, gas flows to
the gas/gas exchanger and passes to the low temperature separator to decrease temperature and send to the sale gas system

(27.83 bar g pressure, 41.20 �C temperature).
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For the liquid line, liquid petroleum consists of condensate and water. Petroleum liquid flows to the high pressure flash

vessel (6.49 bar of pressure, 24.28 �C of temperature) which condensate is separated from water. Water flows to the

produced water separator and boiled at a boil-off tank, and subsequently this water is destroyed in the thermal oxidizer

(700 �C). Moreover, condensate flows to the low pressure flash vessel and evaporates. Finally, condensate runs to a

condensate tank to storage. Temperature and pressure in each location in GPP are useful for correlating to the conceptual

model for thermodynamic simulation.

Sample Collection

Condensate samples are collected two times in August and October in 2012. These samples are taking from the inlet slug

catcher, where the natural gas and other fluid mixtures (condensate and water) are separated out. Thus, petroleum-field water

must be removed first from condensate. Besides, natural gas, entirely methane is also withdrawn from this process. The

natural gas is collected at this point.

Natural Gas and Condensate Analysis

Natural gas and condensate compositions are obtained by the gas chromatography (GC), GC-2010 Plus (Shimadzu), based

on ASTM D1945. Two varieties of solvents for carrier phase are n-heptane and n-hexane, and methyl heptadecanoate

(C18H36O2) is a standard solution to define the hydrocarbon series on chromatograms. Physical properties of condensate are

examined in the chemical laboratory, such as density, specific gravity, API gravity, Reid vapor pressure (RVP), and true

vapor pressure (TVP), according to ASTM D5191. In addition, these parameters are daily measured to maintain the quality

of condensate.

Chemical Thermodynamic Simulation

The phase behavior in the reservoir is studied over the pressure–temperature range where the fluid as a single phase and

petroleum oil and gas as a two-phase equilibrium can be observed. Possibility of chemical reaction in petroleum reservoir

can create phase depending on hydrocarbon composition. This reservoir of the study area is a dry gas reservoir, abundant

with methane gas [9]. The advent of highly methane found by analytical results of the natural gas can prove this assumption.

Chemical reactions based on hydrocarbon types are fabricated by chemical species as reactants and products. The

Peng–Robinson equation of state is suitable for simulating the chemical thermodynamic model [10]. Thus, phase equilib-

rium obtains the occurrence of condensate and natural gas under chemical equilibrium at any temperature and pressure

change. The Prode Properties, a computer software program, provide the thermodynamic framework designed to afford

phase envelope in process simulation. This program is used in direct integration with Excel software program. The

calculated equilibrium points including critical points, cricondentherm, and cricondenbar are displayed in Excel page.

Thus, phase diagram and phase envelope of natural gas mixtures are obtained by the Prode Properties [11].

Prediction of hydrocarbon parameters is mainly temperature and pressure. Hydrocarbon component such as methane is

dominantly a precursor in every chemical reaction. Moreover, other gases related to the genesis within reservoir and exist in

the same environment are combined as a reactant. Results from the gas analyzer show that carbon dioxide, hydrogen gas, and

nitrogen in the reservoir are 10, 8, and 2 mol%, respectively. Chemical reactions are conducted by using petroleum

components from condensate which is collected in GPP. Two important conditions to control phase behavior consist of

pressure and temperature. General scheme for these two variables, pressure and temperature, are defined as 200 bar.g and

200 �C, respectively. Not only these conditions are concerned but geological specifications are also considerable as well.

Relationship between chemical equilibrium involved in thermodynamics indicates that they lead to the phase change. All

chemical species are representative for evaluating the possibility of phase envelope. Thus, five chemical reactions are

created totally, based on these criteria, as follows:

Condition: Pressure ¼ 200 bar.g, Temperature ¼ 200 �C.
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Variable chemical species depending on reactant, as indicated in each chemical reaction:

1. Chemical Reaction-1

4CH4 gð Þ þ 2C2H6 gð Þ þ 2CO2 gð Þ þ H2 gð Þ þ N2 gð Þ ¼ 2CH4 gð Þ þ C7H16 lð Þ þ CO2 aqð Þ þ N2 aqð Þ þ 2H2O aqð Þ
� �� ð97:1Þ

2. Chemical Reaction-2

3CH4 gð Þ þ C3H8 gð Þ þ 3CO2 gð Þ þ 4H2 gð Þ þ N2 gð Þ ¼ CH4 gð Þ þ C7H16 lð Þ þ CO2 aqð Þ þ N2 aqð Þ þ 4H2O aqð Þ
� �� ð97:2Þ

3. Chemical Reaction-3

2CH4 gð Þ þ C4H10 gð Þ þ 3CO2 gð Þ þ 4H2 gð Þ þ N2 gð Þ ¼ CH4 gð Þ þ C7H16 lð Þ þ CO2 aqð Þ þ N2 aqð Þ þ 4H2O aqð Þ
� �� ð97:3Þ

4. Chemical Reaction-4

CH4 gð Þ þ C5H12 gð Þ þ 3CO2 gð Þ þ 4H2 gð Þ þ N2 gð Þ ¼ CH4 gð Þ þ C7H16 lð Þ þ CO2 aqð Þ þ N2 aqð Þ þ 4H2O aqð Þ
� �� ð97:4Þ

5. Chemical Reaction-5

CH4 gð Þ þ C6H12 gð Þ þ 2CO2 gð Þ þ 3H2 gð Þ þ N2 gð Þ ¼ CH4 gð Þ þ C7H16 lð Þ þ CO2 aqð Þ þ N2 aqð Þ þ 2H2O aqð Þ
� �

:� ð97:5Þ

Remark: “*” ¼ Optional.

Results and Discussion

Natural Gas and Condensate

Natural gas (and other liquid) flows from the gas well to the GPP and meets the first location at the inlet slug catcher to

separate fluid mixture. Liquid (condensate and water) is isolated from natural gas before flowing to the high pressure flash

vessel. Gas chromatography is a technique to detect hydrocarbon composition of the natural gas in the gas line. Its chemical

composition in mole fraction is indicated in Table 97.1.

Some parameters of condensate, for example, density, specific gravity, API gravity, RVP, and TVP are determined in the

chemical laboratory and indicated in Table 97.2. According to the results in these two tables, the number 1 and 2 are the

sampling dates on August 18th, 2012 and October 2nd, 2012, respectively. Each location, inlet slug catcher, high pressure

flash vessel, low pressure flash vessel, produced water separator, condensate tank shows the comparison of their properties

among them. Condensate samples are also examined by the gas chromatography. Hydrocarbon compositions in mole percent

are indicated in Table 97.1. Chromatogram of condensate at the inlet slug catcher is depicted in Fig. 97.1. Information from

GPP consists of temperature and pressure, combination with physical properties and chemical properties measured in

chemical laboratory. All results are appraised to determine the chemical thermodynamic concept.

Invariable Mole Fraction

The results of the thermodynamic simulations display the relationship of pressure as a function of temperature. These

correlations depend on chemical reaction from Eq. (97.1), as indicated in Fig. 97.2. Mole fraction of hydrocarbon is defined

only 80 mol% due to the result of GC indicating sum of other gases at 20 mol%. Methane is mainly fraction of hydrocarbon

(60 mol%). According to each chemical reaction as shown in Table 97.3, another hydrocarbon gas either ethane, propane,

butane, pentane, or hexane is considered to be 20 mol%. Every hydrocarbon equals to 60 mol% of methane and 20 mol% of

other gases.

The relationship of pressure as a function of temperature displays the critical point (red triangle, as shown in Fig. 97.2)

which occurs under specific conditions, such as temperature, pressure, or composition of hydrocarbon at which no phase

boundaries exist. Dew line (dark blue line) is a saturation line appearing in gas phase, but liquid fraction line (bright blue line)
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is a saturation line taking place in liquid phase. Moreover, cricondenbar (CriP) point is the maximum pressure and

cricondentherm (CriT) is the maximum temperature at which liquid and vapor may coexist in equilibrium. Unit of pressure

is bar g, which is abbreviated from bar gauge, which actually measures the difference between the fluid pressure and the

atmospheric pressure.

Variable Mole Fraction

According to chemical reaction for thermodynamic assumption, hydrocarbon types and their concentrations (mole fraction)

are varied, as shown in Table 97.4. The outcomes from thermodynamic simulation show phase envelopes (Figs. 97.3, 97.4,

and 97.5), where a dew line (solid line) is a saturation line appearing in gas phase, but bubble line (dash line) is a saturation

line taking place in liquid phase. Each phase diagram reveals the critical point of temperature (Tc) and pressure (Pc). At this

point, there is no phase boundaries between the liquid and gaseous phases. Moreover, cricodentherm (CriT) and cricodenbar

(CriP) come from their phases. These variables can be extracted from the plot of temperature as a function of pressure.

Table 97.1 Chemical compositions of natural gas and condensate

Components (mol%) Natural gas

Condensate (1) Condensate (2)

August 18th 2012 October 2nd 2012

Methane 96.6428 – –

Ethane 0.8981 – –

Propane 0.1095 – –

i-Butane 0.0178 – –

n-Butane 0.0356 – –

i-Pentane 0.0151 – –

n-Pentane 0.0232 – –

Hexane 0.1018 – –

Heptane – 20.168 21.424

Octane – 24.259 23.745

Nonane – 18.236 19.681

Decane – 14.418 13.779

Undecane – 10.573 10.155

Dodecane – 6.147 5.772

Tridecane – 3.218 2.899

Tetradecane – 1.736 1.495

Pentadecane – 0.859 0.716

Hexadecane – 0.386 0.333

CO2 0.5021 – –

N2 1.6537 – –

Water – 0.012 0.009

Table 97.2 Physical properties of condensate

Sampling location Sampling time Density (g/cm3) API gravity Specific gravity RVP (psi) TVP (psi)

Inlet slug catcher 1 0.76 55.77 0.7556 0.91 1.51

2 0.75 55.52 0.7566 0.75 1.35

High pressure flash vessel 1 0.72 57.50 0.7487 0.99 1.60

2 0.76 58.20 0.7459 0.97 1.58

Low pressure flash vessel 1 0.75 59.83 0.7396 1.42 1.52

2 0.74 60.03 0.7362 1.68 1.95

Produced water separator 1 0.73 62.84 0.7281 3.03 3.70

2 0.73 61.28 0.7340 1.99 2.51

Condensate tank 1 0.75 57.50 0.7487 1.33 1.96

2 0.73 61.59 0.7328 1.64 2.16
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Fig. 97.1 Chromatogram of condensate (inlet slug catcher)

Parameters at Critical Point 
Pressure                  90.62 bar.g 
Temperature            -35.22oC 
Cricodentherm         -27.17oC
Cricodenbar       92.72 bar.g 
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Table 97.3 Carbon ratio and mole fraction of each chemical reaction

Chemical reaction Carbon ratio Mole fraction (%)

Eq. (97.1) C1:C2 60:20

Eq. (97.2) C1:C3 60:20

Eq. (97.3) C1:C4 60:20

Eq. (97.4) C1:C5 60:20

Eq. (97.5) C1:C6 60:20

Table 97.4 Pressure and temperature of each chemical reaction

Reaction Carbon ratio Concentration (mol%) Pc (bar g) Tc (
�C) CriP (bar g) CriT (�C)

Eq. (97.1) C1:C2 60:20 90.62 �35.23 92.72 �27.18

50:30 90.89 �20.92 95.39 �14.71

40:40 88.11 �8.460 �1.103 �4.150

30:50 83.61 2.360 �1.103 5.080

20:60 78.25 11.76 �1.103 13.27

Eq. (97.2) C1:C3 60:20 121.56 �5.340 124.18 16.91

50:30 116.98 20.15 126.20 35.21

40:40 106.48 40.17 121.95 49.57

30:50 94.49 55.60 1.013 61.41

20:60 82.76 68.70 �1.013 71.49

Eq. (97.3) C1:C4 60:20 142.01 18.20 146.20 50.61

50:30 129.44 50.70 143.93 70.92

40:40 111.91 56.00 134.24 61.41

30:50 94.99 74.40 �1.013 86.32

20:60 79.92 106.67 �1.013 109.00

Eq. (97.4) C1:C5 60:20 181.44 51.83 190.55 98.63

50:30 154.49 94.27 182.24 120.97

40:40 126.34 122.55 165.23 137.44

30:50 102.50 142.43 145.32 150.38

20:60 83.12 157.03 �1.013 160.96

Eq. (97.5) C1:C6 60:20 215.87 92.19 238.10 147.22

50:30 185.36 120.45 201.30 167.21

40:40 131.75 171.32 193.01 186.69

30:50 102.98 191.37 164.89 199.34

20:60 80.50 205.91 �1.013 209.48
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Equilibrium Constant of Chemical Reaction

The van’t Hoff equation in chemical thermodynamics relates to the change of temperature and equilibrium constant, given

the standard enthalpy change (ΔH�) for calculation. The energy associated with a chemical reaction, in terms of standard

enthalpy change or Gibbs free energy, can determine the possibility of chemical reaction under this circumstance. Gibbs free

energy (referred to ΔG�) is also the chemical potential that is minimized when a system reaches to equilibrium at constant

pressure and temperature. Its derivative with respect to the reaction complement of the system disappears at the equilibrium

state. Thus, the free energy is a suitable criterion of spontaneity for the genesis of the chemical reaction with constant

pressure and temperature. The free energy of a chemical reaction is calculated by the sum of its enthalpy (H) along with the

temperature (T) and entropy (S). Gibbs free energy, enthalpy, and equilibrium constant (Keq) of each chemical reaction are
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calculated at temperatures of 0, 15, 25, and 200 �C, as shown in Table 97.5 and corresponding to Fig. 97.6. According to

Gibbs free energy, the chemical reaction Eq. (97.1) is a non-spontaneous process because of the positive energy, which

implies the reverse reaction. This chemical reaction is not capable of proceeding in a given direction, as written. It needs to

be driven by an outside source of energy. However, others are the spontaneous reactions and relevant to the assumptions

based on conceptual chemical thermodynamics. Moreover, enthalpy of reaction indicates all negative numbers as an

exothermic reaction. Therefore, these chemical reactions do not need to add more heat to the system.

For invariable mole fraction of hydrocarbon, methane and another gas are controlled in the ratio of 60:20. Temperature

as a function of pressure presents the linear correlation, as shown in Fig. 97.7. Increasing the number of carbon atoms will

gradually intensify the temperature and pressure. Linear relationship of the critical point and CriT–CriP line is similar to

each other (Fig. 97.8). However, at high temperature and pressure, these two lines are obviously separated. Equilibrium at

critical point expresses the different phases between liquid and gas. On the other hand, for variable mole fraction of

hydrocarbon, the difference of methane affects the relationship between temperature and pressure. No linear correlation is

found all over the plot. The interval between temperature and pressure is obtained from reducing methane concentration.

Moreover, hydrocarbon gas change, from ethane to hexane, can cause different consequences. The lowest value of

pressure is �1.013 bar g which is hardly realistic. The results of these chemical thermodynamic simulations can predict

the possibility of phase equilibria. Hydrocarbon types and mole fraction of these components influence the occurrence of

phase envelope.

For equilibrium condition of thermodynamic simulation, thermodynamic calculations based on the chemical reaction are

pursued under exothermic reaction which reveal by enthalpy computation. These enthalpies relate to the equilibrium

constant at different temperatures: 0, 15, 25, and 200 �C. The higher temperature can cause the lower equilibrium constant.

This condition indicates that chemical reaction tends to be depleted. Creation of the chemical reaction depends on the

estimation of hydrocarbon type. Reactants and products define the possible of phase equilibrium in which is correlated to

Gibbs free energy.

Table 97.5 Gibbs free energy, enthalpy, and equilibrium constant of each chemical reaction

Reaction Gibbs free energy (kJ/mol) Enthalpy (kJ/mol)

Equilibrium constant (Keq)

0 �C 15 �C 25 �C 200 �C
Eq. (97.1) 32.555 �217.900 0.93073 0.92838 0.92695 0.91184

Eq. (97.2) �17.94 �310.228 1.01537 1.01033 1.00726 0.97514

Eq. (97.3) �75.99 �363.084 1.03752 1.03355 1.03113 1.00571

Eq. (97.4) �134.565 �417.015 1.0615 1.05795 1.05578 1.03297

Eq. (97.5) �193.837 �471.633 1.08577 1.08301 1.08133 1.06359

Gibbs free energy (kJ/mol)
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Phase Behavior of Dry Gas Reservoir Fluid

The thermodynamic simulation indicates that the phase diagram on the pressure–temperature construction typifies the

behavior of a dry gas reservoir. If the pressure and temperature are reduced from the original reservoir conditions to

standard stock tank conditions (condensate tank), there is no liquid recovery, and the reservoir fluid remains completely in

the gaseous phase during the process. The pressure–temperature curve for hydrocarbon reservoir can be classified in terms

of its phase envelope. The typical components of gas production from petroleum reservoirs can be explained in their

phase envelopes.
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Conclusions

The phase envelope of hydrocarbon species in natural gas field predicted by using thermodynamic simulation is studied. This

inquiry is valuable research to comprehend the phase equilibria of natural gas and condensate. Their thermodynamic

concepts are based on physical and chemical characteristics in equilibrium condition. Phase envelope can be evaluated at

suitable phase. The condensate samples are collected from the GPP, where sampling is on August 18th and October 2nd

2012.

The series of sample collection are followed based on inlet slug catcher, inlet high pressure flash vessel, outlet high

pressure flash vessel, inlet produced water separator, outlet produced water separator, low pressure flash vessel condensate

tank A and condensate tank B. Their physical properties and chemical composition of natural gas and condensate are

examined. The physical properties of condensate are analyzed on the basis of API gravity, density, RVP, TVP, pressure, and

temperature. The API gravity of condensate in each process is presented in the range of 55–63�. Pressures in each process are
decreased from inlet slug catcher to the condensate tank, where the maximum pressure is 747.54 bar g of the inlet slug

catcher. Methane is discovered approximately 96 mol% and other hydrocarbon gases 0.1–1%.

Possibility of chemical reaction depending on chemical species is assumed by equilibrium condition between natural gas

and condensate. Five variable chemical reactions are selected by mainly methane. The interest reactants are paired between

methane and another hydrocarbon combined to carbon dioxide gas, hydrogen gas, and nitrogen gas. The results from

experiment can be beneficial for evaluating an assumption to predict the phase equilibrium depending on the chemical

reaction. The Prode Properties is a computer simulation program which shows characteristics of phase equilibrium of each

component. Phase envelope of natural gas shows that temperature is inversely proportional to equilibrium constant. Low

equilibrium constant at high temperature indicates that chemical reaction tends to be moved further slowly. If the number of

carbon atoms increases from 1 to 6, the temperature and pressure will increase gradually. Hydrocarbon types and its

compositions can affect the phase envelope.
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Use of Hazelnut Oil Ethyl Ester as a Fuel in Pre-chamber
Diesel Engine 98
Murat Cetin and Ahmet Tandiroglu

Abstract

This study briefly reviews the use of hazelnut oil ethyl ester which was produced by hazelnut oil as an alternative fuel in

pre-chamber diesel engines, and compares it with pure hazelnut oil and diesel fuel. In the experiments, a naturally

aspirated, pre-chamber indirect injection, four cylinders, four-stroke diesel engine was used. During the test, power,

torque, emissions values, and fuel consumption were measured with respect to the engine speed. As a viscosity and

density of hazelnut oil ethyl ester was found to closely similar to those of diesel fuels. Test results obtained from hazelnut

oil ethyl ester were compared to hazelnut oil and standard diesel fuel test results. CO, NOx, smoke density of hazelnut

fuel, and exhaust temperatures were lower than of diesel fuel. The biodiesel NOx emissions higher than diesel fuel all

engine rpm and NOx emission was measured 15 % higher from the diesel fuel. The specific fuel consumption is

increased: at low-speed 6 %, medium speed 9 %, and high-speed 12 %. The average increase in specific fuel consumption

9.7 % is determined. As a result of this study, it is concluded that hazelnut oil biodiesel could be used as an alternative fuel

in diesel engines.

Keywords

Hazelnut oil � Hazelnut oil ethyl ester � Alternative fuel � Combustion � Diesel engine

Introduction

Diesel fuel is largely consumed by the transportation sector. Diesel engines are usually employed by heavy duty vehicles

used for transportation in the world and contribute to the prosperity of the worldwide economy. Due to increased

environmental problems and fast depletion of fossil fuel resources is demanding an urgent need to carry out research

work to find out the viable alternative fuels and sustainable energy systems. Studies on internal combustion engines have

been recently concentrated on alternative fuels. In general, they agree that plenty of oil will be used as an energy carrier.

Over the past decades, since the invention of internal combustion engines, the development of integral combustion engines

has been based on the availability of petroleum-derived fuel, which in turn has been tailored to meet the needs of current

engines. However, alternative fuels for diesel engines have become increasingly important due to the gradual depletion of

world petroleum reserves, increasing fuel prices, and the impact of environmental pollution due to increasing exhaust

emissions and several socioeconomic aspects. As the public concern about environmental pollution and energy security

increases, alternative diesel fuels, such as biodiesel, diesel, and ethanol–diesel fuel blends, are receiving more attention. The

increase in alternative fuel investigations is caused by two main factors: a rapid decrease in world petroleum reserves and
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important environmental concerns originating from exhaust emissions. Besides them, some other aspects such as increasing

fuel price, the idea of supplying the fuel demand from local sources, for reducing the import of the crude oil, and creating

new employments have promoted these investigations. A number of researchers have investigated the effect of using

different kinds of biodiesel and biodiesel blended with ethanol or methanol in diesel engines [1, 2]. The fuels produced by

transesterification of the oils are called biodiesel. The advantages of biodiesels as diesel fuel are as follows: the minimal

sulfur and aromatic hydrocarbons content, higher flash point, lubricity, cetane number, biodegradability, and not containing

any metals or crude oil residues and nontoxicity. Although biodiesel cannot entirely replace petroleum-based fuels, biofuels

and diesel fuel blends can be used on existing engines to achieve both environmental and energy benefits. Biodiesel has

properties similar to those of traditional fossil diesel fuel such that it can be substituted for diesel fuel with little or no engine

modification. Studies clearly indicate that the use of biodiesel may potentially reduce the dependence on petroleum diesel

fuel and improve air quality. Substantial reduction in particulate emissions can be obtained through the addition of biodiesel

to diesel fuel. Vegetable oils, the main source of biodiesel, have considerably higher viscosity and density compared to

diesel fuel. Despite transesterification process, which has a decreasing effect on the viscosity of vegetable oil, it is known

that biodiesel still has some higher viscosity and density when compared to diesel fuel [3, 4]. The viscosities of fuels have

important effects on fuel droplet formation, atomization, vaporization, and fuel/air mixing process, thus influencing the

exhaust emissions and performance parameters of the engine. The vegetable oil ester-based biodiesel has long been used as

fuel for diesel engines. Many studies about the use of biodiesel fuels in diesel engines have been done and some of them have

been reviewed. Studies clearly indicate that the use of biodiesel may potentially reduce the dependence on diesel fuel and

improve air quality. Substantial reduction in particulate emissions can be obtained through the addition of biodiesel to diesel

fuel. B20 (a mixture of 20 % biodiesel and 80 % diesel) has become the most popularly used biodiesel fuel blend and this

blend level has been studied in different countries. Biodiesel blended with ethanol the performance and emissions on and it

found reduction of CO and NOx emissions using 20 % blended fuel but an increase in HC emission. Compared the emissions

of biodiesel and biodiesel with emulsified and fumigated methanol and found that the disadvantage of increased NOx

emission of biodiesel. Compared to fossil diesel fuel, biodiesel has several superior combustion characteristics. Biodiesel

fuel can effectively reduce engine-out emissions of particulate matter, CO, and hydrocarbons in modern four-stroke

compression-ignition engines. The exhaust emissions of diesel engines fuelled with biodiesel or its blends with diesel fuel

have been studied by many investigators. It has been usually reported that there are reductions in CO, HC, and smoke

emissions while NOx emissions increase. It has been shown that the oxygen content in biodiesel is the main factor for

reducing pollutant emissions and increasing NOx as a result of better combustion [5–8].

Turkey’s energy demand has risen rapidly as a result of economic and social development over the past 2 decades. As in

many other countries, Turkey is dependent on fossil fuels to meet its energy requirements. Fossil fuels account for

approximately 88 % of the country’s total primary energy consumption. Turkey imports three major sources of energy,

and its dependence on imported fossil fuels is expected to increase even further. At present, Turkey’s oil production met only

10 % of demand; the remaining 90 % is being imported every year. In spite of Turkey’s heavy dependence on fossil fuels for

energy demand, the country has a large potential for development of renewable resources of every type. Biofuels can provide

an opportunity for Turkey to decrease its dependence on foreign oil, eliminate irregularities in agriculture, create new

employment opportunities, and decrease rural depopulation and sustainable energy development. In the 2020s, it is

estimated that gasoline consumption will remain at its current levels of around 2.5 million tones. However, it is likely

that diesel consumption will rise from 13.9 million tons (in 2010) to 18.3 million tons [9]. Turkey has a large area of suitable

agricultural land for the production of biofuel crops. Turkey’s biodiesel production is only around 60,000 t/year. In this

study, this main idea has been taken as the research aim and the evaluation of the direct use of hazelnut oil and hazelnut oil

biodiesel as a diesel fuel has been investigated and compared with that of diesel fuel. Hazelnut is especially important in

Turkey, because Turkey is the biggest hazelnut producer country in the world, and hazelnut oil was selected for the study

because of its wide use in Turkey. Yields of 2,200 kg/ha annually are common with good cultural practice, or 20 barrels of

petroleum equivalent per hectare-year [1]. In Turkey, studies about the use of hazelnut oil biodiesel fuels in diesel engines

have been done. The hazelnut oil methyl ester was tested in a four cylinder, turbocharged, direct injection diesel engine, and

test results compared to standard diesel fuel test results. As a test results, hazelnut oil methyl ester are very close to diesel

fuel and CO, NOx, smoke density of hazelnut oil methyl ester and exhaust temperatures were lower than of diesel fuel [10].

Biodiesel from a hazelnut soapstock/waste sunflower oil mixture was investigated the effects of the methyl ester addition in

different proportions to Diesel No. 2. The CO emissions of the blend were higher at low speed and lower at high speeds, and

higher CO2 emissions in the experimental speed range and NOx emissions slightly increased due to the higher combustion

temperature and the presence of fuel oxygen with the blend at full load were observed [11].
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Obtaining of Hazelnut Oil Ethyl Ester

The transesterification is a widely applied, convenient, and most promising method for reduction of viscosity and density of

vegetable oils. A detailed description of the transesterification process can be found in the literature. Although neighbor and

boundary to Europe a limited amount of biodiesel is produced from rapeseed oil in Turkey, cottonseed oil offers a great

potential as the source of biodiesel because cotton is the second produced seed plant after sunflower in terms of the cultivated

area [2, 11]. At the beginning of the study, the natural hazelnut oil used as a fuel and it was produced by The Union of

Hazelnut Sales Cooperative. Transesterification is an efficient method to decrease and convert high viscosity vegetable oil

into a fuel with chemical properties similar to those of diesel fuel. In the present study, base catalyzed transesterification

NaOH is used to prepare biodiesel from hazelnut oil. The production of hazelnut oil ethyl ester was made in Erzincan

University Vocational High School, Department of Engine Vehicles and Transportation Technologies, Automotive Tech-

nology Program of diesel engines laboratory by using biodiesel production system. The transesterification process of

hazelnut oil was performed using 1.25 L ethyl alcohol and 50 g sodium hydroxide as catalyst per 5 L pure refined hazelnut

oil. Biodiesel production process, purity of 99.8 % sodium hydroxide, 0.910 kg/L density of pure refined hazelnut oil, purity

99.5 %, and 99.8 % purity, 0.79 kg/L density of ethanol was used. First, hazelnut oil was heated to about 65 �C in a reactor

with a capacity of about 8 L. Ethanol and catalyst were mixed in a separate glass containers. Then, the catalyst and ethanol

mixture were to dissolve and added to the heated hazelnut oil in the reactor. The mixture was stirred for 1 h at a fixed

temperature of about 65 �C to esterification reaction. After esterification process, the glycerol layer was settled down, the

ester layer formed at the upper part of the container and the products which are divided in separate containers. A temperature

of 65 � 1 �C was maintained for 4 h, and the reaction products were allowed to settle under gravity for 6 h in a separating

funnel. After the production; washing of the biodiesel thus produced is essential for removal of the impurities, water, and the

residual catalyst, which may be harmful for combustion engines. Produced biodiesel was heated at 100 �C, for removing

water contained in the esterified hazelnut oil. The mixture was again allowed to settle under gravity for 6 h, and the lower

layer of water containing impurities was drained out. Finally, the produced hazelnut oil biodiesel was left to cool down. The

production process is presented schematically in Fig. 98.1, and the overall reaction is represented in Fig. 98.2.

Produced hazelnut oil biodiesel and hazelnut oil were analyzed at the laboratory of chemical and used fuels properties are

given as a comparison of in Table 98.1. As shown in Table 98.1, there is significant difference for specific gravity and

heating value between vegetable oils and diesel fuel. Viscosity of hazelnut oil is more than 11 times than that of diesel fuel

and hazelnut oil has about 27 % lower heating value. Viscosity of hazelnut oil biodiesel is more than 1.75 times than that of

diesel fuel and hazelnut oil biodiesel has about 14 % lower heating value. From the technological point of view, the fuel
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Fig. 98.1 The flow chart of the

biodiesel production process
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property of hazelnut oil and hazelnut oil biodiesel seems to meet the fundamental requirements of a diesel engine. Therefore,

use of hazelnut oil and hazelnut oil biodiesel as a fuel substitute for conventional diesel fuel in a diesel engine is reasonable

and prospective.

Experimental Study

The layout of the experimental setup is shown in Fig. 98.3. The experimental setup consists of a naturally aspirated IDI

diesel engine, an engine test bed, a gas analyzers, and thermocouples. The experiments were performed with a 2,403 cm3

displacement, four cylinders, four-stroke, water cooled, 21:1 compression ratio pre-chamber diesel engine of Mercedes-

Benz OM 616. The maximum torque was 138 Nm at 2,400 rpm, and the maximum engine power was 44 kW at 4,200 rpm.

For such a proposal, at the conventional diesel engine not modification of structure is unnecessary as has been confirmed. A

hydrokinetic dynamometer was coupled to the engine and the engine’s power was measured. A simple mechanism has been

attached to the engine speed by controlling the throttle position, and the engine was examined at partial and full loads. In

order to satisfy the standard conditions for each fuel at the experimental engine, it was possible to keep constant test process

operating parameters of the engine circuits, the oil and cooling water temperatures, which can influence mainly the exhaust

emission levels, thus increasing the credibility for comparing the measured values. The same procedure was repeated for

three type fuels by keeping the same engine operating conditions. The differences in the measured performance and exhaust

emission parameters from the baseline operation of the engine, when working with conventional diesel fuel, hazelnut oil and

hazelnut oil biodiesel were determined and compared. The series of tests were conducted by using three different type fuels,

with the engine working at a different speeds, and the static injection timing was kept at 24� crank angle before top dead

center. The fuel piping system allows three separate pipe lines for diesel fuel; hazelnut oil and hazelnut oil biodiesel in order

to avoid mixing between the tested fuels and the engine was run for about 20 min to stabilize at its new condition in each fuel

change. At the beginning of the study, the investigation effort was directed to study the engine performance, emission

characteristics of diesel engine using diesel fuel. In the second and third phases of the study, the investigation effort was

directed to study the engine performance, emission characteristics of diesel engine using diesel fuel and 100 % refined

hazelnut oil and hazelnut oil biodiesel. K type thermocouples and sensors are installed in the system in order to measure the

parameters: pressure and temperature of lubricant oil, fuel consumption, fuel temperature, temperature of cooling water,

pressure, speed, and temperature of intake air, exhaust gas temperature, ambient temperature, atmospheric pressure, and

humidity. A Bosch ETT008.55EUmodel and Bosch BEA370 gas analyzer were used to measure the CO, CO2 in percentages

C17H33COOCH2

C17H33COOCH2

C17H33COOCH

Triolein

+ 3C2H5OH

Ethanol

Catalyst

Glycerol

HOCH2

 HOCH + 3C17H33COOC2H5

HOCH2
C18 Ethylester

(Biodiesel)

Fig. 98.2 The transesterification

of triolein (glycerol trioleate) to

C18 ethyl esters [12]

Table 98.1 Property of hazelnut oil biodiesel, hazelnut oil, and diesel fuel

Property Hazelnut oil biodiesel Hazelnut oil Diesel oil

Density (kg/L) 0.82 0.91 0.86

Flash point (�C) 50–170 245 60

Cetane 45–50 41–43 50 min

Sulfur (%) 0.00–0.0024 0.030 0.050

Heating value (kJ/kg) 38,724 33,028 45,390

Color Light green Amber yellow –

Kinematic viscosity (mm2/s) 1.9–5.6 30.97 2.9

Water and sediments (%) 0 0 Trace

Ash (%) 0.01–0.02 0.004 0.001

Density (kg/L) 0.82 0.91 0.86

Flash point (�C) 50–170 245 60

Cetane 45–50 41–43 50 min

1032 M. Cetin and A. Tandiroglu



by volume and NOx and HC ppm by volume. Smoke was measured with Bosch 3.011 exhaust-gas measuring module for

diesel engine emissions. The initial data were taken after the stabilization of the engine during running. The results of this

study that has been performed with precombustion chamber diesel engine have indicated that hazelnut oil and hazelnut oil

biodiesel are employed as substitutes for diesel fuel.

Calculation of the Engine Performance Parameters

The experiments were performed without any modification on the engine. For each fuel testing, the volumetric flow rates of

air and fuels were measured and based on which the mass consumption rates of the fuel were calculated. The air/fuel ratio

was calculated, based on the stoichiometric air/fuel ratio and the actual air/fuel ratio. During the experimental study,

indicated performance parameters, such as the brake power (Pe), the brake specific fuel consumption (be), the brake thermal

efficiency (bte), and the brake mean effective pressure (bmep) can be determined by using the following equations

respectively, according to the engine torque (Me), the engine speed (ne), and the mass consumption rate (m
:
f) of the fuel.

The brake power, Pe (in kW)

Pe ¼ Me� ne

9549
ð98:1Þ

The brake mean effective pressure, bmep (in bar),

bmep ¼ 4πMe=VHð Þ � 10�5 ð98:2Þ

As known, VH (in m3) is the engine total (i.e., of all four cylinders) displacement volume. The brake specific fuel

consumption (be) (in g/kWh):

Bf ¼ m
:
f :ρf :10

�3:3600=Pe ð98:3Þ

be ¼ 3600

Hu:ηe
ð98:4Þ

where be is them
:
f is the mass consumption rate of the fuels in kg/s, Hu is the lower heating value of the fuels in kJ/kg and is a

constant which depends on the kind of the fuel. The primary evaluation calculated for pre-chamber diesel engine burning of

Air tank
Diesel

Hazeloil

Biodiesel

Emission

analysers

Control unit

Start

Engine
Injection

pump

Dynamometer

Cooling
tank

Fig. 98.3 The experimental apparatus
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diesel fuel, hazelnut oil, and hazelnut oil biodiesel is its thermal efficiency (ηe). The relationship between thermal efficiency

(ηe) and specific fuel consumption (be) is represented by Eqs. (98.3) and (98.4). For making easy to understand, we used the

specific fuel consumption as an estimate of the thermal efficiency and, on account of the inverse relationship between them, a

decrease in specific fuel consumption would reflect an increase in thermal efficiency. Thus, in the following tests, specific

fuel consumption will be taken as the main evaluation parameter.

Results and Discussion

The engine performance at various loads using diesel fuel, hazelnut oil, and hazelnut oil biodiesel was observed in terms of

brake power (Pe), brake specific fuel consumption (bsfc), and exhaust emissions (CO, CO2, HC, NOx, and O2). The

viscosities of biodiesel fuels have important effects on fuel droplet formation, atomization, vaporization, and fuel/air mixing

process, thus influencing the exhaust emissions and performance parameters of the engine.

Engine Performance

The results have been compared with the basic engine performance using 100 % diesel fuel at different load conditions over

the engine speed range. For three test fuels, the torque variations with engine speed were shown in Fig. 98.4a, the maximum

torque values were observed around 2,250 rpm of engine; for all test fuels similar to the torque values, the torque for diesel

fuel was higher than hazelnut oil and hazelnut oil biodiesel fuels. Figure 98.4b shows that the values of brake power

variations of the test engine for three test fuels. It is clear from Fig. 98.4b that the power of diesel fuel was found higher than

hazelnut oil and hazelnut oil biodiesel fuels. It can be observed that the engine torque and power increase with increase in

engine speed. Using 100 % hazelnut oil and hazelnut oil biodiesel, for all of engine load and speed conditions, the engine

power and torque are generally slightly lower than the corresponding values using diesel fuel. There are two reasons for

taking this result: first, the higher calorific value of diesel fuel is higher than hazelnut oil and hazelnut oil biodiesel. Second,

the viscosity of hazelnut oil and hazelnut oil biodiesel is higher than diesel fuel, and combustion has been affected and

deteriorated from the viscosity of hazelnut oil and hazelnut oil biodiesel. The maximum torque values for diesel fuel

138 Nm, for hazelnut oil 128 Nm, and for hazelnut oil biodiesel 133 Nm were measured respectively at 2,155 rpm. The

lowest torque value was obtained for hazelnut oil fuel for all speeds of engine. The maximum engine power values for diesel

fuel 43 kW, for hazelnut oil 37.4 kW, and for hazelnut oil biodiesel 41 kW were measured respectively at 4,200 rpm. The

lowest power value was obtained for hazelnut oil fuel for all speeds of engine.
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Specific Fuel Consumption

Figure 98.5 shows that the fuel consumption rates out of the three fuels, the specific fuel consumption (be) curves were

optioned for best torque all engine speeds. As shown the curves, the specific fuel consumption (be) for the three fuels

decreased slightly with the increase in medium engine speed and increase in engine torque. Hazelnut oil and hazelnut oil

biodiesel consumption increased roughly in proportion with engine speed under engine loads conditions. This is primarily

due to the fact that diesel has the highest heating value from than other two fuels, and needed the lowest fuel consumption

rate for achieving the same engine brake horsepower output as the other fuels. Hazelnut oil biodiesel consumed less than

hazelnut oil in attaining the same engine horsepower output, for that its heating value was higher than hazelnut oil.

Depending on the high engine speeds, the friction power increased according to the mechanical efficiency dropped and

the engine torque output decreased, this situation leading to an increase in the fuel consumption rate for all fuels. Results

from the tests of the engine fuelled by diesel fuel, hazelnut oil, and hazelnut oil biodiesel indicated that specific fuel

consumption of the engine fuelled by hazelnut oil is approximately 15 % higher and hazelnut oil biodiesel is approximately

10 % than that of diesel fuel. The increase of the specific fuel consumption (be) can be explained by the lower heat values of

hazelnut oil and hazelnut oil biodiesel compared with that of diesel fuel. For the lower heat values of hazelnut oil and

hazelnut oil biodiesel, more fuel has to be injected to obtain the same power output.

Exhaust Gas Emissions

Figure 98.6 shows the CO emissions for the two alternative fuels under different engine speeds. The minimum CO emissions

were obtained with hazelnut oil biodiesel and the maximum CO emissions were obtained with hazelnut oil. The diesel fuel

CO emission is between hazelnut oil biodiesel and hazelnut oil. Due to the high viscosity, the air/fuel mixing process is

affected by the difficulty in atomization of the hazelnut oil. The higher the load, the richer the fuel mixture burned, and thus,

more CO is produced. This situation is typical of behavior for a homogenous charge engine as CO emission is usually
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affected by fuel viscosity and combustion quality. The increase in the CO levels is same for the same increase of the supplied

hazelnut oil biodiesel, diesel fuel, and hazelnut oil at maximum engine rpm region. In addition, hazelnut oil biodiesel was

found to emit significantly lower CO concentrations compared to diesel fuel and hazelnut oil. The hazelnut oil and hazelnut

oil biodiesel contain 10 % oxygen on a mass base and have lower carbon content than the diesel fuel. Because of the oxygen

content in the biodiesel enhances, it thereby reduces the formation of CO emission in combustion process. Therefore, the

hazelnut oil biodiesel can be used as a clean, lower carbon alternative fuel to replace fossil fuel for diesel engines. As it is

clear from the figure that the curves of CO emissions for hazelnut oil biodiesel remain under the curve of pure diesel but

increase on use of the hazelnut oil all engine speeds.

Figure 98.7 shows that the HC emissions for all fuels are lower in partial load and decreases at medium engine speed but

tend to increase at higher engine speed and engine loads. The emissions of unburned hydrocarbons HC for hazelnut oil

biodiesel are higher than diesel fuel at all engine speeds. HC emissions in hazelnut oil and hazelnut oil biodiesel are higher

than the diesel fuel. The high viscosity of hazelnut oil and hazelnut oil biodiesel were caused to deteriorate, the combustion

tends to generate high levels of unburned hydrocarbons. Factors causing combustion deterioration (such as high latent heats

of vaporization) could be responsible for the increased HC production. Although the CO and HC emission of hazelnut oil

was higher than diesel fuel, the HC emission of hazelnut oil biodiesel was higher and the CO emission was lower than diesel

fuel. This is because of better combustion of hazelnut oil biodiesel inside the combustion chamber due to oxygen content in

biodiesel.

Figure 98.8 shows O2 concentrations for diesel fuel, hazelnut oil, and hazelnut oil biodiesel, respectively. The hazelnut oil

and hazelnut oil biodiesel O2 emissions values are show that almost the same when operating with diesel fuel. It can be seen

that oxygen concentration available for reactions decreases the engine speed, and O2 emissions are higher than diesel at all

speed range. It can be said that O2 concentration was high in the exhaust gases and similar for fuels. This high oxygen

concentration could be explained as due to the oxygen content of hazelnut oil biodiesel and hazelnut oil and excessive air in

the combustion. This is due to the lack of oxygen resulting from the operation at higher air/fuel ratios. O2 emissions and CO2

emissions are opposite situation to as shown in Figs. 98.8 and 98.9. This situation can be explained by the detailed chemical

structures of hazelnut oil, hazelnut oil ester, and combustion reactions.
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Figure 98.9 shows CO2 emissions, respectively, for all test fuels under varied engine speeds. The CO2 emission is

increased with increasing engine speed for three fuels. Diesel fuel produced the highest amount of CO2 than the hazelnut oil

and hazelnut oil biodiesel fuels for all engine speeds. The hazelnut oil, hazelnut oil biodiesel are lower CO2 emission values

indices than diesel fuel. The reason for this, the fact that hazelnut oil and hazelnut biodiesel are a low carbon fuel and have a

lower carbon/hydrogen ratio than diesel fuel. This is probably due to the fact that this hazelnut oil, hazelnut oil biodiesel has

the lowest air/fuel ratio and also the fact that CO2 emission concentration decreases with the decrease of the air/fuel ratio. In

addition, the carbon contents of diesel fuel are higher than hazelnut oil and hazelnut oil biodiesel. The burning of the

hazelnut oil and hazelnut oil biodiesel appeared to emit the lowest CO2 emission, primarily owing to its having the lowest

carbon content from diesel fuel. Generally, the amount of carbon dioxide is proportional to the amount of fuel burned, and

the CO2 emissions increase with increasing engine speed and the mass of fuel injected using the fuel. It is an indication of

efficient combustion of biodiesel due to its oxygenated nature which helps for more complete combustion.

Figure 98.10 shows the smoke values versus to engine rpm for all the used fuels. According to Fig. 98.10, the hazelnut oil

and hazelnut oil biodiesel produce less smoke than the diesel fuel at 2,000 rpm engine speeds approximately. The smokes for

hazelnut oil and hazelnut oil biodiesel are lower than that of the diesel fuel under 2,000 rpm engine speed, and lesser amount

of unburned hydrocarbons are measured in the engine exhaust gases. But in higher speed, hazelnut oil and hazelnut oil

biodiesel produced significantly higher smoke than diesel fuel. It is explained that the hazelnut oil viscosity and the hazelnut

oil biodiesel viscosity are higher than diesel fuel, and this situation causes deterioration of combustion and incomplete

combustion.

Figure 98.11 shows the NOx emissions for the all fuels under varied engine speeds and engine torques. The hazelnut oil

biodiesel and hazelnut oil were produced a higher amount of NOx, while diesel fuel produced the low amount of NOx

emissions at these engine speeds. The NOx emission values were observed to decrease with the increase in engine speed for

all fuels. The formation of NOx depends to a large extent on the flame temperature and high compression ratio. The NOx

emission decreases with the decrease in the fuel to air ratio under fuel-lean burning conditions of high engine speed. The

NOx emissions with hazelnut oil biodiesel increase approximately 12–18 % as compared to diesel fuel for all engine speed.
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The NOx emissions with hazelnut oil biodiesel are higher approximately 8–10 % as compared to hazelnut oil, and the NOx

emissions with hazelnut oil are higher approximately 10–14 % as compared to diesel fuel. This situation is probably the

relatively higher oxygen content of hazelnut oil biodiesel, which produced a higher NOx formation from pure hazelnut oil

and diesel fuel. The increase in NOx emissions may be attributed to various reasons, such as improved fuel spray

characteristics, high viscosity, and better combustion of biodiesel due to its high oxygen content and higher. Finally, it is

seen that the hazelnut oil biodiesel and hazelnut oil operations usually yield higher NOx emissions at all engine test speeds

compared to that of diesel fuel operations.

Figure 98.12 shows the exhaust gas temperatures change depending on engine rpm for different fuels. It can be seen that

hazelnut oil biodiesel and hazelnut oil exhaust gas temperatures lower than diesel fuel for all of the engine speeds. The

highest value of exhaust gas temperature was observed at 4,350 rpm with diesel fuel (555 �C) at full load, whereas the
corresponding value with the hazelnut oil biodiesel was measured at 515 �C. The increase in exhaust gas temperature using

hazelnut oil reached maximum at 465 �C. The reason for this change in the exhaust gas temperature, hazelnut oil and

hazelnut oil biodiesel are low calorific value than diesel fuel and the differences of the cetane number. It can be said that

depends on the high cetane number of biodiesel, the ignition delay shortening and as a result of the final temperature of

combustion temperature is lower than diesel fuel combustion.

Conclusions

The experiments are conducted for diesel fuel, pure hazelnut oil, and hazelnut oil biodiesel (hazelnut oil ethyl ester) for

different fuels at various loads. The following conclusions may be drawn from the present study:

– It was shown that hazelnut oil biodiesel as an alternative fuel can be used successfully to run pre-chamber diesel engine

without modifications to the engine and subsystems.
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– Specific fuel consumption with hazelnut oil biodiesel is higher than diesel fuel. This is attributed to the lower heating

value of the hazelnut oil biodiesel.

– Hazelnut oil biodiesel emissions are higher (HC, NOx, and smoke) except for CO and CO2 when compared with diesel

fuel emissions.

– The increase in NOx emissions was proportional to the amount of biodiesel. In the case of biodiesel, the increase in NOx

emission was 15 % compared to the diesel fuel, respectively.

– Hazelnut oil biodiesel physical and chemical properties are similar, and hazelnut oil biodiesel heat value close to diesel

fuel, but it is lower.

– In the specific fuel consumption increased, at low-speed 6 %, medium speed 9 %, high-speed 12 %. Specific fuel

consumption increased by an average rate of 9.7 % was determined.

– At present, hazelnut oil biodiesel is more expensive than diesel fuel. If hazelnut is not used as a food, with local

availability of the fuel it is favorable to adopt in the economic point of view.

Based on these results and the local availability of hazelnut oil biodiesel, it may be concluded that the fuel derived from

hazelnut is a potential candidate for internal combustion engines.

Nomenclature

be Specific fuel consumption, kg/kWh

bmep Brake mean effective pressure

BSU Bosch smoke unit

BSU L/m

bte Brake thermal efficiency, %
�C Degree centigrade

CO Carbon monoxide

CO2 Carbon dioxide

ηe Thermal efficiency, %

HC Hydrocarbon

Hu Lower heating value, kJ/kg

IDI Indirect diesel injection

kg Kilogram

kW Kilowatt

L Liter

Me Effective torque, Nm

m
:
f Mass flow of fuel, kg

NaOH Sodium hydroxide

ne Engine, rpm

Nm Newton meter

NOx Nitrogen oxides

O2 Oxygen

Pe Brake power, kW

PPM Parts per million

rpm Revolution per minutes

ρ Density, kg/m3

% vol. Percentages of volume
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Mathematical Model of Petroleum Dynamics in Closed Conduit 99
Sarunya Promkotra and Tawiwan Kangsadan

Abstract

Petroleum transport from a gas well to the gas production plant is relevant to the petroleum production of the natural gas

field. This migration affects movement direction on distance and chemical components under the emphasis upon the

relationship between condensate and other fluid hydrocarbons. The physical properties of condensate are analyzed on

the basis of API gravity (55.52–62.84�), density (0.73–0.76 g/cm3), specific gravity (0.7362–0.7566), Reid vapor pressure,

and true vapor pressure. The highest hydrocarbon composition is methane, 96.70 %. Hydrocarbon concentrations from the

gas processing plant are found overall C7+ (heptane, C7H16) to C16 (hexadecane, C16H34), and found most octane (C8H18).

Petroleum dynamics is evaluated in the criteria of petroleum transport in closed conduit. Mathematical model of

petroleum dynamics is defined by the diffusion coefficient of the specific chemical reactions depending on

methane–ethane and methane–propane which are 15.71 and 9.20 cm2/s, respectively. The quantities of molar fluxes

gradually increase from one location to another location when phases change from gas to liquid, and decrease to the

condensate storage tank due to the completion of liquid. The liquid phase preferably occurs because propane is slightly

heavier than ethane. Their physical properties have been less affected to molar flux in the chemical reaction of propane.

According to methane–ethane combination, molar fluxes as a function of sampling distances of methane in reactants are

higher than methane in products. Besides, the molar fluxes of other components are expressed in the systematic trend.

Introduction

Condensate is a liquid hydrocarbon phase with low density and high API gravity which usually takes place in correlation

with natural gas. Its occurrence as a liquid phase relies on temperature and pressure states in petroleum reservoir permitting

condensation of liquid from vapor. Productivity of condensate from petroleum reservoirs is complex due to the pressure

sensitivity. Condensate becomes increasingly essential due to the growing world dependence on the soaring of petroleum

products in the marketplace. The recent comprehension of gas-condensate flow behavior within reservoir rocks is inadequate

because of the limited data accessible. Besides, this fluid withdrawal from reservoir rocks to the gas well is required of

accurate relative data for petroleum dynamics in both gas-condensate reservoirs and the gas well. During condensate

production, fluid transportation from the well and the gas processing plant has to maintain pressure difference. If the

controlled pressure drops below the dew point during production, the condensate will condense from gas to liquid.

According to the operation within the gas processing plant in Num Phong District, Khon Kaen Province, the northeast of
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Thailand, mostly methane gas is discovered approximately 96 mol% [1]. Due to physical and chemical properties, this

petroleum reservoir indicates the dry gas reservoir [2]. The pressure and temperature from a petroleum reservoir to the

ground surface change from 160 bar g and 60 �C to 74.54 bar g and 31.67 �C.While petroleum fluid flows to the slug catcher,

condensate mixture in this location is separated from natural gas. For the liquid processing, liquid petroleum mixture

consists of condensate and water. This mixture flows to the high pressure flash vessel (pressure 6.49 bar, temperature

24.28 �C) which condensate is separated from water. Besides, condensate flows to the low pressure flash vessel and

evaporates. At last, it is kept in a storage tank (a condensate tank). Having a high liquid hydrocarbon yield is often utilized

for liquid petroleum reserves. Temperature and pressure in each location of the gas processing plant are effective to create

the chemical thermodynamic simulation and also its fluid dynamics [3].

Petroleum dynamics is the main study of this research. This foremost scheme is aimed to identify the petroleum flow in

the closed conduit from the gas well to the gas processing plant. To investigate petroleum migration with emphasis upon the

relationship between condensate and other fluid hydrocarbons, mathematical fluid dynamics of petroleum mixture in one

direction is evaluated to the petroleum production in the gas production plant. This study will provide more understanding in

petroleummigration from the gas well to cylindrical pipe and finally to process production plant. The distance from the wells

to the gas plant is approximately 62 km. High efficiency well for producing the natural gas can produce the natural gas about

60–140 MMscfd. Samples of natural gas and condensate from the gas field are collected from the gas processing plant at this

point. At present, petroleum dynamics depended on petroleum migration has been studied by simulation, and not by

mathematical modeling. For the simplicity, the specific location within the gas plant is selected in this modeling. Thus,

these studied results will explicit the relationship of petroleum dynamics in specific direction and areas.

Methodology

Condensate and natural gas are collected during August to October 2012 from the gas processing plant at the inlet slug

catcher, high pressure flash vessel, and condensate tank, as shown in Fig. 99.1. Collecting sample is covered during rainy

season which affects on deeply groundwater. Generally, condensate, water, and natural gas mix together by ultimate

condition. Thus, water from fluid mixture has to be removed from condensate at the outlet slug catcher, where condensate

and water are unblended. Analytical results of this water indicate remarkably fresh water, confirmed by the total dissolved

solids (TDS) with a value below 200 mg/L. Moreover, condensate sample from the inlet slug catcher (upstream) has

approximately the same composition likewise the natural hydrocarbon from the petroleum reservoir. Therefore, this state is

assumed as the representative of liquid petroleum from the petroleum well. Expectation of the geochemical relation of

Process in Gas Processing Plant
1 = Inlet slug catcher process 
1*= Inlet coalescing filter separator 
2 = Outlet slug catcher process 
3 = High pressure flash vessel 
4 = Low pressure flash vessel 

(No water in process)
5 = Produced water separator 
6 = Remaining water 
7 = Condensate Tank 
8 = Thermal oxidizer

Note
L  = Liquid petroleum or condensate
W = Water
G = Gas

= Collecting sample

L, W

L, W

L

7

WL

L

L, W

G

L

3 5

2

1

4

8

6

1*

Gas-Condensate-Water Mixture

L

Fig. 99.1 Flow chart of

gas-condensate-water processes

of the gas processing plant
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condensate and natural gas would gain: (1) physical properties of condensate and natural gas, (2) geochemical compositions

related to physical properties, and (3) conceptual stability condition corresponding to condensate and natural gas.

Condensate and Natural Gas

Physical properties of condensate are examined for density, specific gravity, API gravity, followed by ASTM D5191. Reid

vapor pressure (RVP) and true vapor pressure (TVP) are followed by the analytical methods of the vapor pressure of

petroleum products (Mini Method). These parameters are always measured daily for maintaining the quality of condensate.

Hydrocarbon compositions of both condensate and natural gas are determined by the gas chromatography (GC), GC-2010

Plus (Shimadzu), based on ASTM D1945. Its capillary column is HT-5 type with 25 m in length and a 0.10 μm film

thickness. Hydrogen gas is used as a carrier gas with the flow rate of 47 mL/min. The column over temperatures set at 170,

270, and 380 �C, with a temperature ramp of 15, 8, and 15 �C/min. Detection of the analyses is performed using the flame

ionization detector (FID). Internal standard is principally methyl haptadecanoate (C18H36O2). It will be referenced in the

calibration standard and used to calculate concentrations as a marker of analytical chromatograms.

Hydrocarbon Transport in Conduit

Fluid hydrocarbon will be withdrawn from the reservoir and migrated from the gas well to the gas processing plant.

The distance between two locations is approximately 62 km through cylindrical pipe. This pipe is lined down under the

surface around 2m, as shown in Fig. 99.2. The hydrocarbon components are assumable the same compositions as situated in the

reservoir rocks. This mathematical dynamics focuses on the migration of hydrocarbon masses in one direction. Furthermore,

the hydrocarbon transport is considered to be in the laminar flow regime, without any angle in the cylindrical pipe.

Cylindrical Coordinate System

Three-dimensional coordinate system is designed by the cylindrical coordinate system in specific point based on the position

or distance from a selected reference axis. The direction from the axis relates to the reference direction and distance from a

selected reference perpendicular to the axis. The radial distance or the distance from the axis refers to the angular position or

as the azimuth. Two-dimensional polar coordinate system (both combination of the radius and the azimuth) correspond to A

in the plane through the point, analogous to the reference plane. Longitudinal position (or axial position) is defined as the

altitude as the third coordinate, if the reference plane is considered horizontal. Cylindrical coordinates are practical in

association to purposes and occurrences that have some gyratory symmetry concerning the longitudinal axis, for example

water flow in a conduit or closed canal for circular cross-section. The following mathematical summary of cylindrical

coordinate system is derived by Kangsadan [4].

Ci t; r; θ; zð Þ ¼ Ci zð Þ ð99:1Þ

Assumption

1. At steady state, Ci is not a function of time (t).

2. No concentration distribution in radial direction; Ci is not a function of radius (r).

62 km
Gas Processing PlantGas Well

r

zCi (z)

Ci (r, θ, z)

Fig. 99.2 Schematic diagram

of cylindrical pipe where

hydrocarbon migrated from

the gas well to the gas

processing plant
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3. No concentration distribution in radial direction; Ci is not a function of angular (θ).
In which, Ci ¼ molar concentration of component i

z ¼ distance (m).

Mechanism of Mass Transport

Mass transport is the transport of the one constituent from a region of higher concentration to that of a lower concentration.

The net flow of each molecular species occurs in the direction of the negative concentration gradient. Since mass transfer or

diffusion occurs only in mixture, its evaluation must involve the examination of the effect of each component.

Molecular Mass Transfer or Diffusion

Molecular of mass transfer, sometimes called diffusion mass, can be transferred by random molecular motion in quiescent

fluids independent of any convection within system. Convection mass transfer mass can be transferred from surface into a

moving fluid as follows:

Mass or molar fluxes : Flux ¼ Mass or Molar Rate

Surface Area
ð99:2Þ

Mass or molar flux of a given species is a vector quantity denoting the amount of the particular species, in either mass or

molar units, that passes per given increment of time through a unit area normal to the vector. Flux must be defined a

reference to the following condition:

Stationary reference: coordinates are fixed in space; Naz ¼ molar flux of component A relative to a stationary.

Equationof continuity : ∇ � NA þ ∂CA

∂t
� RA ¼ 0 ð99:3Þ

in which ∇ ¼ del or gradient operator, the vector derivative of a scalar
∂CA

∂t ¼ molar concentration of component A gradient in time-direction

RA ¼ rate of component A

Generalize expression for fluxes; defined no reaction RA ¼ 0 and at steady state: ∂CA

∂t ¼ 0.

Thus,
dNAZ

dz
¼ 0

NAZ ¼ � DAB

dCA

dz
þ XA NAX þ NBXð Þ ð99:4Þ

in which XA ¼ mole fraction (mole of A divided by total mole)

DAB ¼ mass diffusivity or diffusion coefficient for component A diffusing through component B (cm2/s).

Diffusion Coefficient

The Fuller correlation is estimating the diffusion coefficient for nonpolar, binary at low pressure [5]. Empirical correlation

recommended by

DAB ¼
10�3 T1:75 1

MA
þ 1

MB

� �1
2

P
P

vð Þ13A þ P
vð Þ13B

h i2 : ð99:5Þ

1044 S. Promkotra and T. Kangsadan



in which T ¼ absolute temperature (K)

MA ¼ molecular weight of diffusing species A (g/mol)

MB ¼ molecular weight of diffusing species B (g/mol)

P ¼ pressure (atm)

ΣvA,B ¼ sum of the diffusion volume for components A and B.

Results and Discussion

These research studies are to exemplify parameters which are important for gas processing control in the gas processing

plant. Experimental results of condensate and natural gas obtain physical properties and chemical compositions which are

useful for the basic information of fabricating mathematical modeling. Mathematical fluid dynamics applies to identify

petroleum in a closed conduit related to the petroleum production. Parameters of condensate, such as temperature and

pressure are recorded in the production plant in each process. Both parameters are automatically monitored by time. Detailed

data are compared in Table 99.1. Besides, concentration of all components (in mol%) of the natural gas and condensate are

plotted all together, as illustrated in Fig. 99.3. Different temperatures and pressures depend upon various processes in the gas

processing plant. Maximum and minimum pressures are found approximately to be 70 and 0.02 bar in the inlet slug catcher

and condensate tank, respectively. Reduced pressure is subjected to control the condensate condition in liquid and to

separate the natural gas. These pressures related to the processes in the gas production plant will gradually be decreased in

Table 99.1 Measuring parameters (average) in each location

Parameters Inlet slug catcher Outlet slug catcher High pressure flash vessel Low pressure flash vessel Condensate tank

Pressure (bar) 65.55 65.55 6.95 0.265 0.02

Temperature (�C) 29.03 29.03 42.78 54.65 29.5

Density (g/cm3) 0.7550 0.7400 0.7450 0.7300 0.7400

Specific gravity 0.7561 0.7473 0.7379 0.7311 0.7414

API gravity (�) 55.65 57.85 59.93 62.06 59.36

RVP (psi) 0.83 0.98 1.55 2.51 1.42

TVP (psi) 1.43 1.59 1.735 3.105 2.05

0.01

0.1

1

10

100
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Chemical Components

C
on

ce
nt

ra
tio

n 
(m

ol
%

)

Natural Gas Inlet Slug Catcher High Pressure Flash Vessel Condensate Tank
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Condensate

Methane Gas

Fig. 99.3 Relationship of concentration (in mol%) and chemical components compared to natural gas and condensate
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each location from the inlet to condensate tank. Temperature gradients are more dominant than pressure which are

concerning by the controlling process. Both temperature and pressure play a critical role for phase change and phase

equilibria from the petroleum reservoir, gas well, and gas plant. Thus, chemical thermodynamics and petroleum dynamics

are the nutshell for conceptual correlation.

Physical properties of petroleum-field waters are determined on site during sample collection, as indicated in Table 99.2.

Water samples obtain from fluid samples which consist of condensate and also petroleum-field waters. Some parameters are

not available for measurement, such as electrical conductivity (EC) and TDS. At this present, water combined in the

hydrocarbon system is found less and not enough for further collection. The measurements of both EC and TDS indicate that

these petroleum-field waters are in the condition of fresh water. In general, water in any deep aquifers will present itself as

brackish water (or saline). However, these water samples at this time are not affected at all. This phenomenon are totally

shown distinguished results of petroleum-field water in 2009 and 2011 [6, 7].

Hydrocarbon Transport in Closed Conduit

Due to the chemical thermodynamics of fluid hydrocarbons, natural gas and condensate, the conceptual model for mass

transport is constructed by concentrations of hydrocarbon components. These fluid movements can present the migration of

hydrocarbon in closed conduit. Distance from petroleum reservoir to the gas well and transport to the processing plant is very

complex computation in mathematic scheme. Thus, this hydrocarbon transport is indicated only for the gas well to the gas

processing plant. Assumption for this transport depends on the chemical reaction in equilibrium condition and one direction

from the well to the gas plant. Prediction of parameters generates mainly from temperature and pressure. Methane is

dominantly a precursor in every chemical reaction. Moreover, other gases related to the genesis within reservoir and exist in

the same environment are combined as a reactant. The results of GC from chemical laboratory indicate carbon dioxide,

hydrogen gas, and nitrogen in which reservoir are 10, 8, and 2 mol%, respectively. Chemical equations are conducted by

using petroleum components from condensate which is collected in the gas processing plant. There are simply two chemical

reactions creating based on following criteria.

Computational Criteria

Variable chemical species depend on reactants and products, as indicated in two chemical reactions, number 1 and 2.

Diffusion coefficients are indicated in Table 99.3 for calculation of multicomponent gas mixtures and binary diffusion

coefficients (cm2/s) at STP (temperature (273 K), pressure (1 atm)).

Table 99.2 Physical properties of petroleum-field waters

Parameters

Inlet slug

catcher

Outlet slug

catcher

High pressure

flash vessel

Low pressure

flash vessel

Produced water

separator

Condensate

tank

pH 7.09 6.32 6.42 5.81 7.28 6.38

Temperature (�C) 41.10 27.90 27.65 33.50 28.95 26.30

EC (μS/cm) – 334.0 239.0 – 411.4 –

TDS (mg/L) – 149.9 105.0 – 186.7 –

Table 99.3 All compositions and criteria depending on Eqs. (99.1) and (99.2)

Symbol and components Concentration (CA) Diffusion coefficient (cm2/s) References for diffusion coefficient

H ¼ H2 CH ¼ concentration of H2 1.60 http://www.thermopedia.com/content/

C ¼ CO2 CC ¼ concentration of CO2 0.11 http://www.thermopedia.com/content/

N ¼ N2 CN ¼ concentration of N2 0.19 http://www.thermopedia.com/content/

W ¼ H2O CW ¼ concentration of H2O 0.28 http://www.thermopedia.com/content/

1 ¼ CH4 C1 ¼ concentration of CH4 0.18 http://www.thermopedia.com/content/

2 ¼ C2H6 C2 ¼ concentration of C2H6 1.52 � 10�16 Witherspoon and Saraf [8]

3 ¼ C3H8 C3 ¼ concentration of C3H8 1.21 � 10�16 Witherspoon and Saraf [8]

7 ¼ C7H16 C7 ¼ concentration of C7H16 3.67 � 10�16 Leahy-Dios et al. [9]
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ReactionNo:1 : 4CH4 gð Þ þ 2C2H6 gð Þ þ 2CO2 gð Þ þ H2 gð Þ þ N2 gð Þ
! 2CH4 gð Þ þ C7H16 lð Þ þ CO2 aqð Þ þ N2 aqð Þ þ 2H2O aqð Þ þ H2 aqð Þ ð99:6Þ

ReactionNo:2 : 3CH4 gð Þ þ C3H8 gð Þ þ 3CO2 gð Þ þ 4H2 gð Þ þ N2 gð Þ
! CH4 gð Þ þ C7H16 lð Þ þ CO2 aqð Þ þ N2 aqð Þ þ 4H2O aqð Þ ð99:7Þ

Calculation Outlines for Chemical Reaction 1

Mass (or chemical species) transports (NAz) can be calculated by Eq. (99.4). The minus sign of this diffusion equation

refers to the direction of mass from high to low concentration. The different concentrations have to be defined as the

direction, based on the Fick’s first law of diffusion. Also, diffusion coefficient (DAB) is calculated by using Eq. (99.5).

The subscript numbers refer to each hydrocarbon type and also their components indicating on the chemical reaction

(Reaction No. 1), D1�2�C�H�N�1*�7*�C*�N*�W*�H*. Substitute the diffusion coefficient (v) of each species from Table 99.3

into Eq. (99.8). Then,

D1�2�C�H�N�1��7��C��N��W��H� ¼ DAB

¼
10�3 Tð Þ1:75 1

M1
þ 1

M2
þ 1

MC
þ 1

MH
þ 1

MN
þ 1

M1�
þ 1

M7�
þ 1

MC�
þ 1

MN�
þ 1

MW� þ 1
MH�

� �1
2

P
P

vð Þ
1
3

1 þ
P

vð Þ
1
3

2 þ
P

vð Þ
1
3

C þ P
vð Þ

1
3

H þ P
vð Þ

1
3

N þ P
vð Þ

1
3

1� þ
P

vð Þ
1
3

7� þ
P

vð Þ
1
3

C� þ P
vð Þ

1
3

N� þ P
vð Þ

1
3

W� þ P
vð Þ

1
3

H�

2
4

3
5
2

¼
10�3 273 Kð Þ1:75 1

4 16ð Þ þ 1
2 30ð Þ þ 1

2 44ð Þ þ 1
2
þ 1

28
þ 1

2 16ð Þ þ 1
100

þ 1
44
þ 1

28
þ 1

2 18ð Þ þ 1
2

� �1
2

1 atmð Þ 0:18ð Þ
1
3

1 þ 1:52ð Þ
1
3

2 þ 0:11ð Þ
1
3

C þ 1:60ð Þ
1
3

H þ 0:19ð Þ
1
3

N þ 0:18ð Þ
1
3

1� þ 3:67ð Þ
1
3

7� þ 0:11ð Þ
1
3

C� þ 0:19ð Þ
1
3

N� þ 0:28ð Þ
1
3

W� þ 1:60ð Þ
1
3

H�

2
4

3
5
2

¼ 20:1420

1:2820
¼ 15:71cm2=s:

ð99:8Þ

Thus, diffusion coefficient (DAB) of this chemical reaction is 15.71 cm2/s. This value will be used for Eq. (99.4). The term

of N1Z in this equation is a molar flux of the methane reactant (CH4 (g)). Define
dN1z

dz
¼ 0, then

N1Z ¼ �DAB

dC1

dz
þ C1

CT

N2Z þ NCZ þ NHZ þ NNZ þ N�
1Z þ N�

7Z þ N�
CZ þ N�

NZ þ N�
WZ þ N�

HZ

� �
: ð99:9Þ

From the chemical reaction, the molar flux of N1Z from Eq. (99.9) is rearranged to other side in terms of reactants and

products. For example, methane is expressed as the N1Z in this reaction. The results of each term in Table 99.4 will be

replaced back in Eq. (99.9). Table 99.4 presents the relationship of the methane and other species in the chemical equation.

According to Eq. (99.9), the molar flux of methane can be completed as follows:

N1Z ¼ � 15:71ð Þ d 2; 903:991ð Þ
dz

þ 2, 903:991

3, 531:467

� 0:5 N1Z þ 0:5 N1Z þ 0:25 N1Z þ 0:25 N1Z � 0:5 N1Z � 0:25 N1Z � 0:25 N1Z � 0:25 N1Z � 0:5 N1Z � 0:25 N1Zð Þ

N1Z ¼ �15:71 cm2=s
� � 2, 903:991� 0ð Þ mol%=m3: secð Þ

62� 0ð Þ km þ 0:822ð Þ �0:5N1Zð Þ ¼ �5, 214:393 mol%=m2s
� �

:
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Then, the diffusion coefficient of the methane reactant is finally revealed as 5,214.393 mol%/m2 s. The minus sign of this

diffusion of molar flux (N1Z) refers to the direction of methane from the gas well to the gas plant. The concentration and

condition for calculating the molar flux in the inlet slug catcher are shown in Tables 99.5, 99.6, and 99.7. According to the

gas processing plant, flow rate of petroleum fluid per day is 7,000,000 scf or 1,982,179.261 m3. The diffusion coefficient of

the chemical reaction (Reaction No. 1) is 15.71 cm2/s. The distance from the gas well to the production plant is 62 km, the

distance from the inlet slug catcher to the high pressure flash vessel is 0.05 km, and the distance from the high pressure flash

vessel to the condensate tank is 0.10 km, respectively. Computational results of molar fluxes of the inlet slug catcher, high

pressure flash vessel, and condensate tank based on the chemical reaction (Reaction No. 1) are presented in Table 99.8.

Table 99.4 Defined terms for calculation of molar flux of the methane reactant (N1Z) in chemical

reaction number 1

Reactants Products (*)

N1Z ¼ 4 N2Z

2
, then N2Z ¼ 0.5 N1Z N1Z ¼ � 4 N�

1Z

2
, then N1Z

* ¼ �0.5 N1Z

N1Z ¼ 4 NCZ

2
, then NCZ ¼ 0.5 N1Z N1Z ¼ � 4 N�

7Z

1
, then N7Z

* ¼ �0.25 N1Z

N1Z ¼ 4 NHZ

1
, then NHZ ¼ 0.25 N1Z N1Z ¼ � 4 N�

CZ

1
, then NCZ

* ¼ �0.25 N1Z

N1Z ¼ 4 NNZ

1
, then NNZ ¼ 0.25 N1Z N1Z ¼ � 4 N�

NZ

1
, then NNZ

* ¼ �0.25 N1Z

– N1Z ¼ � 4 N�
WZ

2
, then NWZ

* ¼ �0.5 N1Z

N1Z ¼ � 4 N�
HZ

1
, then NHZ

* ¼ �0.25 N1Z

Table 99.5 Defined terms for calculation of molar flux

Chemical species CH4 C2H6 CO2 H2 N2 CH4 C7H16 CO2 N2 H2O H2

Sum of each

species

Reactants
Methane N1Z 0 0.5 0.5 0.3 0.3 �0.5 �0.3 �0.3 �0.3 �0.5 �0.3 �0.5

Ethane N2Z 2 0 1 0.5 0.5 �1 �0.5 �0.5 �0.5 �1 �0.5 0

Carbon dioxide NCZ 2 1 0 0.5 0.5 �1 �0.5 �0.5 �0.5 �1 �0.5 0

Hydrogen gas NHZ 4 2 2 0 1 �2 �1 �1 �1 �2 �1 1

Nitrogen gas NNZ 4 2 2 1 0 �2 �1 �1 �1 �2 �1 1

Products
Methane N1Z �2 �1 �1 �0.5 �0.5 0 0.5 0.5 0.5 1 0.5 �2

Heptane N2Z �4 �2 �2 �1 �1 2 0 1 1 2 1 �3

Carbon dioxide NCZ �4 �2 �2 �1 �1 2 1 0 1 2 1 �3

Nitrogen NHZ �4 �2 �2 �1 �1 2 1 1 0 2 1 �3

Water NWZ �2 �1 �1 �0.5 �0.5 1 0.5 0.5 0.5 0 0.5 �2

Hydrogen NHZ �4 �2 �2 �1 �1 2 1 1 1 2 0 �3

Table 99.6 Criteria for molar flux calculation (Reaction No. 1) of the inlet slug catcher

Reactants

Diffusion flux

Products

Diffusion flux

(mol%/ft3) (in 100 %) (mol%/m3) (mol%/ft3) (in 100 %) (mol%/m3)

Methane 96.72 82.236 2,904.12 Methane 96.72 76.128 2,688.432

Ethane 0.893 0.760 26.825 Heptane 20.168 15.874 560.590

Carbon dioxide 10 8.502 300.261 Carbon dioxide 0.503 0.396 13.973

Hydrogen gas 8 6.802 240.208 Nitrogen 1.659 1.305 46.103

Nitrogen gas 2 1.7 60.052 Hydrogen 8 6.297 222.368

Total 117.613 100 3,531.467 Total 127.049 100 3,531.467
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Calculation Outlines for Chemical Reaction 2

For the chemical reaction number 2, mass (or chemical species) transport can also be calculated by Eq. (99.4) and the

diffusion coefficient (DAB) is calculated by Eq. (99.5). The subscript numbers refer to each hydrocarbon type and also

their components indicating on the chemical reaction (Reaction No. 2), D1�3�C�H�N�1*�7*�C*�N*�W*. Substitute the

diffusion coefficient (v) of each species from Table 99.3 into Eq. (99.8). Then, D1�3�C�H�N�1*�7*�C*�N*� W* ¼ DXY

D1�3�C�H�N�1��7��C��N��W� ¼ DXY

¼
10�3 273 Kð Þ1:75 1

3 16ð Þ þ
1

44
þ 1

3 44ð Þ þ
1

4 2ð Þ þ
1

28
þ 1

16
þ 1

100
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þ 1

28
þ 1

4 18ð Þ

0
@

1
A

1
2

1 atmð Þ 0:18ð Þ
1
3

1 þ 1:21 x 10�16
� �13

2 þ 0:11ð Þ
1
3

C þ 1:60ð Þ
1
3
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1
3
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1
3

1� þ 3:67 x10�16
� �13
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1
3
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1
3
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1
3
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2
4

3
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2

¼ 9:20 cm2=s:

Thus, diffusion coefficient (DAB) of this chemical reaction equals to 9.20 cm2/s. This value will be used for Eq. (99.4).

The term of N1Z for this reaction is a molar flux of methane reactant (CH4 (g)). Define
dN1z

dz
¼ 0, then

Table 99.8 Results of molar flux calculation (Reaction No. 1) of the inlet slug catcher, high pressure flash vessel, and condensate tank

Chemical Reaction No. 1 Chemical species

Inlet slug catcher High pressure flash vessel Condensate tank

Molar fluxes (mol%/m2 � s)
Reactant CH4 (g) N1Z 5,214.56 6,466,050.47 3,233,025.23

Reactant C2H6 (g) N2Z 67.972 84,285.03 42,142.51

Reactant CO2 (g) NCZ 760.822 943,418.72 471,709.36

Reactant H2 (g) NHZ 653.079 809,818.38 404,909.19

Reactant N2 (g) NNZ 154.797 191,947.79 95,973.90

Total reactants 6,851.23 8,495.520.382 4,247,760.19

Product CH4 (g) N*
1Z 2,700.49 3,387,113.32 1,688,807.91

Product C7H16 (l) N*
7Z 962.227 1,295,731.22 635,374.58

Product CO2 (aq) N*
CZ 34.991 43,397.94 21,697.80

Product N2 (aq) N*
NZ 112.415 139,493.79 69,734.78

Product H2 (aq) N*
HZ 473.926 589,432.74 294,500.21

Product H2O (aq) N*
WZ – – –

Total products 4,284.05 5,455,169.01 2,710,115.27

Total of chemical reaction 2,567.18 3,040,351.38 1,537,644.92

Table 99.7 Results of molar flux calculation (Reaction No. 1) of the inlet slug catcher

Chemical species

Concentration

gradient

(mol%/m3 km)

Diffusion flux

(mol%/m2 s)

Mole

fraction (XA)

Molar flux

constant

Parameter of bulk motion contribution

Molar flux

(mole%/m2 s)Any species (Nz) Specific species (Niz)

Reactants
CH4 (g) N1Z 46.841 7,358.666 0.822 �0.5 �0.411 1.411 5,214.557

C2H6 (g) N2Z 0.433 67.972 0.008 0 0 1 67.972

CO2 (g) NCZ 4.843 760.822 0.085 0 0 1 760.822

H2 (g) NHZ 3.874 608.657 0.068 1 0.068 0.932 653.079

N2 (g) NNZ 0.969 152.164 0.017 1 0.017 0.983 154.797

Products
CH4 (g) N1Z 43.362 6,812.141 0.761 �2 �1.523 2.523 2,700.489

C7H16 (l) N2Z 9.042 1,420.464 0.159 �3 �0.476 1.476 962.227

CO2 (aq) NCZ 0.225 35.406 0.004 �3 �0.012 1.012 34.991

N2 (aq) NNZ 0.744 116.818 0.013 �3 �0.039 1.039 112.415

H2 (aq) NHZ 3.587 563.453 0.063 �3 �0.189 1.189 473.926
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N1Z ¼ �DAB

dC1

dz
þ C1

CT

N3Z þ NCZ þ NHZ þ NNZ þ N�
1Z þ N�

7Z þ N�
CZ þ N�

NZ þ N�
WZ

� �
: ð99:10Þ

From the chemical reaction (Reaction No. 2), the molar flux of N1Z from Eq. (99.10) is rearranged in terms of reactants

and products. For example, methane is expressed as the N1Z in this reaction. The diffusion coefficient of the methane reactant

is finally revealed as 5,981.509 mol%/m2 � s. Computational results of molar fluxes of the inlet slug catcher, high pressure

flash vessel, and condensate tank of this chemical reaction are presented in Table 99.9.

Petroleum Dynamics for Chemical Reaction 1

Assumption for this mathematical concept for hydrocarbon dynamics is defined for one direction from the gas well to the gas

plant. Both chemical reactions consist of dominantly methane gas and other hydrocarbons, such as ethane and i-propane, as

the reactants. The diffusion coefficient of chemical reaction (No. 1) is 15.71 cm2/s. Molar fluxes of the inlet slug catcher,

high pressure flash vessel, and condensate tank for the reactants and products are plotted as a function of the sampling

distances (Fig. 99.4). Starting from the inlet slug catcher, the quantities of all molar fluxes are gradually increasing in

the high pressure flash vessel because of phase change from gas to liquid and decreasing to the condensate tank due to the

completion of liquid phase. These effects on molar fluxes depend on chemical species under thermodynamic equilibrium and

controlling system in the gas processing plant. The relationship of molar fluxes as a function of sampling distance is

especially expressed in systematic trend for reactants (Fig. 99.4a), but complicated for products (Fig. 99.4b). Overall for the

reactants, the molar fluxes of methane are found most which relevant to concentrations defined at the beginning. The

intervals of each molar flux are obviously evident, except carbon dioxide and nitrogen gas. Obviously distinction of molar

fluxes occurs in the products at the high pressure flash vessel and condensate tank. Relationship of molar fluxes as a function

of the sampling distance presents the different phase at the high pressure flash vessel. Methane and heptanes are found in

most amounts. In contrast, the different molar fluxes in high pressure flash vessel compared to the inlet slug catcher and

condensate tank do not have systematic trends because of miscible phase between gas and liquid. According to the physical

properties of condensate in deferent locations, the API gravity, density, specific gravity, and vapor pressure are found low to

high. However, pressures in the controlling system decrease rapidly. Molar fluxes of hydrogen gas (very light gas) and

heptanes (pure liquid) thus increase in the condensate tank, as illustrated in Fig. 99.4b.

Table 99.9 Results of molar flux calculation (Reaction No. 2) of the inlet slug catcher, high pressure flash vessel, and condensate tank

Chemical Reaction No. 2 Chemical species

Inlet slug catcher High pressure flash vessel Condensate tank

Molar fluxes (mol%/m2 � s)
Reactant CH4 (g) N1Z 5,981.88 7,417,527.97 3,908,956.59

Reactant C3H8 (g) N3Z 40.733 50,509.54 26,793.23

Reactant CO2 (g) NCZ 458.811 568,926.12 335,446.69

Reactant H2 (g) NHZ 356.438 441,983.56 259,915.95

Reactant N2 (g) NNZ 93.9 116,435.82 68,797.98

Total reactants 6,931.76 8,595,383.00 4,599,910.44

Product CH4 (g) N*
1Z 841.013 1,059,932.18 527,854.69

Product C7H16 (l) N*
7Z 480.629 639,201.05 314,364.31

Product CO2 (aq) N*
CZ 21.67 26,881.99 13,439.63

Product N2 (aq) N*
NZ 68.253 84,744.22 42,358.56

Product H2O (aq) N*
WZ – – –

Total products 1,411.57 1,810,759.44 898,017.19

Total of chemical reaction 5,520.20 6,784,623.56 3,701,893.25
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Petroleum Dynamics for Chemical Reaction 2

Chemical equilibrium involved in thermodynamics of this chemical reaction indicates the spontaneous reaction. All

chemical species are representative for evaluation the possibility of phase envelope and applicable to the assumptions

depending on theoretical chemical thermodynamics. The diffusion coefficient of this reaction is 9.20 cm2/s. Relationship of

molar fluxes as a function of sampling distances of the reactants and products is entirely in the systematic trend. Volatile

matters are vanished. For the molar fluxes of reactants (Fig. 99.5a), the characteristic trend is similar to the products, as

shown in Fig. 99.5b. The difference of the chemical reactions 1 and 2 is the hydrocarbon mixture, methane, and another gas

(ethane, or propane). Propane is slightly heavier than ethane. Thus, the liquid phase prefers to occur. The physical properties

will be affected less in the chemical reaction no. 2. Gibbs free energy (ΔG), enthalpy (ΔH), and equilibrium constant (Keq) at
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temperature of 0, 15, 25, and 200 �C are calculated, as shown in Table 99.10. This chemical reaction is a spontaneous

process and relevant to the assumptions based on conceptual chemical thermodynamics.

For the chemical reaction no. 2, the relationship of methane molar fluxes between reactants and products presents the

large interval between the reactants and products than the chemical reaction no. 1 because of different hydrocarbon types.

Phase separation easily occurs in the reaction no. 2. Unconformity of relationship of methane molar fluxes between reactants

and products depending on the physical properties in the chemical reaction no. 1 causes closely molar fluxes at the high

pressure flash vessel.
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Conclusions

This fluid within the reservoir will be brought from underground to a gas processing plant. Methane gas is found most

approximately more than 96 mol%. Hydrocarbon transport is defined only from the gas well to the gas production plant.

Criteria for this transport depend only on two chemical reactions in equilibrium condition. Their physical properties and

chemical composition of natural gas and condensate are examined. Pressures in each process are decreased staring from the

inlet slug catcher to condensate tank. Petroleum-field water indicates fresh water. Hydrocarbon concentrations of condensate

are found C7+ to C16. Dynamic migration of petroleum is pursued in the closed conduit, cylindrical pipe, from the gas well to

the gas processing plant. The diffusion coefficient of chemical reaction nos. 1 and 2 are 15.71 and 9.20 cm2/s, respectively.

Distinction of molar fluxes occurs in the products of the chemical reaction no. 1. The molar fluxes of the high pressure flash

vessel are generally the highest content because of phase change from gas to liquid, and decrease to the condensate due to the

completion of liquid phase. These effects on molar fluxes depend on chemical species based on thermodynamic equilibrium

and controlling system in the gas processing plant. In general, inclusive the reactants, the molar fluxes of methane are found

most which relevant to concentrations defined at the beginning. The intervals of each molar flux are obviously evident,

except carbon dioxide and nitrogen gas. Hydrocarbon mixture in the chemical reaction nos. 1 and 2 plays a critical role for

phase changes and affected to the molar fluxes of each chemical species. Moreover, the miscible phase of methane can cause

the variation of their molar fluxes which are affected by temperature controlling during natural gas and condensate

separation.
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A Statistical Analysis of Lean Misfires in a Gasoline
Engine and the Effect of Hydrogen Addition 100
Asok K. Sen, M. Akif Ceviz, and Erdogan Guner

Abstract

A gasoline engine may misfire when operating under lean-burn conditions. This study investigates the effect of adding

hydrogen to the gasoline–air mixture on the misfire phenomenon. The effect of hydrogen addition is characterized by

performing a statistical analysis of the indicated mean effective pressure (IMEP) time series over 1,000 engine cycles.

Using the coefficient of variation (COV) of the IMEP time series, it is shown that hydrogen addition can suppress the

misfires. In addition, it is demonstrated that the IMEP time series exhibiting misfire cycles are best modeled by a non-

Gaussian probability distribution such as the generalized logistic distribution, whereas those with no or very little misfire

can be modeled by a normal (Gaussian) distribution.

Keywords

Gasoline engine � Misfire � Hydrogen addition � Indicated mean effective pressure � Statistical analysis

Introduction

It has long been recognized that the process variables such as pressure in an internal combustion engine undergo cycle-to-

cycle variations (CCV). These variations may become severe under lean-burn conditions, and for highly dilute mixtures with

exhaust gas recirculation [1–3]. A small amount of CCV (slow burns) leads to unwanted engine vibration and noise, whereas

large CCV (incomplete burns) result in increased hydrocarbon emissions. Incomplete burns are otherwise referred to as

misfires. Lean misfires may occur due to an imbalance in air–fuel ratio with too much air but too little fuel [4]. Since an

engine needs a richer mixture for a smooth idle, lean misfires may be more noticeable when the engine is idling.

An undesirable consequence of a misfire is that the unburned fuel or flammable hydrocarbons are delivered to the exhaust

manifold where they may ignite unpredictably. The purpose of this paper is to examine the lean misfire phenomenon in a

gasoline engine and study the effect of adding hydrogen to the gasoline–air mixture on the misfires.

Several researchers have investigated the effect of hydrogen addition on engine performance and exhaust emissions in

gasoline engines under lean operating conditions. In their experiments, [5] the effect of adding small amounts of hydrogen to

hydrocarbon–air mixtures is examined. They observed that hydrogen addition can lead to an increase in brake thermal

efficiency and a reduction in HC emissions. More recently, Tahtouh et al. [6] also showed that high values of indicated

engine efficiency with low values of HC, NOx, and CO emissions can be achieved by combining hydrogen addition with lean

and/or diluted conditions. Among others, D’Andrea et al. [7] performed an experimental study of a spark ignition engine
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fueled by gasoline–hydrogen blends and revealed that hydrogen addition improves the work output and decreases the burn

duration under lean conditions. Verhlest et al. [8] presented the variations in thermal efficiency of a spark ignition engine

fueled by gasoline–hydrogen blends at several engine speeds and loads. They found that hydrogen offered the possibility of a

more flexible load control strategy. At low loads, important in everyday driving, the efficiency gain from hydrogen addition

was significantly high, achieving up to 60 % increase in thermal efficiency. A similar investigation on combustion and

emissions of a hydrogen-gasoline engine was carried out by Ji et al. [9] at various loads under lean-burn conditions.

There have been numerous studies investigating the CCV in spark ignition engines [10–14]. In these studies, the CCV

were analyzed using the coefficient of variation (COV) of the time series of the indicated mean effective pressure (IMEP) or

heat release. More recent efforts have used a wavelet-based approach to analyze the CCV [15–17]. In this paper, we perform

a statistical analysis of the CCV of the IMEP time series in a gasoline engine using their COV, skewness, and kurtosis, and

investigate the effect hydrogen addition on the misfire phenomenon. In particular, we show that hydrogen addition can

suppress the misfires. In addition, we demonstrate that the IMEP time series exhibiting misfire cycles are best modeled by a

non-Gaussian probability distribution such as the three-parameter generalized logistic (GLO) distribution, whereas those

with almost no misfires can be modeled by a normal (Gaussian) distribution.

Experimental Procedure

The experiments were performed on a FORD MVH-418 spark ignition engine with electronically controlled fuel injectors.

A schematic layout of the experimental set up and the engine specifications can be found in an earlier paper [18]. The engine

was coupled to a hydraulic dynamometer. A lean combustible mixture with air–fuel ratio of 1.26 was used, and hydrogen

was added to the gasoline–air mixture in the amounts 2.14, 5.28, and 7.74 % by volume. The engine was operated at

2,000 rpm. The engine speed was measured using a 60-tooth sprocket and a magnetic pickup. The in-cylinder pressure

measurements were made with a KISTLER 6117BFD17 quartz pressure transducer connected to a charge amplifier. The

crank angle was measured by an optical shaft encoder. The optical shaft encoder was rigidly mounted on the front of

the engine and connected to the crankshaft with a flexible coupler. The in-cylinder pressure data from the charge amplifier

and crank angle data from the encoder were recorded by National Instruments Corporation’s high speed M-series, 6250

model, 1.25 MS/s DAQ Card in an Intel 4 CPU 2.00 GHz personal computer. The software package NI-DAQmx from the

National Instruments Corporation was used for data collection. The pressure data were recorded over 1,000 consecutive

engine cycles. From the pressure measurements, the IMEP values were calculated as follows. The IMEP is defined as the

average pressure in the cylinder over one engine cycle, and is given by IMEP ¼ Wc/Vd, where Vd is the engine displacement

volume, and Wc is the amount of work done per cycle: Wc ¼ ∮PdV. Here P represents the actual (i.e., measured) pressure

inside the engine cylinder.

Statistical Methodology

As mentioned in Sect. 100.1, we investigated the misfire phenomenon by performing a statistical analysis of the IMEP time

series. Consider a time series {xi}, i ¼ 1, 2, 3, . . .,N. For this time series, the various statistical parameters, namely, mean (μ),
standard deviation (σ), COV, skewness (S), and kurtosis (K) are defined by

μ ¼ 1

N

XN
i¼1

xi, σ2 ¼ 1

N

XN
i¼1

xi � μð Þ2, COV ¼ σ

μ
x100, ð100:1aÞ

S ¼

1

N

XN
i¼1

xi � μð Þ3

σ3
, K ¼

1

N

XN
i¼1

xi � μð Þ4

σ4
ð100:1bÞ

Note that the COV is usually expressed in percent form. The COV is a useful statistic for comparing the degree of

variation between two time series even when their mean values are quite different from each other. The skewness (S) is a
measure of asymmetry in the distribution of data in the time series. A distribution with zero skewness, such as a normal

distribution, is symmetric, i.e., it looks the same to the left and right of the center point or the mean value. A distribution with
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a negative skewness has a longer tail to the left indicating the presence of small values in the time series. On the other hand, a

distribution with a positive skewness has a longer right tail. The kurtosis (K) is a statistical measure that indicates whether

the data distribution is peaked or flat relative to a normal distribution. A normal distribution has a kurtosis of 3. Distributions

with high kurtosis (K > 3) tend to be peaked around the mean, decrease rapidly, and have heavy tails, whereas those with

low kurtosis (K < 3) tend to have a flat top around the mean. Note that since a normal distribution is symmetric about the

mean, the probability of seeing a normally distributed value that is far (i.e., more than a few standard deviations) from the

mean is very low. In other words, a normal distribution does not exhibit tail behavior. We will use the skewness and kurtosis

values of the IMEP time series to describe the misfires that may occur in a spark ignition engine under lean-burn conditions.

Results and Discussion

The various IMEP time series analyzed here are depicted in Fig. 100.1, and the statistical parameters of these time series are

listed in Table 100.1. Consider first Fig. 100.1a which shows the IMEP time series for the gasoline engine (with no hydrogen

added). In this figure, the misfire cycles are identified as those with low IMEP values. The histogram of this time series is

shown in Fig. 100.2a, along with the values of skewness ¼ �2.61 and kurtosis ¼ 15.8 from Table 100.1. Note that the

histogram is skewed to the left, i.e., it has a long left tail representing the low IMEP values. Since a normal or Gaussian

distribution has zero skewness and kurtosis equal to 3, clearly, the above time series cannot be adequately characterized by a

normal distribution. The negative skewness is consistent with the long left tail in the histogram, and the high value of

kurtosis indicates that the distribution of this IMEP time series is more peaked than a normal distribution. We have fitted

several three-parameter non-Gaussian distributions to this time series. The distribution with the best fit is found to be the

GLO distribution [19]. A brief description of the GLO distribution is given in Appendix. The goodness of fit of the GLO

distribution was assessed using the Kolmogorov–Smirnov statistic [20]. The GLO distribution has been used to model the
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occurrence of extreme events in many applications including analysis of bioassays [21], financial time series analysis

[22, 23], and flood frequency analysis [24, 25].

For the IMEP time series of the gasoline engine shown in Fig. 100.1a, the GLO distribution given by Eq. (100.2) in

Appendix provides the best fit with the following parameter values: μ ¼ 391.34, σ ¼ 7.045, and k ¼ �0.278. The

probability density function (pdf) of this distribution is drawn in Fig. 100.2a overlapping the histogram. For comparison,

the fitted normal distribution is also shown in this figure.

Next we consider the IMEP time series of the engine fueled by gasoline–hydrogen–air mixtures. Figure 100.1b–d depicts

the IMEP time series for the mixtures containing 2.14 %, 5.28 %, and 7.74 % hydrogen fractions, respectively. Note that in

Table 100.1 Statistical parameters of the IMEP time series for different hydrogen fractions

H2 (%) Mean SD COV Skewness Kurtosis

0.00 387.8 16.59 4.28 �2.61 15.8

2.14 378.4 8.14 2.15 �1.54 11.2

5.28 401.3 4.96 1.25 �0.26 3.56

7.74 396.9 4.84 1.22 �0.02 2.77

SD standard deviation, COV coefficient of variation
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Fig. 100.1c and d, the IMEP values are more or less symmetrically distributed about their mean. In other words, there are

very few misfire cycles present. The histograms of the three time series are shown in Fig. 100.2b–d, and their statistical

parameters are listed in Table 100.1. Consider the IMEP time series shown in Fig. 100.1b which applies to the gasoline–-

hydrogen blend containing 2.14 % hydrogen. The skewness and kurtosis of this time series are�1.54 and 11.2, respectively.

Clearly, this time series also cannot be modeled by a normal distribution. In fact, the three-parameter GLO distribution with

μ ¼ 379.23, σ ¼ 4.024, and k ¼ �0.129 is found to provide the best fit to this time series. As in Fig. 100.2a, the fitted GLO

distribution and the normal distribution are shown in this figure overlapping the histogram. The histogram of the IMEP time

series for the gasoline–hydrogen blend with 5.28 % hydrogen is presented in Fig. 100.2c. From the shape of this histogram

and the skewness and kurtosis values, it is apparent that the distribution of this time series is close to a normal distribution.

We have fitted a normal distribution and a GLO distribution to this dataset, and drawn them overlapping the histogram.

Finally, consider the gasoline–hydrogen blend with 7.74 % hydrogen. Figure 100.2d shows the histogram of the IMEP time

series for this case. Because the skewness and kurtosis values of this time series are very close to those of a normal

distribution, we have fitted a normal distribution to this time series. The fitted normal distribution is shown overlapping the

histogram in Fig. 100.2d. For comparison, the fitted GLO distribution is also shown in this figure.

It is appropriate to note from Table 100.1 that the COV is highest for the IMEP time series of the gasoline engine (with no

hydrogen added). The COV values continually decrease as the amount of hydrogen added increases, indicating that the

cyclic variations of IMEP are reduced with hydrogen addition. While the cyclic variations can, in general, be adequately

described on the basis of the COV of the IMEP time series, the misfire cycles can be more appropriately identified on the

basis of their skewness and kurtosis.

Conclusions

We have examined the lean misfire phenomenon in a gasoline engine. Using the COV of the IMEP time series, it is shown

that by adding a small amount of hydrogen to the gasoline–air mixture, the misfires can be suppressed. We have also

demonstrated that the IMEP time series associates with misfires can be modeled by a non-Gaussian probability distribution

such as the GLO distribution, whereas those with almost no misfires can be modeled by a normal distribution. The large

amount of data collected over 1,000 consecutive engine cycles enables us to clearly observe the many misfire cycles that can

occur in a spark ignition engine under lean-burn conditions.

Appendix

The Generalized Logistic Distribution

The three-parameter generalized logistic (GLO) distribution is a generalization of the two-parameter logistic distribution.

The probability density function (pdf) of the GLO distribution is given by [19]

f xð Þ ¼ 1þ k x�μ
σ

� ��1�1=k

σ 1þ 1þ k x�μ
σ

� ��1=k
h i2 k 6¼ 0, ð100:2Þ

f xð Þ ¼ exp � x�μ
σ

� �
σ 1þ exp � x�μ

σ

� �� �2 k ¼ 0: ð100:3Þ

Here the symbols μ, σ, and k represent the location parameter, scale parameter, and shape parameter, respectively. A positive

value of k corresponds to a positively skewed distribution, i.e., with a longer right tail, whereas a negative value of k

represents a negative skewed distribution with a longer left tail. When k ¼ 0, the GLO distribution becomes the logistic

distribution which is symmetric.
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Index

A

Absorption chiller (AC)

evaporation temperatures, 179

irreversibility rates, 175

mechanical vapor compression heat pump, 403

parameters and environmental conditions, 170

solar collector powers, 405

water content evaporation, 171

Absorption chiller electricity, 403, 408–409

AC. See Absorption chiller (AC)

Accelerated global warming, 99

AC loss. See Alternating-current (AC) loss
ACOEEE. See Ant colony optimization electricity energy

estimation (ACOEEE)

Activation

algerian clays (see Anionic dyes adsorption)
WAS, 944

Active magnetic regenerator refrigeration (AMRR) system

Brayton cycles, 70

cooling capacity, 75, 76

COP behavior, 76, 77

cost, unit of cooling, 77, 78

description, 69

energy analysis, 73

exergoeconomics, 74–75

exergy analysis, 73–74

exergy destruction, 77, 78

exergy efficiency, 77

heat transfer fluid, 70

heat transfer modeling (see Heat transfer modeling, AMRR system)

parameters, simulation, 75

solution procedure, 72

thermodynamic analyses, 72

T-s diagram, 70, 71

variation, bed temperature, 75, 76

Adaptive neuro-fuzzy inference system (ANFIS)

description, 543, 544

generating FIS structure, 543, 544

training FIS, 544

Adsorbent

clay minerals, 761

dosage, 737

FTIR curves, 764

infrared spectra, 764

interlayer spacing, 763

XRD patterns, 763, 764

Adsorption

adsorbent dosage, 737

Hydrogen ion, 736

isotherms, 738–739

kinetics (see Adsorption kinetics)

structure of clays, 767, 768

studies, 734

Adsorption kinetics

bentonite, 763

capacity, 762

contact time effect, 765

DD3 Kaolin, 765–766

pseudo-first-order equation, 739

UV visible, 763

ADU. See Atmospheric distillation unit (ADU)

Aerogel

application, 505

Cryogel Z type, 496, 497

description and properties, 492, 493

evaporator, 497

polycarbonate panels (PC panels), 593

procedure, experiments and test numbers, 496, 497

residential building, 492

sheet application, no frost type refrigerator, 497, 498

static type refrigerator, 496, 497

use and processing, 592–593

Agricultural biomass

ash content, 807

hemicellulose content, 808

NB Department of Agriculture, 806

and wood, 807

Air pollution

description, 751

fossil fuels, 751

human life, 751

meteorological conditions, 752

Alternating-current (AC) loss

Ampere’s Law, 448, 455

amplitudes, 451

boundary condition, 449

Critical State Model, 449

current density distribution, 448

discrete rotational symmetry, 449

distribution, equi-potential contours, 450–451

filaments, 454

HTS, 447–448, 453

magnetic flux density, 448

non-zero components, 449

scaling parameter, electric field, 449

solid-core and shell-type wires, 449, 450

transmission losses, cylindrical cables, 449, 450

Alternative fuels

CO emissions, 1035

diesel engines, 1029

environmental pollution and energy security, 1029

hazelnut oil biodiesel, 1038
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AMRR system. See Active magnetic regenerator refrigeration

(AMRR) system

AMT. See Audio-Magnetotelluric (AMT)

Anaeorbic digestion, 4–6, 8

Analytical model, 391, 816, 861, 887

ANFIS. See Adaptive neuro-fuzzy inference system (ANFIS)

Anionic dyes adsorption

adsorbent catalyst, 762

adsorption kinetics (see Adsorption kinetics)

characterisation, 762

clay structure, 767, 768

dyes solutions, 763

materials, 762

textile and tannery effluents, 761

Anodic catalyst. See Pt-Ru/CNT nanocatalyst

ANSYS-FLUENT software, 643–644

Ant colony optimization electricity energy estimation

(ACOEEE), 561

ARIMA modeling. See Autoregressive integrated moving

average (ARIMA) modeling

Artificial neural networks (ANN) model, 563

Aspen Plus

aspen process economic analyzer, 901

cold storage, 574

design, 124

integrated system, 34

mass and energy, 122

pilot plant, 122

simulation package, 131

simulation software, 900

thermodynamic database, 124

Asphaltene fractionation

absorption spectra, 957

asphaltene extraction and purification, 952

asphaltene fraction, 957

cell assembling, 953, 955

counter electrode preparation, 953

fraction cell parameters, 957

materials, 952

photoelectrode preparation, 953

photovoltaic solar cell, 951

RTV silicone rubber mask layer, photoelectrodes, 955–956

TiO2 Blocking Layer, 955

UV–O3 treatment, 956–957

Atmospheric distillation unit (ADU), 220, 222, 223

ATR-HTS-LTS reactors

composition profile, 921, 924

dynamic simulation, 921, 922

efficiency calculations, 921, 923

HTS product stream, 921, 924

integrated simulation study, 921, 923

LTS exit stream, 923, 925

power variation, 925, 926

temperature profile, 923, 925

Audio-Magnetotelluric (AMT)

A1 profile, 852, 853

B1 profile, 852, 855

B2 profile, 852, 854

electromagnetic methods, 849

geology and tectonics map, 850, 851

geothermal drilling operations, 852, 853

geothermal energy, 849, 855–856

location map, 850, 852

MT method, 850

rocks, 850

thermal-mineral waters, 854

Automotive heat pump (AHP) system

CO2, 314

cold weather conditions, 313

components, 321

compressor speed, operation period, 317, 318

coolant based, 317

disadvantages, 314

energy and exergy analysis, 314

exergy destructions

compressor speed, 318, 320

at 850 rpm and 5 Nm, 318, 319

at 1,550 rpm and 60 Nm, 318, 320

experimental setup, 314–316

heating capacity, 317, 318

heating performance, 319

investigations, 314

performance parameters, 314

R134a and R12, 314

steady-state heating capacities, 320

thermodynamic analysis, 316–317

Autoregressive integrated moving average (ARIMA) modeling, 563

B

BAA. See Building azimuth angle (BAA)

Balcova–Narlidere Geothermal Field (BNGF)

analysis, 335

dryer, 332

energy analysis

drying chamber, 337

fan, 335–336

heat exchanger, 336

exergy analysis

drying chamber, 338

fan, 338

heat exchanger, 338

geothermal dryer in Yenikale Heat Centre, 333

geothermal fluid, 332

heating system, 333

materials and methods, 334–335

BEMS. See Building energy management systems (BEMS)

Binary geothermal power plant

analysis, 23–24

description, 23

energy analysis, 26

energy and exergy loss, 26, 27

exergetic investigation, subsystems, 26

isopentane, 25

ORC, 24

parametric study, 27–29

process flow chart, 25

reference values, exergy efficiency, 27

thermodynamic properties, fluids, 25, 26

upper cycle pressure, 25

Bio-char

adsorbent dosage, 737

adsorption (see Adsorption)
analytical techniques, 734

carbon-enriched and porous material, 734

characterization, materials, 735, 736

cobalt concentration effect, 737–738

conventional methods, 734

heavy metal ions, 733

materials and preparation, 734

pH effect, 736, 737

time and solution temperature, 738
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Bioconjugate

colonies, living cells, 474

E. coli, 472
fluorescence emission, 474

H2O2, 473

paraquat, 473, 474

Biodiesel

advantages, 1030

B20, 1030

definition, 1030

emissions, 1030

vs. fossil diesel fuel, 1030
hazelnut soapstock/waste sunflower oil mixture, 1030

vegetable oils, 1030

Biohydrogen production, sewage sludge

acidic/basic pretreatment, 948–949

anaerobic digestion, 945

anaerobic fermentation, 945

anaerobic metabolism, 945

dark fermentation, 944

fossil fuel-based environmental impacts, 944

literature data comparison, 946, 947

microwave pretreatment, 949

proteins, 946

renewable energy sources, 944

thermal pretreatment, 947–948

ultrasonication pretreatment, 946–947

WAS, 944

Biomass

gasification and SOFC combined (see Steam biomass

gasification and SOFC)

gasification-based tri-generation system (see Hybrid steam

biomass gasification-based tri-generation system)

hydrogen production system, 899–910

waste, 6

Biomass-based hydrogen production systems

economic analysis, 900–903

energy conversion systems, 900

gasification, oil palm shell, 900

hydrogen production plant, 903–905

lowest hydrogen production cost, 910

maximum energy and exergy efficiency, 910

plant capacity, 906, 908

SMR, 900

thermodynamic comparisons, 909–910

TOCs, 906, 909

BNGF. See Balcova–Narlidere Geothermal Field (BNGF)

Body temperature

clothing insulation, 427

and skin wettedness, 429

thermal comfort, 426

Borehole thermal energy storage (BTES)

conductivity rate, 395

cylindrical source model, 392–393

daily soil temperatures, Oshawa, 394–395

description, 386

Eskilson’s model, 393

filling material, grouts, 388–390

finite line source, 392, 396

G-function, 393

ground temperature, 386–387

grout with shank spacing, 394

GSHPs, 397

Kelvin line source model, 391–392, 396

outcomes, 395

renewable energy technologies, 385

temperature distribution, 395–396

thermal resistance

inside borehole, 388

outside borehole, 391, 397

and TRT, 393–394, 397

variations, 386

water, 391

Bosch BEA370 gas, 1032

Bosch ETT008.55EU model, 1032

Brayton cycle. See also Irreversible Brayton cycle

air/exhaust gas, 6

bottoming cycle, 230

Brayton cycles, 6, 70, 230, 294

BTES. See Borehole thermal energy storage (BTES)

Building azimuth angle (BAA)

total daily solar radiation, 889

type 2 building, 891, 892

type 1 building, winter and summer,

891, 892

Building energy management systems (BEMS),

459, 460

Building skin. See Double-skin facade systems

Buoyancy effect

cooling, 604

local skin friction, 604

Newtonian flow, 579

thermal and mass diffusion, 578, 609

vertical slender hollow cylinder, 596, 600, 604

wall conduction, 596

C

CAES. See Compressed air energy storage (CAES)

Capital recovery factor (CRF), 58, 59, 75,

209, 380

Carbon nanotube (CNT)

electrode condensate, 986

Pt-Ru nanocatalyst (see Pt-Ru/CNT nanocatalyst)

Cement sector

description, 356

energy and mass balances, 349

energy efficiency, 350–351

exergy analysis, 349

general steady-state and steady-flow process, 350

outcomes, 352

production process, 351–352

raw mill (see Raw mill in cement factory)

Ceramic foams, 493

CFD. See Computational fluid dynamics (CFD)

CFD modelling

ANSYS-CFX, 845

fuel properties, 994

mathematical and combustion model, 993

and mesh structure, 992

NOX formation, 993–994

steady-state numerical calculations, 593

thermal comfort and energy efficiency, 444

Characterization

adsorbents, 763–765

current-voltage, 183

exergoeconomics, 56

FT-IR, 735

ground thermal, 386–387

infrared spectra, 735

SEM images, tomato waste, 735, 736

tomato waste and bio-char, 735
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Chemical thermodynamics, hydrocarbon

description, 1018

EOS, 1018

equilibrium constant, 1024–1026

fluid thermodynamic, 1017–1018

GPP, 1018–1019

hydrocarbon component, 1019

inlet slug catcher, 1019

invariable mole fraction, 1020–1023

natural gas (see Natural gas)
Peng–Robinson cubic equation, 1018

phase behavior of dry gas reservoir fluid, 1026

pressure and temperature, 1019–1020

Prode Properties, 1019

reservoir fluids, 1018

vapor-liquid phase envelope, 1018

variable mole fraction, 1021, 1023–1024

Closed cycle, gas turbine

description, 251

enthalpy-entropy diagram, 252, 253

helium, 251–252

intercooler, 253

thermodynamic assessment, 252

Coal

air pollution, 553

combustion process (see Plasma-fuel system (PFS))

gasification energy, 909

gasification process simulation, 861

heating, 352

mass content, 861, 862

plasma ignition, 961

Coefficient of performance (COP)

absorption system, 410

calculation, 714

combined refrigeration system, 201

cooling machine, 717

energetic performances, 719

energy output, 197

and exergetic efficiency, 720

fluid mass flow rate, 76

gas composition, 200

power compressor, 318

subcooling and superheating temperatures, 719

vapor compression, 202

various evaporator temperatures, 175

Coefficient of variation (COV)

IMEP time series (see Indicated mean effective pressure (IMEP))

statistical parameters, 1056

CO2 emission

environmental awareness, 715

fossil fuel power plant, 718

Cogeneration

categories, 228

commercial cogeneration plant, 228

conventional electrical and thermal systems, 228

descriptions, 229

electric rates, 228

global energy markets, 228

heat and electricity, 228

practical usage, 229

size and type, 229

thermal electricity generation systems, 228

Cold chain, 641, 642

Cold storage project

in China, 569

costs, 569

energy-saving and emission reduction, China, 570

LNG cold energy utilization technology, 569–570

Xingtan (see Xingtan LNG satellite station)

Colored Petri nets (CPN)

description, 463, 464

and HASCE, 460

inhabitants agent, 465, 466

light comfort agent, 465, 466

switching energy agent, 464–466

thermal comfort agent, 465–467

Combined compression-absorption refrigeration system

conventional thermodynamic analysis, 193

COP, 197

exergy output, 197–198

exhaust gas composition, 200

exhaust gas inlet temperature, 201, 202

flue gases, 193

gas composition and exhaust gas inlet temperature, 200, 201

HRSG, 194

irreversibility analysis, 198–200

liquid pressure, 195

parameters, 203

pinch point temperature effects, 201, 202

system test parameters, 200, 201

thermodynamic analysis, 196–197

total energy input, 197

vapor compression system, 202, 203

waste heat, 194, 195

Combined heat and power (CHP)

cogeneration plant, 170

electrical energy and heat, 914

gas micro-turbine, 34

gas turbines, 230

stationary power generation, 182

technical and financial issues, 913

Combustion

biogas, 6

characteristics, 1030

Cinar ICE code, 962

CO emissions, 1030

deterioration, 1036, 1037

3D numerical simulation, 963

ecological characteristics, 974

eddy-dissipation combustion model, 996

exergy destruction rates, 155

fast diffusion combustion, 964

fuel viscosity and combustion quality, 1036

hydrogen–methane-mixtured fuels, 992

internal combustion engines, 1029

and mathematical model, 992

matiant-cycle power plant, 147, 148

natural gas-fired furnaces, 991

physical mechanism, 963

plasma chemical preparation, 972

plasma thermochemical preprocess, 977

propane–hydrogen diffusion flames, 992

Rankine cycle, 207

temperature, 1038

temperature and pressure difference, 152

temperature distributions, 996–997

temperature field, 969, 970

Compound parabolic concentrator (CPC)

description, 83

energy balance equation and description, 85

half acceptance angle, 87

parameters, 83
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Compressed air energy storage (CAES)

computer-aided methods, 478

design, 478, 479

Compressor and turbine mapping

accuracy, complexity and processing time, 542

ANFIS (see Adaptive neuro-fuzzy inference system (ANFIS))

Artificial Neural Network, 542

Beta Line Method, 542

centrifugal flow, 543

compressor 1and 2-corrected mass flow, 545–548

corrected mass flow and isentropic efficiency, 545–549

gas turbines, 542, 543

grid partition and sub clustering method, 545

hybrid learning algorithm, 545

isentropic efficiency error, 546–549

map scaling techniques, digitizing process, 542

MATLAB/Simulink, 545

membership function view, PR, 545, 546

performance characteristics, 543

Simulink model view, 545

transfer energy, 543

Computational fluid dynamics (CFD)

n-heptane, 1002
panel radiator, 617–623

radiant heating and cooling systems, 444

steel panel radiator, 590, 592, 593

Computational singular perturbation (CSP), 1002

Condensate

API gravity, 1027

ASTM D1945, 1019

chemical compositions, 1020, 1021

chromatogram, 1020, 1022

description, 1041

gas chromatography (GC), 1019

gas-condensate-water process, 1042

liquid petroleum, 1019

low pressure flash vessel, 1027

low pressure flash vessel and evaporates, 1019

molar fluxes, 1050

and natural gas, 1042, 1043

parameters, 1020, 1045

petroleum migration, 1042

phase envelope, 1027

physical properties, 1019–1021, 1027, 1050

samples, 1019

and water, 1042

Conjugate heat transfer, 595–596, 600, 601

Cooling

air condition, 724–726

annual energy saving, 444

cryogenic refrigerator, 92

electricity demand, 6

emission analyses, 726–727

energy consumption, 715

exergoeconomic model, 70

exergy efficiency, 306

general thermal comfort, 442, 443

humid/warm air, 422

mezzanine, 442

minimum heat flux requirements, 443, 444

Newton’s law, 822

room air temperatures, 513

solar thermal component, 4

streamline distribution, 442, 443

temperature distribution, 442, 443

tri-generation plant, 170

turbine, 554

water evaporation, 508

COP. See Coefficient of performance (COP)

Copper–chlorine (Cu–Cl) based integrated systems

energy and exergy efficiency, 115–117

energy balance, 115

exergy, definition, 115

exergy destruction, 115

percentage contributions, system I and II outputs, 116, 117

variation, energy and exergy efficiencies, 118

Copper–chlorine (Cu–Cl) cycle

Aspen Plus, 124

conceptual flow chart, 122, 123

dryer, 128, 129

electrical energy requirement, 126

electrochemical reaction, 122, 123

electrolysis reactor, 127, 128

endothermic chemical reaction, 123

endothermic reactions, 127

energy balance, 125, 126

energy efficiency, 126

flowsheet simulations, 125

global climate and humanity, 121

heaters, coolers and heat exchangers, 125

heat exchangers, 129, 130

H2 production, 128, 129

hydrogen production, 122

hydrolysis reactor, 127

liquid and solid copper monochloride, 124

oxy-decomposition reactor, 127, 128

recycling ratio, 130

simulation model, 122

temperature profiles, 130

thermochemical water, 121

thermodynamic data, 124

Co(II) removal

onto BC, 736

removal efficiency, 739–740

water, 734

Corn drying

air velocities, 689

Arrhenius type relationship, 692–693

calculations, 693

condition, 689

CTD and FBD, 690, 691

effective diffusion coefficients, 691–693

empirical and semi-empirical models, 689–690

fluidization effects, 690, 691

fluidized and non-fluidized, 690

GAB model, 688, 689

homogeneous mixing motions, 693

industrial, 687

moisture content and ratios, 689, 690, 692

preservation, 687

process, 689

rates, 689, 693

structure, FED, 688–689

sun-exposed, 687

temperatures, 689

thin layer characteristics, 687–688

weight, 689

CPC. See Compound parabolic concentrator (CPC)

CRF. See Capital recovery factor (CRF)

Crude oil distillation systems

ADU, 220

ambient temperature, 223
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Crude oil distillation systems (cont.)
baseline values, 223

energy efficiency equation, 222

exergy and energy efficiency, 223, 224

exergy destruction, 225

exergy efficiency equation, 222

exhaust gases, 222

heat transfer rate, 221

parameters, 220, 222

refining process, 220

temperature profile, 220, 221

thermodynamic method, 219

VDU, 220

CSP. See Computational singular perturbation (CSP)

Cycle-to-cycle variations (CCV)

and COV, 1056

IMEP time series, 1056

internal combustion engine, 1055

spark ignition engines, 1056

wavelet-based approach, 1056

Cylindrical coordinate system, 1043–1044

Cylindrical wire, 447, 450

Cytotoxicity, 473, 475

D

“DD3” and “AT” clays

acid-activated clays, 762

adsorption kinetics (see Adsorption kinetics)

characterisation, adsorbents, 763–765

chemical analysis, 762

degree of purity, 762

H2SO4, 762

XRD patterns, 762

Degree-day method, 554–555

Dependence

Angstrom equation, 528

exergy and energy efficiencies, 94

solar radiation, 528

sunshine duration, 532

temperature, 41

thermodynamic analysis, 178

Desalination

description, 279

freshwater in Turkey, 280

heating processes, 134

hydropower technology, 285

industrial, 279

MED/MSF and RO desalination plants, 291

process, 138

renewable energy sources, 282

reverse osmosis, 281

RO technology, 280

seawater, 138, 141

space cooling and heating, 139

thermal, 280

Design Expert software, 934

Diesel engines

description, 1029

emission characteristics, 1032

ethanol/methanol, 1030

exhaust emissions, 1030

IDI, 1032

pre-chamber, 1033–1034

vegetable oil ester-based biodiesel, 1030

Diffusion coefficient, 1044–1045

Direct borohydride fuel cells (DBFC)

Analysis of variance (ANOVA), 930, 931

borohydride crossover, 928

and CCD, 928

cell temperature and catalyst, 931, 932

Design Expert software, 934

empirical models, 931

experimental design, 928–929

factors and levels, input factors, 930

fuel cell performance tests, 929

hydrogen evolution suppression, 928

mass transfer limitations, 932

materials and chemicals, 928

negative effect, catalyst loading, 932

optimization, 933–934

oxidation, sodium borohydride, 927

portable and mobile applications, 927

run number vs. power density, 930
Directed relation graph (DRG), 1002

Directed relation graph with error propagation (DRGEP)

algorithm error tolerances, 1004

direct interaction coefficient, 1002–1003

reduction process, 1004

Direct expansion system (DX)

refrigeration systems, 715

subcooling and superheating, 716

supermarkets, 715

thermodynamics and environmental parameters, 716

Direct sodium borohydride. See Direct borohydride fuel cells (DBFC)
DISC. See Discomfort (DISC)

Discomfort (DISC)

vs. ambient temperature, 429, 430

relative humidity, 429

and TSENS, 425

Double-skin facade systems

box window facades, 534, 536, 537

cavity/air corridor, 534, 540

corridor facades, 535–537

energy-efficient, 534

exterior and interior glazing, 534

multistorey facades, 536, 538

shaft box facades, 535, 536, 538

ventilation modes, 534, 535

DRG. See Directed relation graph (DRG)

DRGEP. See Directed relation graph with error propagation

(DRGEP)

Drying

corn (see Corn drying)

fish (see Fish drying)

food, 681

SDP (see Solar drying process (SDP))

Dye-sensitized solar cells (DSSCs)

conventional pn junction-based solar cells, 952

manufacturing process, 953, 954

ozone treatment, 955, 956

types, dyes, 952

Dynamic model, 186, 560, 914, 915

E

EB. See Existing building (EB)

EBE. See Energy balance equation (EBE)

EC. See Energy consumption (EC)

E. coli
bioconjugates, 472

cellular damage, 473

1066 Index



paraquat and H2O2, 472

preparation, 472

Ecological coefficient of performance (ECOP)

algebraic relation, 744

definition, 742

enthalpy ratio, 745

entropy generation, 746

irreversible dual cycle, 742

Ecological performance criterion

finite-time Carnot heat engines, 741

irreversible Brayton cycle (see Irreversible Brayton cycle)

Economic assessment

design information, 901

drying and gasification, 901

feed handling, 901

fixed operating costs, 902

gas cleanup capital costs, 901

TIC, 900, 901

total indirect cost, 900, 901

variable operating costs, 902, 903

EES. See Engineering equation solver (EES)

Efficiency

adiabatic, 252, 256, 257

exergy, 252

heat collection, 774

polytropic, 254, 255, 257

pressure ratio at different turbine inlet temperatures, 264

reflection and transmission coefficients, 775

solar pond (see Solar pond)
thermal, 261

Electricity and methanol

EBE, 149

EnBE, 149

energy and exergy efficiency, 155–156

ExBE, 149

fossil fuels, 145

matiant-cycle power plant, 147, 151–153

MBE, 149

methanol synthesis unit, 147–148, 153–154

power plant, 155

SSSF, 146

water electrolysis unit, 146–147, 150–151

wind energy, 154

world’s energy consumption, 145

zero emission integrated system, 146

Electricity demand projections, Turkey

ACOEEE algorithm, 564

ARIMA and ANN models, 563–564

capital stock, 565

determination, 560

economic indicators, 564

energy consumption, 559–560, 567

and GDP growth, 560, 561, 564

governmental institutions, 562

GPRM approach, 563

greenhouse gases, 560

gross national product, 560, 564

late 1990s, 562

literature review, 560, 565, 566

MAED, 563

modeling techniques, 560

official energy planning until 1984, 562

outcomes, 565, 566

performance, GAED models, 562

regression analysis, 562

before 1970s, 562

security, energy, 560

STSM, 564

SVR methodology, 564

system development, 561

TEIAS, 563, 565

Electricity unit cost (EUC), 182, 189, 190

Electrolyser

HTSE process, 160

ORC integrated systems (see Solar-driven ORC integrated systems)

PEM, 16, 17, 81, 82, 184

PEME, 85

water, 181, 182, 184

Emission

CFD analyses, 997

cooling systems, 726–727

exhaust gas, 1035–1038

hydrogen and hydrogen–hydrocarbon composite fuel, 992

EnBE. See Entropy balance equation (EnBE)

Energy

AMRR system, 73

analysis, model solar pond, 785–786

balance equations, 37–39, 85

binary geothermal power plant, 24–26, 28, 30

combustion chamber, 229

Cu–Cl cycle, 103–104

efficiency, definition, 26

gas turbine, 542

heliostat system, 103

helium gas turbine energy, 254

high-pressure hydrogen production, 18

HPS, 17, 18

humanity’s crucial problems, 227

isobutane cycle, 104

LH cycle, 104–105

modified Claude process, 95

NREL, 903

organic wastes, 944

PEM electrolyzer, 20

perlite

consumption, 324

efficiency studies, 323

and exergy efficiencies, 329

solar drying (see Solar drying process (SDP))

solar radiation, 885

storage (see Hybrid solar-wind-biomass system)

storage systems, 783

thermal, 784

turbo machines, 543

Energy analysis

raw mill in cement factory, 353–354

scroll compressor (see Scroll compressor)

Energy Balance Equation (EBE), 149

Energy conservation

plasma source, 987

steady-state process, 295

thermodynamics, 38

Energy consumption (EC)

crisper temperatures, 500

freezer, 497

static type, 502–504

Energy efficiency

BEMS, 459

crude oil distillation system, 223

energy and exergy efficiency, 247

energy consumption and losses, 440

hybrid system, 51

Index 1067



Energy efficiency (cont.)
isentropic efficiencies, 371

local controller-agents, 461

PEM electrolyzer, 381

temperature distribution, 785

thermal comfort, 436

water electrolyser, 184

wind turbine, 379

Energy saving

advantages, 536

disadvantages, 539

double-skin facade systems (see Double-skin facade systems)

‘energy efficient’ and ‘sustainability’, 533

environmental factors, 518

fluidized bed drying, 687

GSHP systems, 398

heating and cooling, 305, 444

occupied zone, 436

radiant heating and cooling, 444

radiant systems, 436

solar, 886

WHC system, 306

Energy simulation (ES) program, 618

Energy storage system

air mass changes, 480, 484

air tank capacity, 478

CAES, 478

capacity, 792

characteristics, 477–478

compressed air technology, 477

ESS, 792

heat storage systems, 519

hydraulic pump, 479

hydro-power technologies, 477

isothermal conditions, 485

MATLAB/Simulink program, 478

pressure changes, tank and pistons, 480, 484

renewable energy, 477, 518

in reservoir, 796

solar energy systems, 783

tank pressure, 478, 480, 483, 485

Engineering equation solver (EES)

parabolic trough solar, 816

software, 174

system simulation, 34

thermodynamic model, 6

tri-generation plant, 174

water, hydrogen and oxygen, 164

Engine performance parameters

air/fuel ratio, 1033

brake mean effective pressure, 1033

brake power, 1033

brake specific fuel consumption, 1033

engine power parameters vs. engine speed for fuels, 1034

fuel testing, 1033

thermal efficiency and specific fuel consumption, 1034

variation of engine torque, 1034

Entropy balance equation (EnBE), 149

Entropy generation rate

design parameters, 745

ECOPmax conditions, 747

heat engine, 745

and power output, 748

Environmental effect evaluation

air pollution, 751

clean and polluted settlements, 752

domestic lignite, 751–752

fuels burned, 756–758

pollutants source, 751

topography, air quality, 752–756

Equilibrium constant, chemical thermodynamics

critical point and CriT-CriP, 1025, 1026

exothermic reaction, 1025, 1026

Gibbs free energy and enthalpy, 1024–1025

pressure, temperature function, 1025, 1026

van’t Hoff equation, 1024

Erzincan Ergan Mountain Ski Center

annual mean power density, 830

annual mean wind speed variations, 836, 837

annual variation, Weibull wind speed frequencies, 836

Betz limit, 834

East Anatolian region, 831, 832

monthly mean wind speed, 835

monthly variation, wind power density, 836

monthly Weibull parameters and characteristic

speeds, 835

power density vector map, 836, 838

Rayleigh distribution, 833

scale parameter, 831

standard air density, 833

WAsP, 834–835

Weibull distribution, 831

Weibull parameters,831

wind characteristics and wind power, 829

wind climate, 836, 838

wind energy potential, 830, 831

wind speed and velocity, 832

wind turbine, 834

ES program. See Energy simulation (ES) program

EUC. See Electricity unit cost (EUC)

Evaporative cooling, 508

Evapo-reflective roof, 513–515

ExBE. See Exergy balance equation (ExBE)

Exergetic efficiency

distributions at highest temperature, 273, 274

distributions at lowest temperature, 273, 274

LCZ,275, 276

NCZ, 275, 276

UCZ, 275, 276

Exergetic sustainability index, 708, 710, 711

Exergoeconomic analysis, 404

Exergoeconomics

AMRR system, 74–75

annualised costs, system components, 59

available energy, 56

capital recovery factor (CRF), 58, 59

combined heat and power (CHP) system, 52

cost balance equations, 56–58

description, 56

economic analysis-related data, 59, 60

energetic cost rate, 60

present worth factor (PWF), 58, 59

SPECO approach, 56

Exergy

and COP, 728

definition, 115

helium gas turbine energy, 254–255

HFCs (see Hydroflourocarbons (HFCs))
HPS, 16–20

hybrid solar-wind-biomass system

(see Hybrid solar-wind-biomass system)

thermal energy transfer, 115
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Exergy analysis

absorption system, 408, 410

chiller performance, 408–409

cooling and heating, excessive, 713–714

in cooling systems, 717–718

COP calculation, 714

cost, 408

destruction, system components, 412

distribution, COP, 719

DX, 715–716

economic analysis and optimization, 413

economic development, 713

EES software, 407–408

efficiencies, 408–410

energy consumptions, 714

and energy efficiencies, 408, 409

exergy, 714

first and second law coefficients, absorption system, 408, 410, 411

generator and evaporator thermal heat, 408, 409

HRSG (see Heat recovery steam generator (HRSG))

market cooling examination, 719

mass flow changes, 720

net present cost, on and off grid connection, 408

overall system exergy efficiency vs. total cost, 412, 413
raw mill in cement factory, 354–355

refrigerants, subcooling and superheating temperatures, 719–720

solar pond

description, 269

LCZ, 272–273

NCZ, 271–272

temperature difference, 269

thermodynamics, 269

UCZ, 270–271

zones, 269, 270

subcooling, refrigerants, 716–717

superheating, refrigerants, 717

supermarket systems, 714

TEWI (see Total equivalent warming impact (TEWI))

Exergy balance equation (ExBE), 149

Exergy destruction

adiabatic compressor, 317

AHP system, 314, 318, 319, 321

AMRR system, 77, 78

combined compression-absorption refrigeration cycle, 203

components, 319

compressor speed, 318, 320

crude oil distillation system, 225

Cu–Cl based integrated systems, 115

entropy generation, 114

evaporator, 317

geothermal power plant, 24, 25, 28

heat exchangers, 162, 165

heat transfer, 317

HRSG, 345–347

hybrid PV–fuel cell–battery system, 187

intercooler, 257, 259

JT8D turbofan engine, 301

LCZ, 272

methanol synthesis unit, 154

NCZ, 272

ratio, 708

at 850 rpm and 5 Nm, 318, 319

at 1,550 rpm and 60 Nm, 318, 320

SOFC, 61

solar thermal subsystem, 4–5

steam biomass gasification and SOFC, 43–44

system component, 39

UCZ, 270

water electrolysis unit, 150, 151

wind and anaerobic digestion subsystem, 5–6

Exergy efficiency

chemical exergy, 328

destruction, 329

fuel cell stack temperature on net output power, 238, 239

gas turbine inlet temperature on net output power, 238

heat energy, 328

net output power with compressor pressure ratio, 237

pre-calcination in cement production, 324

steam flow mass rate variations, 239

steam generation mass flow rate, 237

thermodynamics analysis, 329

Exergy ratios, solar pond

advantages, 277

construction, 267

density distribution, 273

exergetic efficiency (see Exergetic efficiency)
exergy analysis (see Exergy analysis, solar pond)

experimental apparatus and procedure, 268–269

experimental density variations, 273

LCZ, 268

minimum and maximum, 275, 277

NCZ, 268

performance analysis, 277

significant differences, 273

solar radiation heats, 268

sun, 267

temperature distributions, 273–274

theoretical and experimental investigations, 268

thermal energy, 267

UCZ, 268

zone temperatures, 273

Existing building (EB)

seismic performance, 881

solar, wind hybrid system (see Solar, wind hybrid system)

TEC, 878, 879

Turkish seismic code, 878, 879

water storage tank, 880

F

FBD. See Fluidized bed dryer (FBD)

FEM. See Finite-element method (FEM)

Ferromagnetic deflector

AC transport loss, periodic element, 455–456

application, 454

azimuthal symmetry, 454, 455

current amplitude, 457

description, 456

equi-potential lines, magnetic vector potential, 456–457

FEM, 455

geometry, two-layer HTS cable, 454–455

HTS, 453–454

YBCO, 455

Finite-element method (FEM)

COMSOL MultiPhysics® package, 448

discrete rotational symmetry, 449

ferromagnetic deflectors, 456

Finite time thermodynamics (FTT) Method

performance bounds, 741

reversible thermodynamic, 741

Fish drying

control, 681

design, 682

greenhouse-type agricultural dryers, 682
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Fish drying (cont.)
Indian minor carp, 682

moisture content, 683–684

process, 681

rainbow trout sample, 686

salted and unsalted, 682

settings, 682, 683

solar tunnel dryer, 681–682

tilapia, 682

uncertainties, measuring instruments, 682–683

variations, 684–686

Flame ionization detector (FID), 1043

Fluidized bed dryer (FBD), 688–691

Fluorescence

cytotoxic effects, 473

paraquat, 474

Food drying, 681

Food transportation, 642

Forestry biomass

and agriculture (see Agricultural biomass)

DTG peak, 807–808

spruce and pine, 807

Fossil fuels

description, 1030

hazelnut oil, 1030

Turkey’s biodiesel production, 1030

Turkey’s energy demand, 1030

Fourier transform infrared (FTIR)

decomposition, 808, 809

spectrometer, 806

TG-FTIR experiment, 806

torrefaction 200ºC, 809–810

torrefaction 230ºC, 810

torrefaction 260ºC, 810

torrefaction 290ºC, 811

FTIR. See Fourier transform infrared (FTIR)

FTT Method. See Finite time thermodynamics (FTT) Method

Fuel

biomass gasification-derived hydrogen, 33

char carbon gasification, 988

energy conversion systems, 33

fossil combustion, 3

hydrocarbon, 987

indexes of the solid fuels plasma gasification, 980, 981

nitrogen, 979

oil flow rate, 983

plasma torches, 977

plasmochemical hydrogenation, 981

solid fuels chemical analysis, 980, 981

solid gasification, 980

thermal equilibrium, 987

Fuel cell

description, 40

optimization, operation condition (see Direct borohydride
fuel cells (DBFC))

ORC integrated systems (see Solar-driven ORC integrated systems)

planar geometry, 42

power generation, 87

SOFC (see Solid oxide fuel cell (SOFC))

Fuel cell-based micro-combined heat and power (micro-CHP)

systems, 913

Fuel piping system, 1032

Fuel processing

ATR, 914

process simulation model, 925

G

GAB model. See Guggenheim–Andersen–de Boer (GAB) model

GAED. See Genetic algorithm electricity demand (GAED)

GAED models. See Genetic algorithm electricity demand

(GAED) models

Gas emissions

CO emissions, 1035–1036

exhaust gas temperature vs. engine speed, 1038
HC emissions, 1036

NOx emissions, 1037–1038

O2 and CO2 emissions, 1036–1037

smoke values vs. engine speed, 1037
Gasification. See also Steam biomass gasification and SOFC

biomass gasification-derived hydrogen, 33

char carbon, 988

coal, 38, 977–978

gasifier module, 52

heat exchanger, 39–40

plasma-steam, 980–982

SOFC, 61

tri-generation system (see Hybrid steam biomass

gasification-based tri-generation system)

Gas processing plant (GPP), 1018–1019

Gas turbine system

actual helium closed cycle, 252

airflow, 297

atmospheric temperature and compressor work, 553–554

atmospheric temperature and power production, 558

aviation sector, 542

centrifugal flow, axial flow and centrifugal-axial flow

compressors, 543

characteristic data, 554

compression work vs. atmospheric temperature, 556–557

cooling cycle, 554

degree-day method, 554–555, 557

different climate zones, 558

enthalpy-entropy diagram, 252

exergy efficiencies, 43

fossil fuels, 553

501F type, 554

heating and power energy systems, 229

high-tech materials and methods, 553

HRSG, 553

hydrogen-methane mixture, 992

inlet, exit and difference air enthalpies, 555–556

with intercooler, 253

lower heating value, 554

model, 257–258

natural gas, 553

net electric power production and degree days, 557–558

relationship, 558

specific volume and mass flow rate, 555

turbo compressor, 555

GDP. See Gross Domestic Product (GDP)

General thermal comfort

comfort input values, 440, 442, 443

comfort output values, 440–443

operative temperature, 436–437

panel surface temperature, 436

PMV-PPD index, 436

Genetic algorithm electricity demand (GAED) models, 562

Geothermal drying system

air re-circulation, 339

BNGF (see Balcova–Narlidere Geothermal Field (BNGF))

EU data, 338, 339
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EUR values, 338, 339

heat exchanger, 332

herbal, medicinal and aromatic plants, 331

numerous studies, 332

olive leaves, 331

quantity and quality of energy, 332

reference-dead state conditions we, 338

solar drying process, 332

steam flow rate, 332

technical drying process, 331–332

thermodynamic analysis, 332, 339

unmanageable drying parameters, 331

Geothermal energy

energy conversion system, 855

heat extraction, 855

hydrogen liquefaction, 92

Kutahya–Simav region, 24

low emissions renewable energy, 849

parasitic losses, 856

renewable energy, 158

Geothermal power plants (GPPs)

binary (see Binary geothermal power plant)

modified exergoeconomic model, 25

types, 23

Global radiation comparison ratio (GRCR), 871–872

Global solar radiation

daily and annually average, 868–870

data recorded years, 868

environmental parameters, 179

first region, 870

fourth region, 871, 872

second region, 870, 871

solar plants, 175

third region, 870, 871

Global warming potential (GWP)

climate change, 723

and ODP, 723–724

ozone consumption, 725, 726

GLO distribution, 1056, 1059

GPPs. See Geothermal power plants (GPPs)

GPRM. See The Grey prediction with rolling mechanism (GPRM)

GRCR. See Global radiation comparison ratio (GRCR)

Green building applications

energy consumption, 518–519

“energy performance certificate”, 517

excess energy, 524

fossil fuels, 518

heating system, 521

heat storage systems, 518, 519

Kyoto Protocol, 518

PCM, 520

solar collectors (see Solar collectors)
solar energy, 517–518

thermal energy storage methods, 519–520

Yildiz Renewable Energy Building, 525

The Grey prediction with rolling mechanism (GPRM), 563

Gross Domestic Product (GDP), 560, 561, 564

Gross National Product (GNP), 560, 564

Ground-source heat pump (GSHP) systems, 305

and BTES, 386, 397

energy savings and emission reduction, 398

parameters, 394

GSHP. See Ground-source heat pump (GSHP)

GSHP systems. See Ground-source heat pump (GSHP) systems

Guggenheim–Andersen–de Boer (GAB) model, 688, 689

GWP. See Global warming potential (GWP)

H

Hazelnut oil ethyl ester

biodiesel production process, 1031

cottonseed oil, 1031

engine performance parameters, 1033–1034

exhaust gas emissions, 1035–1038

experimental setup, 1032–1033

property, hazelnut oil biodiesel, oil and diesel fuel, 1031–1032

specific fuel consumption, 1035

transesterification process, 1031

triolein, 1031, 1032

HCCI. See Homogeneous charge compression ignition (HCCI)

HDD. See Humidification Dehumidification Desalination system

(HDD)

Heat balance

ambient temperatures, 431

human comfort, 422

surface temperatures, 510

zone temperature, 509

Heat exchanger networks, 163

Heating

annual energy saving, 444

clothing insulation and metabolic rate, 442

general thermal comfort, 440–441

local thermal comfort, 441

minimum heat flux requirements, 443

streamline distribution, 438, 440

temperature distribution, 438, 440

Heating load calculations

exergoeconomic analysis, 404

hourly analysis program, 403

Heating performance, 314, 440, 586, 619

Heat recovery steam generator (HRSG)

absorption chiller, 183

CHP system, 230

combined cycle power blocks, 345

combustion chamber and turbine, 345

compressor, 345

differences, pinch point temperature, 201, 202

Ege Elektirik power plant, 345

electric power, 554

energy balance, 197

energy demand and reduction, 344–345

environment, 198

exergy destruction, 198, 203

exhaust gas, 198

gas turbine and thermal power, 553

heat exchanger, 184

high pressure and temperature vapor, 194

hot water production/cooling purposes, 184

inlet temperature, 236

liquid pressure, 195

low pressure saturated steam, 183

outcomes, 346–347

performance, 234

refrigeration system, 193

renewable energy and power plants, 343–344

saturated steam, 234

second law, 344

selection, 230

single pressure, 231

SOFC-GT and gas turbine cycles, 236, 555

stack gases, 194, 196

stages, 345–347

steam generation rate, 197

techniques, 345
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Heat recovery steam generator (HRSG) (cont.)
thermal power, 553

thermodynamic performance parameters, 194

vapor absorption system, 195

vapor compression refrigeration cycle, 194

waste heat, 194

Heat storage zone (HSZ)

exergy and energy, 247, 248

model solar ponds, 784

sunny area, 786

thicknesses, 785

Heat transfer modeling, AMRR system

isofield cooling and heating processes, 71–72

magnetization and demagnetization processes, 71

Heliostat field system, 100, 103, 105

HFCs. See Hydroflourocarbons (HFCs)
High-pressure hydrogen production system. See Hydrogen

production system (HPS)

High temperature proton exchange membrane fuel cells (HTPEMFC)

and ATR-HTS-LTS reactors, 921–925

and ATR process, 915, 916

and CHP plants, 914

dynamic simulation, 914–915

exothermic water gas shift reactions, 915

fuel cell technology, 914

micro-CHP generation, 913

natural gas, steam and air streams, 915

and PEM, 913

single ATR reactor for start-up period, 917–921

stationary fuel cell-based power generation systems, 913

and UPS, 917

High-temperature steam electrolysis (HTSE)

cold stream, 163

electrical energy demand, 159

electrolyse temperature, 164

energy balance, 161

energy inputs, 160

environmental issues, 157

exergy demand, 165, 166

exergy efficiency and destruction rate values, 165

fossil fuels, 157

free and standard chemical exergy, 162

geothermal energy, 158

geothermal source, 160

global hydrogen production, 158

heat exchanger networks, 163

mass balance equation, 161

overall theoretical energy efficiency values, 164, 165

Shomate constants, 162

temperature-entropy, 159

thermal and electricity supply, 165

thermodynamic model, 159

thermodynamic properties, 160, 161

water electrolysis process, 158

High-temperature superconductors (HTS)

CO concentrations, 923

copper (Cu), 447

discrete rotational symmetry, 449

magnetic field distribution, 454, 456

power transmission, 453

solid-core/shell-type, 448

water-gas, 921

and YBCO, 455

Home automation

BEMS, 459

HASCE, 460

IB (see Intelligent building (IB))

MATLAB, 467, 468

multi-agent systems (see Multi-agent multimodal platform)

power management, 467

primary energy consumption, CO2 emissions and world

population, 459, 460

TCPN, 467

Home automation system controlling energy (HASCE)

CPN tools (see Colored Petri nets (CPN))

system architecture, 463

TPN, 463, 464

Homogeneous charge compression ignition (HCCI)

algorithm error tolerances, 1004

CFD, 1002

DRGEP, 1002–1003

error values, 1005

mass fraction, 1007

n-heptane fuel, 1004
n-heptane skeletal mechanisms, 1004

PCA, 1003–1004

pressure traces and heat release rate, 1006

reduced mechanism, 1005

SOC, 1007

transportation emissions and fuel consumption, 1001

Hot dry climate. See Passive cooling roof, hot arid areas

HPS. See Hydrogen production system (HPS)

HRSG. See Heat recovery steam generator (HRSG)

HSZ. See Heat storage zone (HSZ)
HTS. See High-temperature superconductors (HTS)

HTSE. See High-temperature steam electrolysis (HTSE)

Humidification. See Water heating-humidification processes

Humidification dehumidification desalination system (HDD), 415,

416, 420

Humidifying pads

aspen excelsior, 664

development, 664

evaporation, 665

hwangto paste, 664

materials, 664

rigid cellulose media, 664

testing and outcomes, 664–665

Humidity effects

air quality, 422

ambient air, 421–422

ambient temperatures and heat losses, 425, 426

body temperatures vs. ambient temperature, 426–427

core vs. ambient temperature, 428, 429

DISC vs. ambient temperature, 336, 429

heat and mass transfer, 422, 425

heat balance and body temperature, 421

heat loss vs. ambient temperature, 427, 428

human comfort, 422

mathematical model (see Mathematical model, humidity effects)

relative humidity, 422

skin vs. ambient temperature, 428, 431

skin wettedness vs. ambient temperature, 428, 431

thermal comfort, 421, 431–432

thermal neutrality, 422

thermodynamics, 422

TSENS vs. ambient temperature, 429

Hwangto

activation, 665

eco-friendly/natural materials, 664, 666

hardening agents, 664

MGO, 666

mixture, 665–667
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pad shape, 664

strength, 664

Hybrid photovoltaic-fuel cell-battery system

annual exergy destructions, 187, 188

average daily solar irradiance, 185

cost model, 186

daily hydrogen production rate, 187, 188

daily solar irradiance, 187, 188

electricity requirement, 182

electric power output, 186

EUC, 189

exhaust gases, 184

fall-winter and spring-summer, 189

greenhouse gas emissions, 181

hourly electric power demand, 185

HRSG, 183, 184

operational algorithm, 183

power penetrations, 187

PV, 183

SOFC, 182, 184

solar energy, 181

thermodynamic and cost analyses, 184

water electrolyser, 184

Hybrid solar-wind-biomass system

ambient temperature, 11, 12

angle of incidence, 6

change in mass, HTF, 9, 10

components, 4

daily power needs, household in Ontario, 6, 7

direct solar irradiance, 6, 7

electrical energy accumulation, battery, 11

parameters, 9

results and discussion, 9–13

solar collector area effect, 11, 12

solar thermal subsystem, 4–5

system exergy efficiency, 9

temperature effect, hot storage tank, 11, 13

thermodynamic model, 6

wind and anaerobic digestion subsystem, 5–6

wind speed, 7

Hybrid solid oxide fuel cell-gas turbine (SOFC-GT)

CHP system, 230

cogeneration (see Cogeneration)
combustion chamber (CC), 231

energy, 227

exergetic analysis, 231

exergy efficiency (see Exergy efficiency)

fuel cell current density, net power output and steam mass

flow rate, 240

fuel cell stack temperature effect, power generation, 240

fuel cells, types, 230

gas turbines, 229, 235, 236

geometries and fuels, 231

HRSG, 230

hybrid cycle, 241

hybridization and integration, 227

hydrogen, 230

inlet temperature, 236

mass flow rates, 235

micro-gas turbines, 229–230

prime mover, 230

stack temperature, 236

steam pressure, 236

thermodynamic model (see Thermodynamic model)

tubular geometry, 230

Hybrid steam biomass gasification-based tri-generation system

cost and temperature, primary and secondary hydrogen, 62, 63

energetic and exergetic analyses, SOFC, 60–61

energetic and exergetic biomass equations, 52, 54–55

excess steam and cost, 62, 64

exergoeconomic analysis, 56–60

gasification temperature, 61, 62

produced steam and cost, 62, 64

system layout, 53

ultimate analysis, sawdust wood, 54

unit exergy cost and cost rate, flow material streams, 62, 64

unit hydrogen cost, 62, 65

yield and cost, primary and secondary hydrogen, 61–63

yield and temperature, primary and secondary hydrogen, 61–63

Hybrid systems

annual electrical energy, 797

annual energy values, 799–801

energy production, 791

ESS technologies, 792

flowchart, 799, 801

gas turbine, 231, 241

HSs model, 792

installation, 792

model development, 793–797

PSHP’s pumps, 797–798

TGO, 792

WTP (see Wind turbine plants (WTP))

Hydrocarbon. See Chemical thermodynamics, hydrocarbon

Hydrocarbon transport, 1043, 1046

Hydroflourocarbons (HFCs)

air conditioning and cooling systems, 723–726

emission analyses, 726–727

GWP values, 724

and ODP, 723–724

TEWI concept (see Total equivalent warming impact (TEWI))

Hydrogen

biomass-based plants, 900

biomass residues, 899

cooling, 92

energy and exergy efficiencies, 910

energy carrier, 899

energy systems, 899

industrial processes, liquefaction, 91

liquefaction (see Scroll expander, cryogenic process)
plant simulations, 903

production costs, 900

production methods, 81

production, thermochemical water splitting (see Copper–chlorine
(Cu–Cl) based integrated systems)

small-scale production (see High temperature proton exchange

membrane fuel cells (HTPEMFC))

thermochemical biomass gasification, 900

Hydrogen addition, 1055–1059

Hydrogen production plant

economic evaluation, systems, 905–908

system 1, 903, 904

system 2, 903, 904

system 3, 903, 905

Hydrogen production system (HPS)

biomass, 899–910

calculation, 383

cost, 182, 382–383

Cu–Cl cycle, 111–118, 121–131

description, 378

energy and exergy flow diagram, 17

Index 1073



Hydrogen production system (HPS) (cont.)
exergy analysis, 16–20

exergy balance, components, 20

exergy efficiency, 44, 47

high-pressure, 15–22

HTSE, 157–166

LCC analysis, 380–381

and liquefaction system, 98–109

and long-term storage, 92

PEM electrolyzer, 379–381

PEM electrolyzer exergy efficiency, 20, 21

rate, 187, 188

reduction, greenhouse gas emissions, 377

sewage sludge, 943–949

small-scale, 913–970

sustainable and cost-efficient process, 377

techno-economic analysis, 383

variation, exergy efficiency, 20, 21

water electrolyser, 181

wind energy system, 378–379, 381, 382

working principle, 16

Hydro-pneumatic system, 477, 478

I

IB. See Intelligent building (IB)

Ignition

air/coal mixture, 983

high-ash Ekibastuz coal, 975

long life plasma torch, 987

PFS, 978

pulverized coal, 962, 982–983

ILDM. See Intrinsic low-dimensional manifolds (ILDM)

In-cylinder pressure measurements, 1056

Indicated mean effective pressure (IMEP)

CCV, 1056

COV, 1059

definition, 1056

gasoline engine, 1057–1059

pressure measurements, 1056

probability density functions, 1058

statistical analysis, 1056–1057

statistical parameters, 1058

Indoor air

antibacterial, 665–666

dry air effects, human body, 663

eco-friendly performance, 666

electrical devices, 663–664, 668

evaporation, 664

humidifying pads (see Humidifying pads)

humidifying performance, 667–668

room plant, 663

specimen, 665–666

Induction furnace

advantages, 1012

and NGF (see Natural gas fired furnaces (NGF))

total annual operating costs, 1010

Induction heating

advantages, 1009

eddy currents, 1010

electrical efficiency, 1010

electromagnetic induction, 1009–1010

Faraday–Lenz law, 1010

Faraday’s induction law, 1010

induction coil, 1009

induction furnaces advantages, 1012

installation costs, 1010–1012

installations, frequency converters, 1010, 1011

Joule effect, 1009–1010

operating costs, 1010, 1011

power consumptions, metals, 1010, 1011

workpiece, 1009, 1010

Insulation

aerogel, 492

ceramic foams, 493

dryer, 334

electromagnetic reactor, 984

gas turbine cycle, 554

innovative glass, 489

nansulate shield, 493

polyurethane, 495

relative humidity, 428

thermal comfort, 442

Integrated solar based hydrogen production and liquefaction system

ambient temperature, 108

Cu–Cl cycle, 100, 101, 103–104

energy and exergy efficiencies, 105

heat exchanger network, Cu–Cl cycle, 101

Heliostat field system, 100

heliostat system, 103

isobutane cycle, 101, 102, 104

LH (see Linde–Hampson (LH) cycle)

makeup water, Cu–Cl cycle, 106–107

schematic representation, 100

solar light intensity, 105–106

thermochemical cycle, 100

TWSCs, 100

Intelligent building (IB)

characteristics, 460

definition, 460

energy management, 467

inhabitants agent, 465

switching energy agent, 464

Intrinsic low-dimensional manifolds (ILDM), 1002

Invariable mole fraction, chemical thermodynamics

carbon ratio, chemical reaction, 1020, 1023

hydrocarbon, 1020

methane, 1020

pressure, 1020–1022

Irreversible Brayton cycle

Carnot efficiency, 741

ECOP function, 745

enthalpy ratio and entropy, 746, 748

finite-time thermodynamics, 741

FTT method, 741

heat sources temperature ratio, 745

optimum value, power, 746

theoretical model, 742–745

variables values, 745, 747

variation, ECOP, 745, 747

Isotherms

Co(II), 739
constants, cobalt, 739

heterogeneous surface, 738

Langmuir and Freundlich models, 738

J

Joule heating, 596, 597, 605

JT8D turbofan engine at takeoff thrust

after combustion chamber, 298

description, 294
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exergy destruction rates, 301

exergy efficiencies, 300

exergy values, 299

modern commercial engines, 294

thermodynamic data, 299

K

Kinetics

cobalt onto BC, 739

pseudo-first-order equation, 739

L

Laser Doppler Anemometer (LDA), 642

LCC analysis. See Life cycle cost (LCC) analysis
LDA. See Laser Doppler Anemometer (LDA)

Lean misfire in gasoline engine

CCV, 1055, 1056

COV, 1056

experiments, 1056

GLO distribution, 1056, 1059

hydrogen addition, 1055–1056

IMEP (see Indicated mean effective pressure (IMEP))

statistical parameters, 1056–1057

LH cycle. See Linde–Hampson (LH) cycle

Life cycle cost (LCC) analysis, 380

Life safety (LS), 881

Light-harvesting materials. See Asphaltene fractionation
Linde–Hampson (LH) cycle

energy and exergy analyses, 104–105

power, isobutane cycle, 102

Local thermal comfort

draught and vertical air temperature, 437

floor surface temperature, 437

maximum air velocities, 441

occupied zone, 441

radiant temperature asymmetry, 437

temperature distribution, 441

vertical air temperature, 441

Longitudinal position, 1043

Low bypass turbofan engine at takeoff condition

air and combustion gas, 298

airflow, 297

assumptions, 297

combustion balances and emissions, 297–298

components-energy use and load factor, 294

description, 294–295

energy and exergy methods in practice, 295–297

energy efficiency, 294

energy intensity, 293–294

environmental impact, 294

exergy analysis, 298–299

flight phases, 300

JT8D turbofan engine at takeoff thrust (see JT8D turbofan

engine at takeoff thrust)

literature review, 294

RTK, 293

SFC, 294

thermodynamics and analyses, 294

Lowest heating value (LHV), 1013

LowEx. See Low exergy systems (LowEx)

Low exergy systems (LowEx), 435, 436

LS. See Life safety (LS)

M

MAED. See Model for analysis of energy demand (MAED)

Magnesium chloride solar pond (MCSP)

definition, 244

density distribution, 247

energy and exergy efficiency, 247, 249

temperature distribution, 247, 248

Magnetotellurics (MT), 849, 850, 856

MAHAS. See Multi-agent home automation system (MAHAS)

Market price of electricity (MPE), 211, 213

Mass balance equation (MBE), 149

Mass transport, 1044

Mathematical model, humidity effects

air velocity, 423

control signal equations, 424–425

core and skin compartments, 422–423

heat, 423

heat of vaporization, 424

prediction, thermal comfort, 425

saturated water vapor, 423

thermal and evaporative resistances, 424

Mathematical model, passive cooling roof

air temperature, 509

heat balance, 509–510

material properties, 509

room, cooling roof system, 508, 509

surface temperatures, 510–511

Matiant-cycle power plant

ambient temperature, 152

combustion chambers, 152

components, 151

pure methane, 147, 148

stream’s exergetics, 153

MATLAB/Simulink modeling

flow diagram, 480, 481

“liquid pistons_pressures” submodel, 480, 483

“mass_calculation” submodel, 480, 482

“n_x1_x2” submodel, 480, 482

pressures, 480, 481

“tank_pressure” submodel, 480, 482

MBE. See Mass balance equation (MBE)

Metal heating

average power requirements, 1010, 1011

power consumptions, 1010, 1011

Methanol electro-oxidation. See Pt-Ru/CNT nanocatalyst

Methanol synthesis unit

ambient temperature, 153, 154

components, 153

heat exchangers, 153, 154

methanol reactor, 147, 148

MGO. See Oxygenized magnesium (MGO)

MHPC. See Minimum hydrogen production cost (MHPC)

Microcogeneration, 917

Microemulsion. See Pt-Ru/CNT nanocatalyst

Micro gas turbine

CHP system, 230

energy balances, 137

flow path of energy, 142

fresh water production, 141

internal and external losses, 137

operating conditions, 142

power generation units, 229

system and multigeneration efficiency, 141, 142

Minimum hydrogen production cost (MHPC), 905, 906
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Model for analysis of energy demand (MAED), 563

Modified Claude cycle

energy and exergy efficiencies, 94, 95

hydrogen liquefaction, 92, 93

T-s diagram, 94, 95

Molecular mass transfer/diffusion, 1044

MPE. See Market price of electricity (MPE)

MSF. See Multistage flash (MSF)

MSW. See Municipal solid waste (MSW)

MT. See Magnetotellurics (MT)

Multi-agent home automation system (MAHAS), 461, 462

Multi-agent multimodal platform

avatar and lamp agent, 461

central coordinator-agent, 461

communication protocol, 461, 462

control and energy management, 461

local controller-agents, 461

MAHAS, energy management, 461, 462

Multi-generation systems

baseline model, 139–141

Cu–Cl based

nuclear energy, 113–114

solar energy, 112–113

desalination process, 138

electricity production and battery storage, 133

electrolysis, 138

exergy analysis, 235

heat, 133

low-to-mid temperature organic, 134

micro gas turbine, 137–138, 141–142

multigeneration system, 134, 136

offshore wind turbine, 134–137

parametric study, 142

power and commodity, 133

reference system, 134, 135

renewable energy systems, 133

space cool and heat, 139

tidal turbine, 137

wind speed, 142

wind, tidal and micro gas turbine, 139, 140

Multiple-effect distillation, 280–281

Multistage flash (MSF), 281

Municipal solid waste (MSW)

analytical model, 861

definition, 857

fuel, 862, 863

grate firing systems, 858

high-electron density and low-electron energy, 857

plasma gasification unit, 859–861

plasma reactor, 857

plasma technology, advantages, 858

simulation methods, 861–862

thermal plasma waste disposal, 858

N

Natural gas

air quality improvement, 758

boiler maintenance and performance, 757

chemical thermodynamics (see Chemical thermodynamics,

hydrocarbon)

and coal, 756

and condensate (see Condensate)
field in Udon Thani province, Thailand, 1018

and high-quality fuels, 751

hydrocarbon thermodynamics, 1017

phase diagram and phase envelope, 1019

PM parameters, 757, 758

and topography, 752

Natural gas fired furnaces (NGF)

analysis and comparison validation, 1014, 1015

description, 1012

design data and energy analysis, 1013, 1014

direct and indirect methods, 1013

efficiency, 1014–1016

electric current, 1012

environment/preheat temperature, 1012

flame, 1013

hot surface radiation losses, 1013

and induction systems, 1014

lowest heating value (LHV), 1013

natural convection losses, 1014

operating, 1013

radiation heat transfer, 1012–1013

thermal camera view, 1013, 1014

thermal losses, 1013

thermodynamic analysis, 1015

total energy input, 1012

Natural Renewable Energy Laboratory (NREL), 903

Net revenue generated (NRG), 211

Net-zero energy buildings (NZEB), 842

NF type refrigerator. See No frost (NF) type refrigerator

Night ventilation

evaporative reflective roof, 515

room air temperatures, 513

test cell, 512

No frost (NF) type refrigerator

cabin and chamber temperatures, 504–505

power consumption, 504–505

temperature variation analysis, 502, 503

Nonlinear static pushover (NSP) analysis

plastic deformations, 877

power consumption, 876

weak direction, 881

NREL. See Natural Renewable Energy Laboratory (NREL)

NSP analysis. See Nonlinear static pushover (NSP) analysis
Numerical solution method, 439–440

NZEB. See Net-zero energy buildings (NZEB)

O

ODE. See Ordinary differential equations (ODE)

Offshore wind turbine, 134–137

Operation condition

cold energy utilization, 575

direct sodium borohydride (see Direct borohydride fuel cells
(DBFC))

repair and maintenance processes, 714

Optimization

operation condition (see Direct borohydride fuel cells (DBFC))
thermoeconomic (see Organic Rankine cycle (ORC))

ORC. See Organic Rankine cycle (ORC)
Ordinary differential equations (ODE), 1002, 1003

Organic Rankine cycle (ORC)

advantages, 362

algebraic form, 213

ambient temperature, 175

binary geothermal power plant (see Binary geothermal power plant)

boiler efficiency, 210

configurations and working fluid characteristics, 362–363

costing equations, 209, 210

cost per unit electricity, 213, 214
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domestic heat supply, 208

electrical power, 209

electrolyser and fuel cells, 82

evaporator, 170

exergy efficiency, 211

expander, 373, 374

expander isentropic efficiency, 213, 214

fixed charges, 209

fuel prices, 213, 214

geometry, 373, 374

heat engine, 209

irreversibilities, 363

isopentane, 27

low pressure boiler, 209

low temperature heat sources, 207

medium-temperature geothermal resources, 27

multi-objective optimization, 211

net revenue curves, 213, 215, 216

NRG, 211

optimum condenser inlet pressure, 213, 214

parameters and decision variation, 212

performance, 363, 374

and processes, 363, 364

sensitivity, 363

solar driven (see Solar-driven ORC integrated systems)

solar power, 82

system parameters, 213, 214

thermal efficiency, 208

thermodynamic analysis, 212, 213

transport fluid, 171

Organic solar cell, 955

Oxidation

atmospheric nitrogen, 993

exothermic reactions, 897

fuel chemistry models, 1002

n-heptane fuel., 1004
sodium borohydride, 927

Oxygenized magnesium (MGO), 666

P

Panel radiator, CFD

air-side heat transfer coefficients, 623

boundary conditions, 621, 622

central-heating emitters, 617

computational meshes and size, 619–621

efficiency, 623–630

ES program, 618

evaluation, numerical outcomes, 623

fin designs, 619–620

manufacturers, 618

mathematical modeling, 618–619

scalar temperature distribution, 622–623

Stainless steel/AISI, 316, 621

standard TS EN442, 619, 630

three-dimensional airflow, 617

triangular profile fin design, 630–631

Parabolic monthly irradiation model (PMIM)

Antalya, 872, 873

global solar radiation, 868–871

GRCR, 871–872

parabolic equation, 872

solar radiation values, 867

Parabolic trough collectors (PTCs)

beam radiation, 820

energy and exergy, 174

optical analysis, 816

solar global radiation, 175

thermal energy storage, 170

Parabolic trough solar collector (PTSC)

absorptivity, receiver, 819

analysis, thermal, 821–825

cover transmittance, 818–819

1-D and 2-D heat transfer model, 816

end-effect correction, 820

intercept factor, 820

PTSC, 815–816

reflector material, 815

solar energy calculations, 817–818

system description, 816, 817

thermal performance, 825, 826

Particulate substance (PM)

air pollution measurement, 752

emitted, atmosphere, 758

graph, 755

parameters measurement, 752–755

and SO2 parameters, 752

Passive cooling roof, hot arid areas

cooling ventilation, 507, 508

description, 515

evaporative cooling approach, 508

experimental measurements, 511

material properties, 508, 509

mathematical model (see Mathematical model, passive

cooling roof)

room air temperatures, test cell, 513–514

solar chimney, 508

space cooling, 508

temperature measurements, 511

test cell, night natural ventilation, 512–513

PCA. See Principal component analysis (PCA)

PCM. See Phase change materials (PCM)

PEM electrolyzer. See Proton exchange membrane (PEM) electrolyzer

Percentage mean vote (PMV)

minimum heat fluxes, 443

operative temperature, 436

and PPD, 437, 438, 440

Performance analysis

Brayton cycle (see Irreversible Brayton cycle)

magnesium chloride water, 244

PTSC (see Parabolic trough solar collector (PTSC))

Performance parameter

ECOP (see Ecological coefficient of performance (ECOP))

optimal design, 748

thermodynamic processes, 741

Perlite

data gathering, 325–329

description, 324–325

Perlite expansion furnace

cement rotary kiln systems, 323

control volume and whole of system, 325

and data gathering, 325–329

energy (see Energy, perlite)
energy-intensive industry in Turkey, 323

engineering applications, 323

exergy rate balance, 329

inadequacy, 329

physical exergies, 329

physical properties, 324

policies, 324–325

vitreous substance, 324

Permanent magnet magnetic refrigerator (PMMR), 70
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Petroleum transport

calculation of molar flux, 1048

Calculation Outlines for Chemical Reaction 2,

1049–1050

chemical reaction, 1049–1050

chemical reaction 1, 1050–1051

chemical reaction 2, 1051–1053

computational criteria, 1046–1047

concentration and chemical components, 1045

condensate (see Condensate)
cylindrical coordinate system, 1043–1044

diffusion coefficient, 1044–1045, 1047

gas-condensate flow behavior, 1041

gas-condensate-water processes, 1042

gas processing plant in Num Phong District, 1041

hydrocarbon transport in conduit, 1043, 1046

mass/chemical species transports, 1047

mass transport mechanism, 1044

maximum and minimum pressures, 1045

measuring parameters (average) in each location, 1045

molar flux calculation of inlet slug catcher, 1048, 1049

molar flux of methane, 1047–1048

molecular mass transfer/diffusion, 1044

physical properties of petroleum-field waters, 1046

temperature gradients, 1046

Phase change materials (PCM), 520

Phase envelope

binary compositions, 1021, 1024

characteristics of phase equilibrium, 1027

hydrocarbon species, 1018

hydrocarbon types and mole fraction, 1025

methane-ethane binary, 1021, 1023

methane-hexane binary, 1021, 1024

methane-pentane binary, 1021, 1024

phase diagram, 1019

pressure-temperature curve, 1026

vapor-liquid, 1018

Photovoltaic (PV)

electricity production, 285

fuel cell systems, 189

hybrid system component, 186

hydrogen production, 181

I-V characteristics, 183

water electrolysis, 900

weather conditions, 181

Photovoltaic solar cell, 951

Photovoltaic systems, 402

Plasma

combustion, 969

gasification (see Municipal solid waste (MSW))

ignition, coal (see Plasma-fuel system (PFS))

Plasma-fuel system (PFS)

characteristics, ETCPF, 967

coal co-combustion, 963–964

coal consumption, 984

Control Volume method, 964

“fast chemistry” scheme, 968

and full-scale industrial boiler’s furnace, 969–971

furnace, BKZ-75 power boiler, 963

furnace height distribution, 967, 968

gas and particles’ velocities, 965, 966

gasification degree, 967

gas phase components concentrations, 965, 966

and HRF, 961

mathematical model of ETCPF, 964

organic mass of coal, 964

and PLASMA-COAL code, 963

plasma-fuel system, 965

temperature distribution, 965, 966

temperature fields, 967, 968

420 ton/h steam productivity boiler’s furnace, 971–975

75 ton steam productivity, 962

velocities of gas and particles, 965, 966

Plasma gasification unit

carbon-based kinetic reactions, 859

solid waste disposal, 859

waste-coal mixtures, 860

Plasma technologies

Computer Code PLASMA-COAL, 987–988

energy-saving electromagnetic technology, mineral

materials melting, 984–986

long life plasmatron, 986–987

oil refining residuum utilization, 983–984

PFS, 977–980

plasma-assisted conversion, carbonaceous raw, 980, 989

Plasma-Cyclone Technology of Bricks Firing, 984

plasma-steam gasification, 980–982

power coals processing to carbonic sorbents, 982

pulverized coal ignition and the flame stabilization, 982–983

Software code TERRA, thermodynamic calculations, 987

three-dimensional computation, furnaces, 988–989

TPP, 977

PM. See Particulate substance (PM)

PMIM. See Parabolic monthly irradiation model (PMIM)

PMMR. See Permanent magnet magnetic refrigerator (PMMR)

PMV. See Percentage mean vote (PMV)

Porous medium

aluminum foams, 634

complex structures, 633

components, 635

compressed and uncompressed foams, 633

constant temperature, 596

correlations, 638

cost, 635

cryogenic cooler regenerators, 634

data collection, 635

engineering fields, 633

formation, 635

friction factor, 634, 639

geometries, 639

heat transfer features, 635

hydrodynamic aspects, 633

literature, 635

maximum friction factor vs. Remax, 637–638

non-Darcy, 596

oscillating flow experiments, 635–636

refrigerated vehicle, 642

semi-infinite, 596

steady and oscillating flows, 634

test chamber, 635

uncertainty analysis, 635

variation, pressure gradient, 636–637

PPD. See Predicted percentage of dissatisfied (PPD)

Predicted percentage of dissatisfied (PPD)

and clothing insulation, 442

operative temperature, 436

and PMV, 437, 438, 440

Pressure ratio, helium gas turbine system

different turbine inlet temperatures, 261, 264

exergetic performance, 261, 263

exergy destruction rates, 261, 263

overall system performance, 261, 262, 264
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Pretreatment

acidic/basic, 948–949

agricultural products, 670

desalination methods, thermal, 280

microwave, 949

thermal, hydrogen production, 947–948

ultrasonication, 946–947

Principal component analysis (PCA)

DRGEP, 1002

reaction rate, 1003

reduction process, 1004

Processing. See also Plasma technologies

carbonic sorbents, 982

coal, 980–982

water gas shift reactor, 40

Proton exchange membrane (PEM) electrolyzer

chemical reaction, 18

electricity and heat requirement, 18

exergy efficiency, 19

total energy requirement, 18–20

total irreversibility, 19

PSHP. See Pumped storage hydropower plants (PSHP)

PTCs. See Parabolic trough collectors (PTCs)

Pt-Ru/CNT nanocatalyst

carbon black, 937

chronoamperometrical plots, current density vs. time, 941

cyclic voltammograms, electro-catalytic activity, 939, 940

DMFC, 937

electrocatalytic activities, electrodes, 939–941

electrodes and electrochemical test preparation, 938

microemulsion method, 937

microemulsion-synthesized nanoparticles, 938

polyol-based nanoparticles, 938

structure, 939, 940

water-in-oil reverse microemulsion, 937

PTSC. See Parabolic trough solar collector (PTSC)

Pumped storage hydropower plants (PSHP).

See also Hybrid systems

electrical energy, 793

ESS component, 792

maximum and minimum power, 794–795

wind power integration, 792

Q

QDs. See Quantum dots (QDs)

QTH. See Quarts Tungsten Halogen (QTH)

Quantum dots (QDs)

carboxylation, 471

chemical and reagents, 472

conjugation efficiencies, 471–472

cytotoxicity, 475

E. coli cells, 472
fluorescent semiconductor nanocrystals, 471

immunoassay and DNA hybridization, 471

nontoxic chromogenic water-soluble, 472

toxic chemicals, 472, 475

Quarts Tungsten Halogen (QTH), 844

R

R1. See Static type refrigerator (R1)
R134a

AHP system (see Automotive heat pump (AHP) system)

energy and exergy analysis, 314

and R12, 314

Radiation–conduction interaction, 609–615

Rainwater harvester (RWH), 876, 877, 880

Raw mill in cement factory

efficiency, 354

energy flow, 352, 353

enthalpy balance, 352, 353

exergy analysis, 354–355

mass and energy balances, 352, 353

Rayleigh distribution, 833

RC. See Refrigerant compressor (RC)

Recuperative helium gas turbine system

advantages, 251

compressor inlet temperature and pressure, 261

compressor model, 255–256

energetic assessment, 259–260

energy analysis, 254

enthalpy-entropy diagram, 252, 253

exergetic assessment, 260–261

exergetic loss map, 261, 265

exergetic performance map, 252, 261, 265

exergy analysis, 254–255

gas turbine model, 257–258

heat exchanger model, 258–259

high temperature cooled reactor, 252

with intercooler, 252, 253

intercooler model, 256–257

multi-generation energy system, 251

nuclear reactors, 252

power production and compressors, 252

precooler model, 259

pressure ratio (see Pressure ratio, helium gas turbine system)

recuperator model, 258

system components, 261, 262

system performance, 252

thermal analyses, 261, 262

thermodynamic assessment, 252

thermodynamic model, 253–254

Reforming

auto-thermal reactor, 915

endothermic steam reactions, 917

hydrogen production process, 970

natural gas, 914

SOFC–gas turbine power generation system, 34

thermal stress, materials and sealing, 914

Refrigerant compressor (RC), 196, 199

Refrigerants

and energy consumption, 714

environmental threats, 713

fluid charge, 714

HFCs (see Hydroflourocarbons (HFCs))
ozone depletion and global warming, 723

subcooling, 716–717

superheating, 717

Refrigerated vehicle

airflow patterns, 645, 646

ANSYS-FLUENT software, 643–644

average air temperatures, various inlet conditions, 647, 649

boundary conditions and mesh independency, 644–645

cold chain, 641, 642

container length, air temperature and heat transfer, 647, 650, 651

cooling process, 642

evaporator, 642, 651

flow and thermal behavior, 642

FLUENT CFD software, 642

frozen food transportation, 641–642

geometry and size, 642–643
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Refrigerated vehicle (cont.)
isotherms and airflow patterns, symmetry surface, 647, 648, 650

LDA measurements, 642

parametric outcomes, 647

RANS equations, 643

Reynolds number flow, 647, 649, 651

RSM turbulence model, 642, 643

turbulent stresses, 651

velocity variation, jet axis, 645–647, 649

Refrigerators

aerogel (see Aerogel)
cooling hydrogen, 92

energy consumption and power analysis

(see Energy consumption (EC))

energy efficiency, 495

heat engines, 742

innovative insulation materials/vacuum insulation panels, 495

M package storage plan, 497, 499

polyurethane, 495

static type refrigerator, 500–501

temperature variation analysis, 500

test chamber, 499

tests, 496

T-type thermocouples, 499

Regulations on Energy Efficiency, 488, 494

Reid vapor pressure (RVP), 1043

Renewable energy

air conditioner and heater, 463

benefit, 517

electrolysis unit, 146

“energy efficient”, 534

fossil fuels, 133

gasification-derived hydrogen, 51

geothermal energy, 158

green building applications, 518

hybridization, 3

hydrogen liquefaction, 92

nuclear energy, 399

political and social factors, 900

solar and wind energy, 524

solar energy, 695

switching energy agent, 465, 466

wind-solar hybrid, 875

Renewable energy sources in Turkey

airborne emissions, 287

biomass, 286

capital costs, 282

characterization, 282

conventional energy resources, 286

coordination and cooperation, 291

cost, 288–290

country’s consumption, 290

desalination (see Desalination)
Electricity Market Law, 290

environmental impacts, 286–288, 290–291

fossil fuels, 282

freshwater problems, 280

human consumption, 279–280

hydropower energy, 285

the Middle East, 286

monetary incentives, 282

multiple-effect distillation, 280–281

multistage flash distillation, 281

population growth rate, 279

production and consumption, 284

reliable studies, 286

RESs, 282

reverse osmosis, 281–282

scenario, investment and generation costs, 283, 284

solar energy, 285

Water Exploitation Index, 280

wind energy, 282–284

Response surface methodology (RSM)

and CCD, 928

power density, 930

Reverse osmosis (RO), 280–282

Reynolds-Averaged-Navier–Stokes (RANS), 643

Reynolds stress model (RSM), 642, 643

RO. See Reverse osmosis (RO)

RSM. See Response surface methodology (RSM)

RWH. See Rainwater harvester (RWH)

S

Scroll compressor

boiler, 368

CO2 emissions, 362

compression process, 366

condenser, 369

convention, 208

cycle energy efficiency, 369

description, 363

developments, 361

efficiencies and fluid flow, 366

energy conservation, 363

environmental impact, 362

and expander, 366–368

generation, electricity and water, 362

inlet pressure expander, 372, 373

inlet temperature expander, 372, 373

isochoric process, 367

modified and unmodified scroll geometries, 370–371

ORC (see Organic Rankine cycle (ORC))
outlet temperature, 372, 373

parameters, working fluids, 369

positive displacement and turbomachines, 208

pump, 368

and recommended cycle, 370

refrigeration, 92

rolling angle, 371

thermodynamic process, 363

variations, mass flow rate, 372

volume control and mass balance, 363–365

Scroll expander, cryogenic process

energy and exergy efficiency, 95–96

expander inlet pressure vs. expander work output, 94, 96

expander inlet temperature vs. expander work output, 94, 96

modeling assumptions and equations, 94

modified Claude cycle, 92–95

SDBZ. See Solar dynamic buffer zone (SDBZ)

SDP. See Solar drying process (SDP)

Sewage sludge. See Biohydrogen production, sewage sludge

Shading effect

energetic performance, 244

solar ponds (see Solar pond)
SHE. See Solution heat exchanger (SHE)

Simulation methods

fuel, 861, 862

mass content, 861, 862

MSW, 861, 862

natural gas, 231

waste and coal percentages, 861, 862
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Single ATR reactor

composition profile, 917, 919

dynamic simulation, 917, 918

feed flow rates profile, 919, 920

integrator module and flow control modules, 917, 918

load change profile, 919, 921

oxygen/carbon (O2/C) ratio, 917, 920

steam/carbon (S/C) ratio, 917, 920

system start-up time, 919

Slender cylinder

boundary conditions, 611

Boussinesq and boundary layer approximation, 610

gravitational acceleration, 610

Keller box scheme, 612, 615

local heat transfer rate and skin friction, 611–612, 615

mixed convection flow, 609–610

mixed convection parameter, 612

physical model and coordinate system, 610

radiation-conduction parameters, 610, 612–614

radiative heat flux, 611

uniform surface heat flux, 609

velocity and temperature profiles, 611–613

vertical and horizontal, 610

Smoothing particle hydrodynamics (SPH)

artificial viscosity, 657, 661

boundary forces, 657

calculation, 662

compression stroke, 654, 661

cylinder specifications, 654

description, 653

differences, density and pressure, 660

domain particles distribution, 656

effects, 659

formulation, 655–656

optimum length, 658–659

piston motion, 654–655

pressure wave propagation, 653

temperature differences, 659, 660

time marching, 657–658

validation, 655

velocities, 660, 661

virtual/ghost, 656–657, 661

SO2. See Sulfur dioxide (SO2)

SOC. See Start of the combustion (SOC)

SOFC. See Solid oxide fuel cell (SOFC)

SOFC fuel cell, 231, 241

Solar air collector design. See Solar dryer of blueberry
Solar buildings

BAA, 888

building types, 887, 888

daily solar radiation, 889

encoding the surfaces of building, 888, 889

extraterrestrial radiation, 890, 891

Geographic and Climatic Properties of Bayburt, 887

hour angles, sunrise and sunset, 890

incident solar radiation, 889

MATLAB program, 896

Solar collectors

heat energy, 244

heat gain and losses, 522–524

humidification and water heating processes, 416

solar radiation, 285

thermal efficiency, 698

Solar-driven ORC integrated systems

built-in-volume ratio, scroll expander, 87

CPC, 83

electrolyser and hydrogen fuel cell, 82

energy balance equations, 84, 85

energy efficiency, 87, 88

geometrical parameters, 87

heat to work ratio (HWR), 86

imaging concentrators, 82, 83

parameters, 86

scroll expander, 83

thermal receiver, 83

thermodynamic cycle, 86

thermodynamic modeling, 83

thermosiphon configuration, solar collector, 84, 85

Solar driven tri-generation system

absorption chiller condensing temperature effects, 175, 177

ambient temperature effect, 175, 178

EES, 174

energy and exergy analyses, 171–172

energy and exergy efficiency, 174, 175

energy and exergy output ratios, 175

environmental parameters, 177, 178

environmental problems, 169

global solar radiation, 175, 177

Li-Br water solution, 171

ORC, 170

PTCs, 173

pump pressure ratio, 175, 176

R123 and R245fa, 171

renewable energy technology, 169

system analysis and assessment, 171, 172

system performance, 174

TES, 172–173

tri-generation plant, 170

Solar dryer of blueberry

agricultural products, 695

changes, moisture contents and ratio, 698–699

characteristics, 696, 699

description, 695–696

dried quality, 700

efficiency, 699, 700

equipments and properties, 696, 697

images, 699, 700

mathematical modeling, 698

PLC-control, 697, 700

radiation, 699

SDP, 696, 697

techniques, 695

Turkey, 696

uncertainties, 696, 697

vitamin A, 696

Solar drying process (SDP)

characteristics, 708

description, 705–706

environmental impact factor, 708

exergetic efficiency, 707–708, 711

exergetic sustainability index, 708

exergy balance, 707

literature, 707

low-priced and clean fuel, 705

performance, 708

recoverability and destruction ratio, 708

structure, 706

variations, 709–711

waste exergy ratio, 711

Solar dynamic buffer zone (SDBZ), 843

Solar energy

architectural design, buildings, 886

building-integrated system, 886

calculations, 817–818
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Solar energy (cont.)
Chinese building, 886

Cu–Cl based multi-generation system, 112–113

cyclical energy source, 521

earth surface, 81

energy balance, 886

energy storage, 783

environmental and safety aspects, 169

Geographic and Climatic Properties of Bayburt, 887

heliostat solar tower, 112

hydrogen production process, 100

life cycle analyses, 885

numerical optimization scheme, 887

passive heating/cooling, 885

photothermal conversion, 83

pond (see Solar Pond)
pond surface, 245

power generation system, 181

radiation data, 876

renewable energy resource, 695

solar database, 873

solar heating and photovoltaic power generation, 886

solar radiation values, 867

technical and economic challenges, 82

thermal and photovoltaics technology, 285

UCZ and NCZ, 273

ultraviolet, visible and infrared spectra, 774

zone thicknesses, 789

Solar pond

absorption coefficients, 778, 779

composition, 774

description, 773

energy analysis, 785–786

energy and radiation, 773

energy efficiencies, 788–789

fossil-based and nonrenewable fuels, 773

heat energy, 773

HSZ, sunny area ratio, 787

inner zones, 774, 784–785

optical properties, 775–776

performance assessment, 784

radiation transmission, 774

salinity gradient, 775

salt gradient protection system, 775

spectrometer, 775

sunny area, HSZ, 787

sunny area ratio comparison, 787–788

temperatures distributions, 788, 789

theoretical calculations, 786

thermal applications, 783

transmission variation, 776, 777

UCZ and NCZ, 784

variation, density, 776, 777

visible spectrum, 779, 780

wall shading, 783

Solar pond system

density distribution, MCSP, 247

energy and exergy analyses, 244–537

exergy efficiencies, 249

experimental apparatus and procedure, 244

global problems, 243

HSZ (see Heat storage zone (HSZ))
MCSP (see Magnesium chloride solar pond (MCSP))

sodium chloride salt, 244

solar collector, 244

solar energy, 243

theoretical and experimental works, 244

Solar thermal

buffer zone, 842

excess supply, 4

heating, 886

heating and cooling, 4

heliostat solar tower, 112

photovoltaic-based technologies, 3

solar energy, 285

thermal storage technologies, 3

Solar thermal subsystem, 4–5

Solar, wind hybrid system

roof-type wind turbine, 879, 880

solar cell, 879, 880

turbine specifications, 879

VAWT, 879

Solid oxide fuel cell (SOFC)

Butler–Volmer equation, 184

CHP, 182

description, 41

electric power, 41

energy balance, adiabatic, 42

fuel consumption rate, 187

geometries and material-related data, 42

hydrogen, 182

hydrogen, power, and heat production

(see Steam biomass gasification and SOFC)

ohmic overpotential, 41

open-circuit voltage, 41

preheated air flow, 47

preheated air temperature, 46–47

Solution heat exchanger (SHE), 199, 203, 204

Specific exergy costing method (SPECO), 52, 56, 61

Specific fuel consumption, 1035

SPECO. See Specific exergy costing method (SPECO)

SPH. See Smoothing particle hydrodynamics (SPH)

Spherical model combustor

CFD modelling, 992–994

combustion and emission profiles, 991

cylindrical combustors, 991

model validation, 995

numerical modelling

radiation models, 991

temperature and NOX distributions, 995–997

SSSF. See Steady state and steady flow (SSSF)

ST. See Steam turbine (ST)

Stabilization

coal fired TPP, 977–980

inclined rotary kiln, 983

pretreatment, 946

propane–butane mixture, 986

rotary furnace, 977

TPP, 977

Start of the combustion (SOC), 1007

Static type refrigerator (R1)

cabin and chamber temperature, 502, 504

power consumption, 502, 504

temperature variation analysis, 500–501

Steady state and steady flow (SSSF), 146

Steam biomass gasification and SOFC

burner, 42–43

burner exit temperature, 45

burner preheated airflow, 45, 46

components, 34–36

compression processes, 39

energy and exergy balance equations, 37–39

exergy destruction, 43–44

exergy efficiencies, 43–45
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gas turbine, 39

heat exchangers, 39–40

layout, 35

preheated air temperature, 46–47

steam-reforming reactor, 40

ultimate and proximate analysis, sawdust wood, 34, 37

water gas shift reactor, 40

Steam turbine (ST), 198

Steel panel radiator

AISI 302, 621

boundary conditions, numerical simulations, 588, 589

CAD model, 586, 587

CFD outcomes, 590, 592, 593

characteristics, heat transfer, 585–586

computer software packages, 586

connection type, 619

constructions, 586

different lines, temperature outcomes, 590, 591

dimension of, 586, 587

elements, 585

heat transfer coefficient, 589

heat transfer rate, 619

indoor environments, 585

mesh structure and boundary conditions, 586, 588

reference air temperature values, 588, 589

single-side top connection, 589–591

solver settings and turbulence model, 587, 589

temperature contours, surfaces, 589–591

thermal comfort, 586

TS EN, 418, 593, 619

water flow volume extraction, 586, 588

Storage

thermal and electrical energy (see Hybrid solar-wind-biomass

system)

thermal storage technologies, 3

Stroke, 654, 661

Structural Time Series Model (STSM), 564–565

STSM. See Structural Time Series Model (STSM)

Sulfur dioxide (SO2)

air quality, 755

emissions, 752

measured parameters, 752–755

and PM rates, 752

Sunshine duration

Angstrom equation, 528, 532

linear equation, 527

Superconducting cable, 448

Support vector regression (SVR) methodology, 564

Surface temperatures

boundary condition, 510

heat exchange, 510, 511

polynomial, 511

Sustainable architecture, 533

SVR methodology. See Support vector regression (SVR)

methodology

T

TBZ. See Thermal buffer zone (TBZ)

TCPN. See Timed colored Petri nets (TCPN)

TEC. See Turkish Seismic Code (TEC)

TEIAS. See Turkish Electricity Transmission Company (TEIAS)

Temperature and NOX distributions

axial temperature profiles, fuel combustions, 996, 997

butane combustion, 996

fuel gas fraction, 995

hydrogen combustion, 997–999

methane combustion, 996, 1000

propane combustion, 996, 1000

Temperature measurements, 268, 511, 844

TES. See Thermal energy storage (TES)

TEWI. See Total equivalent warming impact (TEWI)

TG-FTIR

experiment, 806

and TG-MS techniques, 811

Thermal buffer zone (TBZ)

air velocity measurements, 844

buildings, 841, 842

computational domain, 845

cool and heat, 847

dimensionless velocity, 845

energy conservation and management, 841

experimental apparatus, 843

heat flux, 843

mass flow rate, 845, 846

NZEB, 842

QTH, 844

SDBZ, 843

solar radiation energy, 842

solar thermosiphon, 842

south and north side, 846, 847

temperature measurements, 844

turbulence, 845

velocity, 846

Thermal comfort

air temperature and humidity, 421

ambient temperature, 466

cooling (see Cooling)
definition, 436

description, 444–445

electricity demand, 4

energy saving and emission reduction, 435

general thermal comfort (see General thermal comfort)

heating (see Heating)
heat-mass transfer, 422

heat storage systems, 520

hydronic cooling systems, 436

local thermal comfort (see Local thermal comfort)

LowEx, 435–436

low temperature heating system, 436

numerical solution method, 439–440

radiant vs. conventional systems, 443, 444

relative humidity, 429

room modeling, 437–439

Thermal energy storage (TES)

ambient temperature and global solar radiation conditions, 177

heat exchanger, 170

solar mode, 175

storage and discharging processes, 173

temporary storage, 172

Thermal insulation

aerogel, 492–493

ceramic foams, 493

innovative glass, 489

nansulate shield, 493

Serbia, 492

Thermal plasma waste disposal, 858

Thermal response test (TRT), 393–395

Thermal sensations (TSENS)

vs. ambient temperature, 429

and DISC, 425

relative humidity, 429
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Thermal sheathing

ceiling, hygrothermal properties, 490

floor, hygrothermal properties, 49

heating purposes, 492

heat transfer coefficients, 489, 492

heat transfer resistance and temperature, 490

hygrothermal properties, 489, 490

innovative glass, 489

insulation thickness, 492

transparent positions, facade assembly, 489

Thermochemical water decomposition

hydrogen production, 131

nuclear thermal energy, 121

temperature requirements, 112

Thermochemical water splitting cycles (TWSCs), 100, 112

Thermodynamic model

air preheater, 234

combustion chamber, 234

compressor, 234

economizer, 234

evaporator, 234

fuel utilization factor, 231

gas turbine, 234

heat recovery steam generator, 234

recuperative helium gas turbine system, 253–254

solid oxide fuel cell, 231–234

Thermo-mathematical modeling

cogeneration system, 212, 213

PTSC (see Parabolic trough solar collector (PTSC))

Thin layer drying characteristics, 687–688

Thin layer drying curve equation

complications, 677

estimation, drying times, 669

Fick’s second law and modifications, 669

literature, 677

methods and evaluation criteria, 675–677

models, agricultural products, 670–674

outcomes, 677

parameters, 677

performance, 677

review, 677

theoretical method, 669

Three-dimensional coordinate system, 1043

Throttling valve (TV), 199

TIC. See Total installed cost (TIC)

Tidal turbine, 137

Timed colored Petri nets (TCPN), 463, 467

Timed Petri nets (TPN), 463

Tomato factory waste. See Bio-char
Topping cycle, 554

Torrefaction

definition, 805

FTIR analysis (see Fourier transform infrared (FTIR))

gas quantification, 811–812

proximate analysis, 807

TGA/DSC configuration mode, 806

TGA-FTIR experiment, 806

TG-DTG analysis, 807–808

TG-MS, 806–807

thermochemical method, 805

Total equivalent warming impact (TEWI)

changes, refrigerants, 721

compressor power, 728, 729

in cooling systems, 718

COP distributions, 728

cycle parameters, 727, 728

EN 378:2,000, 727

exergy efficiencies, 728, 729

global warming effects, 715

greenhouse gases, 724

HFC fluids, 727

refrigeration process, 727

R-22 for GWP20, 729, 730

Total installed cost (TIC), 900, 901

TPN. See Timed Petri nets (TPN)

Transmission

HTS power, 448

solar pond (see Solar pond)
Transparent insulation materials

description, 487–488

energy efficiency, 488

heat transfer ratio, 494

residential house, 488

roof wooden beams, 494

thermal insulation (see Thermal insulation)

thermal sheathing (see Thermal sheathing)

Tray dryer

air flow velocities, 682, 684

different velocities, air drying, 681, 682

square cross-section, 682

TRT. See Thermal response test (TRT)

True vapor pressure (TVP), 1043

TSENS. See Thermal sensations (TSENS)

Turbidity

salinity-gradient solar ponds, 774

salty water layers, 776

transmission variation, 778

UV-Vis spectrum measurements, 778

Turbine mapping. See Compressor and turbine mapping

Turbulent-forced flow, rectangular cross-sectioned duct

analytical solutions, 578

Ansys Fluent 12.1, 579

changes, 581–582

coordinate system and flow geometry, 579

Darcy friction factor and Nusselt number, 582–584

data reduction, 579–580

description, 577–578

distributions, velocity, 583

grid size effect, 580

heat and momentum transfer processes, 578–579

Newtonian flow, 579

Nusselt number, 578

radiation effects, 580

rectangular channels, 577

symmetry plane, 581, 582

values, 584

velocity magnitude, Isovel contours, 581

vorticity–velocity method, 578

Turkish Electricity Transmission Company (TEIAS), 563

Turkish Seismic Code (TEC), 878, 881

TV. See Throttling valve (TV)

Two-dimensional polar coordinate system, 1043

Two-layer superconducting cable, 454, 457

TWSCs. See Thermochemical water splitting cycles (TWSCs)

U

Uninterruptible power supply (UPS), 917
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V

Vacuum distillation unit (VDU), 220, 222, 223, 225

Vapor compression

absorption chiller, 403

absorption refrigeration machines, 194

condenser and evaporator, 134

cooling effect, 201

high pressure and temperature, 194

refrigeration capacity, 197

steam generation rate, 202

Variable mole fraction, chemical thermodynamics

CriT and CriP, 1021

phase envelopes, 1021, 1023–1024

pressure and temperature, 1021, 1023

VAWT. See Vertical axes wind turbine (VAWT)

VDU. See Vacuum distillation unit (VDU)

Vertical axes wind turbine (VAWT), 876, 877, 879

Vertical ground-source heat pump system (VGSHP) combined

with WHCS

advantages, 306

circulation pumps, 309

compressor, 310

cooling season, 310

cooling session

exergetic analysis, 309, 310

measured data and calculated values, 309

description, 306–307

exergetic modeling, 307–308

exergy analysis, 306

and GSHP, 305–306

heating session

exergetic analysis, 309, 310

measured data and calculated values, 309

heoretical and experimental works, 306

MySQL database, 309

natural convection problems, 306

overall system components, 310–311

refrigerant properties, 309

water molecules activity, 310

Vertical slender hollow cylinder

boundary conditions, 597–598

Boussinesq approximation, 596–597

buoyancy effect, 596, 600, 604

conjugate heat transfer, 595–596, 600, 601

distribution, interfacial temperature, 599

interaction, 595

isothermal and non-iso0thermal, 600–601

local skin friction and heat transfer, 596, 599–602, 604, 605

magnetic Reynolds number, 596

magneto-hydrodynamic parameter, 604

MHD mixed convection flow, 596

mixed convection flow, 600

numerical methods, 599

temperature differences, 596

variation, interfacial temperature, 600, 602–604

viscous dissipation and Joule heating, 597, 605

Virtual particles, 656–657, 661

Viscous dissipation, 595–605

W

Wall Heating System (WHCS)

cooling session, 308

heating mode, 306

heating session, 308

WAsP. See Wind atlas analysis and application program (WAsP)

Water electrolysis unit

ambient temperature, 151

components, 150

exergy destruction, 150

water feed, 146, 147

Water heating-humidification processes

bubble coalescence, 416

column reactor, 416

compressor and controllers, 417

data acquisition and measuring devices, 417

data processing, 418

desalination techniques, 415

effect, water temperature and flow rate, 416

electrical and solar energy, 416

evaporation chamber and solar water/air heater, 416

HDD, 415

humidifier bed, 416

inlet and outlet relative humidity, air, 418, 419

inlet and outlet temperatures, air, 418, 419

productivity and humidification efficiency, 419

transport phenomena, 416

working principle, humidifier, 417–418

Water production

desalination process, 138

HRSG, 183, 184

micro gas turbine, 133

seawater, 141

Weibull distribution

cumulative probability, 832

two-parameter, 831

WAsP software, 835

wind energy, 833

wind power density, 833

Wind and anaerobic digestion subsystem, 5–6

Wind atlas analysis and application program (WAsP), 834–835

Wind energy

conventional windmill model, 378

electricity, 830

Erzincan Ergan Mountain Ski Center, 835

free-stream wind speed, 876

hydrogen production, 378

power generation source, 830

small-scale desalination plants, 282

speed frequency distributions, 834

structural and environmental design, 831

Turkey, 284

water electrolysis, 154

wind speeds, 829

Wind power potential, 829, 830, 834

Wind, solar and rainwater harvester (WSRH)

annual mean rainfalls rates

Rize, 880, 881

Turkey, 880, 881

annual power consumption, 876

capacity curves, 881, 882

concrete elements, 878

EB, 878–879

EB-WSH, 881, 882

electricity, 875

energy resources, 875

LS, 881

NSP analysis, 877

RWH, 877

solar energy system, 876
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Wind, solar and rainwater harvester (WSRH) (cont.)
solar, wind hybrid system, 879–880

wind energy system, 876–877

Wind turbine, 402–403

Wind turbine plants (WTP). See also Hybrid systems

electrical energy, 792

power output fluctuation, 793

and PSHP (see Pumped storage hydropower plants (PSHP))

WSRH. See Wind, solar and rainwater harvester (WSRH)

WTP. See Wind turbine plants (WTP)

X

Xingtan LNG satellite station

ammonia refrigeration systems, 572

analysis, 575

characteristics, 575

cold storage and peak shaving, 574–575

design and requirement, 574, 575

energy supply, 572

frozen blocking, 572

gasification, 570

heat exchange system, 572–573

operation condition, 575

physical and chemical properties, 574

planning, 575

project operation, 571–572

R404A/butane, 574

recycling, cold energy, 574

refrigerant circulation, 573–574

refrigeration units, 570

storage tanks, 570

technological process, 570–571

Y

Yildiz Renewable Energy House (YREH), 307

Yttrium barium copper oxide (YBCO), 455

Z

ZEB. See Zero-energy building (ZEB)

Zero energy

absorption chiller, 403

acoustic insulation, 400–402

batteries and electrical systems, 403

electricity supply, Lebanon, 399–400

and exergy (see Exergy analysis)

heating load (see Heating load calculations)

multi-objective optimization, 404

off and on grid system components, 407, 408

photovoltaic systems, 402

pollutants, 408

renewable and nuclear, 399

seasonal heat loads, 406–407

selection, power system, 407, 408

shortages, 399

solution, 400

system components, 405

thermal and acoustic material sizes, 405–406

wind turbine, 402–403

Zero-energy building (ZEB), 400
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