Chapter 2
Classical Random Matrix Ensembles

2.1 Hamiltonian Structure and Dyson’s Classification of GOE,
GUE and GSE Random Matrix Ensembles

The discussion in this section is largely from Porter’s book [1]. Original contribu-
tions here are due to Wigner and Dyson and all their papers were reprinted in [1].
More recent discussion on Dyson’s classification of classical random matrix ensem-
bles is given by Haake [2]. The classification is based on the properties of time
reversal operator in quantum mechanics [3]. Appendix A gives a brief discussion
on time reversal and the results given there are used in this section. In finite Hilbert
spaces, the Hamiltonian of a quantum system can be represented by a N x N matrix.
Now we will consider the properties of this matrix, with regard to time-reversal T
and angular momentum J symmetries.

Firstly, imagine there is no time reversal invariance. Then we know nothing about
the H matrix except that it should be complex Hermitian. And all such H’s should
be complex Hermitian in any representation differing from any other by a unitary
transformation.

Now, consider H to be T invariant. Then we have, from the results in Ap-
pendix A, T? = +1. Let us say T is good and T2 = 1. Then, it is possible to con-
struct an orthogonal basis ¥ g such that Ty x = Yk is satisfied. Let us start with a
normalized state @; and construct,

Ui =ad+Tad (2.1)

where a is an arbitrary complex number. This gives trivially

2 T2=1
TV, =Tad+T"ad®, — VY. (2.2)

Now consider @; such that (¥ ®;) = 0 and construct
U =a' &y +Tad &,. (2.3)
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Then,
(W1192) = a'(¥1|P2) + (01| Td' ®2) = (a) (W1 T P2)
= (&) (T | T2 ®s)" = (/)" (¥1]®2)* = 0. (2.4)
Here we used Eq. (A.12) and T2 = 1. Continuing this way an entire set of orthogonal
Y; can be produced satisfying
TY, =Y, (2.5)

and they can be normalized. In this basis all H’s that are T invariant, i.e. THT ' =
H will be real symmetric,

Hy= (W | H|W)=(TW% | THY) =T |THT'TW) = HY.  (2.6)

Therefore for systems with T2 =1, all H’s that are T invariant can be made, inde-
pendent of J, real symmetric in a single basis.
_ Let us consider the situation with T is good, J is good and T2 = —1. Now, say
T = exp(—inmJy)T and then using T = exp(inSy)K as given by Eq. (A.23), we
have
(T)2 = exp(—imJy) exp(in Sy) K exp(—im Jy) exp(im Sy) K

= exp(—inLy)exp(—inLy)K2

=exp(—2inLy)=1, 2.7
as Ly is an integer in the (L?, L) diagonal basis. Now we have (T)? =1 and there-

fore we can proceed to construct a Iy basis with TI =T just as in the situation
with 72 = 1. In the I} basis, a T invariant H will be real symmetric,

Hie= (Ix|H|y)=(TTy | THI})*
— <e—iJTJy TI"k |e—iJTJy THF€>* — (Tl—vk ‘ e—iﬂf)-THT—lTI—.()*

—1_ . : i
P it Fro e T T
.],'HJF]:H T * *
s (| H|TLY*=(Ik | H| IY)
=H},. (2.8)

Therefore if H is invariant under both J and 7', the H matrix can be made symmet-
ric. In fact all such H’s will be simultaneously real symmetric in the [} basis and
they remain so by an orthogonal transformation.

The final situation is where T is good, J is not good but 72 = —1. In the sit-
uation we still have Kramer’s degeneracy and given a |v), the |¢) and |Ty) are
orthogonal. With a basis of 2N states, (i), T|i)) withi =1,2, ..., N, consider

1Y) =D [Cutlm) + Cru—|Tm)]. 2.9)

m
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Then,

Tiy) = [~Cph_lm)+ Cpy|Tm)] (2.10)

and here we have used T2 = —1 with TCy = Cs‘ for any number Cy. As T = UK,
Eq. (2.10) then gives U = [?B]] for each (|m), |Tm)) pair. Also T’ =—-1=
UKUK =—1andthen UU* = —1. Also UU" = 1 and therefore U = —U. Any U
such that U = —U can be brought to the form

0 —I
U=|:I 0] (2.11)

by a similarity transformation. We can also chose
U= 0 —I : (2.12)

Now we consider a unitary matrix S that commutes with 7 = U K. Then

SUK =UKS
SU=UKSK™!
=US" (2.13)
= U=sU(s*)"' =su(s")* =sus™
= SUS.
Therefore with
0 —1I
z_[l 0}, (2.14)
S must be
SZS=12Z. (2.15)

The S that are unitary and satisfying Eq. (2.15) are called symplectic matrices. We
will now construct H matrices that are invariant under S, i.e. symplectic transfor-
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mations. To-wards this end consider

0 T
‘%Z_l[l 0]
0 -1
‘%—Z—[z 0}
A1 0
'73__1[0 —1}
and H in the form, with I = [(’) (1)]’
3
H=H01+ZH1<<7I<
k=1

| Hy—iH; —iH|—H;
T |\-iHi+H, Hy+iHz |°

Then

H=H'" = Hj=Hy, H =—H.

Now THT ! :HandT:UK:[g_OK] will give,

_[ Hf —iHj —iHl*—H2*1|
—iH{+H; Hj+iHj
= Hi:Hi*’ i=0,1,2,3.

Comparing Egs. (2.18) and (2.19) we have,

Now we will prove that, if H is T invariant, then SH S —lis also T invariant,

T[SHS T~ '=TSHS™'T™!
=STHT 's™!
=SHS™ .

(2.16)

2.17)

(2.18)

(2.19)

(2.20)

2.21)

Therefore the quaternion structure of H given by Eq. (2.17), valid for T invariant H
with 72 = —1 and J may not be good, will be preserved by symplectic transforma-
tions, that is by S that are unitary and satisfying the condition SZS = Z. Together

with Eq. (2.20), the H’s are quaternion real (QR) matrices.

The results proved above will give the Hamiltonian form and the corresponding

group structure under (J, T') invariance as follows:
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Table 2.1 Classification of classical random matrix ensembles

Ensemble Transformation matrices Hamiltonian structure
GOE Real orthogonal matrices O H=H*"=H
00=1
GUE Unitary matrices U H=Hy+iH;
vut =1 H0=H§=H0~
Hy=H} =—H
GSE Symplectic matrices S H = Hyl + Zi:l Hy I
SZS=27,88 =1 Hy=H! = Hy
0 -
H,=H ]:k =—Hy,
k=1,2,3

1. For T not good and J is good or not good, the Hamiltonian is complex Hermitian
and the canonical group of transformations is U (N), the unitary group in N
dimensions (N is the dimension of the H matrix).

2. For T is good and J is good, the Hamiltonian is real symmetric and the canonical
group of transformations is O (N), the orthogonal group in N dimensions.

3. For T is good and J is not good but J is a integer, the Hamiltonian is real
symmetric and the canonical group of transformations is again O(N).

4. For T is good and J is not good but J is a half-odd integer, the Hamiltonian
is quaternion real and the canonical group of transformations is Sp(2N), the
symplectic group in 2N dimensions (note that here we are using the A matrix
dimension as 2N as it must be even).

Note that in (1)—(4) above, in a single basis all H’s can be simultaneously made
real symmetric, QR or complex Hermitian as appropriate. In the absence of any
other information except invariance with respect to J and 7 are known, one can
represent the H matrix of a given quantum system by an ensemble of N x N matri-
ces with structure as given by (1)—(4) above. The matrix elements are then chosen to
be independent random variables. Note that for the U(N), O(N) and Sp(2N) sys-
tems mentioned above, the number of independent variables (note that for a complex
number there are two variables—one for the real part and other for the complex part)
will be N2, N(N +1)/2 and N(N + 1) respectively. In the classical random ma-
trix ensembles, called GUE, GOE and GSE respectively, the matrix elements are
chosen to be independent Gaussian variables with zero center and variance unity
(except that the diagonal matrix elements—they are real—have variance 2). Then
these ensembles will be invariant under U (N), O(N) and Sp(2N) transformations
respectively and accordingly they are called Gaussian orthogonal (GOE), unitary
(GUE) and symplectic (GSE) ensembles. Table 2.1 gives for these three ensem-
bles, the corresponding transformation matrices and the mathematical structure of
the Hamiltonians. In order to make a beginning in deriving the properties of GOE,
GUE and GSE, we will start with the simplest 2 x 2 matrix version of these ensem-
bles. Hereafter, zero centered Gaussian variables with variance vZ will be denoted
by G(0, v?).
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2.1.1 2 x2GOE

For a 2x2 GOE, the Hamiltonian matrix is

X1+ X X3
H= [ PR Xz] (2.22)

and the joint distribution for the independent variables X, X» and X3 is
p(X1, X2, X3)dX1dX2d X3 = P (X1)P2(X2) P3(X3)dX1dX,dX3.  (2.23)

The X; in Eq. (2.22) are G (0, v?). Then, (X1 + X») is G(0, 2v?) and (X| — X») is
G(0,2v?%). Let the eigenvalues of the H matrix be A and . Using the properties
of the sum and product of eigenvalues, we have A1 + > =2X; and AjAy = X % —
X% - X%. This gives

§? = (b1 — 22)* =4X3 +4X3. (2.24)
Now xp = 2X, is G(0,4v2), x3 =2X3 is G(0,4v2) and they are independent.
Therefore
1 (x3 +x3)
exp —
27 (402) 8v2

P(x2,x3)dxy dx3 = dxydxs. (2.25)

Transforming the variables x7, x3 to S, ¢ where x, = Scos ¢, x3 = Ssin¢ we have

7S2/8v2SdS 27
P(S)yds =292 / dé. (2.26)
8mwv? 0
Then the NNSD is,
P(S)dS S e s* ds; 0<S<o 2.27)
=—exp ———dS,; <8 < o0. .
402 P T2

Note that, with D denoting mean (or average) spacing,
oo _ oo
f P(8)dS =1, D=/ SP(S)dS =+2mv. (2.28)
0 0
In terms of the normalized spacing S = §/D,
o TS 782\ . %
P(S)dS = — exXP\ — ds; S=1. (2.29)

Thus, GOE displays linear level repulsion with P(S) ~ § as S — 0. This is in-
deed the von Neumann-Wigner level repulsion discussed in 1929 [4] signifying that
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quantum levels with same quantum numbers will not come close. The variance of
P(S) is

= s2
0= -1==-1
D

8v2 4
= —1=—=—12~0.272. (2.30)
2 v? T

Here, used are Egs. (2.24) and (2.28).

2.1.2 2 x2GUE

Here the Hamiltonian matrix is,

| X1+ Xy X3+iXy
H= |:X3 —iXs X1—-X3 2.31)

with X; being G (0, v?) and independent. Solving for the eigenvalues of H, we get
A+ A2 =2X) and LAy = X7 — X3 — X3 — X3. Therefore $? = (A — Ap)* =
4(X3 + X3 + X3). With x, = 2X», x3 = 2X3 and x4 = 2X4, we have x», x3 and
x4 to be independent G (0, 4v?) variables. The joint probability distribution function
for these is

2 2
X5 +)c3

1 + x‘% dordsnd
€X — X2dX3dX4.
Qm)3 220y P 812 24X x
(2.32)
Transforming to spherical co-ordinates i.e. x; = S'sinf sin¢, x3 = Ssinf cos ¢ and

x4 = Scos@ with dxydx3dxs = S2d S sin0dodée,

P (x2, x3, x4)dx2dx3dxy =

SZ T 2
P(S)dS = ————dS in6do d
SIS = ey /0 o /0 ¢

s? 52
exp(——)dS. (2.33)

W TS 802

Note that [ P(S)dS=1and D= [;° SP(S)dS = 8v/+/2m. With S=5/D,

oo 3287 482\ . %

P(8)dS =— exp(——)dS; S=1. (2.34)
7T 7T

Thus, GUE gives quadratic level repulsion with P (S) ~ S for S small. The variance

of NNSD for GUE is,

2 <~ @ 3
c?0)=82-1=— —1="—-1~0.178. (2.35)
D 8
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2.1.3 2 x2GSE

Here H is quaternion real defined by Eqgs. (2.17) and (2.20). These equations and
the choice

_fa b (0 —x (0 'y
H0_<b C)’ H1_<x 0)7 HZ—(_y O)?

(2.36)
_ (0 —z
m=(2 %)
will give
a 0 b+iz ix—y
_ 0 a ix+y b—iz
A=l p_iz y—ix o 0 (2.37)
—y—ix b+iz 0 c
Eigenvalue equation for this matrix is,
a—X\ ix+y b—iz 0 a—A b-—iz
(a—A)|y—ix c—2»x 0 |+®+ig)| b—iz y—ix 0
b+iz 0 c—X —y—ix b4iz c—A
0 a—»XA ix+y
+(y—ix)| b—iz y—ix c—i|=0. (2.38)

—y—ix b+iz 0

Simplifying, we obtain {(a — A)(c — A) — (b* + 22 + y? + x?)}*> = 0 which implies
that A’s are doubly degenerate and they are given by,

L@t El@—o’ +40* +22 +y? +27)]'?

> (2.39)

This gives § = |A; — Xo| = [(@ — 0)? + 4% + 22 + y* + xH)]1Y2. Let us de-
fine X1 =a+c¢, Xo=a —c, X3 =2b, X4 =2x, X5 =2y and X¢ = 2z.
The X;’s are independent Gaussian variables G (0, 4v?). Note that a and ¢ are
G(0,2v%) and b,x,y,z are G(0,v%). Thus S? = X3 + X3 + X7 + X? + XZ.
Transforming to spherical polar co-ordinates in 5 dimensions with hyper-radius
S gives X = Scosfjcosfpcosf3cosby, X3 = Scosbjcosbrcosbssinby, X4 =
S cosf cosbr sinbz, X5 = Scos) sinf and Xg = Ssin6; (volume element being
dv = S*dS cos® 61 cos? 6 cos 03 dBy db, dB3 dby). Then,

S4dS SZ +m/2 3 +m/2 5
PSdS=——F+—5—-~c¢ - cos” 601do cos“ 6,db
D= e Xp( 8v2> f_m 1 lf_n/z 2

+7/2 2
X / cos63dbs f dby. (2.40)
/2 0
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Simplifying, we have
5 52
P(S)dS= ———ex <——)dS. (2.41)
482705 P\ 82

Note that [;° P(S)dS =1 and D = [;° SP(S)dS = 32v/3+/27. With § = §/D,
the NNSD is

P(8)dS$ 25 & 6452 ds; §=1 (2.42)

=——=S5"exp| —— ; =1. .
36737 TP\ o

Thus, GSE generates quartic level repulsion with P(S) ~ §* for § small. The vari-

ance of the NNSD is

= s2 45
G2 =8 —1=25—1="2 _1~0.105. (2.43)
5 128

Figure 2.1 shows NNSD for GOE, GUE and GSE as given by Egs. (2.29), (2.34)
and (2.42) respectively. More importantly, these random matrix forms for NNSD
are seen in many different quantum systems such as nuclei, atoms, molecules etc. In
addition, the RMT results for NNSD are also seen in microwave cavities, aluminum
blocks, vibrating plates, atmospheric data, stock market data and so on. Figure 2.2
shows some examples. It is important to stress that the simple 2 x 2 matrix results are
indeed very close, as proved by Mehta (see [5]), to the NNSD for any N x N matrix
(N — 00). Thus, level repulsion given by random matrices is well established in
real systems.



20 2 Classical Random Matrix Ensembles

1.0 r . S —
poisson NOE i B\ Sinai's billard i
r 1726 Spacings b 08 If
-~ T 4 _osf
Losf 4 0 [ 1
3 GOE % - ]
a b {1 % oaf 3
H E 0.2 3
0.0 1 1 el ]
o] | 2 3 o 0 15 20 25
S S
T L T T T
/,Poisson
03
e
0
Q02

«Expt (NDE)

| 1 1 L
(1) o 5 IOH IS 20 25

1.0
---- Fitto Py, (5)

08 L T P

0.6 1994-95

At=30 min

14
a

o
>

Probability density, P, (s)

/
0.0

] 1 2
(111) Nearest - neighbor spacing, s
L e e e e e e o e e 10 T T T T
['\Poisson 1 ['\Poisson
08} E
0.75 GOE 4
r Wigner (GOE)
-~ 1 ~ 06 E
(2} (2}
T 0s0F [EGOE(1+2) z
04f
025 E o2k BEGOE(2) |
000 Lot v v 0wy 0.0 P S S
00 05 10 15 20 25 3.0 . ) 1 2 3
) S (vi) S

Fig. 2.2 Figure showing NNSD for different systems and their comparison with RMT. (i) Nuclear
data ensemble [6]; (ii) chaotic Sinai billiard [7]; (iii) example from Econophysics [8]; (iv) example
from atmospheric science [9]; (v) EGOE(1 + 2) ensemble for fermion systems [10]; (vi) BE-
GOE(2) ensemble for boson systems [11]. In (i) and (ii) results for A3 statistic are also shown
and these are from [12] and [7] respectively. In (iii), the NNSD is for the eigenvalues of the cross
correlation matrix for 30-min returns of 1000 US stocks for the 2-yr period 1994—-1995. Here a fit
to the Brody distribution [Eq. (3.47)] is also shown. Similarly in (iv) the NNSD is for the eigen-
values of the correlation matrix for monthly mean sea-level pressure for the Atlantic domain from
1948 to 1999. Shown in the insect is the cumulative distribution for monthly and daily averaged
correlation matrix. Finally, the embedded ensembles EGOE(1 + 2) in (v) and BEGOE(2) in (vi)
are discussed in detail in Chaps. 5 and 9 respectively. Figures (i)—(iv) (except the NNSD figure for
nuclear data ensemble and this is taken from [7] with permission from Springer) are taken from
the above references with permission from American Physical Society and figures (v) and (vi) with
permission from Elsevier
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2.2 One and Two Point Functions: N x N Matrices

For more insight into the Gaussian ensembles and for the analysis of data, we will
consider one and two point functions in the eigenvalues. Although we consider only
GOE in this section, many of the results extend to GUE and GSE [13]. Also Ap-
pendix B gives some properties of univariate and bivariate distributions in terms of
their moments and cumulants and these are used throughout this book. A general
reference here is Kendall’s book [14].

2.2.1 One Point Function: Semi-circle Density

Say energies, in a spectra, are denoted by x (equivalently, the eigenvalues of the
corresponding H matrix). Then, number of states in a given interval Ax around the
energy x defines p(x)dx, where p(x) is normalized to unity. In fact the number of
states in Ax interval around x is I (x)Ax = dp(x)dx where d is total number of
states. Carrying out ensemble averaging (for GOE, GUE and GSE), we have p(E)
defined accordingly. Given p(E), the average spacing D(E) = [dp(E)]~". If we
start with the joint probability distribution for the matrix elements of Gaussian en-
sembles and convert this into joint distribution for eigenvalues Py (E1, Ea, ..., En),
one sees [1]

PN(EL, Ea, ..., EN) & ]_[ |E; — E;|P exp{—aZE?}. (2.44)
i

i<j

Here 8 = 1, 2 and 4 for GOE, GUE and GSE respectively. Then p(E) is the integral
of p(E1, Es, ..., Ey) over all E’s except one E. For completeness, let us point
out that p(x) = (6(H — x)) = d! Z;Ll S8(E; — x). One can construct p(E) via its
moments Vp = (HP) =d 'Trace(HP).

Using the binary correlation approximation (BCA), used first by Wigner [15],
it is possible to derive for (H?) a recursion relation. In the present book most re-
sults, both for classical and embedded ensembles, are derived using BCA. In fact,
for the embedded ensembles BCA is the only tractable method available at present
for deriving formulas for higher moments (even though this also has limitations as
discussed in later chapters).

In BCA, only terms that contain squares (but not any other power) of a given ma-
trix element are considered and in the N — oo limit, only these terms will survive.
As the matrix elements are zero centered, all M_p for p odd will be zero. Firstly, for
p =2 we have

(H*)=d™' Y HijHji=d™" ) (Hij)*. (2.45)
iJ i,j

Let us say that the variance of the matrix elements for the GOE matrices is v?.

Then the ensemble averaged second moment (note that all the moments are central
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moments as the centroid is zero) is,

M, =(H?)=v’d=(HH). (2.46)
[
In Eq. (2.46) we have introduced a notation for correlated matrix elements. Also
note that we have ignored the fact that the diagonal elements have variance 2v? as
this will give a correction of 1/d order and this will vanish as d — co. The first
complicated moment is My or (H*). Explicitly,

(HY)=a! Z H;jH jx Hy Hi . (2.47)
i,j,k,l

Then, ensemble average gives three terms in the above sum (it contains product of
four matrix elements): (i) first two H matrix are correlated and similarly the last two
matrix elements; (ii) the first and third and similarly the second and the fourth matrix
element are correlated; (iii) the first and fourth and similarly the second and the
third matrix element are correlated. Symbolically they can be written as (H |_JH H |_|H )s

(HHHH) and (HH H H). Their values are

| -
T =™ 3 iy = ' = (7))’
ij
_ - 1T\ 2
(HHHH)=d IZHinjiHinji=U4d:d H({H2) (2.48)
= | i
(HHHH)=d""Y H;HjHgHji = v*a® = ((H2))*.

ijk

Thus the second term that involves cross correlation with odd number of H’s inside
[in the second term in Eq. (2.48), there is one H in between] will vanish as d — oo.
Then, we have

My =(H*) = v'd* = 2(HHHH) =2({H?))". (2.49)
L1 L

Note that in Eqs. (2.45)-(2.49), the correlated H’s are joined by the symbol ‘LI’
Continuing the above procedure we have [16, 17], valid for all three ensembles with

the normalization (H2) =1,

ZW

p—2

- Y ()

=0

= Z M. M, 5. (2.50)
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The solution is M2,+1 =0 and M, = (v+ 1)~ (2v”). They are the Catalan numbers

and it can be verified easily that they are the moments of a semi-circle. Thus p(E)
is a semi-circle,

m=i(4—x2)1/2=lsim/f(x). 2.51)
2 T
Here 1 (x) is the angle between the x axis and the radius vector; x = —2cos ¥ (x),
0 < < 7. Note that p(x) vanishes for |x| > 2 and M, = 1. Figure 2.3 shows an
example for the semi-circle.
Given a p(x), one can define the distribution function F(x),

F(x)= / p(y)dy. (2.52)

With p(x) being discrete, as the spectrum is discrete, F'(x) is a staircase. Note that
F(x) counts the number of levels up to the energy x and therefore increase by one
unit as we cross each energy level (if there are no degeneracies).

Another important property is that the exact density p(x) can be expanded in
terms of p(x) by using the polynomials defined with respect to p (x),

p(x) =M{1 +) S P (x)}. (2.53)

¢=1

If we know the moments M, of p(x), the polynomials P, (x) defined by p(x) can
be constructed [18] such that fj_o? p(x) Pp(x) Prr(x)dx = d¢ . Using this one can
study level motion in Gaussian ensembles as described ahead.
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2.2.2 Two Point Function S*(x, y)

The two point function is defined by

SPx, ) =px)p(y) —px)p(y). (2.54)

If there are no fluctuations S”(x, y) = 0. Thus S® measures fluctuations. The mo-
ments of S” are

My, :[/xpqup(x,y)dxdy

= (H?)(H9)— (HP)(HY). (2.55)

To derive $”(x, y) (also M ,,) we consider, as in [13, 17] the polynomials defined by
the semi-circle, i.e. Chebyshev polynomials of second kind U,, (x). They are defined
in terms of the sum,

[n/2]
Up() = (=)™ (” ;m>(2x)"2m. (2.56)
m=0

They satisfy the orthonormality condition fjll (X)) Up(x)Uy (x)dx =1/2 81y With

w(x) = +/1 — x2. Substituting y = 2x in the orthonormality condition and using
Va(y) = Un(y/2), we obtain,

+2 .
/2 dyp M Va () Vin (¥) = 8ums

[ N .
p(—y)zi l_y_zsmgﬂx)'
T 4 T

Note also that Uy (x) = g [0 (0 (0)]"]: @y = (=1)"2"+H TH2 g (x) =
1 — x2. Similarly, V; (x) = (=D [siny (x)]~ ! sin(¢ + D (x).

Returning to M, it is seen that in (HP?)(H?) evaluation (again we use BCA)
it should be recognized that the correlations come when say ¢ number of H’s in
H? correlate with ¢ number of H’s in HY. When ¢ =0 we get {(HP)}{(H4)}.
Therefore

(2.57)

<(p.,q)
My =(HP 9] - = 3w e

and /Lg are obtained by a counting argument. French, Mello and Pandey [17] showed
that (see also [19]),

! = P =_¢1 pi PYZRY
e = ((p—;“)/z) ==¢ | A {p@) Ve () fdx. (2.59)
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Now let us evaluate (H¢)(H¢). Firstly (H¢) = d~! Zfljk _1HijHji ... Hy;.
Then the number of indices are ¢ and the number of terms in the sum are d?.

In (HY)(H¢) there will be d* terms of the type (H;;Hj;)(HjxHy;).... Choos-
| —

ing v2d = 1, we have <H2) vZ =v? = 1/d. Therefore (H%)(H’) = 5d%/d* =
ij d
1/d?. However for every H;; there are (H;jH;;) and (H;;Hj;) for GOE. Both

give v? and therefore (HS)(H¢) = 2/d?* for GOE. In case of GUE HijH;j =
P _I_I _ J— J—
(a+ib)(a+ib)=a?>—b>+2iab=0and H;jHj; = (a +ib)(a — ib) = a?>+ b =
1 (|1H;j1> = vfj =2 and v?d = 1). Thus (H¢)(H¢) = 2/Bd?. In addition there
L
is cyclic invariance and therefore there is an additional ¢ factor [for example,

HyyHy @ Hy1Hiz, HioHa3 H3y © H3 H3yp Hiz @ H3p Hiz Haz). Then the final result
is,

T 2
(HE)HE) = s (2.60)
Lo b pd?
with B =1 for GOE and g = 2 for GUE. Putting this result in the expression for
My we see that

My = ;M%Z// Mmp@NQl@HQ1@MMU
¢=1
ﬂdQZc”//xf’ ——p(x)p(y)vg (V1 (7)dxdy.
¢=1
(2.61)
Then by inversion we get,
2 0
§P oy " 1GOE355—5—{p<);my)§:; Veo1 () Ve 100}
¢>1
2
= SF@JO=Eyﬂﬂp@%§:?4W;NUW—ﬂw} (2.62)
¢>1
=55 25 sy ()sing Yo ().
¢>1

Note that S¥(x,y) = [* [7. 8P, y)dy'dx' = F(x)F(y) — F(x) F(y). The
sum can be simplified by introducing a cut-off ¢ ~*¢ and extending the sum to ¢ =1
to oo,

d
> ¢ singynsingyn
=1

Z Lexp(—a¢) sin¢ ¥y sin ¢
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= Z[/ e_“dz:l sin Y sin ¢y
r=1-"¢

{l i[/oo “dz} [emic =) _ e—i£(1//1+1//2)]}
2

=1

e

1 ©
_ —{(Z+i(1//1—1/f2)) _ @i +yn))
= Re{ > E fa e }dz}

w
—_

_ Rel [ln[ e CHWI=ID % [n[] — o~ GH 1TV ]%]

1 In 14 e72% — 2% cos(Yy + V¥2)
T4 14e 22 —2ecos(Yy —Yn)’

(2.63)

where we have used the property that Re[In(1 +z)] = % In[(1 4 z)(1 4 z*)]. Finally
have,

1 In 14+e 2 —2¢ % cos(yY) + ¥2)
272d% " 14 e72% —2¢=%cos(Yy — V2)

SFx,y) = (2.64)

Let us consider the structure of S¥ (x, y) when x ~ y. Firstly the number of levels
r in the energy interval Ax = dx =x — y is d p(x)dx. But 1 — x2/4 = sin> ¥ gives
x = 2cos . Therefore, dx = 2sinydy and

r=dpx)dx = [; sin w:|2sin vdy. (2.65)

Then, SF(x, y) is, with x ~ y = sinyr, ¥ + Yo ~2¢ and | — Yo ~ 8¢,

a~1/d 1 2 —2cos2y

§ey) 2m2d? n2—20055w
1 sin Y 1 2sinyr
= In - ~ n
72d? " sindy/2  m2d? Sy
1 4d sin’
= In——. 2.66
22 7r (2.66)

In the last step, Eq. (2.65) is used. Therefore the behavior of SF(x, y) is that it
behaves as Inr. Now let us consider the self-correlation term S¥ (x, x) which deter-
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mines the level motion 8x2/52 =d28¥ (x, x) in GOE,

1 14e72% —2¢ % cos2yr
SF(x,x)= 1
T R TS PR yn

a~1/da 1 2(1 —cos2y) _,
In e ¥=1-—
27242 (1 —e—%)2

-2
_ % a 45‘%‘” (2.67)
2m=d o

1 2
o) In(2d sin )

1 1
= sF (x,x)= Pyl ln2dsm1ﬂ_ -y ln2nd,o(x)
Before going further, it is useful to point out that the moment method with BCA
used for deriving the asymptotic form of one and two point functions extends to
many other random matrix ensembles. A recent discussion on the power of the mo-

ment method in random matrix theory is given in [20].

2.2.3 Fluctuation Measures: Number Variance X*(r)
and Dyson-Mehta A3 Statistic

P(S), the nearest neighbor spacing distribution and its variance 02(0) are mea-

sures of fluctuations. Using S¥ (x, y) we can define a new measure called ‘num-

ber variance’ X2(r). Say in a energy interval x to y there are r levels, then
=d[F(y) — F(x)]. The statistic X 2(r) is ensemble averaged variance of » and

22(r) =r2 = (7)?
=d*[(F(y)— F(x))’ = (FO) — F0)’]

= d2[F2(y) - FQ) + F2(x) - Fx) —2(FOF() — F®) F))]
=d*[SF(x,x) + ST (y,y) — 287 (x, y)]. (2.68)

Thus X2(r) is an exact “two-point measure”. Using the asymptotic expressions for
SF(x,x) and SF (x, y), we obtain

[ 2 , 2 ddsin’y
| oz In2dsing — ——5In———
T

2 _
2= I R

2 r
b4 2sin” ¢
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Thus X2 (r) behaves as Inr and hence the GOE spectrum is rigid. The exact results
valid at the center of the semi-circle are:

2 2 n? 1
ZGOE(V):TL.Z ln2ﬂr+l+y—§ +0 ;
(2.70)

1
X2up) = F[1nzm +1+y]

where y is Euler’s constant. Other important measure is Dyson-Mehta A3 statistic
and importantly, it is related to X2 (r) and hence it is also a two-point measure.

Dyson and Mehta As statistic [21] is defined as the mean square deviation of
F(E), of the unfolded spectrum, from the best fit straight line and A3(7) corre-
sponds to the same but over a spectrum of length 7D. The ensemble averaged A3 (1)
is then defined similarly,

x+L

A_g(ﬁ)zA_g(ZL)zmin[i/ [dF(y)—Ay_B]Zdy} . @I

-L (A,B)

Here L = ’22 The As(7) statistic is an exact two-point measure. In fact it can be
written as an integral involving X2(r). This is proved in Appendix C. Using the
GOE (similarly GUE) expression for X 2(r) and applying Eq. (C.8), we obtain the
following expression for A3 (%) for GOE and GUE,

— 1 _ 5 n? 1
[A3(n)]GOE = ;[IH(ZTL’H) +y— i ?] + 0<ﬁ>’
2.72)

— 1 _ 5 1
[4:)]gop = 53 |:ln(2nn) +y - ﬂ + 0<ﬁ>.

For a novel application of Az (n) statistic, see [22].

2.3 Structure of Wavefunctions and Transition Strengths

2.3.1 Porter-Thomas Distribution

Given a transition operator 7 (this should not be confused with the time reversal
operator ‘T’ used before or the isospin label ‘T’), transition strength connecting
two eigenstates is defined by [(Ef | T | E;)|?. In nuclei T’s of interest are electro-
magnetic (magnetic dipole, electric quadrupole for example), one particle addition
or removal, Gamow-Teller operator and so on. Similarly, in atoms and molecules
dipole operator is very important. It is also important to recognize that the widths
of resonances also measure transition strengths. Leaving detailed discussion on
transition strength distributions to Ref. [13], here we will give only some basic
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results. One can think of T|E) to be a compound state and represent it by a ba-
sis state |i). Therefore, statistical properties of transition strengths will be same
as those of the expansion coefficients C iE of the eigenstates in terms of the basis
states |i),

d
E)y="Y_CFli). (2.73)

Now an important question is: what is the distribution of |x; |2 IC; E |2 First, let us
consider the joint distribution P(xy, x2, x3, ..., Xg) of x1, x2, x3, ..., xq for GOE.
Because the GOE is an orthogonally invariant ensemble, the eigenvectors uniformly
cover the d-dimensional unit sphere. Then the normalization condition ) ; |x; 12=1
gives,

rajs
P(X1, X2, X3, ..., Xg) = ();/2) (Z 2—1) (2.74)

Now, integrating over all but one variable (say x; and denote it by x) will
give

p(x)dx re (1- xz)%dx (2.75)
VA rh ' '
Then, in the d — oo limit we obtain,
[d dx?
pox)dx =, — exp—idx, —00 < x < 0. (2.76)
2 2

Thus, asymptotically x will be zero centered Gaussian variables with vari-
ance 1/d. As |C1.E|2 should not depend on the index i and ), |CiE|2 =1 will
give us the significant result that for GOE |CZ.E|2 = 1/d. Therefore, the distri-

bution of the renormalized strengths z = ICI-E|2/ ICiEl2 is, putting d x2 =z in
Eq. (2.76),

o ()dz = \/%z_% exp(—%)dz, 0<z<o© 2.77)
and this is nothing but X12 distribution. Equation (2.77), for GOE, is called Porter-
Thomas (P-T) law for strengths [23]. Thus locally renormalized strengths, z =
|c;'.|2/|c;i|2, follow P-T law; note that [ zo(z)dz = 1. The GOE P-T law was
well tested in many examples as shown in Fig. 2.4. Similar to GOE, for GUE the
P-T law is X22 as C i will have real (say A) and complex (say B) parts with each of

them being G (0, v2=1/d) and independent; then |C’ |2 = A2+ BZ.
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Fig. 2.4 Porter-Thomas
distribution for strengths
compared with: (a) neutron
resonance widths in '67Er
[13]; (b) nuclear shell model
transition strengths generated
by a special two-body
transition operator [10];

(¢) widths from a microwave
resonator [24]. Figures (a)
and (c) are reproduced with
permission from American
Physical Society and (b) with
permission from Elsevier

# of Strengths x (X)"?2 # of Strengths x (X)"?

@"P()

1000

100

10

2 Classical Random Matrix Ensembles

166Er + n
(174 Cases, E;<9.5 keV)

0.001 0.01 0.1 1 10
X=ro /o
n ' n
(a)
1000 YT T T T YT
3 SM + EGOE 3
100 E 3
10 4 3
E (d)m=5,J=5I2,T=1IZ 5
1 FETRETTTY B ST BTG U YT B wr e N
0.001 0.01 0.1 1 10
X=R(Ei,Ef)/R(Ei,Ef)
1 (b)
10" prrey R ——
<
[ A _ J‘-"\—.u -
10-1 9
1073 al Aaadl 44 aal g

103

10"

Z=Fuzll'ljz

(©)

2.3.2 NPC, S"/° and Strength Functions

With eigenfunctions expanded in terms of some basis states (they form a complete
set) |k), let us deﬁr_le the following: (i) NPC (denoted as &;)—number of principal
components; (ii) S"/°—information entropy or £ y—localization length. They are,
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with |E) = Y"4_, CF k),

-1
= cf 8 E—-E ,
&(E) = [dp(E);E 1 ( )}

tn(E) =exp[(5™°) ] / (0.484), (2.78)

sinfo (g )——mgzyq{ *in|cE [*5(E - E).

In Eq. (2.78), degeneracies of the eigenvalues E are taken into account. It is impor-
tant to stress that S/ is the first and NPC [or the inverse participation ratio (IPR)]
the second Rényi entropy introduced in chaos literature [25, 26]. For this reason
NPC is denoted by & (E). Similarly, information entropy is also called Shannon en-
tropy [27]. As we shall see ahead, S”/° and In&,(E) carry the same information
and their difference, called structural entropy, is also some times used (with Si”f o

or &) as a chaos measure; see [26] and references therein. For GOE, |Ck |2 = 7 L and

Ck are Gaussian variables G (0, d) Therefore |Ck |4 = 3(|Ck |2)2 ;’2 and then

-1

_ (& 3 d
&(E) = Zﬁ =5 forGOE. (2.79)

k=1

Thus & (E) is independent of E for GOE. Similarly S7/¢(E) = —d|C,f|2ln |C1§|2
where C,f are G (0, %). Then,

—_— o0 _a2 1
Sinfo(E) = — / x2Inx%e 22dx; ol=-
270 J- d
8do? [ .
=29 2[In +ln\/§a]e_y2d . x=+20
ﬁ y y y y
0
8 y? -2
:—ﬁ A ylnye dy +1In Ze dy
8 o0
=—— 2lnye >’ dy —In=
N y“Inye y— nd

o0

: d
= exp(S’"f") =5 exp—¢, exp—¢ = exp( \/_ x2 lnxeXde)

=4expy —2>~0.964

= expS"™°(E)=0.484, Ly(E)=1.
(2.80)
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Thus for GOE, S"/° = In(0.48d) independent of E and the localization length is
unity by definition. The NPC and %/ formulas are well verified in numerical
examples.

Besides NPC and $7/¢, localization properties of wavefunctions can be inferred
from strength functions. Given C ,f , strength functions are defined by,

F(E)=Y_|CE P8(E - E') = |F "dp(E). 2.81)
E/
where |<ng |2 denotes the average of |C ,f |2 over the eigenstates with the same en-
ergy E. A commonly used form for strength functions is the Breit-Wigner (BW)
form and its derivation is given in Appendix D. Many other aspects of transi-
tion strengths and strength fluctuations are discussed in [13, 28-30]; see also Ap-
pendix E.

2.4 Data Analysis
2.4.1 Unfolding and Sample Size Errors

In the analysis of data one has to pay attention to the following facts: (1) data is
available for a given system (say a nucleus); (2) the sample size (number of lev-
els) is usually small (~100); (3) over the sample, the density may vary. Point (3) is
true for shell model data or any other model data. To take care of (1) and (2) it is
possible to invoke ergodicity and stationarity properties of the Gaussian ensembles
(GE-GOE, GUE or GSE) [13, 31]. Due to ergodicity, we have a permit to compare
ensemble averaged results from GE to spectral averaged results from a given spec-
trum. Similarly due to stationarity, the measures (statistics) of fluctuations will be
independent of which part of the spectrum one is looking at. To the extent that the
spectra are “complex”, we can use “stationarity” to combine the values of the mea-
sures (with appropriate weights) to increase the sample size. Let us first consider
point #(3). When p(x) is varying, it is necessary to remove the “secular variation”
before the data is analyzed. This is called “unfolding”. For this we have to map the
given energies E; to new energies &; such that the ¢; spectrum has constant density.
Say ¢; = g(E;) such that &; has unit mean spacing on the average in the interval
E; + %. Then, with AN levels in the interval Aeg,

de 1 o AE o _AE
AN~ an|® 2 )¢ 2

=22 ) = ——4B)
= g'(E)=Np(E). (2.82)

Now integrating Eq. (2.82) on both sides will give the map,

¢(E)=NF(E) = ¢ =NF(E). (2.83)
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The &;’s given by Eq. (2.83) will have D = 1. Significance of the physically (the-
oretically) defined p(E) in unfolding has been discussed by Brody et al. [13] and
more recently by Jackson et al. [32]. Normally one tries to fit F(E) to a smooth
curve, by a least square procedure, to obtain F(E), but often this is not proper as
fluctuations depend on F (E) used in the unfolding procedure.

Coming to the sample size errors, let us consider a measure w calculated over say
p levels. Say the theoretical value of w (for infinite sample size) is w and its vari-

ance var(w). Then the figure of merit f = ~ var(w), x 100. Now w — w{l £ 1{;—0}.

(w)p

For X2 (n), the Poisson estimate gives f ~ \/? x 100, thus f — O for p — oco. In
practice also used are overlapping intervals. Then it is seen via Monte-Carlo calcu-
lations that f reduces by 0.65. Applying the same size error to the GOE analytical
results, it is seen that theory and experiment agree almost exactly in the case of
Nuclear Data Ensemble (NDE) constructed by combining neutron resonance data
from many nuclei [6, 12, 33]. Finally, in practice, for A3(7z) and D calculations, it
is more useful to use the simple formulas given by French, Pandey, Bohigas and Gi-
annoni [13, 34]. Given a sequence of (ordered) energies (E1, E», ..., E,), the mean
spacing D is [13],

_ 12 "/ n+1
D= prPcR §<z - T)E (2.84)

Similarly consider A3(L) over an energy interval o to a + L. Defining E; to be
E;=E; — (@ + %), we have [34],

n? 1| < 2 3n | &
. o N
mes-to-[] + 5[5

3 n 2 1 n

—F[ZE?] +Z|:Z(n—2i+1)E,1. (2.85)

i=1

i=1

2.4.2 Poisson Spectra

When comparing GOE (or GUE, GSE) results with data, it is important to consider
the Poisson case, i.e. uncorrelated spectra so that the effects due to GOE correla-
tions will be clear. We can generate a Poisson spectrum as follows. First generate
a set {s} such that s is a random variable following exp —x probability distribu-
tion. Then choose x; =0 and x,,41 = x, + s;; n =1,2,3,... and draw s, from
{s}. Now the nearest neighbor spacing S = s,,. Therefore P(S)dS for the sequence
(x1,x2,x3,...)1s

P(S)dS = exp—SdS. (2.86)
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An important question is what is X2(77) and Az (%) for a Poisson spectrum. Before
proceeding further let us mention that random superposition of several independent
spectra leads to Poisson as proved by Porter and Rosenzweig [35]. In order to derive
the results for X2(%) and A3z (%) for a Poisson spectrum, it is useful to consider the
R>(Eq, Ey) and Y, (r) correlation functions for an unfolded spectrum. R>(Eq, E»)
is the integral of P(E1, E>, ..., E,) over E3, E4, ..., E, and Y3 is simply related
to Ry,

Ry(x1,x2)=N(N — 1)/dX3dx4...dePN(x1,x2, Lo XND,
(2.87)

Yo(x1,x2) = —Ro(x1, x2) + R1(x1)R1(x2).

Note_that Ri(x1) =1 =Yi(x1) and the x’s are unfolded energies, i.e. mean spac-
ing D = 1. The important point is that for a Poisson Y>(r) = 0 and therefore, as
SAL)y =L~ [ (L —r)Ya(r)dr,

— L
X L) =L, AsL)= i (2.88)
for a Poisson. It is also useful to mention that for pseudo-integrable systems (which
possess singularities and are integrable in the absence of these singularities) [36—39]
follow semi-Poisson statistics [40, 41],

P(S)dS =4Sexp—25dS. (2.89)

This form is also seen recently in the low-energy part of the spectra generated by
two-body interactions [42].

2.4.3 Analysis of Nuclear Data for GOE and Poisson

Bohigas, Haq and Pandey [6, 12] analyzed slow neutron resonance, proton reso-
nance and (n, ) reaction data (for level and width fluctuations) and established
that GOE describes, within sample size errors, almost exactly the experimental
data. They constructed nuclear data ensemble (NDE) with 1762 resonance energies
corresponding to 36 sequences of 32 different nuclei and they contain: (i) slow-
neutron resonance 1/2% levels from 6400687y 114Cq, 152,154y 154.156,158,160Gq,
160’162’164Dy, 166,168,170Er’ 172’174’176Yb, 182,184,186W’ 186’19008, 232Th and 238U
targets; (ii) proton resonance 1/2% levels (1/2~ also for Ca) from **Ca, “8Ti and
6Fe targets; (iii) (1, y) reaction data on '77-172Hf and 233U giving two sequences of
J7 levels. Similarly considered also are 1182 widths corresponding to 21 sequences
of the above neutron resonance data. Comparisons are made with the GOE Wigner’s
law P(S)dS = (wS/2)exp(—n S2/4)dS for nearest neighbor spacing distribution
(NNSD) and Porter Thomas (P-T) X12 law P(x)dx = (1/+/2mx)exp(—x/2)dx for
widths; S is in units of average mean spacing (D) and x is width (rate of transition
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from a initial state to a channel) in units of average width. Similarly, the GOE num-
ber variance X 2(L) and A3(L) are also seen to agree (for L < 20) extremely well
with NDE. In the analysis sample size corrections are made as discussed earlier.
Unlike the resonance energies, the resonance widths analysis appears to have some
uncertainties (see [6] and Appendix E).

Garrett et al. [43] analyzed NNSD for high-spin levels near the yrast line in rare-
earth nuclei. Considered are 3130 experimental level spacings from deformed even-
even and odd-A nuclei with Z = 62-75 and A = 155-185. As expected P(S) is seen
to follow regular Poisson form. Following this study, Enders et al. [44] analyzed
NNSD for scissors mode levels in deformed nuclei and found Poisson behavior as
scissors mode is a well defined collective mode. Used here are 152 levels from 13
heavy deformed nuclei []46’148’150Nd, 152,154Sm’ 156’158Gd, 164Dy, ]66’168]':‘1‘, ]74Yb,
178,180Hf] in the energy range 2.5 < E, < 4 MeV with the constraint that there must
be at least 8 levels in the given energy interval in a given nucleus. Thus low-lying
levels of well deformed nuclei and scissor states, being regular, follow Poisson as
expected. Finally, Enders et al. [45] analyzed also the electric pigmy dipole reso-
nances located around 5-7 MeV in four N = 82 isotones. They made an ensem-
ble of 184 1~ states and an analysis, though difficult due to many missing levels,
has been carried out. The authors conclude that there is GOE behavior. Thus, level
fluctuations bring out the expected difference between the scissor mode and pigmy
dipole resonance.
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