Chapter 15
Time Dynamics and Entropy Production
to Thermalization in EGOE

In this final chapter, we will consider time evolution of isolated finite many-particle
systems with random two-body interactions in presence of a mean-field. As pointed
out first by Flambaum [1], results here will be useful in the study of the stability
of a quantum computer against quantum chaos. Similarly, as Lea Santos and others
have pointed out [2—4], they are important in the study of issues related to ther-
malization in isolated finite quantum systems. It is also possible to address fidelity
and Loschmidt echoes in many-particle quantum systems [5]. We will discuss the
available results briefly in the next three sections.

15.1 Time Dynamics in BW and Gaussian Regions
in EGOE(1 + 2) and BEGOE(1 + 2)

Let us consider a system of m spinless particles (fermions or bosons) in N sp states
with the Hamiltonian consisting of a mean-field [generated by a one-body part 4 (1)]
and a random two-body interaction V (2) with strength A,

H=h(1)4+AV (). (15.1)
Note that V (2) is represented by EGOE(2) or BEGOE(2) with GOE(1) represen-

tation in two-particle space. Say the system is prepared in a state |k) and this is
assumed to be an eigenstate of z(1). Then at time t =0,

W(t=0)=lk)=) CFIE). (15.2)
E

After time ‘#’, the state changes to ¥ (),
w(t) = ‘k(t)):exp—thlk}. (15.3)
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338 15 Time Dynamics and Thermalization in EGOE
Here we are putting /2 = 1 so that 7 is in £~ ! units. Applying Eq. (15.2) will give,

W ()= k()= Cf exp—iEt|E)
E
=Y CECexp—iEt|f) (15.4)
E f

where | f) are the complete set of eigenstates of i(1) with |k) being one of them.
Thus, the probability that the state |k) changes to the state | f) is Wy_, ¢ (¢) where

Wi £(1) = [ flexp—i Hilk)|* = | A s ([

Ak%f(t)=ZC,fC}Eexp—iEt. (15.5)
E
Now, the survival or return probability is
2 2 2
Wik (1) = [ Ak )] = D [CE] exp—iEt (15.6)

E

The Aj_  can be written as an integral using the discrete form of the strength func-
tion Fj(E),

Apsi(t) = / Fi(E)exp—iEtdE. (15.7)

With H represented by EGOE(1 + 2) [or BEGOE(1 + 2)] and the interaction
strength A > A., level and strength fluctuations follow GOE and hence in this re-
gion one can replace to a good approximation Fj(E) by its smoothed form. Thus,
the first important results is that in most situations the smoothed form of strength
functions determine time evolution in EE. As established in Chaps. 5 and 9, Fi(E)
changes from BW to Gaussian form as A increases from A.. With this, we will con-
sider four situations: (i) small ‘¢’ limit where we can apply perturbation theory; (ii)
BW limit of EGOE(1+4-2) and BEGOE(1+-2); (iii) Gaussian region of EGOE(1+2)
and BEGOE(1 + 2); (iv) region intermediate to BW and Gaussian forms for F; (E).
Several of the results for (i)—(iii) were given first by Flambaum and Izrailev [1, 6].

15.1.1 Small ‘t’ Limit: Perturbation Theory

For small ‘¢’, we can write exp —i Et =~ [exp —ih(1)t][exp —i V (2)t]. Then,
Ak i (t) = (klexp—i Ht|k) = [exp —i Ext]{k|exp —i V (2)t|k)
= [exp —i Ext1(k|1 — iV )t — [V 12 /24 -+ k)
=~ [exp —i Ext][1 — oft? /2] ~exp[—i Ext — (oft*/2)].  (15.8)
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Here, we have used the results Ey = (k|H |k) >~ (k|h(1)|k) and okz = (k|H?|k) —
E,% ~ (k|[V (2)]1*|k); see [7] for details. Thus, in the small ‘¢’ region we have for the
return probability,

Wik (t) = exp —at. (15.9)

Some numerical examples testing Eq. (15.9) are shown in Figs. 15.1a for fermions
and 15.1c for boson systems

15.1.2 Breit-Wigner Region

In the BW region with A, the strength of the two-body interaction, not far from
¢, the strength function will be of BW form with level and strength fluctuations
following GOE. In this situation, replacing Fi(E) by BW form (with spreading
width I") in Eq. (15.7) we obtain,

+o0 I
Ak_>k(t)=/ - exp—iEtdE. (15.10)
—o0 27[(E — Ep)? + 1]

This is nothing but the Fourier transform of the BW function and the result for this
is well known [8, 9]. Applying this gives,

r
Ak_>k(l‘)=exp—|:iEkt+5t:|. (15.11)

Therefore, for BW the return probability will follow exponential law,

BW i
Winsk(t) . —3" exp —T't. (15.12)

Note that, when ¢ is in [og ]~} units, the spreading width I" will be in oy units.
Some numerical examples testing Eq. (15.12) are shown in Figs. 15.1b for fermions
and d for boson systems. In all the calculations (presented in Figs. 15.1-15.3), the
|k) states are the mean-field states obtained by the distributing m particles in the
given N sp states. Similarly, the basis state energies Ej are the diagonal matrix ele-
ments of H in the m-particle basis states giving Ey = (k|h(1) + AV (2)|k). Note that
the centroids of the Ej energies are same as that of the eigenvalue (E) spectra but
their widths are different. In the calculations E and Ej are zero centered (for each
member) and scaled by the spectrum width. In all the calculations, the sp energies
are taken as independent Gaussian random variables. In order to calculate ensemble
averaged Wy_, ¢, for each member at a given time ¢, |Ay ¢ (t)|2 are summed over
the basis states |k) and | f) in the energy windows Ey =6 and E ¢ + A. Then, en-
semble averaged Wj_, r(¢) for fixed k is obtained by binning. In Fig. 15.1, results
are shown for Wy_,,(¢) for Ex =0 with § = A =0.005.
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Fig. 15.1 Results for different values of A for the return probability Wy(r) vs ¢, i.e. Wik (¢) vs
t with Ex = 0. (a) For a EGOE(1 + 2) system with 7 up to 0.5 and the ensemble averaged results
(open symbols) are compared with Eq. (15.9) (continuous curves). (b) For the same EGOE(1 + 2)
system as in (a) but for # up to 2 and the ensemble averaged results (open symbols) are compared
with theoretical results. Here, the dashed and continuous curves are obtained by using Egs. (15.12)
and (15.15) respectively. The dotted curves are due to Eq. (15.18). Values of the parameters in
Eq. (15.18) for good fits are as follows: « = 3.5 and 8 = 0.6 for A = 0.1 and similarly, « = 17 and
B =1.36 for A =0.3. (¢c) For a BEGOE(1 + 2) system and other details are same as in (a) except
the A values are different. (d) For the same BEGOE(1 + 2) system as in (c¢) and other details are
as in (b). Here, the values of the parameters in Eq. (15.18) for good fits are as follows: @ = 4 and
B =0.59 for . =0.04 and similarly, « = 17 and g = 1.2 for A = 0.1. In all the calculation 50
member ensembles are used

15.1.3 Gaussian Region

In the Gaussian region with A, the strength of the two-body interaction, much greater
than A r, the strength function will be of Gaussian form. In this situation, replacing
Fi(E) by Gaussian form (with width o) in Eq. (15.7), we obtain

+oo
Ak»k(f)Zf dEexp—iEt (15.13)

1
—00 V2no k
Carrying out the integral by treating ‘i Et’ as if it is real will give correctly the final
result,

(15.14)

o242
. k
Aroi(t) = exp—|:zEkt + T]
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Therefore, for Gaussian strength functions the return probability will follow Gaus-
sian law,

Gaussian region
—

Wio i (2) exp —opt>. (15.15)

Note that, when ¢ is in o, 1 units, the spectral width o} will be in oy units. Thus
the decay law in the BW and Gaussian regions are different in EE with In W being
linear in ¢ for BW and quadratic for Gaussian. Some numerical examples testing
Eq. (15.15) are shown in Figs. 15.1b and d for fermion and boson systems.

15.1.4 Region Intermediate to BW and Gaussian Forms for Fy(E)

In the BW to Gaussian transition region, as discussed in Chap. 5, it is possible to
represent Fy (E) by the student-7 distribution defined in terms of the shape parameter
« and scale parameter S as given by Eq. (5.27). With the transformations o = (v +

1)/2 and (E — E}) =/ %x, the Fi(E) in the transition region transforms to
Fi(x : v) where,

F(UT—H) dx
VT () (2 41y

Substituting this in Eq. (15.7) gives,

400
Api(t) =exp —iEktf dx |:exp —i |:,/ %t}x} Fi.(x:v). (15.17)

The integral in Eq. (15.17) was a subject of many investigations in statistics litera-
ture and an easily usable form was given very recently in [10]. Then the final result
is,

Fr(x:v)= (15.16)

transition region 2
— 5

Wik (1) | Ak (t: v, B)

V()Y [ Jnq=1)/2
W A dx[x(x+|t |)]

X exp—ﬁ(2x + |t’ ),

g [P
2v

Note that, for v = 1 we have BW form for Fi(E) with 8 = I"'?/4 and for v — co we
have Gaussian form with ak2 = /2. Now the results in [10] and Eq. (15.18) clearly
show that we will correctly recover the results given by Eqgs. (15.12) and (15.15) for
BW and Gaussian limits respectively. Some numerical examples testing Eq. (15.18)
are shown in Figs. 15.1b and d for fermion and boson systems.

Attt v, B) = [exp —i Ext]
(15.18)
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15.2 Entropy Production with Time in EGOE(1 + 2)
and BEGOE(1 + 2): Cascade Model and Statistical
Relaxation

Complexity generated with time can be studied by examining the time evolution
of entropy. For simplicity of notation, from now on we will denote Wy, r(¢) by
Wy (t) so that Wo(t) = Wy (¢). Also assume that there are total d + 1 states so
that f =1,2,...,d with | f = 0) = |k), the state in which the system is prepared at
time = 0. Now, entropy after time ¢ is,

d
Sty (t)==>_ W) In W (). (15.19)
=0

From now on we will drop the subscript (k) in S)(¢). Using Eq. (15.5), it is easy
to prove the following important equality,

d
D We)=1. (15.20)
=0

Before going into details of S(¢), let us examine Wy (). Using Eq. (15.5) we have,

We) =Y |CEPICEP +2 3 cEcECE CF cos(E ~ E)
E E>FE'

=Wt +wit o). (15.21)

Note that the first term (W) is independent of ¢ and the second term (WTltyis a
fluctuating term. In three situations it is possible to simplify Eq. (15.21). First one is
for f =0 and we have already derived formulas for Wy (¢) fully taking into account
both W8 and W/, Next, in the small 7 limit we have simply
It . 2 2
Wr(6) =5 |(flexp—i Ht|0)|” ~ |(f|H|0)| "> = H3 1>, (15.22)
Thirdly, for ¢ large it is plausible to argue that the second term approaches zero and

then Wy (1) ~ W;Ug (1), a constant [the first term in Eq. (15.21)]. More specifically,
in the long time limit we have,

Wy = Y|cg[PICFl
E

© JdE
:/_ 5 0(E)F¢(E). (15.23)

In the situation that the strength functions are of BW form, one can replace p(E) in
Eq. (15.23) by its average value p(E) and move it outside the integral. Then, one is
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Fig. 15.2 Wy (t) vs Ey for t =50 value. (a) For a EGOE(1 + 2) system with A = 0.06 (here
BW form for strength functions applies). (b) For the same EGOE(1 + 2) system as in (a) but for
A = 0.3 (here Gaussian form for strength functions applies). (¢) For a BEGOE(1 + 2) system with
A =0.03 (here BW form for strength functions applies). (d) For the same BEGOE(1 + 2) system as
in (¢) but for A = 0.1 (here Gaussian form for strength functions applies). In all the calculations, 25
member ensembles are used and histograms are obtained for E; = 0. In the plots f WedEy =1.
Note that the bin sizes [see the discussion below Eq. (15.12)] used in constructing the histograms
are A = 0.05 in the BW examples and A = 0.1 in the Gaussian examples; in all the examples
8 =0.005

left with an integral that is a convolution of two BW functions giving

I;

27 p(E e
& )(EO—Ef)ZJFTf

Wp(t) ~ L=+ Ty (15.24)

Similarly, in the situation that the strength functions are Gaussians, it is possible
to evaluate the integral in Eq. (15.23) as p(E) is a Gaussian (assumed to be zero
centered with unit width) for EE. This gives,

1
Wf = 2 2 2.2 xp
o) —i—af — aoaf

1
2(00+0 — )

~[(Eo— E)* — 07 E] — o5 E7]. (15.25)
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Figures 15.2a and b show the results for Wy vs E¢ for a large value of ¢ for
EGOE(1 + 2) in BW and Gaussian regions. Similarly, Figs. 15.2c and d show the
results for BEGOE(1 + 2). It is seen that the results in Fig. 15.2 are consistent with
Egs. (15.24) and (15.25). In conclusion, for large z, W is expected to be indepen-
dent of ¢ giving the result that entropy saturates after a large ¢ value.

In the situation f 7 0 and ¢ is neither small or large, good knowledge of both
terms in Eq. (15.21) is needed. For EE, no exact or good approximate formulas for
S(z) are available at present because of the complexity associated with the second
term in Eq. (15.21). It is useful to note that o} ~ oy and in oy units, it is nothing
but the correlation coefficient ¢ introduced in the context of NPC in EGOE(1 +
2). Also |(f|exp—iH £10Y]? is like strengths. Therefore, ideas based on transition
strength density theory (see Chap. 5) may be useful in simplifying Eq. (15.21) in
the Gaussian domain and ¢ is likely to play an important role.

15.2.1 Cascade Model and Statistical Relaxation

With S(¢) approaching a constant as t — 00, it is important to understand the ap-
proach of S(¢) to saturation. As a good theory for S(¢) is not yet available for EE,
Flambaum and Izrailev [6] introduced a Cascade model. In this model, S(¢) in-
creases linearly with ¢. Before discussing this result, let us first consider small ‘¢’
limit result for S(¢). Using Eqgs. (15.22) and (15.9) we have,

S(t) = —Wo()InWo(r) = > Ws(t)InWp(r)
f
d
srﬂll)t 0’02[2—IZZH()2f1n{H02ft2}' (1526)
7=

Thus in the small ¢ limit, entropy S(z) will be quadratic in ¢.

In the cascade model of Flambaum and Izrailev [6], firstly the basis states are
divided into sub-classes. The first class contains those N; states that are directly
coupled to the initial state |0); i.e states for which Ho s # 0. The second class then
contains N, sates that are coupled to the initial state by second order of the per-
turbation, i.e states for which Hoy Hyy 7 0 with o any basis state. Continuing this
cascading, let us say there are n classes. It is further assumed that all the W that be-
long to a given class will have small fluctuations and therefore, they can be replaced
by their class average W,. Then C, = N, W, and ZSO C, =1. As N, is expected
to grow with n, one may put N, &~ M" with M some constant. As N, grows with
n, this justifies neglecting the return probability to the previous classes and then
(assuming BW form for strength functions),

dcC,
dt

= T'{Cr — Cr_y). (15.27)
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The first term here is the probability for the system to be in class r and the second
term is the flux from the previous class. Solution of Eq. (15.27) is

(T

C, '
r!

exp—It. (15.28)

Assuming infinite number of classes, we have the identity Zf‘;o C, = 1. Now, the
entropy after time 7 is

ad C
So(t) ~ — § C, 1n<—’>
r=0 N

r

r!

T Z (I;t')r [exp_rt]{—r InM—Tt+1In oy’ }
=0 .

=t[IF(1+InM)] - |:(exp—1"t) > (n‘)r n } (15.29)

r! r!
r=0

In the last equality, the second term on the right-hand side is much smaller than the
first term giving

So(t) ~ T In M. (15.30)

For Gaussian strength functions it is plausible to use Eq. (15.30) by replacing I
by o0p. Most important observation that follows from Eq. (15.30) is that the en-
tropy after a small time will increase linearly with ¢. Thus it is expected, in the
BW and Gaussian domains of EE, that with increasing time, the entropy will have
initial quadratic growth as given by perturbation theory, then the linear behavior
as given by the cascade model and finally saturation (saturation value will be the
GOE value In0.48d,rr where d,sr is an ‘effective’ dimension). Numerical results
for EGOE(1 + 2) and BEGOE(1 + 2) are shown in Figs. 15.3a—d and they ex-
hibit the expected behavior. For more quantitative description, it is possible to use
Egs. (15.19) and (15.20) with the assumption that in the sum only f’s in an energy
shell will contribute and within the shell, the variation of W (¢) is small. Then, with
N the number of f’s inside the energy shell, we have

l—Wo(t)>

15.31
N ( )

So(t) = —Wo(t) InWo(t) — [1 — Wo(0)] ln(

The Ny in Eq. (15.31) can be determined numerically from N ~ (exp S) where the
average can be taken over a long time interval. This and Eq. (15.31) give a good
description of the numerical results in Fig. 15.3. Equation (15.31) is expected to
be good when the number of classes n is small. This appears to be true in practice
as shown in some examples in [2]. Note that the condition d W, /dt = 0 gives n =
I't (therefore for t < 1/I", there will be flow only into the first class). Another
important observation is that in the BW region, S(#) exhibits oscillations after the
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Fig. 15.3 Entropy So(¢) vs t for k states with E; = 0 for EGOE(1 + 2) and BEGOE(1 + 2)
examples. Ensemble averaged numerical results (open circles) are compared with the results from
Eq. (15.31). See Fig. 15.2 for further details

linear increase. Flambaum and Izrailev [6] gave an explanation for this result but
there is no formal derivation yet for this.

It is useful to add that interacting spin 1/2 fermions or hard-core bosons on 1D
lattice and bosons on a 1D ring are also shown [2, 4] to exhibit statistical relaxation
[So(t) vs t behavior] similar to the results for spinless EE shown in Fig. 15.3. Going
beyond these systems, it will be useful to study in future the role of spin in statistical
relaxation by analyzing spin ensembles described in Chaps. 6 and 10.

15.3 Ergodicity Principle for Expectation Values of Observables:
EGOE(1 + 2) Results

In recent years, study of the equilibration and thermalization mechanisms in iso-
lated finite quantum systems has attracted great interest partly because the non-
equilibrium dynamics, after an external perturbation is applied, has become exper-
imentally accessible for ultra-cold quantum gases and electrons in mesoscopic sys-
tems such as quantum dots [11-13]. Advances in technology makes it possible to
induce sharp changes in the parameters controlling the system and then observe the
subsequent time evolution, which is essentially unitary because on short and inter-
mediate time scales the perturbed system is almost isolated from the environment.
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Thus, one can experimentally study if an isolated system, after a sharp perturba-
tion, thermalizes or retains memory of the initial conditions. Here, it seems that the
so-called eigenstate thermalization hypothesis (ETH) [14, 15] plays a fundamental
role. The ETH states that thermalization occurs at the level of individual eigen-
states whenever they satisfy Berry’s conjecture [16] on chaotic eigenfunctions, i.e.,
whenever they behave as (quasi) random superpositions of the basis states. For this
and other reasons, the role played by quantum chaos and chaotic wavefunctions in
thermalization has been investigated using some 1D and 2D fermionic and bosonic
systems by Rigol and others [2, 17-21].

In another line of approach, the EGOE(1 + 2), BEGOE(1 + 2) and their spin
versions, as described in Chaps. 5, 6, 9 and 10, have been used, together with some
related models, such as nuclear shell model, to perform different studies on thermal-
ization of isolated fermionic and bosonic systems. As already discussed in the pre-
vious chapters and in the reviews [22, 23], the thermalization criteria used in these
studies were based on the equivalence between different definitions of entropy, dif-
ferent definitions of temperature and representability of occupancies by Fermi-Dirac
distribution (Bose-Einstein distribution for bosons). There are also some calcula-
tions of expectation values using the canonical distribution [24]. However, to get
a deeper understanding of the role of quantum chaos, it is important that the er-
godicity principle [25, 26], which is the cornerstone for thermalization, and clearly
more precise and general than the aforementioned criteria, is tested. Here below,
we will present the results from a EGOE(1 + 2) study of ergodicity principle using
expectation values of operators.

15.3.1 Long-Time Average and Micro-canonical Average
of Expectation Values

Let us begin with EGOE(1 + 2) for m spinless fermions in N sp states as in
Sect. 15.1 with H defined by Eq. (15.1). Say EGOE(1 + 2) generates eigenval-
ues £, u=1,2,...,d where the dimension d = (Z) Further let us introduce the
following notations,

AE,,=E, —E,,
Dy (0) =(EL|O|E), (15.32)
Ru,v(ﬁ) = <Eu|ﬁ|Ev>v w # V.

Now, consider a quantum system modeled by EGOE(1 + 2) and prepared at time
t = 0 in the state |¥ (0)). Say that this state is localized in a ‘narrow’ energy window
around energy E,

Q/(O):ZCMEM). (15.33)
"
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In order to make this precise, we need models for C;, and we will return to this
later. The system is said to thermalizes if the long time average of ‘any reasonable
observable’ &

; 1 t+ At
<ﬁ>m=2—m/t_m (w0 @), (15.34)

converges to a constant value predictable by an appropriate statistical ensemble, like
for example micro-canonical ensemble. Using the time evolution of the eigenstates,
as discussed in the previous two sections, we can introduce the density operators

p(¥.1), pp(¥) and pyp (¥, 1),
pW.1) = [wO)¥®)]

2,..d ,
i

E C;CV exp{ﬁAEu,vt}|Eu)(Eu|

HFY

= pp(¥) +pnp (P, 1) (15.35)

1,
=Y ICuPIEWNE] +
y

and then, the expectation value of an operator & is
(w|o|w®)=(0pW, D) =(Gpp@)) +{Cpnp(@.D)). (15.36)

If we consider long time average of the expectation values, the second term in
Eq. (15.36) will tend to zero, i.e. the non-diagonal term vanishes. This is seen as
follows,

1 t+At 1,2,....d 1
*
a7 ) (eonpw.n)) = ; CrCu Ry ()

t+At i
X / exp{—AEﬂ,vt'}dt’;
—At h

sin[AE, ,At/h]
[AE, ,At/h] ~

1 t+At

i i
sin[AE, ,At/h] Arx1
[AE, ,At/hR] 53
(15.37)

Therefore the long time average (f — av) gives the diagonal approximation,

(O-av “Z Oop@)) =Y 1CuPDu(0) = Y ICLPELIOIE,).  (1538)
n n

It is easy to see that we can write the last form in terms of the ‘strength function’
Fy 0)(E) and the expectation value density pg(E,) = (EL|O|EL)p(EL).

For isolated systems, micro-canonical ensemble is expected to be more appro-
priate. Then, the ensemble averaged expectation value is obtained by averaging the
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expectation value (E,|0|E,) in a energy window Eqg+ AE . The AE is sufficiently
small compared to the spectrum span but large enough to contain many eigenstates
[note that level (and strength) fluctuations over the window Ey + AE average out].
With say d’ levels in the energy shell W = {|E,,); E,, € [Eo — AE, Eo + AE]}, this
gives psrqr Where

l /!
psiar =7 D1 Eu)Epl. (15.39)
"

The symbol X/ means the sum is restricted to eigenstates belonging to W. Then the
corresponding micro-canonical average is,

| Bo+AE
(Osar = 7 Y (EuOIEL). (15.40)
Eu=Eg—AE
For thermalization, we need
(O)t—av ® (O)star- (15.41)

To find the region of thermalization in EGOE(1 + 2) (essentially checking the good-
ness of the A, marker determined in Chaps. 5, 6 and 9), the following measure A
has been considered in [3],

(ﬁ>t—av - (ﬁ>stat

Ap = 1542
o @ (1542)

and then
Ap~0 (15.43)

corresponds to thermalization.

15.3.2 Thermalization from Expectation Values

In order to verify A, — 0 in some limit, four types of operators are considered
in [3]:

e diagonal one-body operators Oy(1) =", QkaZak,

e general one-body operators &(1) =} lea,:al,

e general two-body operators 0(2) =3 ,_, Okipg @y a; agap,

o strength function operators Oy = & (o),

where the parameters 6, 0y; and 6y, are taken as random variables. To see how

the initial conditions affect thermalization process, the system has been allowed to
evolve from three different types of initial states, defined as:
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Fig. 15.4 Variation with the 1000 — ——
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o (WD (0)) x Py lko), where Py is the projector onto W, and |ko) is the mean-field
state with energy Ej.
o (WD (0)) x ZM C.|E,), with the coefficients C,, being G (0, 1) variables.

o [¥O(0) ¢ Y, CulEy), where €,y = exp{—a(Z47)%) G (O, 1.

The states ¥ (0) and ¥ (0) are random superpositions of the eigenstates be-
longing to W, but due to the Gaussian factor the distribution of the C, coefficients
is wider for ¥ (0). As we shall see below, distribution of the state amplitudes
inside W is one of the factors that affects the thermalization process. In the calcula-
tions, W is chosen such that Eg =0 and AE = 0.1 (all energies being zero centered
and normalized to unit spectral width).

In the EGOE(1 + 2) calculations carried out, the sp energies ¢, are chosen to be
independent Gaussian variables with € = k and (e; — k)2 = 1/2. Figure 15.4 shows
the results for A, for the four operators as a function of the interaction strength A for
a 60 member EGOE(1 + 2) with (m, N) = (6, 16) (matrix dimension being 8008).
In the figure, the two vertical lines give the positions of A, and A;. In all the cases
A becomes smaller as the interaction strength increases up to A =~ A;. It is very
important to realize that the transition from Poisson to GOE spectral fluctuations,
which is considered the most relevant signature of quantum chaos, occurs at A ~ A,
and does not modify this trend. On the contrary, for A > A; the relative errors either
remain essentially constant or the decreasing rate is much smaller. Recall that A,
defines a region where the three entropies S™"¢, §7%/% and S*P take essentially the
same values, and signals the point at which the wave functions start becoming very
much delocalized in the mean-field basis. Beyond A;, A, becomes clearly smaller
than one percent only for two operators, namely €y (1) and &,y. Their errors are
~0.5 % and ~0.1 %, respectively. Thus, as long as the system is prepared in an ini-
tial state ¥ V(0) € W and A > A,, Eq. (15.41) approximately holds for the observ-
ables 0y (1) and Oy r. Thus the system thermalizes relative to these two observables.
This is not the case of the observables &'(1) and &'(2). It is worth noting that the
main difference between &'(1), &(2) in one hand, and &,(1), O,y in the other, is
that the latter have meaningful smoothed form for large A, as discussed in Chap. 5.
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Fig. 15.5 Values of ensemble 1000
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The results corresponding to other choices of ¥ (0) € W are shown in Fig. 15.5.
For simplicity, results are shown only for ;¢ and &(1). Curves in black, red and
green correspond to lI/(])(O), 140 (0) and w3 (0), respectively. In all cases the ini-
tial state belongs to the energy shell W. We see that the choice of the initial condi-
tions does not affect the main trend: A, (1), and A, , diminish progressively as the
strength A is increased, and for A > A; their values remain essentially constant. How-
ever, the precise values are quite different. When A > A;, the initial states lIJ(l)(O)
and ¥ @ (0) give rise to very similar results while the error corresponding to ¥ ) (0)
is clearly larger. Moreover, as in Fig. 15.4, expectation values of the operator &'(1)
do not thermalize independent of the initial condition while &y thermalizes.

In order to obtain some analytical insight into the behavior of A, it is plausible
to consider C,, to be Gaussian random variables lying on a unit sphere in W. Then

the fluctuation properties of C,, follow P-T law and |C,|?> = 1/d’. Also, it is possible
to assume that C,, and A, = (E,|O|E,) are independent. Then clearly,

AT (Cu P = ALY
TS S

_2 O (A —Au)?
TS vy

|Agl?

(15.44)

For 0 = Oy = 0T (1)o(1), the factor multiplying % in Eq. (15.44) is nothing but
the inverse of the NPC in transition strengths (52(:%(1)) generated by the one-body
operator & (1). This result is discussed in Sect. 5.5 with the final result following

from Eq. (5.48),

4 _
|Agl = ﬁ[%_z(;?ﬁ(l)(EO)] 1/2- (15.45)
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This establishes a connection between the thermalization of the system, relative
to an observable O;r = 0T (1)0(1), and the value of the NPC for the transition
strengths generated by &'(1) acting on the eigenstate with energy Eg. An important
outcome is that for chaotic systems the NPC is expected to be large and hence these
systems will thermalize, while for regular systems NPC has to be small and thus
thermalization will be hindered. More details of EGOE(1 + 2) study of thermaliza-
tion using expectation values is given in [3].

In summary, it is found that the X; marker indeed marks the region of thermal-
ization and thermalization occurs only for certain types of operators such as occu-
pancies (and their linear combinations) and strength function operators. It is also
seen in the numerical calculations (by varying W value) that spectrum edges hinder
thermalization and also large Hilbert space enhances thermalization process.

Before concluding this chapter, it should be added that besides the first studies
on statistical relaxation and thermalization using EGOE(1 + 2) [also BEGOE(1 +
2)], there is also an attempt by Seligman et al. [5] to study Loschmidt echoes in
EGOE(1 + 2). Their study showed that the fidelity amplitude displays ‘freeze’. This
freeze, typically present for most realizations (most members) of EGOE(1 + 2), is
found to vanish on average. More detailed studies of this may give new information
on the ergodic properties of EGOE(1 + 2).
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