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Preface

This volume, the fifth in the series The Philosophy of Science in a European
Perspective, collects selected articles from presentations delivered at the three
events organised in 2012 by the European Science Foundation Research Networking
Programme PSE (The Philosophy of Science in a European Perspective): (1) the
conference “New directions in the philosophy of science” held on October 17-20
at the Bertinoro Conference Centre of the University of Bologna; (2) the workshop
“Causation, dispositions and probabilities in physics and biology” that took place on
November 22-24 at the University of Lausanne, and (3) the workshop “Philosophy
and the sciences — old visions, new directions” held on November 30—December 1
at the University of Cambridge, on the premises of CRASSH (Centre for Research
in the Arts, Social Sciences and Humanities).

The Bertinoro conference resulted from the synergy of the five teams of
researchers belonging to PSE, namely: Team A: “Formal methods” (leader Stephan
Hartmann, co-leader Thomas Miiller); Team B: “Philosophy of the natural and life
sciences” (leader Marcel Weber, co-leader Hanne Andersen); Team C: “Philosophy
of the cultural and social sciences” (leader Wenceslao J. Gonzalez, co-leader
Amparo Gomez); Team D: “Philosophy of the physical sciences” (leader Dennis
Dieks, co-leader Guido Bacciagaluppi); and Team E: “History of the philosophy of
science” (leader Thomas Uebel, co-leader Michael Stoeltzner). Each of these teams
organised one main session and one junior session, all revolving around the central
topic that imprinted the research carried out by PSE in its fifth year of activity,
namely “New directions in the philosophy of science”.

The Lausanne workshop originated from a project of Michael Esfeld, member of
PSE’s Steering Commiittee, in close cooperation with the leaders of Teams B and D.
The papers read there aimed at investigating possible links between biology and
physics in connection with the notions of causality and dispositions, taken in a
probabilistic fashion. While such notions play an important role in biology, it is
unclear whether the same holds for physics. It turns out that focussing on these
notions can shed light on still unexplored relations between these two major fields
of research in the natural sciences.
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The Cambridge workshop linked the newly-established CamPoS (Cambridge
Philosophy of Science) research group to PSE, and was locally organised by Huw
Price in collaboration with PSE’s chairperson Maria Carla Galavotti. The workshop
focussed on the relationship between Cambridge and Vienna in twentieth century
philosophy of science, with the hope that this relationship will again come to play a
major role in European and world philosophy of science in the twenty-first century.
Six mini-symposia, each hosting two speakers, were held at the workshop, plus two
junior sessions comprising four papers each.

Since all three events pointed in some way or other to new trends in the
philosophy of science, with special emphasis on research carried out in Europe,
it was decided to arrange the contributions collected in this volume in five sections,
corresponding to the five PSE teams, irrespective of whether they were delivered
in Bertinoro, Lausanne or Cambridge. However, it does not seem out of place to
recall to which of the three conferences they originally belonged. The names of
the authors are listed here in the order in which their contributions appear in this
volume. The Bertinoro conference hosted the papers of Thomas Miiller, Liesbeth
De Mol, Patrick Suppes, Raffaella Campaner, Jeroen Van Bouwel, C. Kenneth
Waters, Pierre-Luc Germain, Wolfgang Spohn, Matti Sintonen, Daniel Andler, Tarja
Knuuttila, David-Hillel Ruben, Katarzyna Paprzycka, Obdulia Torres Gonzélez,
Chiara Ambrosio, Christopher A. Fuchs, Guido Bacciagaluppi, F.A. Muller, Mikl6s
Rédei, Michat Marczyk and Leszek Wronski, Pablo Acufla, Ronnie Hermens, Petr
§varn3’/, Huw Price, Massimo Ferrari, Thomas Uebel, Matthias Neuber, Uljana
Feest, Sean Crawford, Anastasios Brenner, and Cristina Chimisso. The Lausanne
workshop hosted Mark Colyvan, Tim Riz, Jan Faye, Jan Baedke, Max Urchs,
Raphael Scholl, Cristian Saborido, Andreas Bartels and Daniel Wohlfarth, Mario
Hubert and Roland Poellinger, Claus Beisbart, Radin Dardashti, Luke Glynn, Karim
Thébault, Mathias Frisch, Gabor Hofer-Szabd, Dustin Lazarovici, Tomasz Placek,
and Dennis Dieks. The Cambridge workshop hosted the papers of Kerry McKenzie,
Veli-Pekka Parkkinen, Tim Lewens, Maria Carla Galavotti, Henrik Rydenfelt, and
Friedrich Stadler.

This volume ideally represents PSE’s point of arrival after five years of activity
starting in 2008. The other volumes in the same series are: The Present Situation
in the Philosophy of Science (proceedings of the conference held in Vienna,
18-20 December 2008), edited by Friedrich Stadler, Dennis Dieks, Wenceslao
J. Gonzalez, Stephan Hartmann, Thomas Uebel and Marcel Weber, published in
2010; Explanation, Prediction, and Confirmation (proceedings of the workshops
held in 2009), edited by Dennis Dieks, Wenceslao J. Gonzalez, Stephan Hartmann,
Thomas Uebel and Marcel Weber, published in 2011; Probabilities, Laws, and
Structures (proceedings of the workshops held in 2010), edited by Dennis Dieks,
Wenceslao J. Gonzalez, Stephan Hartmann, Michael Stoeltzner and Marcel Weber,
published in 2012; and New Challenges to Philosophy of Science (proceedings of
the activities held in 2011), edited by Hanne Andersen, Dennis Dieks, Wenceslao J.
Gonzalez, Thomas Uebel and Gregory Wheeler, published in 2013.

Having directed the ESF programme PSE from beginning to end, and as the
principal editor of this volume, I am proud to say that together with the others
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the present volume reflects the vitality and originality of European philosophy of
science. It is widely recognised that during the last five years the world scenario
of philosophy of science has become more balanced, with a significant number
of research groups and important events taking place in Europe. Without a doubt,
PSE’s activities and publications played a major role in this development. On behalf
of the European community of philosophers of science, I wish to express our deep
gratitude to the European Science Foundation for having supported our research in
this field.

Bologna, Italy Maria Carla Galavotti
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Things in Possible Experiments:
Case-Intensional Logic as a Framework
for Tracing Things from Case to Case

Thomas Miiller

1 Introduction

Science needs modality. Science is about finding out what the world is like and
what there is — but it is also about finding out what the world could be like and what
there might be. While this may be controversial when taken as a metaphysically
loaded claim about some ultimate picture of reality, it is just a simple descriptive
truth when one takes actually practiced science into account. That practice is often
not just about writing down what happened where and when, but about studying
the things involved in such happenings, and finding out what could possibly happen
with them. A large amount of the vocabulary used in the sciences is dispositional in
nature, and while this may be more easily visible in the so-called special sciences
like biology, it is also true of fundamental physics. One does not even need to
focus on linguistic issues to see the importance of modality. Think of experiment,
a crucial ingredient in modern science: experiments consist in the manipulation of
the course of nature in the interest of scientific insight — in active intervention on
what is happening, in order to bring about something else. The very notion of an
experiment presupposes an acknowledgment of different possible courses of events.
Experiments also involve the prevention of unwanted disturbances — vibrations,
electrical fields, or variations of temperature, depending on the case — and shielding
these off can be difficult and costly; so it is important to know which disturbances
are possible and what their effect would be.

T. Miiller (B<)
Department of Philosophy, Utrecht University, Janskerkhof 13a, 3512 BL Utrecht,
The Netherlands

Fachbereich Philosophie, University of Konstanz, Fach 17, 78457 Konstanz, Germany
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4 T. Miiller

Given that we have a need for modal notions in science, it is interesting to ask
which kinds of modality are involved, and how we can best understand them. In
this paper we will focus on one aspect of these questions: we will look at the
representation of things in modal contexts occurring in science. We proceed from
the assumption, not to be argued for here, that formal methods of philosophical
logic are often helpful in elucidating philosophical problems arising in philosophy
of science, and consequently we approach our topic from a logical point of view.
We will, however, keep our formalism minimal.

The paper is structured as follows. We begin by describing the use of possible
experiments in science and in everyday life (Sect.2). This will make salient the
notion of tracing a thing from a given case to other possible cases. In Sect.3
we describe this notion in a more formal way, exhibiting some consequences for
standard systems of quantified modal logic. In Sect. 4, we introduce CIFOL, case-
intensional first order logic, as a newly established formal framework that helps to
elucidate the notion of tracing. We wrap up in Sect. 5.

2 Possible Experiments

It seems best to start with an example to introduce our general topic. We will
look at possible experiments that could be conducted to find out an object’s trait,
while we ascribe that trait in any case. We start with an object’s charge. Charge
is a quantitative property of microscopic as well as ordinary objects. Much of the
chemical behavior of atoms is explained by their being made up of charged particles,
and when you carry a sufficient amount of charge, it makes your hair stand on
end. Charge appears to be quite a fundamental property — it is surely objective,
mind-independent and categorical if anything is. Charge does not appear to be a
disposition of an object like fragility or solubility. But still, it has modal force, and
that may even be one of its defining features.

Consider Coulomb’s law, which links the force F acting on a test charge of ¢
situated at a distance r from an object, to the charge Q of that object:

1
Fo 0q

drey 12

ey

There are various ways to read this equation. One sensible way to read it is as a
criterion of when the object we are interested in, let us call it ¢, has a charge of Q.
Read in that way, the equation explains our epistemic access to an object’s charge via
an experiment, and we actually conduct such experiments in some cases: if we put
a test charge of known charge ¢ at a distance r from «, we can use Coulomb’s law
to determine o’s charge. (Of course, in an actual application of this recipe, we will
need to make sure there are no unwanted interferences — that is what laboratories are
for. Read as a law, (1) has the familiar feature of holding only ceteris paribus. Also,
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there will have to be some way of determining the resulting force F from its effect,
e.g., via the acceleration of a particle of known mass. We will leave these additional
complications out of consideration.)

It seems sensible to say that for any charged object o, there should be some
way of conducting an experiment of the mentioned type that will reveal o’s
charge. (Call this “modal verificationism” if you like. We will not argue for
this doctrine’s universal validity here, which would probably get us entangled in
problems involving masking and similar effects. Never mind that for the time
being — it seems sensible to work out the base case first.) Now, what is the link
between a situation before us, in which we have identified an object « that we are
interested in, and the mentioned merely possible experiment? It seems reasonable
to spell out this link in terms of a counterfactual: if ¢, the thing before us, were
tested in an experiment, the outcome would be such-and-such. (Again, leaving
well-known problems aside.) In discussions of this approach, the focus is mostly
on identifying the correct counterfactual case (or set of counterfactual cases) that
needs to be considered. Certainly it will have to be one in which, contrary to what
is happening to « in the case at hand, « is being subjected to an experiment of the
mentioned type; the question then is what else also needs to change. (For example,
I am in fact now writing this paper in a café. In a counterfactual situation in which I
am now conducting the experiment, it must be assumed that I went to the lab instead
of going to the café.)

In the identification of such a counterfactual case, one often invokes a notion
of similarity of cases (or “possible worlds™), e.g., via a similarity ordering among
cases. While many interesting issues are involved in developing the notion of
similarity, we will not follow this line of investigation here. Rather, we will treat the
more basic question of what we mean by re-identifying the object «, which we can
identify directly (e.g., by pointing) in the case at hand, in some other possible case.
It is certainly crucial that in another case such as the one involving the mentioned
experiment, we keep our focus on the object, o, and do not switch to something else,
since it is «’s charge that we are interested in. It is also crucial that in following o,
we treat it as a charged body, so that we incorporate equality of charge somehow
into the adequacy condition for reidentification, and thereby make sure that we do
not end up with an object that we may identify as « in some sense, but which will
not do for identifying o’s current charge.

Here is a more concrete example that brings out what is at stake. Consider my
daughter’s cat, Hannibal. I am interested in finding out his present mass, since I
suspect that he is becoming a little chubby lately. Finding out his mass involves
subjecting him to a sort of experiment, e.g., putting him on scales.! Now if it’s
really his exact present mass that I am interested in (suppose that I bet with my

'Mach’s definition of mass via a possible experiment, which does not involve a detour via an
object’s weight in a gravitational field, is analyzed by Bressan (1972), whose formal investigations
are a main source of inspiration for the work presented here — see Sect.4. Mach’s definition is
based on an experiment in which the object under consideration bumps into the unit mass at some
specified speed. My daughter surely won’t let that happen to her cat.
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daughter that he is over 6 kg, and precision is required), I need to make sure that his
mass does not change between the present case and a case in which he is put on the
scales. Hannibal’s present mass is not simply he mass of the cat, Hannibal, in a case
in which he is put on scales. He was actually put on scales when he was a kitten,
and weighed less than 2 kg then, but this obviously contributes nothing towards an
answer to our question. Even starting out now, he might be put on scales after he has
had some extra food, or shed some of his fur or otherwise lost some weight, which
would lead to an incorrect answer. In order to get the right answer, it will not do to
just follow the cat between the case at hand and some case with the cat on scales.
Rather, I need to make sure that I am following the massive object that is identical
to the cat right now, and subject it to the weighing experiment. What needs to be
traced is the cat as a massive object, not the cat as a biological individual, since the
property under consideration, mass, is one of massive objects and only derivatively
one of biological individuals.

It is the same with charge. When we see the cat’s hair stand on end and become
interested in his current charge, it won’t do to take him to the lab and bring some test
particle close to him — chances are that in that case, his charge will already be quite
different from what it was in the situation that is of interest. Some more elaborate
scheme of tracing the charged object that is identical to the cat before me will have
to be found.

Note that all of this does not mean that properties of the cat are “really nothing
but” properties of the cat’s matter. First, even in identifying the cat’s mass or charge
now, we do not need to trace the cat’s current matter — that would be highly
impractical, since a living cat constantly exchanges matter with his environment,
and that matter quickly disperses all over the place, e.g., by diffusion. In the case
of mass, it will be enough if we can trace the living cat and just make sure that the
input/output mass balance is neutral,” and similarly for charge. Second, if we are
interested in whether the cat has the property of responding to his name, we arguably
need to trace the biological individual, the cat, to a case in which the appropriate
experiment is conducted, i.e., in which he is called and responds — or doesn’t.

It seems, then, that for various scientific and everyday purposes, it is important
to understand how an object identified in a case at hand can be traced to other cases
in which that object is involved in a possible experiment. In the remainder of this
paper, we will look at formal means for the representation of such tracing.

3 Tracing in Standard Quantified Modal Logic

We have argued for the importance of the notion of tracing a thing between possible
cases, or reidentifying a thing in another, merely possible case. From the formal-
logical point of view that we are taking in this paper, this notion of tracing should be

2This will obviously involve keeping the cat away from his food; depending on the precision
required, ambient humidity and other factors may also have to be taken into account.
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connected with the handling of variables and terms in a predicate logical framework
that also allows one to talk about different possibilities. That is, we are entering the
realm of quantified modal logic.

The construction of systems of quantified modal logic was approached syn-
tactically by Barcan (1946), and later also semantically, most notably by Kripke
(1959). Despite several refinements and much discussion, that latter framework
can still serve to lay out the general idea behind most currently available systems
of quantified modal logic. There are two main components. On the one hand,
there is the handling of modality: the most common image is that of a set W
of different possible worlds as modal alternatives — perhaps with an accessibility
relation between them that grounds relational modal semantics, as in Kripke (1963).
These possible worlds w € W provide a global view on modality; they correspond
to complete alternative ways our world could be.> On the other hand, there is the
handling of individuals: These are conceived of as inhabitants of the various possible
worlds, so that each world w comes with its own domain of quantification, D,,.
While there are important differences in the treatment of quantification in different
systems, the common idea is that at a world w, a variable should have as its value
some d € D,,. (Arguments then arise, e.g., about the interrelation of the different
D,,, or about the handling of reference failure.)

Based on this background, there are two main ideas for expressing the notion
of tracing, or reidentifying, an object across different possible worlds. One idea,
propounded by Kripke (1980), is that variables function as rigid designators,
i.e., that they have the same value at each world. Another idea is to deny that
different worlds can host the same individual, i.e., to deny so-called trans-world
identity. On that approach, due to Lewis (1968), the worlds and domains need to be
supplemented by a (perhaps context-dependent) counterpart relation that associates
an inhabitant of a world w with its counterpart (or counterparts) in any given other
world w’.* On both approaches, a metaphysical conviction settles details of the
logical handling of variables.

In our view, both of these approaches are inadequate for capturing the phe-
nomenon of tracing. Both either have a hard time handling the temporal aspect of
modal alternatives in our examples, or make it difficult to represent the different,
yet objectively grounded tracing principles of physics vs. biology that the examples
point out.

The first problem is due to the image of possible worlds itself. In describing our
examples, we were using the normal English idiom of possible cases, according
to which necessity is truth in any case. Now “case” is not a technical term, and
there are certainly useful applications of modal notions in which we consider
world-spanning global possibilities, or possible worlds — e.g., when it comes to

3Lewis (1986) famously proclaims that according to his doctrine of modal realism, every such way
our world could be, is a way some world actually is. The theory of possible worlds is, however,
independent of that doctrine.

4See Kracht and Kutz (2007) for a detailed exposition of the formal aspects.
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models of cosmology. But cosmology is not a typical science: it has to do without
experiments and to rely on observation instead. In everyday life and in sciences such
as chemistry, biology and many branches of physics, we are much more interested
in what is possible locally rather than globally. This is to be expected if science
appeals to experiment, since we, the experimenters, bring about effects in the world
locally, manipulating one thing (or a few things) at a time.

So, it seems necessary to allow for a more local notion of modality when trying to
capture the notion of tracing — we do not normally trace objects from possible world
to possible world, but from (local) case to (local) case. Such tracing has a temporal
aspect. But the notion of rigid designation makes little sense when temporal cases
are allowed. Certainly it needs to be possible to represent things as changing — but
then, what does it mean that the value of a variable stays the same through different
temporal cases, as rigid designation would demand? It seems that the image of a
thing behind this approach is that of a bare particular, a mere peg to hang properties
on that is devoid of any structure. We are not saying that it is not possible to build
a quantified modal logic with rigid designator variables that handles the issue of
temporal cases in some way — e.g., by representing change exclusively on the side
of properties. But such a move seems awkward at best.

Counterpart theory seems to be better suited for tracing changing objects over
time. After all, the counterpart relation can be anything. But that is exactly the
problem with that framework. We would like to have a logic that, while allowing
some sensible variation in tracing principles (as in the cat/massive object example
of Sect.2), also embodies at least some clear formal constraints on what can be a
counterpart of what when moving from case to case.

We are not claiming that these problems provide decisive arguments against
attempts of building quantified modal logic on a quantification theory involving
rigid designation or counterpart theory. What we will do in the following, is rather
to sketch an alternative, such that those interested in the issue may judge for
themselves. This alternative, case-intensional first order logic (Belnap and Miiller
2013a), based on Bressan (1972), avoids taking sides in metaphysical issues such as
trans-world identity, and instead offers a metaphysically neutral framework that, on
our view, really helps to elucidate the notion of tracing a thing from case to case.

4 Tracing in CIFOL: Case-Intensional First Order Logic

We will now introduce our preferred logical framework for tracing things across
possible cases: case-intensional first order logic (CIFOL), described in detail in
Belnap and Miiller (2013a).> As mentioned, that system takes its main inspiration
from the work of Bressan (1972), an Italian physicist who developed his complex

3See also Belnap and Miiller (2013b) for an extension to a system explicitly based on branching
histories, which puts the general CIFOL machinery to work for a discussion of indeterminism.
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modal-logical system ML" in order to better understand the modality involved in
positing possible experiments in mechanics.® CIFOL is a first-order system of modal
logic. Unlike Bressan’s system, it does not allow for higher-order quantification over
properties, relations or entities of higher types; its quantifiers are restricted to first-
order entities, i.e., objects.

CIFOL’s modality is based on a set I" of cases, which do not have to be possible
worlds, but may be temporal as well. For the basic system, nothing about I' is
assumed (except that it should not be trivial, i.e., it needs to have more than one
member). Necessity is truth in all cases; formally:

y EO¢iffforally’ € T,y k& ¢.

Generally speaking, CIFOL is built on Carnap’s method of extension and intension
(Carnap 1947), which is applied universally to all parts of speech. Thus, each
expression has an extension in each case, and an intension, which is the function
from cases to the respective extensions. Formally:

ext,§ = (int§)(y); int§ = Ay(ext,§).

For a sentence, ¢, the extension in a case y is a truth-value, T or F, so that instead of
the “y satisfies ¢ locution, “y |= ¢”, we can also write “ext,¢ = T”. The intension
of a sentence (a propositional intension) is then a function from the cases to truth
values, representing the pattern of the extension of ¢ in case y as y is varied.

So much is standard in modal logic generally (even though it is often expressed
differently). There are two features that set CIFOL apart and that allow for a useful
analysis of tracing. First, the extension/intension method is applied to all terms,
including variables (and even definite descriptions, but we will not go into that here).
That is, a variable x has an intension, int x, and in each case y, an extension, ext, x,
that is a member of the extensional domain, D. Second, predication is generally
intensional: whether a predication ®(«) is true or false in a case y, need not be
settled by the extension of « in y alone. A predicate ® therefore indicates, for each
case Yy, which individual intensions fall under it in that case. In contrast, standardly
variables have just one constant extension (rigid designation), and predicates are
extensional. There is another feature that strengthens CIFOL’s expressive power:
identity is extensional, i.e., whether two terms o and B are identical in a given
case y, only depends on these terms’ extensions in that case, ext,  and ext, 8. The
semantic clause for identity statements is therefore:

Yy Ea=giff extya = ext,p.

5The expressive resources of ML’ are comparable to those of Montague’s more well-known IL
(Montague 1973). One important advantage of Bressan’s system is uniformity: ML’ does not
require explicit type conversions, in contradistinction to IL.
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These technical choices allow for an interpretation of the formalism that is helpful
for understanding tracing. The main idea is to effect a Gestalt switch with respect to
the intensions of terms (individual intensions). In standard quantified modal logic,
the extension of a term in a case is taken to indicate which object is designated by the
term in that case. In CIFOL, on the other hand, the idea is that the object designated
by a term corresponds to the term’s intension.” A term’s extension in a case is
therefore not an object; in fact, no metaphysical interpretation of the extensions is
needed at all. It is enough if they are there to do the technical work of grounding the
truth or falsity of identity statements.® It is therefore a simple and metaphysically
innocent thing to say, e.g., that the cat, Hannibal, is identical, in the case before us,
to a lump of matter, without that being necessarily so. In fact, if the cat is identical
to some lump of matter in one case, he will not be identical to that lump of matter
once he has taken another breath and thereby exchanged some of his matter with
his environment. No fancy doctrine of contingent identity is needed to model what
is going on here: we simply have (extensional) identity in one case, but not in other
cases.

It should now be clear that the tracing of an object across possible cases in
CIFOL is effected, quite simply, by the intension of the term, which represents the
object. (Or: which represents the object’s extension varying from case to case.) This
is already enough to show how CIFOL overcomes the problems that are caused
by taking variables to be rigid designators in standard quantified modal logic: in
CIFOL, variables have intensions, which may be regular object-intensions, and a
change in an object from case to case can simply be modeled by a change of the
corresponding extensions from case to case.

Now it may seem that by allowing for more generality in the notion of a case
and in the handling of variables, we have in fact succumbed to the doctrine of
counterparts after all —isn’t the variation of extensions from case to case pretty much
the same as a counterpart relation between the extensions? If there were no further
constraints on the intensions representing objects, the two systems would indeed
show some similarity (even though there would still be the important dissimilarity
that CIFOL extensions do not represent things). CIFOL, however, provides crucial
extra resources to help limit allowable means of tracing in a formally lucid way.
These extra resources come as non-creative definitions that can be formulated
within CIFOL, not as changes to CIFOL’s logical system. (In our view, this counts

7As variables are just terms, this interpretation accords with Quine’s famous slogan that “to be is
to be the value of a variable”: the value of a variable is an intension, which represents an object.

8There is one special extension, denoted *, that is used to signal non-existence, as in failed definite
descriptions; it is also useful to treat * as a term always denoting *. In a temporal interpretation
of CIFOL cases, it may be useful to think of the extensions as stages of objects, or as tropes. No
matter which way; the important thing is not to think of these extensions as objects themselves.
Technically, all that matters is the cardinality of the extensional domain D. It doesn’t even matter
whether the domains are taken to be case-relative or not. We work with the simpler choice of just
one global extensional domain, D.
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towards the usefulness of CIFOL as a logic.) The two main definitions are due to
Bressan (1972), but CIFOL allows for some simplifications. The idea is to formulate
constraints on those properties that can sensibly be taken to correspond to natural
sortal properties (or substance sortals), by singling out certain first-order definable
conditions on those properties.’

The first definition describes modal constancy: a property is modally constant iff
an intension that falls under it in some case, falls under it in all cases. (Only a cat can
be a cat; if something is possibly a cat, it is necessarily a cat.) This can be expressed
as a condition on a predicate, ®, as follows

OvVx[0Bx — OBx].

The second condition is modal separation: it prescribes individual intensions falling
under a sortal to be properly individuated, so that overlap of things of the same sort
is precluded. (No two cats in exactly the same place.) Since we are dealing with
sortals whose instances are contingent beings that can fail to exist in a case, we
need to add a clause involving the existence predicate, E, so as not to forbid that
two different things falling under the same sortal should fail to exist in the same
case.'” As a condition on a predicate, ®, modal separation reads as follows:

OVxVy [(Ox AGYy AExANEy Ax =y) = O = y)]

Putting these two definitions together, we can define a tracing property, or a CIFOL
sortal, to be any predicate @ that is both modally constant and modally separated.'!

With all of this machinery in place, we can now explain CIFOL’s approach to
tracing things from case to case. As shown in detail in Belnap and Miiller (2013a),
a CIFOL sortal allows one to identify a thing falling under it, from the sortal and
an extension in just one case. And typical natural sortals, such as “cat” or “lump
of matter”, which specify persistence conditions and a modal profile for the things
falling under them, have the formal properties of CIFOL sortals.

Let us look at an example. No matter how you identify him in the case at hand
(e.g., as my favourite pet, the black thing on the couch, or the best hunter on the
block — all of which are case-relative descriptions), you can trace the cat, Hannibal,
through all possible cases just by following the intension falling under the sortal,
cat, that is identical to the extension of the identifying term in the given case. There

9The aim is emphatically not to provide necessary and sufficient conditions for a property to be a
natural sortal property — that seems hopeless, as it is a task belonging to science and metaphysics,
not to logic.

10Existence can be defined in terms of the special term, *, that signifies non-existence:
Ex <> x # *. See footnote 8 above; for details, see Belnap and Miiller (2013a).

Bressan (1972) calls such predicates “quasi-absolute”, the “quasi” having to do with allowing
for non-existence in a case. See also the previous note.
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can be just one such cat-intension (by modal separation), and the property of being
a cat applies to that intension in any case (modal constancy).

Note that it is not the case that the term, “my favorite pet”, falls under the sortal,
cat, in the present case — that term has an intension that varies from case to case in a
way that violates the persistence conditions of cats. It is true that all of my favorite
pets have been and probably will be cats — but my favorite pet was first this cat and
then that, and for a while I didn’t have any favorite pet; furthermore, who knows
whether attempts of turning me into a dog person will not be effective, or whether I
won’t settle for frogs in the end. “My favorite pet” does not designate a proper thing
of any sort, its intension is a gerrymandered mess. But still, in the present case, the
extension of “my favorite pet” is equal to the extension of “Hannibal”, and the latter
is a name of a cat, falling under the sortal, “cat”. No matter how I identify him, given
the sortal, I can trace the cat from case to case and find out about his properties in
other cases.

So much for cats; the next step is to see how to link that with our discussion of
possible experiments from Sect. 2. There it appeared crucial that we could trace the
cat under different sortals as well — e.g., we could trace him as a massive object
rather than as a biological individual. From a CIFOL point of view, we can say
the following: there are other CIFOL sortals, “massiv object” and “lump of matter”
among them, that also fulfill modal constancy and modal separation. In the case
at hand, they do not apply to the term “Hannibal”, which is after all a name for
a cat: its intension falls under the sortal “cat”, not “lump of matter” or such, and
these sortals prescribe vastly different persistence conditions. (See our remarks in
Sect. 2 about how hard it would be to trace the lump of matter that is a cat’s matter
in one case, from one moment to the next.) These other sortals do however apply
extensionally, meaning: there is a massive object, represented by an intension falling
under the CIFOL-sortal “massive object”, that is, in the case at hand, identical to
the cat before us — but that object is not identical to the cat in all cases. In fact,
these objects come apart once the cat has taken one bite from his bowl. It is the
same with the charged object identical to the cat, or with his matter: given a case,
some identifying term gives us an extension, and that extension is enough, given
an appropriate sortal, to identify an object of the respective sort, represented by an
intension. In order to find out the cat’s mass now, you have to trace the massive
object now identical to the cat, to some case in which an experiment is done from
which you can read off the mass; it will not do to trace the cat. Note that both objects
are readily available without any fancy stories about supervenience, metaphysical
overlap or contingent identity. It is not necessary to introduce any special extensions
for biological individuals either — the extensions can all be taken to be perfectly
physical, whatever that means. (In fact, it seems better to abstain from any verdicts
about their metaphysical character, since such a verdict is not needed in order to
explain their systematic place in the framework.) The answer to the question about
the cat’s mass is provided via a possible experiment — but that experiment needs
to be done on the appropriate massive object, not on the biological individual,
the cat.
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5 Conclusion

We started out by following one specific use of modality in science: the link of an
object’s trait in a given case to a (merely possible) case in which an experiment
is performed that attests to that trait. Charge or mass are generally considered to
be unproblematic, categorical properties; we stuck to these in our examples so as
not to become entangled in discussions about dispositions before any useful formal
work could be done. We argued that the notion of tracing a thing from case to case
is useful for framing the issue of possible experiments and the identity of the things
involved in them.

In Sect. 3 we gave a brief overview of the standard approaches to tracing things,
as represented in standard systems of quantified modal logic, and argued that they
do not provide adequate elucidation of the notion of tracing. In the main Sect. 4,
we presented, mostly informally, our own logical approach to the tracing of things,
using the resources of the recent framework of case-intensional first order logic
(Belnap and Miiller 2013a). In that framework, one can specify necessary conditions
for a property to be a sortal, and such sortal properties allow for tracing a thing from
case to case. CIFOL’s use of the method of extension and intension, together with
case-relative identity, makes it possible to explain how we can trace the thing before
us in a given case both as a cat and as a massive objects. Both means of tracing
are important for some of our scientific purposes, and both find their appropriate
formalization in the CIFOL framework.

Acknowledgements Research leading to these results has received funding from the European
Research Council under the European Community’s Seventh Framework Programme (FP7/2007-
2013)/ERC Grant agreement nr 263227, and from the Dutch Organization for Scientific Research,
grant nt NWO VIDI 276-20-013. Thanks for audiences at Bertinoro, Bochum, Eindhoven and
Munich for helpful discussions, and special thanks to my CIFOL co-author Nuel Belnap and to my
commentator at Bertinoro, Barbara Vetter.

References

Barcan, R. 1946. A functional calculus of first order based on strict implication. Journal of
Symbolic Logic 11: 1-16.

Belnap, N., and T. Miiller. 2013a. CIFOL: Case-intensional first order logic. (I) Toward a logic of
sorts. Journal of Philosophical Logic. Published online first; doi:10.1007/s10992-012-9267-x.

Belnap, N., and T. Miiller. 2013b. BH-CIFOL.: Case-intensional first order logic. (II) Branching his-
tories. Journal of Philosophical Logic. Published online first; doi:10.1007/s10992-013-9292-4.

Bressan, A. 1972. A general interpreted modal calculus. New Haven: Yale University Press.

Carnap, R. 1947. Meaning and necessity: A study in semantics and modal logic. Chicago:
University of Chicago Press.

Kracht, M., and O. Kutz. 2007. Logically possible worlds and counterpart semantics for modal
logic. In Philosophy of logic, Handbook of the philosophy of science, ed. D. Jacquette,
943-995. Amsterdam: Elsevier.

Kripke, S. 1959. A completeness theorem in modal logic. The Journal of Symbolic Logic 24: 1-15.



14 T. Miiller

Kripke, S. 1963. Semantical considerations in modal logic. Acta Philosophica Fennica 16: 83-94.

Kripke, S. 1980. Naming and necessity. Oxford: Blackwell. Originally published in 1972.

Lewis, D.K. 1986. On the plurality of worlds. Oxford: Blackwell.

Lewis, D.K. 1968. Counterpart theory and quantified modal logic. Journal of Philosophy 65(5):
113-126.

Montague, R. 1973. The proper treatment of quantification in ordinary English. In Approaches to
natural language: Proceedings of the 1970 Stanford workshop on grammar and semantics, ed.
J. Hintikka, J. Moravcsik, and P. Suppes, 221-242. Dordrecht: D. Reidel. Reprinted as chap. 8
of Montague (1974).

Montague, R. 1974. Formal philosophy: Selected papers of Richard Montague. New Haven: Yale
University Press. Edited and with an introduction by R.H. Thomason.



The Proof Is in the Process: A Preamble
for a Philosophy of Computer-Assisted
Mathematics

Liesbeth De Mol

Mechanization tends to emphasize practice rather than theory,
deeds rather than words, explicit answers rather than existence
statements, definitions that are formalized rather than
behavioristic, local rather than global phenomena, the limited
rather than the infinite, the concrete rather than the abstract,
and one could almost say, the scientific rather than the artistic.

Lehmer (1966)

1 Introduction

Is the computer really affecting mathematics in some fundamental way? Despite
the historical connection between mathematics and computers, research within
philosophy, history and sociology of mathematics on this question has remained
relatively limited.

The main philosophical issues discussed within this context are mostly related
to the challenge posed by computer-assisted mathematics to more traditional
accounts within the philosophy of mathematics, accounts which view mathematics
as an a priori, non-empirical and purely deductive science that generates absolute
knowledge through the progressive accumulation of theorems. Computer-assisted
proofs of important theorems like the four color theorem by Appel and Haken or
the use of “computer experiments” to e.g. give support to important mathematical
conjectures seem to challenge the very idea of an infallible and a priori mathematics.
In this sense, studies of CaM fit in well with the growing emphasis in recent years on
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mathematical practices.! However, not all authors agree on the role of the computer
here. In fact it has been argued before that, if experiments exist at all in mathematics,
the computer is not (Baker 2008, p. 343) “an essential feature of experimental
mathematics. There is experimental mathematics that makes no use of computers.”

In Avigad (2008) it is argued that some of the typical questions within the
philosophical literature on computer-assisted mathematics are too vague. Examples
of such questions are (id., pp. 3-4):

* In what sense do calculations and simulations provide “evidence” for mathemat-
ical hypotheses? Is it rational to act on such evidence?

* Does formal verification yield absolute, or near absolute, certainty? Is it worth
the effort?

Instead such questions should be formulated “in such a way that it is clear
what types of analytic methods can have a bearing on the answers.” The task
of the philosopher is then to study how these “pre-theoretic [questions] push us
to extent the traditional philosophy of mathematics in two ways: first, to develop
theories of mathematical evidence, and second to develop theories of mathematical
understanding” (id., p. 5). Hence, we should study such pre-theoretic questions in
their proper philosophical context. Furthermore, since “none of the core issues are
specific to the use of the computer per se [...] issues regarding the use of computers
in mathematics are best understood in a broader epistemological context” Avigad
draws two important methodological conclusions from this:

Ask not what the use of computers in mathematics can do for philosophy; ask what
philosophy can do for the use of computers in mathematics [... ]

What we need now is not a philosophy of computers in mathematics; what we need is
simply a better philosophy of mathematics.

This paper nicely sums up the general tenor of some of the recent philosophical
literature on computer-assisted mathematics: the object under study are issues
within the philosophy of mathematics which already have a tradition and, even
though the computer raises some questions that challenge more traditional accounts
of philosophy of mathematics, these issues are not really essential to the use of the
computer.

Even though this approach of studying CaM in a broader philosophical frame-
work is valuable, its insistence on viewing computer-assisted mathematics as
something which doesn’t really change anything fundamental and merely serves
existing debates, runs the risk of underestimating the actual effect on practices of
CaM.

A complementary approach which does take the practice of computer-assisted
mathematics more seriously seems necessary in order to get a more balanced
account of the impact of the computer on (the philosophy of) mathematics. This

'See for example van Kerkhove and van Bendegem (2008).



The Proof Is in the Process 17

has already been argued to some extent by van Kerkhove and van Bendegem (2008)
where it is stated that we should account for the practices underpinning formal
proofs, including the use of experimental methods (id., p. 434):

[I]t is clear that already today mathematicians rely on computers to warrant mathematical
results, and work with conjectures that are only probable to a certain degree. Every so often,
we get a glimpse of what is happening back stage, but what seems to be really required
is not merely the idea that the front can only work if the whole of the theatre is taken
into account, but also that, in order to understand what is happening front stage, an insight
and understanding of the whole is required. If not, a deus ex machina will be permanently
needed.

But what does it mean to take the machine more seriously? What does it mean to
give an account of “the whole theatre”? Several approaches are possible but the
one I propose is one which includes a study of the technical details underpinning a
practice and, as such, is bottom-up. Within this approach the computer is regarded as
a real medium in the sense of people like Friedrich Kittler and Martin Carlé (Carlé
and Georgaki 2013):

The entire impact of a technically informed media theory, from matters of the vowel
alphabet all the way to the realm of digital signal processing, brings about one insight: that
far more than ideas, it is the ‘instrumentality’ of thought or the means of communication
which establish a dominant regime of knowledge, thus shaping historical reality and its
associate notion of truth. Media are no tools. Far more than ‘things at our disposal’ they
constitute the interaction of thinking and perception—mainly unconsciously.

An implication of this point of view is that our mathematical knowledge is really
shaped by the machine. The problems that result from its usage must thus be
regarded as specific to the use of the computer per se. More concretely this view
results in a methodology that does not shy away from the “gory” details of the
(history of) computer-assisted mathematics and takes the conditions, imposed by
the computer on mathematics, more seriously. On the basis of an extensive analysis
of CaM, the purpose of this approach is to detect which issues are inherent to the use
of the computer and, on their basis, to detect how the practice of mathematics is or is
not affected by the computer. Such an approach is sensitive to historical fluctuations
and does not aim at providing a once-and-for all given answer to the question of the
impact of the computer on mathematics.

2 Human-Computer Interactions, Time-Sensitivity
and Internalization

In what follows I will focus on experimental mathematics and will thus not consider
issues like on-line communities of collaborating mathematicians, the impact of type-
setting software on mathematics, etc.

Experimental mathematics is understood here in the sense of number theorist and
computer pioneer Derrick H. Lehmer. Lehmer identifies two “schools of thought”
in mathematics (Lehmer 1966, p. 745):
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The most popular school now-a-days favors the extension of existing methods of proof
to more general situations. This procedure tends to weaken hypothesis rather than to
strengthen conclusions. It favors the proliferation of existence theorems and is psycholog-
ically comforting in that one is less likely to run across theorems one cannot prove. Under
this regime mathematics would become an expanding universe of generality and abstraction,
spreading out over a multi-dimensional featureless landscape in which every stone becomes
a nugget by definition. Fortunately, there is a second school of thought. This school favors
exploration [m.i.] as a means of discovery. [B]y more or less elaborate expeditions into the
dark mathematical world one sometimes glimpses outlines of what appear to be mountains
and one tries to beat a new path. [N]ew methods, not old ones are needed, but are wanting.
Besides the frequent lack of success, the exploration procedure has other difficulties. One
of these is distraction. One can find a small world of its own under every overturned stone.

For Lehmer it is exactly this possibility of exploration that opens up the path of
“mathematics [as] an experimental science”.

In my previous research I made several detailed case-studies throughout the
history of computer-assisted “experimental mathematics” to understand on a more
concrete basis the impact of the computer on mathematics. These studies show very
clearly the significance of technological advances in computer science (hardware,
software and theoretical) for the way experiments are set-up, the types of methods
that are developed and the way they are interpreted (see e.g. Bullynck and De Mol
2010; De Mol 2011): in fact, the short history of computer-assisted experimental
mathematics itself already underwent important changes due to e.g. increase
in computing speed, more efficient read and write operations, developments in
programming etc. It are exactly these technological changes that are specific to the
use of the computer and allow to trace characteristics of practices of experimental
mathematics that come to the fore because of these technological conditions. These
characteristics allow to partially explain the increasing popularity of so-called
experimental mathematics (see Sect.2.3).

2.1 Mathematician-Computer Interactions

If there is one characteristic inherent to the use of the computer per se, it is the
interaction with the machine. Of course, there is a long history in mathematics
of interactions between mathematicians and non-human instruments. The most
frequently used is the pen-and-paper method: writing on a piece of paper, a
blackboard etc.” Figure 1 illustrates the interactive feedback process of such writing
practices. Evidently, such interactions are processual — one does not just have one
interaction with the piece of paper but many while developing e.g. some idea for a
proof or writing a result down to be communicated to the mathematical community.

2In this paper I do not consider earlier uses of mechanical devices within mathematics (for instance,
Hartree’s differential analyzer). These were much less frequently used than digital computers.
A comparative study of such devices would be very interesting. It might be that some of the
characteristics studied in this paper might also apply to some extent to these earlier devices.
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Fig. 1 Scheme of the writing/coding
interactive aspects of
mathematical writing
practices — first
approximation

Paper M (athematician)

WYSIWYG

Within such interaction you write something down. This writing act always involves
a certain level of “coding”: you use symbols, drawings, abbreviations, plain text
etc. This coding practice is historically determined and depends on the goal of the
writing act. For instance, mathematical writings in the sixteenth century are very
different from mathematical writings in the twenty-first century. Also, writing in
notebooks in the process of developing for instance, a good symbolization is very
different from writing a textbook. All these writing practices share the property that
what you get back from the writing is usually in a WYSIWIG format: this is a term
from computer science and stands for What You See is What You Get — it refers to
software which uses an interface where you indeed immediately see what you get.’
When you write or type something on a piece of paper you also immediately get
what you write — a stroke is a stroke, a number is a number (at least when your pen
or your typewriter are not malfunctioning).

So what happens if we transpose this scheme to interactions with a computer in
the context of experimental mathematics? When you are programming a machine
to tackle or explore some mathematical problem/object/process, this also involves a
process of coding. However, this coding is of a very different nature when compared
to “coding” on a piece of paper: whereas the “interpreter” of the mathematical
writings on paper is always a human, the coding on a machine has also a non-
human interpreter: the machine which executes the code. As a consequence, the
coding requires a “language” that is somehow also understandable by a machine.
Such intermediary language is called an interface.* A mathematician-computer
interaction thus involves at least three components: the human, the part of the
computer that processes the code and the interface. This results in the feedback
scheme of Fig. 2.

This scheme produces several stages of an interaction. First of all, there is the
preparatory mathematical stage which involves two substages: first, the under-
standing of the problem as a computational problem that can be tackled with a
machine (Ia). Secondly, there is the translation of the problem into algorithms (Ib).
A second stage is the translation of the algorithms to an interface — this is the actual

3 An example of such software is Office Word where you have a direct visual of the lay-out of your
text (e.g. a word in ifalics looks like a word in ifalics on your screen).

“Note that the use of the term “language” is a bit tricky here from a historical perspective, hence the
use of double quotes. Very early machines like ENIAC did not have such intermediary language:
programs had to be set up by physically cabling the machine. In this context the components of the
machine, their switches and the cables used to connect them constitute the interface.
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Fig. 2 Scheme of mathematician-computer interactions — first approximation

programming stage and involves the implementation of the problem. Thirdly, there
is the interpretation or compilation of the program into machine code and ultimately
electronic pulses (Stage III) which can then be executed resulting in an output which
has a form specified by the program, e.g., a visualization, a printed (punched) table
etc (Stage IV). Note that the interpretation/compilation phase in the modern sense
of the word does not really apply for early digital computers. However, there are
also certainly processes of translation at work in this context.’ Finally, there is the
interpretation or use of the output by the mathematician which can result in a new
programming cycle (Stage V). Figure 2, however, is still a serious simplification
of an actual mathematician-computer interaction. When a mathematician is using
a computer to do (experimental) mathematics, the interaction is always one that
develops over time and in fact involves many sequences of different interactions.
For instance, there is always a process of debugging. Furthermore, it is not unusual
that several different interfaces are used: the programming interface itself (some
text editor like Emacs coupled with an interpreter or compiler), the interface used
for the output, a debugger etc. On top of this, the communicative process between
the computer and the mathematician is influenced by the communication channels
themselves. This was already observed in a different context by Benoit Mandelbrot
who refined Shannon’s theory of communication by interpreting a communication
between a sender and receiver as a game played against Nature (Mandelbrot 1953).
These considerations result in more complicated feedback schemes such as the one
shown in Fig. 3.

Even though this is still a simplification, this scheme indicates how complicated
mathematician-machine interactions in the context of experimental mathematics
actually are, involving many different stages affected by the physical and biological
conditions imposed by the machine, the interface and the human (Nature). This is a
very different kind of interaction when compared with that of Fig. 1.

SFor instance, in the wiring of conditionals for ENTAC. See Bullynck and De Mol (2010) for more
details.
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Fig. 3 Scheme of mathematician-computer interactions — second approximation

Of course, one can object against this comparison that the difference lies in
the fact that the scheme of Fig.1 does not include the actor who “reads” and,
possibly, “acts upon” what is written on the piece of paper. Hence, the comparison
is misleading. Indeed, the piece of paper itself is but a passive receiver of a message
which can then be passed on to a second actor: the mathematician him/herself
who is writing e.g. in his/her notebooks or a group of mathematicians who are
reading what is written on a blackboard (without delay) or in a journal paper (with
delay). However, if we were to include this second actor in Fig. 1, we would be
comparing interactions between humans and non-humans with interactions amongst
humans.

Such comparison between mathematician-computer interactions (MCI) and non-
oral interactions between mathematicians requires that we make a detailed study
of how the different aspects of MCI are affected by the fact that a non-human is
involved. One telling example in this context is the stage of algorithmization: this is
shaped by the fact that the algorithm is not meant for human but for machine use, the
machine which is assumed to be fundamentally different from humans with its own
particular “talents” to tackle a given problem.® Throughout the history of CaM this

5To put it roughly, a machine has an extremely big memory (at least nowadays) and is much more
faster. Moreover it can more easily deal with certain logical complexities. A human on the other
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has resulted in the development of entirely new types of algorithms (for instance,
the development of pseudo-random number generators) and the transformation of
existing human algorithms to machine algorithms.

One early example of this, studied in detail in Bullynck and De Mol (2010),
involves the ENIAC, one of the first electronic and general-purpose machines.
During a labour day weekend in 1947 Derrick H. Lehmer, his wife Emma and their
children spent their time with ENIAC to compute exponents e of 2 mod p, viz. the
smallest value of e such that 2° = 1 mod p. It was a known fact that Fermat’s little
theorem could be used as a primality test. If for a given number b, 2° = 2 mod b
than b is with high probability a prime number. Unfortunately, an infinite set of
exceptions to this primality test exists. A table of exponents can be used to compute
such exceptions. Before, Lehmer had been using Kraitchik’s tables. These tables,
however, only extended to 300,000, and contained rather a lot of errors. As a result of
his ENIAC computation Lehmer published a list of errors to Kraitchik’s tables and a
list of factors of 2" &£ 1. Several different subroutines needed to be implemented on
the machine including the so-called Exponent routine. Now, this exponent routine is
very different from the procedure a human being would follow. A human computer
would calculate the exponents e more or less in the following way. First, he would
take an existing prime table to select the next prime p. Then he would calculate
powers of 2 and reduce them modulo p, though not all powers, but only those that
are divisors of p — 1. This is because a number-theorist knows that if there is an
exponent e (< p — 1) of 2 so that 2° = 1 mod p (p prime), than e is either a
divisor of or equal to p — 1. He might also make use of already existing tables of
exponents. The ENIAC, in contrast, “was instructed to take an ‘idiot’ approach”
(Lehmer 1974, p. 4). First of all, the machine needs a list of prime numbers. Of
course, this list of primes could be feeded to the machine by means of punched
cards, but, since this is a mechanical procedure, this would significantly slow down
the computational process. Hence, it was decided not to use an existing prime table
but to let the machine compute its own next value of p as it was needed.” The
next step was to calculate the powers of 2 reduced modulo p (p being a prime) to
compute exponents as follows (Lehmer 1974, pp. 4-5):

In contrast, the ENIAC was instructed to take an ‘idiot” approach, based directly on the
definition of e, namely, to compute

2" =T,(modp),n =1,2,....

until the value 1 appears or until n = 2001, whichever happens first. Of course, the
procedure was done recursively by the algorithm:

L+ Ty ifL, +Tw <p

I =2,T =
! it I, + T, — p otherwise

hand can rely on his/her background knowledge which he/she understands and is able to exhibit
human creativity.

"This was done by implementing a prime sieve. See Bullynck and De Mol (2010) for more details.
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Only in the second case can I', 4, be equal to 1. Hence this delicate exponential question
in finding e(p) can be handled with only one addition, subtraction, and discrimination at a
time cost, practically independent of p, of about 2 seconds per prime. This is less time than
it takes to copy down the value of p and in those days this was sensational.

As this example shows, from the very early days of computing, it was necessary
to completely transform human methods for tackling a given problem. Viz., the
problem needs to be analyzed also from the machine’s eye. A simple translation
of the human methods would not only result in an extremely slow computation but
would also require the internalization into the machine of knowledge it does not
really need in order to have an efficient algorithm.

As this short analysis of MCI shows, the digital computer introduces a new type
of interaction at work in mathematical practice, a practice that affects the knowledge
that results from such interactions. These interactions seem to have more in common
with interactions between human mathematicians than with interactions between a
mathematician and his writing devices.® As such, we are dealing with a new social
situation in mathematics which certainly is in need of further analysis.

Whereas this interactive aspect of computer-assisted experimental mathematics
can perhaps be regarded as the structure through which practices of experimental
mathematics are conducted, there are several other basic characteristics that are part
of this interaction and affect the mathematics resulting from it. I will discuss two
such characteristics here. The first is the internalization of mathematical tools and
knowledge into the machine, the second is the significance of time-based reasoning
within such interactions.

2.2 Internalization

If one looks at the short history of computer-assisted mathematics, it is clear that
the first examples of so-called computer-assisted experimental mathematics are very
different from contemporary experiments. One reason for this is that theoretical and
technological advances have affected the way knowledge and skills are distributed
between the human and the computer: increases in speed and memory, advances in
interfaces, and advances in the “art of programming” have resulted in an increasing
internalization of mathematical tools and knowledge into the computer itself. There
are two related aspects to such internalization: storage of information in the machine

81n this context, it is not surprising that mathematicians who have embraced the computer in their
work have insisted on the idea of mathematician-machine collaborations. One interesting example
in this context is Doron Zeilberger who has several papers with a certain Shalosh B. Ekhad as his
co-author, who is Zeilberger’s computer (see http://www.math.rutgers.edu/~zeilberg/pj.html).

9This refers to the so-called bible for programmers, viz. Donald Knuth’s volumes on The art of
computer programming.
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and algorithmization. Advances in these two aspects of internalization have affected
the nature of the interaction between mathematicians and computers.

During the early years of digital computing, there were two major bottlenecks.
The first was the programming bottleneck, viz. the fact that it took too much time to
set-up a program on a machine because there was no such thing as a programming
language (De Mol et al. in press). The second problem was the memory bottleneck:
the early machines did not have a large electronic memory. This implies that one
could not take advantage of the electronic speed of the machine if one implemented
a procedure which needed a lot of intermediary data during the computation itself.
One consequence of this was the steady replacement of such tables of data by
algorithms — if possible, values were not stored but computed by the machine as they
were needed hence resulting in the internalization of data by means of algorithms
(see the example of Sect. 2.1). If this was not possible, one had to rely on punched
cards which seriously slowed down the computational process.

Another consequence of these two bottlenecks is that the interactive process
mostly consisted of clearly separated phases in time. The machine was used
mostly for the computational work itself, the calculation. The human took care
not only of the programming but also of the exploration or consecutive analysis
of the data provided by the machine. For instance, for the Lehmer computation on
the ENIAC, the machine was used for the actual computation of the exponents.
However, the additional work required to determine on the basis of these exponents
the composite numbers was still done by a human. A similar observation can
be made for the ENIAC computation of more than 2,000 digits of 7 and e to
explore the statistical distribution of the decimal extension of these numbers.
Also in this case, the main computation was done by the machine. However, the
statistical analysis was done by humans. Indeed, what one typically sees with these
early machines is that the interaction proceeds as follows: first, the program is
prepared, then, it is programmed on and executed by the machine. This phase was
often followed by one or more “debugging” phases.'’ Finally, the human does
the exploration or inspection of the output which might result in a new sequence
of preparation, programming, computation, (debugging) and exploration, provided
there was enough machine time available. Thus, in the early years of computing,
processes of internalization mostly concern the process of algorithmization either
to replace the human computational work and to avoid the use of introducing large
amounts of data during the computation.

This starts to change with the steady resolvement of the two bottlenecks. The
availability of a bigger electronic memory together with advances in programability
makes possible the steady internalization of more and more subroutines. This is
for instance clear from Grace Hopper’s keynote address for the ACM SIGPLAN
History of programming languages conference, June 1-3, 1978 (Hopper 1981).
She explains, amongst others, how important it was to develop subroutines which

107¢ is interesting to point out that for the ENIAC computation of 7 and e half of the programming
was done to have “absolute digital accuracy” (Reitwiesner 1950).
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were general enough to be used for a variety of purposes (e.g. a search algorithm
that applies to different types) which could then be internalized into the machine
(either hard-wired or programmed). One fundamental development in this context
mentioned by Hopper is the significance of the machine’s ability to write its
own program, viz. compiling. This is a precondition for developing programming
languages as intermediary languages between the human and the computer. The
machine needs the ability to make its own programs in machine code when it is
provided with, for instance, the following command in LISP, one of the oldest
programming languages:

(%2 (/84)(+ 46))

This possibility of the machine writing its own programs was, initially, met with
great skepticism (id., p. 9):
Of course, at that time the Establishment promptly told us [...] that a computer could not
write a program; it was totally impossible; that all that computers could do was arithmetic,
and that it couldn’t write programs; that it had none of the imagination and dexterity of a
human being. I kept trying to explain that we were wrapping up the human being’s dexterity

in the program that he wrote [...] and that of course we could make a computer do these
things so long as they were completely defined.

This is indicative of the transition from using computers as mere calculating aids
to machines which can basically do anything an abstract Turing machine can do.'!
This relates directly to processes of internalization: the fact that the computer can
do more and more and that this is being understood by humans, goes hand-in-
hand with more and more subroutines being internalized into the machine. These
subroutines are no longer restricted to the “pure” calculation of “raw data”: they are
used to visualize data, to statistically analyze data, to inspect data searching e.g. for
patterns etc. In this sense, what was in the 1940s and 1950s the human’s dexterity is
now considered as the machine’s dexterity. This development however was possible
not only because of increases in programmability but also because technological
advances resulted in an exponential increase in the speed by which data can be read
or written in the electronic memory, both locally on individual computers as well as
globally in networks of computers and humans. Indeed, it makes no sense to have
a statistical tool internalized into the computer to deal with billions of data if these
data themselves cannot somehow be stored internally into the machine or network
of machines.

Nowadays, there exist huge libraries of subroutines not only in programming
languages but also in software packages like Maple and Mathematica where “tools
of dexterity” can simply be called by their name without the mathematician having

From Hopper’s quote one is tempted to conclude that she was not aware of developments in
theoretical computer science: it was known since 1936 that there are well-defined problems that
cannot be computed, provided one accepts Turing’s thesis viz. that anything that is computable is
also computable by a Turing machine (see Daylight (2012) for more details).
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to know the complete procedures behind such names. One interesting example in
this context is Sloane’s on-line encyclopedia of integer sequences (OEIS) which is
used by several mathematicians as an explorative tool in their work and has resulted
in several mathematical papers (see http://oeis.org/wiki/Works_Citing_OEIS for
over 2,000 papers that reference the encyclopedia in their work). The encyclopedia
stores over 200,000 integer sequences. One very interesting feature of OEIS is that,
if you have some number sequence which is not in the encyclopedia and for which
you want an explanation, you can mail it to Superseeker. This is an algorithm which:

tries very hard to find an explanation for a number sequence [using] an extensive library
of programs that tries a great many things [...] Some programs try to find a formula or
recurrence or rule that directly explains the sequence. [...] Other programs apply over 120
different transformations to the given sequence to see if any transformed sequence matches
a sequence in the OFIS.!?

This simple example indicates how processes of increased internalization affect the
interaction between the mathematicians and the computer. Whereas in the early
years of digital computing the division of labor was very clearly separated into
the calculatory work, done by the machine, and the more “intelligent” work done
by the human, this division becomes more and more blurred as more sophisticated
techniques and more data are internalized into the machine. Nowadays, the machine
does part of the programming, part of the inspection, etc. This changes the
interaction more and more into a mathematician-machine collaboration or, as it has
been described before by people like Licklider, a symbiosis:

Computing machines can do readily, well, and rapidly many things that are difficult or
impossible for man, and men can do readily and well, though not rapidly, many things
that are difficult or impossible for computers. That suggests that a symbiotic cooperation,
if successful in integrating the positive characteristics of men and computers, would be of
great value.

However, the fact that more and more information and algorithms are internalized
into the machine often means that they are hidden from, inaccessible to or
unsurveyable for the (community of) mathematician(s). As such, this situation of
increased internalization gives rise to a wide variety of new problems: how can we
understand a result if part of it is hidden inside the machine? Can we trust results
from the machine? Can we trust the conclusions drawn by fellow mathematicians
on the basis of their experiments without having full access to the complete code
and data? What does it mean to patent an algorithm? What does it mean for
the community of mathematicians that they are using software packages that are
not open source and which imply that it is impossible to know all the methods
one is using to attain a certain result? etc. These problems lie beyond the scope
of this paper but they indicate that the increased internalization of mathematical
knowledge into the machine not only affects the interaction between machines and
mathematicians but also results in several new problems which cannot simply be
discarded.

12Taken from http://oeis.org/demos.html on April 5, 2013.
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2.3 Time and Finite Processes

Internalization of mathematical knowledge is one aspect that results from interac-
tions between mathematicians and computers. Another fundamental feature is the
increasing significance of time and processes in mathematics.

From the early beginning onwards the fact of the speed of electronic computing
was, besides its programmability, considered by many a computer pioneer as one of
its greatest impacts. Hamming, a mathematician, described the effect of the signifi-
cance of this electronic computing speed as follows (Hamming 1965, pp. 1-2):

[An] argument that continually arises is that machines can do nothing that we cannot do
ourselves, though it is admitted that they can do many things faster and more accurately.
The statement is true, but also false. It is like the statement that, regarded solely as a
form of transportation, modern automobiles and aerolplanes are no different than walking.
[A] jet plane is around two orders of magnitude faster than unaided human transportation,
while modern computers are around six orders of magnitude faster than hand computation.
It is common knowledge that a change by a single order of magnitude may produce
fundamentally new effects in most fields of technology; thus the change by six orders of
magnitude in computing have produced many fundamentally new effects that are being
simply ignored when the statement is made that computers can only do what we could do
ourselves if we wished to take the time.

This speed-up in computation time is often underestimated. It is stated that the
mere capability of being faster than a human doesn’t change anything fundamental
since, in principle, we can still do what the machine is doing. It is but a quantitative
change. But of course, this in principle argument is where the catch lies as indicated
by Hamming’s quote: in reality we simply cannot do what the machine is doing.
If one is really taking seriously the mathematical practice, then one must account
for the qualitative changes that are effected by this quantitative change, else, one
should neglect all such, basically, technological changes and one would end up
exactly where the philosophy of mathematical practice did not want to go, viz. a
largely dehistoricized mathematics which is not sensitive to external changes.

This speed-up of computations goes hand-in-hand with the fact that the objects
of computers are not the traditional infinitary and stable objects of mathematics, but
highly dynamic and finite processes: a computation is something that develops in
and takes time. As a consequence, the computation itself can never be completely
captured in the mathematical procedure to be computed and it is the task of the
programmer to somehow find a way to control the dynamic processes induced by
the program he/she writes: one must be able to write a program that will indeed do
what we want it to do. This problem was already understood by John von Neumann
who explicitly connected it to the time aspect of computations (von Neumann 1948,

pp- 2-3):

[Clontemplate the prospect of locking twenty people for two years during which they would
be steadily performing computations. And you must give them such explicit instructions
at the time of incarceration that at the end of two years you could return and obtain the
correct result for your lengthy problem! This dramatizes the necessity for high planning,
foresight, and consideration of the logical nature of computation. This integration of logic
in the problem is a consequence of the high speed. [m.i.]
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This need for (logical) control over the behavior of the program is highly relevant
in the context of computer-assisted proofs like the four-color theorem, and, more
broadly, computer-assisted experimental mathematics. Usually one has thousands of
lines of code which makes it extremely hard to verify that the code is doing/will do
what it should do. This is the reason why it took for instance several years to review
the computer-assisted proof of the sphere packing problem by Thomas Hales. It
is also the reason why there is a growing need for formal proofs constructed with
the help of proof-assistants like HOL. However, to have a formal proof one first
needs a traditional proof. Furthermore, “[i]t is a large labor-intensive undertaking
to transform a traditional proof into a formal proof.” (Hales et al. 2010, p. 3). An
alternative strategy to increase the confidence in such computer-assisted results is
corroboration. This was for instance proposed by Brady who proved a certain result
in theoretical computer science with the help of the computer (Brady 1983, p. 662).

The fact that one needs to deal with highly dynamical processes also very often
implies the irreversibility of such processes (Margenstern 2012, p. 645):

Let us note that in our discrete time of computations, time is irreversible: it is very often
extremely difficult to run an algorithm backward. At the highest level of generality it is
impossible.

Such irreversibility introduces the arrow of time in the processes studied by means
of the computer and, as a consequence, also in those aspects of mathematics
that are studied with the help of the machine. In fact, it is this irreversibility in
computational processes that has given rise to fundamental problems that resulted in
new mathematical developments, for instance, the study of dynamical systems like
the quadratic iterator ( f(x;) = ax;, (1—x;—1)). Such studies historically originate in
the problem of error propagation during computations which became an important
problem with electronic computing: since one squeezes thousands of computational
steps into a feasible amount of time combined with the fact that computers are finite
machines, errors resulting from truncation become highly problematic (see e.g. von
Neumann 1948, pp. 3—4).

The irreversibility of computational is also reflected in the languages used to
write programs. The most basic example of this is the assignment usually written
as':

var = expr
A simple example of this is:
x = x+1

As explained by Margenstern (2012, p. 645), “the notation := explicitly indicates
that what is on the left-hand side is not the same as what is on the right-hand side,

13Note that assignment is a typical feature of imperative languages. It is discouraged and sometimes
even forbidden in functional languages.
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and that there is a process, a consequence of which, after some time, is what we
call an [assignment].” Programming languages are full of these kind of notations
and, as such, introduce a notation which incorporates the processual character of
computation into computer-assisted mathematics.

Such highly dynamic and often irreversible processes also mostly have the prop-
erty of being unpredictable both theoretically and practically speaking. Hamming
describes this unpredictability as follows (Hamming 1965, p. 2):

One often hears the remark that computers can only do what they are told to do. True, but
that is like saying that, insofar as mathematics is deductive, once the postulates are given all
the rest is trivial. [T]he truth is that in moderately complex situations, such as the postulates
of geometry or a complicated program for a computer, it is not possible on a practical level
to foresee all of the consequences. Indeed, there is a known theorem that there can be no
program which will analyze a general program to tell how long it will run on a machine
without actually running the program.

The speed of the machine combined with the theoretical problem that one can often
not predict in advance when a program will halt, if at all, implies that we cannot
foresee the output. Hence, all one can do is wait and see.

This unpredictability is not just some theoretical problem or property. Indeed, it
is in fact this unpredictability that usually brings mathematicians to the computer:
because they cannot predict the outcome of a certain computational problem they
need to rely on the machine’s abilities. This often results in the need for developing
local programming strategies which do not always guarantee an outcome. Since
in such cases there is often the possibility of infinite programs (for instance, infinite
loops) the mathematician has to make certain decisions of when a certain “program”
should stop even if it is without outcome. Such decisions are informed guesses based
on previous exploratory work. In all of the cases I have studied I found instances
of such programs and these are often identified by the mathematicians themselves
as “heuristic”, “experimental” or “explorative”. To give just one example, Brady,
when working on his proof mentioned on p. 28 had to program the machine in such
a way that it was able to differentiate between different types of infinite loops in
the context of Turing machines. Such loop detection is a very difficult task since
it involves infinite processes. After several computer-assisted explorations of the
behavior of different Turing machines, Brady had identified two types of loops A
and B and discovered a property which allowed to tentatively but quickly classify
a given Turing machine as being a loop of type A, B or an unknown type. This
was programmed as a filter called BBFILT and was described by Brady as follows
(Brady 1983, p. 662):

[It] must be remembered that the filtering was a heuristic technique based upon experimental
observation.

This is also one of the reasons why he describes his “proof techniques, embodied in
programs [as] entirely heuristic” (id., p. 647)

Time and processes are an inherent part of MCI: the access to the mathematical
results is mediated by highly dynamical processes which introduce the problem
of control over and the irreversibility of computational process, reflected in the
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language used to communicate with the machine; the mathematician is confronted
with the unability to predict what will come and must therefore rely on “heuristic”
programming techniques and an external device to get his/her (tentative) answers.
These features are part of the practice of computer-assisted experimental mathemat-
ics. They not only add an important time dimension to mathematics but even help to
partially understand why mathematicians themselves often talk about “experimental
mathematics” in this context.

These time-related features are part of the interaction between the mathematician
and the computer and, as such, affect it. The fact that one has to wait and see during
the sequences of interactions with the machine shifts this interaction further in the
direction of a human-human interaction.

Dijkstra, a famous computer pioneer, in discussing the need for a formal seman-
tics of programming languages, once explained the need for human conversation as
a means to resolve semantical issues arising from human communication (Dijkstra
1961, p. 8):

[W]e only know what we have said, when we have seen our listener reacted to it; we only
know what the things we are going to say will mean in as far as we can predict his reaction.
However, we only know other people up to a (low!) point and in human communication
every message is therefore to a high degree a trial, a gamble to see whether the other will
understand us as we had hoped. As we do not master the behavior of the other, we badly
need in speaking the feed back, known as ‘conversation’.

This situation also applies to a certain extent in the context of experimental
computer-assisted mathematics: the humanly unpredictable processes of the com-
puter combined with the problem of verifying that the program does what it
is supposed to do also introduces uncertainty about the meaning of our own
programs.'* This is exactly why, during such interactions, we cannot simply
downplay the replies by the machine as mere results of a computation which we
could also have executed in principle. Even though we can have more control over
the behavior of the machine than over that of our fellow human beings, we do not
completely master it and as such we need its feedback not only to understand our
programs but also to determine our own replies-as-programs to the machine. This is
also part of the reason why machine-assisted proofs are presented in a very different
manner/style than traditional proofs: since the proof results from a process of MCI
in which the work of the computer is not only unsurveyable but also unpredictable
and not completely controllable, the proof-as-communicated reflects this processual
character of the practice that resulted in the proof. In such published proofs one
indeed does not get all the details. But one does get the programs that result in it, a
survey of the general structure of the proof, the strategies developed to avoid errors,
etc. As such, one sees that the (communicated) proof is not some stable object but a
constructive process.

14To be clear, Dijkstra would not have agreed on this point: according to him “/W]e can fully
master [. .. ] the way in which the computer reacts” But see in this context the quote by Hamming
on p. 29.
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3 Discussion

What is the impact of the computer on mathematics? From a philosophical
meta-perspective the answer seems to be that nothing fundamentally changes to
mathematics itself since, in principle, the machine can do nothing that we cannot do
ourselves and it merely does what it is told to do. It is admitted that the computer
does pose some new challenges for traditional philosophical problems but this
merely shows that we are in need of a better philosophy of mathematics that can
deal with these challenges. A serious philosophy of computer-assisted mathematics
however is considered to be unnecessary.

Even though such views are perfectly arguable from a meta-perspective, they run
the risk of underestimating the effects of the computer on mathematics in reality
and on its philosophy which is itself rooted in the history of mathematics and hence
sensitive to change. I am strongly convinced that it would be a missed chance for the
philosophy of if it would not even make the effort of investigating more seriously
practices of computer-assisted mathematics for their own sake (and less for existing
philosophical debates). To this end, I have proposed an approach which takes the
machine seriously as a medium. Such view implies that we do need a philosophy of
the computer (in mathematics). Within such an approach, one conducts research
from the bottom-up in order to trace down characteristics of computer-assisted
practices which are specific to the use of the machine.

In this paper I have discussed three such characteristics: MCI, the steady process
of internalization of knowledge and techniques into the machine and the significance
of time and processes within computer-assisted practices. One could of course argue
against this that one already has internalization of knowledge before the rise of the
computer in another form, viz. by way of writing and the printed press. Similarly,
one could say that since computations were already important to mathematics before
the digital computer this processual nature was already part of mathematics long
before the rise of the digital computer. And indeed, the claim of this paper is
certainly not that there is some sudden discontinuity from what was before. What
I do claim here is that these two further characteristics, as being aspects of the
mathematician-computer interaction, are seriously affected by the machine and as
such gain a new meaning resulting in an effect on mathematics proper. Viz., the
machine has not resulted in an immediate and sudden change, but it is steadily
changing features that are inherent to the practice of the mathematician, knowledge
transfer, communication, collaboration, mathematical notation, etc. are changing
due to the use of the computer.

Two important consequences for mathematics follow from the present discussion
and show that we are in need of a better understanding of practices of CaM.
Firstly, the computer introduces a new social situation into mathematics: the
interaction between digital machines and mathematicians. It is striking that, on
the basis of the analyses from Sects.2.1-2.3, this interaction is shifted into the
direction of communication and even collaboration between human mathematicians.
Evidently, the two forms of interaction shouldn’t be identified because of the active
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involvement of a non-human. However, it does show that one cannot simply discard
the machine as being just another tool and that further research into comparing
these two modes of interaction is necessary. One obvious approach for such a
comparison might be to build formal models which allow a more detailed and exact
comparison. '’

Secondly, computer-assisted mathematics explicitly and abundantly introduces
time into the practice of the mathematician. John von Neumann, who was very keen
on using digital machinery to study problems of applied mathematics, once stated
that as mathematics (von Neumann 1947):

travels far from its empirical source, or still more, if it is a second and third generation only
indirectly inspired by ideas coming from ‘reality’, it is beset with very grave dangers. It
becomes more and more purely aestheticizing, more and more purely /’art pour lart. [...]
there is a grave danger that the subject will develop along the line of least resistance, that
the stream, so far from its source, will separate into a multitude of insignificant branches,
and that the discipline will become a disorganized mass of details and complexities. In other
words, at a great distance from its empirical source, or after much ‘abstract’ inbreeding, a
mathematical subject is in danger of degeneration [W]henever this stage is reached, the only
remedy seems to me to be the rejuvenating return to the source: the reinjection of more or
less directly empirical ideas. I am convinced that this was a necessary condition to conserve
the freshness and the vitality of the subject and that this will remain equally true in the
future.

Far more than reinjecting empirical ideas into mathematics, perhaps the computer
is reinjecting time into a discipline that has long been regarded as being above and
without time.
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The Future Role of Computation
in Science and Society

Patrick Suppes

1 Some Examples of Large-Scale Computation

Let me begin with three simple examples, well, perhaps they are not so simple. The
first consists of the extreme demands for large-scale computation of data coming
from the Large-Scale Hadron Collider (LHC) at the laboratory of Conseil Europeen
pour la Recherche Nucleaire (CERN).

The LHC produces at design parameters over 600 millions collisions (~10°)
proton-proton collisions per second in ATLAS or CMS detectors. The amount of
data collected for each event is around 1 MB (1 Megabyte).

10° collisions/s x 1 Mbyte/collision = 10> bytes/s
= 1 PB/s (1 Petabyte/second)

Since 1 DVD ~5GB: 200,000 DVDs per second would be filled, or about 6,000
IPods (ones with 160 GB of storage) per second!

A trigger is designed to reject the uninteresting events and keep the interesting
ones. For example, the ATLAS trigger system is designed to collect about 200 events
per second.

200 events/s x 1 Mbyte = 200 MB/s
Taking two shifts of 10 h per day, and about 300 days per year:

200 MB/s x 2 x 10 x 3,600 x 300 ~ 4 - 10°
bytes/year = 4 PB/year

P. Suppes (2<)

Center for the Study of Language and Information, Stanford University,
Ventura Hall, Stanford, CA 94305-4115, USA

e-mail: psuppes @stanford.edu

M.C. Galavotti et al. (eds.), New Directions in the Philosophy of Science, The Philosophy 35
of Science in a European Perspective 5, DOI 10.1007/978-3-319-04382-1_3,
© Springer International Publishing Switzerland 2014


mailto:psuppes@stanford.edu

36 P. Suppes

Collectively, the LHC experiments produce about 15 petabytes of raw data each
year that must be stored, processed, and analyzed.

The second example is the astronomers’ square kilometer array (SKA).
Astronomers will need a top ranking supercomputer to combat the data deluge
from SKA. The amount of computer data generated by the entire world in 2012
will need to be stored in a single day for the world’s most powerful telescope — the
Square Kilometre Array (SKA) — and the International Centre for Radio Astronomy
Research (ICRAR) is gearing up to meet that unprecedented need.

ICRAR scientists say the $2 billion SKA will generate one exabyte of data — a
million terabytes (or one quintillion bytes) — every day while it searches the sky with
the power to detect airport radars in other solar systems 50 light years away.

There is a potentially important use of the computing power of SKA. This kind
of computational focus is essential to make accurate predictions of the paths of
meteorites or other bodies entering the solar system, some with a possible trajectory
close to that of Earth. The better the forecast of the past of the body headed toward
the general trajectory of Earth, the better the chance of avoiding a disaster of major
proportions.

On February 15, 2013 there was a massive splintering of a meteorite over
Siberia which would have caused enormous damage if it had been over a major
metropolitan center. This kind of future event would focus the entire population
of our planet, if it were to have a magnitude considerably greater than that of the
recent Siberian meteorite. It is somewhat surprising that until recently astronomers
paid little attention to this kind of possibility. But computation limitations played a
role in the neglect.

It was understood how difficult it is to make observations sufficiently early to
forecast with any real accuracy the trajectory of a meteorite, comet or other foreign
body approaching Earth. With SKA, we now have that ability more than at any
other time in the past. No doubt, in the future better efforts will concentrate even
more on this kind of problem. Another aspect of this example of the need for large-
scale computation is the sheer number of potential candidates for the cause of such
a disastrous event.

This example exhibits well a feature of what we may expect from ever better
methods of computation. On the one hand, we will learn much more about the world
we live in and understand it better. Many positive things will follow as a result. But
we will also have a deeper and a more troubling view of the disasters that may lie
ahead in the not-too-distant future.

Here is a third example from meteorology.

In 1963 Edward N. Lorenz (a meteorologist and a mathematician) wrote a
remarkable paper. Lorenz’s search for a three-dimensional set of ordinary differ-
ential equations which would model some of the unpredictable behavior which we
normally associate with the weather. The equations, which he eventually hit upon,
came from a model of fluid convection. They are

dx

Zzo(y—x)
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Where o, r and b are three real positive parameters.

Briefly, the original derivation (Lorenz 1963, 1979) can be described as follows.
A two-dimensional fluid cell is warmed from below and cooled from above and
the resulting convective motion is modelled by a partial differential equation. The
variables in this partial differential equation are expanded into an infinite number of
modes, all but three of which are then set identically to zero. The three remaining
modes give the equations (*). Roughly speaking, the variable x measures the rate of
convective overturning, the variable y measures the horizontal temperature variation,
and the variable z measures the vertical temperature variation. The three parameters
o, r and b are respectively proportional to the Prandtl number, the Rayleigh number,
and some physical proportions of the region under consideration; consequently, all
three are taken to be positive.

For wide ranges of values of the parameters, approximate solutions to the
equations (*), calculated on a computer, look extremely complicated.

Figure 1 shows the projection onto the X, z plane (y = constant) of one such

solution, when 0 =10, » = — and r = 28. Note that the trajectory shown does not

intersect itself if we consider the full three-dimensional picture. The crossings in
Fig. 1 are the result of projection onto two dimensions.
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These first examples are exotic. They show the new directions in science at their
most extreme. In fact, the Lorenz-type example is meant to be a negative one, which
shows that in principle there is no hope for predicting the weather in detail at
any long range. This conclusion is now pretty generally accepted for our present
regime of scientific meteorology without a scientific revolution that we cannot now
foresee. It is reasonable to say that it has been shown decisively that the limitations
of science are reflected in everyday life in no better way than they are in limitations
on prediction of the weather, for even 2 or 3 weeks in advance. The source of this
negative finding is easy to locate. In a general conceptual way, it is the enormous
complexity of the weather system itself. It is not some simple Newtonian system
of a few particles, say two, the most which we can study in the greatest possible
detail. (It is important to remember that the general theory of even three Newtonian
particles is unmanageable.)

It is hopeless to predict the behavior, with any precision, of any actual weather
system for an extended period of time. The outcome of this clear example is the
conclusion that we are optimistic, indeed astonishingly overly optimistic, if we think
that all the major problems of modern science can, without doubt, in due time be
solved by sufficiently powerful computation methods.

This extended example of a simplified model of the convection of the atmosphere
illustrates an important strategy in using complicated computation models to prove
that a simplified model of something like the atmosphere cannot be fully understood
by the methods of analysis mathematically currently available. If such simplified
examples can be shown to be impossible to find a solution for, then it surely follows
that the full system will exhibit a similar impossibility. The virtue of such simplified
models is that we can study very thoroughly the unpredictable behavior. Usually
the sources are parameters enormously sensitive to initial or boundary conditions,
but not entirely. Turbulence, which contributes to the unpredictable behavior of the
weather, is an example that in its unpredictability is not entirely dependent on initial
and boundary conditions, but on the motion of the fluid itself.

What such negative examples as those of Lorenz show is that the over optimism
of popular predictions about the continued success of science are often exaggerated.
Not enough attention is paid to how difficult it is to solve any real problem
of any complexity. My favorite example is the Newtonian mechanics of point
particles. A simpler physical model of any interest can scarcely be thought of.
But, as mentioned earlier, consider the situation as it is today, we have a superb
understanding of the behavior of one particle by itself with specified forces, and
a good understanding of two particles forming an isolated system with Newtonian
forces of mutual interaction. But even this isolated kind of system is in general
unmanageable, from a computational standpoint as soon as we reach the problem
of predicting the behavior of three such particles. In terms of the ordinary affairs of
the world, this seems absurd, and yet this is an important and now well recognized
limitation of that stronghold of deterministic science, classical particle mechanics.
No doubt in the decades ahead, we shall learn more and more about the behavior
of such systems, and yet the results of Lorenz and others show that, within the
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present framework of mathematical thought, a full and complete solution will not
be possible for most problems one might formulate. The problem of predicting
accurately the trajectories of foreign bodies coming close to Earth is a vivid example
of the unexpected and strong limitations of the predictability of even what are
conceptually very simple systems. The point of mentioning such systems here is
to make clear that even the most massive large-scale computational methods we can
now envisage will not solve many simple problems in any complete form.

Let me conclude this discussion of scientific examples with some more positive
ones, for which we expect to make considerable progress in the reasonably near
future. The purpose of these examples is to give a balanced picture of the future
of computation. All of these examples, as well as the earlier ones, depend upon
computations but in these last set of instances I predict the future is positive, because
the demands for computation are not too difficult to meet.

Perhaps the easiest way to find a large number of positive examples is to look
at the revolution that is occurring in all parts of medicine and associated health
sciences. One computational aspect of direct importance in the modern digital world
is that the sample sizes of testing new drugs can be managed and increased by
several orders of magnitude. At relatively little cost we have just begun to learn
how to use digital data on a given medical problem by looking at many millions
of medical records in a short period of time. What can be done now would have
been unthinkable even 20 years ago. In fact, one of the most noticeable features of
this work is its widespread international character. We can read daily about diseases
spreading in Africa, China, Russia, Norway or any other part of the world about as
easily as we can read about diseases among our current neighbors.

A second matter that is less in the press but of great importance is the improve-
ment in surgical procedures, many of which are based on careful computations, or
often on the interpretive use of digitally based imaging devices which, either for
their construction or their use themselves, depend upon massive computations.

A third medical example is the small computer chip of a pacemaker that can
be inserted in 15 min of surgery and that can play such a radical role in the
cardiovascular health of the patient. Again we are dealing with technology that
would have surprised everyone 40 or 50 years ago in its power and simplicity
of implementation. From all indications, this is only a simple example of the
complicated process underway of introducing evermore artificial computing power
into our bodies. With nanotechnology, we can now think in a practical way of
computers in the bloodstream monitoring closely and continually many subtle
chemical and physical properties, which information can be easily observed and
automatically transmitted to the appropriate medical workstation.

Within the range of computations that have been discussed, perhaps the most
exciting and significant development is a current well-supported effort by govern-
ments and many private foundations to understand how the brain computes. Because
of my own interests, I will try to say something more detailed about this area of
research.
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The system signaling is electromagnetic.

. A reasonable hypothesis is that collections of neurons synchronize to approxi-
mate weakly coupled electromagnetic oscillators to do system computation and
signaling.

3. I focus on one major problem: the physical account of brain computations in
talking, listening, writing and reading, particularly on verbal memory storage
and retrieved.

4. There are literally thousands of psychological papers on this problem, but no
detailed physical models.

5. This is what I call abstract psychology.

Here is a sketch of one physical model on using phase to recognize English

phonemes in the brain.

EEG experiment with thousands of trials and about 32 GB of data.

Signals seem composed of waves between 2 and 9 Hz.

Each electromagnetic sine wave has a frequency, phase and amplitude.

Amplitude is of little use. So phases of frequencies have a pattern for a given

phoneme such as p, b, t, etc.

11. Here are the mean phase brain patterns for four frequencies of six initial

phonemes (Wang et al. 2012).

12. This is only a beginning, but promising.

13. There is also progress on the semantic side in terms of semantic associative

networks, but no time for any details here.

o =

o

S

I perhaps have not stressed enough how very far we are from thoroughly
understanding the computations of the brain that are essential to our daily activities.
What is needed most, and because of its importance I emphasize it again, is
an understanding of the physical mechanisms that do the continual computations
required for walking, talking, listening, and in general perceiving what is going
on around us, not as a static picture, but as a continually changing environment
affecting not only what we see, but what we hear and touch as well (Fig. 2).

No doubt, given the complexity of the system, we will soon be seeing theorems
on the impossibility of having a complete theory of the computations. As in the
case of the weather, but of a still more urgent nature, we will press on, determined
to find approximations that are ever more refined as research continues. But at no
time in the near future are we going to have anything like a complete understanding
of how we are producing or listening to the stream of natural language in ordinary
conversation at about three words per second. At first glance, the computational
processes required to support the easy and natural activities of talking and listening
seem out of reach. But just as in the case of the weather, without being foolish
in our predictions and too pessimistic about our findings, we will discover much
that is fundamental and that can be of great use in perfecting, if nothing else, the
conversations between us and our devices.
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Fig. 2 Brain phase pattern of six phonemes

2 From Science to Society

Here I discuss two problems that may not be at the very center of scientific research,
but are of the greatest importance to society. The first is the possibility of the
indefinite extension of human life, and the second is the end of work for most people.

Let us begin with some data on the world’s oldest humans. The record setter,
Jeanne Louise Calment, at death was 122 years old. She was born February 21,
1875 and died August 4, 1997.

Eight of the last nine world’s oldest persons at death were all under 120 years.
The most prominent group were 6 at 114 years.

Let us look at Japan, a keeper of excellent records. In 1990, there were 3,000
Japanese more than 100 years old. The oldest was 114. In 2010, 44,000 Japanese
were more than 100 years old, and again the oldest were 114.

Some different data come from experiments and studies on calorie reduction
(CR), which was first studied in 1934. CR alone led to at least 50 % life extension
of short-lived animals, such as mice (in 1934) and later many kinds of insects. Of
almost as great importance; the animals and humans had better health as well.

In 1989 University of Wisconsin scientists started a study of 20 adult male rhesus
monkeys with 9-CR, 11-normal subjects. In 2009 it was too early for life extension
results, but the CR monkeys were much healthier.
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These two kinds of arguments plus others that are easily given, but I have omitted,

lead to the following conjectures or proposals for extending human life.

W AW =

. Use of stem cells to replace failing organs.

. Careful monitoring of input of various chemicals, such as calcium.
. More fundamental changes in gene and protein structures.

. The big question: Replacing old brains with new ones.

. Totally exaggerated hope: full body replacement.

I now turn to new technology and the end of jobs.

The role of humans as the most important factor of production is bound to diminish in the
same way that the role of horses in agricultural production was first diminished and then
eliminated by the introduction of tractors.

Wassily Leontief and Faye Duchin,
The Future Impact of Automation on Workers, 1986

I support the view of this paragraph with a variety of considerations and data.

. The technology revolution is replacing human beings with computers, robots and

other intelligent devices in every sector of employment in the global economy.
As is well-known, millions of workers have already been eliminated from many
kinds of labor, ranging from agricultural workers to bank clerks. The handwriting
is on the wall, as computers improve and become more intelligent, the number
of jobs for which humans are needed will be negligible compared to the numbers
employed at present.

. Here is an amusing, but significant kind of example. In order to avoid various

kinds of terrorism of human workers, Israelis have developed a melon picker
(ROMPER). It uses special sensors to determine whether a melon or other type
of fruit is ripe to pick.

Similar robots have been developed, and are getting smarter by the day, to
plow and seed fields, feed dairy cows, pigs and other stock. It is predicted that by
the second half of this century we will see a wide-spread development of fully
automated and computer-driven factory farms.

Note that the decline of the number of agricultural workers in the United States
and other advanced economies, in the twentieth century, was the most significant
change in agriculture yet seen anywhere in the world.

. No more factory workers. In the last part of the twentieth century, Japan was

famous for its nine auto makers producing more than 12 million cars per year
with fewer than 600,000 workers. In contrast, Detroit auto makers employed
more than 2.5 million workers to produce about the same number.

It is a common prediction that, by the end of this century, there will be no
workers in the automobile factories, but only a small number managing the ever
larger number of robots. Moreover, it has been widely noted that these robots
work 24/7, without benefits, coffee breaks, medical illnesses or demands for pay
increases.

. By the end of this century, blue-collar workers will be gone in the developed

countries, and fading away in the rest of the world.
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5. With modification, of course, these same remarks apply to the service industries,
banking, insurance and all kinds of retail and clerical work.

Here is my last topic, back to the past: A future without work with a population
only of Aristocrats having a future without work.

In Jane Austen’s, Pride and Prejudice (1959), to mark her social status Elizabeth
Bennet sharply responded to Mr. Darcy that her father was just as much a gentleman
as he. Will we return to the life of aristocrats in the eighteenth and nineteenth
centuries, of ladies and gentlemen, who would not dirty their hands in commerce,
as the phrase went, or in any other kind of productive labor?

Will humans become a breed of amateur managers telling their smart robots and
other devices what to do, but only in the most general terms that reflect ignorance
of the technical details that must be mastered by these new “devices”, not by human
workers? If this is what really comes about, then the nature of the change will indeed
be dramatic. The new masters of Earth will be smart robots telling all of their devices
and humans, as well, what to do, or rather, as in the case of the Aristocrats of Jane
Austin’s days, what will be accepted as proper behavior of a non-working human
Aristocrat.

At the same time, these smart robots will be controlling their own revolution and
moving ever further away from satisfying any natural concept of humanity. In this
process, humans will become as extinct as dinosaurs are now.

I am sorry to say this seems the most likely future, but there remains a small
probability that we, as humans, can stay ahead of the games and be Aristocrats
in the intellectual style of Euclid, Apollonius, Claudius Ptolemy, the unknown
Mayan astronomer, Sir Isaac Newton, Henry Cavendish, Pierre-Simon Laplace,
James Clerk Maxwell, and the many others who belong on this distinguished list.

Like competitors today from China to California and Cambridge, the smart
robots of tomorrow will engage in a dynamic competition to see which can evolve
and develop the deepest new scientific concepts. My bet is still on the odds favoring
the robots. The only saving thought is that what might still be the actual outcome
will be a wonderful hybrid species of thinking creatures, half human and half
robotic, with powerful computation potential on board, and truly amazing further
remote computational power easily and quickly available.

To end, here are some new philosophical questions generated by this discussion
of computation in the future.

1. Should we accept an economically supported life of leisure for all those who do
not want to work?

2. Are there serious normative negative arguments against life extension if possible?

3. Should we normatively argue for the desirability of less people, given life
extension and end of routine work?

4. But in stronger terms, is there a meaningful optimum size of population, as work
for humans decreases and almost ceases, yet life extension continues?

5. Do our fundamental concerns for freedom of action and thought, as well as the
rule of law, apply with some possible changes, to robots as well?
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In No Categorical Terms: A Sketch
for an Alternative Route to a Humean
Interpretation of Laws

Kerry McKenzie

1 Introduction

A debate over the modal status of natural laws and physical properties has been
raging in the literature for decades, and the factions are by now familiar. On the
one hand we have the Humeans, primarily represented by Lewis and his followers,
who commit to the idea that the fundamental properties are categorical in character
and the laws of nature metaphysically contingent (see, e.g., Lewis 1983; Loewer
1996; Cohen and Callender 2009). On the other hand we have the Anti-Humeans,
such as Ellis and Bird, who believe that the fundamental properties are essentially
dispositional and the laws metaphysically necessary (see Ellis 2001; Bird 2007).
As the titles suggest, what ultimately divides the two factions is their attitudes
to Hume’s famous dictum that there are no “necessities in nature” — that is, no
necessary connections between distinct existences that cannot be reduced to those
of mathematics or logic.

This binary opposition in modal disputations will be familiar to many of us (as a
first approximation at least). For brevity, I will designate the debate between these
two sides, so characterized, as the “canonical debate”. Despite the familiarity and
prominence of this debate, however, I want to argue that there are profound problems
afoot in the presuppositions made by each side, and in particular that the basic
terms in which it is conducted are woefully out of date. Both parties, after all, have
pretensions to giving an account of fundamental laws and properties, and both of
these are obviously the sort of thing that will be described by fundamental physics,
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assuming that they can be described anywhere at all.! But the impression given
by the major works of this debate is that Coulomb’s law represents the cutting-
edge of modern physics, which it emphatically does not. Nor is this a merely
technical and metaphysically uninteresting point, made by another philosopher
of physics lamenting the lack of engagement by contemporary metaphysicians
with contemporary physics; for on the contrary, as we shall see, incorporating
concepts basic to current fundamental physics can change the modal landscape quite
dramatically, and naturalism demands of us that the structure of our metaphysical
debates must change along with it.

In the course of arguing for that conclusion, my focus will be kept on the
fundamental kind properties throughout — that is, the state-independent properties
such as charge, hypercharge, isospin, etc. that we take to define the various
fundamental particle kinds.? The critical part of my argument will proceed in two
stages:

firstly, I will argue that the canonical debate over nomological modality assumes an account
of natural law that is not appropriate for elucidating either fundamental properties or
fundamental laws, and

secondly, if we move to a more realistic account of fundamental laws, then it is no longer
clear that there is any place for categorical properties in our metaphysics, or at least not as
such properties are standardly conceived; nor that one may regard the fundamental laws as
contingent in anything but a tightly circumscribed sense.?

Since the canonical Humean package is defined by a commitment to the
categorical nature of fundamental properties and the contingency of natural laws,
the tempting conclusion to draw from all this is that Humeanism is dead in the
water. Surprising as it may at first seem, however, I will argue that such a conclusion
would be too rash. In particular, I will argue that modern physics makes space for a
view in which necessitarianism about laws can be combined with a broadly Humean
outlook; it is a Humeanism that must jettison its commitment to categoricalism,
granted, but I think that we can claim it as a viable Humeanism about laws
nonetheless.

To begin, then, I will outline in a little more detail what I take the canonical
debate over laws, properties and modality to consist in. Once that is in place,
I will articulate the problems I perceive to be inherent in the act of appealing,

I'That the debate is principally over fundamental properties is emphasized in Bird op. cit.; see, e.g.,
Sect. 3.3 and the discussion of “finkish dispositions”.

2The property of mass requires a separate treatment, as my discussion will be limited to so-called
internal symmetries throughout; it is essentially because we do not currently possess a working
quantum-theoretic treatment of gravity that accounts for this exceptional status. A longer paper
would expand upon the relevant distinctions in a fuller way than I can here.

3n particular, T will argue that there is reason to think that the variation permitted is limited to the
values of numerical constants only.
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in the fundamental physics context, to the notion of categorical properties, and
also in maintaining that the fundamental laws can be regarded as metaphysically
contingent.

2 The Canonical Account of Laws, Properties and Modality

Painting things in as broad brushstrokes as possible, there are two categories of
modal accounts of laws to be found in the literature. On the one hand we have
contingentist accounts, according which the laws of nature consist of metaphysically
contingent connections between properties. The majority of contemporary adherents
of this view adopt some version of Lewis’ “sophisticated regularity” view. On the
other hand we have necessitarian accounts, according to which the connections
between properties are regarded as metaphysically necessary — or at least, metaphys-
ically necessary in the sense that properties obey identical laws across any and all
possible worlds in which they are instantiated.* This dispute over whether natural
laws are contingent or necessary is the bone of contention regarding laws in the
canonical debate.

The next thing to note about the canonical debate is that each of these modal
accounts of laws is grounded in a prior modal conception of properties.’ Thus, on
the one hand, necessitarians about laws typically assume an account of fundamental
properties according to which they are “essentially dispositional”. Since part of
what it is to be an essentially dispositional property is to imply instances of laws, it
follows on this view that a given species of fundamental particle, defined by a given
set of fundamental kind properties, can act in accordance with one and only one
law across all possible worlds in which tokens of it are instantiated. It is thus this
modal conception of properties that necessesitarians typically take to account for the
fact that the laws are metaphysically necessary. On the other hand, contingentists
about laws reject this view of fundamental properties, and as such also reject the
idea that the kinds instantiating such properties bring in their wake a unique law.
They rather endorse an opposing view in which fundamental properties are deemed
“categorical”, and it is this categorical conception of properties that underwrites the
idea that a given kind of particle could behave differently.

In what I call the “canonical account”, then, contingentism about laws goes
hand in hand with categoricalism about properties, and necessitarianism about laws
with dispositional essentialism. The package consisting of the first pair of com-
mitments defines the Humean perspective on the fundamental laws and properties
in the canonical account; the package consisting of the second pair defines the

“4Such a conditioned necessity is sometimes called “weak” metaphysical necessity.

35 As Earman and Roberts (2005) point out, this has the result that both factions are committed to
a thesis in which the laws supervene on the fundamental property basis, and as such don’t strictly
speaking “do any work”. See also Mumford (2004).
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Anti-Humean point of view.® Since it is in each case a modal commitment regarding
properties that grounds the corresponding modal stance on laws, the modal charac-
terization of properties is really the fulcrum about which the canonical debate turns.
This circumstance is reflected in the fact that so much of the ink spilled by Anti-
Humeans concerns the proper articulation of essentially dispositional properties.

However, and while what exactly is involved in the concept of an essentially dis-
positional property has been discussed at great length, I think we have to agree with
Mumford when he says that “it is quite difficult to find, anywhere in the literature, a
specification of what exactly is intended by ‘categorical property”” (Mumford 1998,
p. 75). But it is obvious that without some such specification, the precise connection
between categorical properties and the contingentist interpretation of laws can only
remain murky, and with it the content of the Humean package as a whole. If one
looks at the literature, what one finds in lieu of a precise characterization is that a
variety of strategies are deployed to at least gesture at what is intended here. One
finds categorical properties characterized, for example,

in metaphorical terms, as those that don’t ‘look outward to interactions’, or as those
properties that don’t ‘point beyond’ themselves; those that are ‘self-contained ... keeping
themselves to themselves’ (Armstrong 1993, pp. 69, 80); or alternatively

in explicitly nomological terms, as those properties that are ‘free of nomic commitments’
(Carroll 1994, p. 8), hence as those that do not ‘necessarily involve laws’ (Loewer op. cit.,
p- 200); or sometimes

in spatiotemporal terms, namely as those properties such that ‘their instantiation has no
metaphysical implications concerning the instantiation of fundamental properties elsewhere
and elsewhen’ (Loewer op. cit., p. 177).7

A couple of points are due regarding my designation of the above as the “canonical debate”. (1)
The first point is that, of course, not every protagonist in the literature on natural modality fits neatly
into one or other of the categories just defined. Armstrong’s view, for example, commits to both
categoricalism about properties and contingentism about laws, but nonetheless endorses primitive
necessary connections (albeit “soft” or “contingent” ones) between the properties involved in laws,
apparently in conflict with Hume’s dictum (Armstrong 1983). As such, his position is often taken
to lie somewhere between the two above positions, and designated as “semi-Humean” (see for
example Bird op. cit., Sect. 1.1). However, given the shared commitments between Armstrong and
the Humean position as defined above, my criticisms of the latter position will apply to Armstrong’s
account too. (The relevance for Armstrong’s concerns of my conclusion regarding the vindication
of Hume’s dictum is something I cannot discuss here.) (2) Another prominent party in this debate
that may not seem to fit neatly into above-defined categories is Mellor. Mellor is inclined towards
a contingentist view of laws (see e.g. his 2000, p. 770 — but note the qualification on p. 772),
and yet is ambivalent as to whether properties should be thought of as categorical (see Mellor
2003, p. 231). It therefore appears that one can be a Humean about laws without committing to
categorical properties. However, Mellor’s ambivalence about categorical properties seems to owe
largely to the lack of clear and consistently-used criteria for what “categorical” means in the first
place, and I will have something to say about this in the next section.

7 Another way to characterize categorical properties is in terms of quiddities: properties will be
said the be categorical if their identity is exhausted by their quiddity. However, since it is this lack
of any other features that implies each of the above designations, problems for any of the above
characterizations will also be problems for this one.
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There thus seem to be a number of ways of approaching what is meant by
“categorical property”. Greater variety does not equate with greater clarity, however,
and it would certainly be nice if what is meant by “categorical” in this context could
be sharpened up. Let us therefore try to do so now.

A strategy frequently adopted to convey in concrete terms that which is meant
by “categorical” is that of simply conveying by example the implications that such
properties have for some familiar natural laws. So, for instance, it is often cited that
on the categoricalist view charged particles are not bound to obey Coulomb’s law,
and in particular that “negative charges might have been disposed to repel positive
charges, or some other relation may have held between them” (Bird op. cit., p. 68).
Thus part of what is meant by calling charge “categorical” is that

q(x)q(y)
r2(x.y)

— Coulomb’s law with a sign flip — represents a possible law. Similarly, it has
been said that if charge is categorical then “the contribution of distance might have
been such that an inverse cube law held” instead of the Coulombic inverse square,
so that

F(x,y) = +C

_c1%)9(k)

ey = r3(x,y)

is also taken to represent a possible law on this view (Armstrong 2005, p. 313).8
Now, the first thing to point out about this strategy is that the specific examples
offered in the literature of alternative laws are typically rather conservative in how
they differ from the actual laws — consisting in these cases just of a sign flip and unit
increase of power in the denominator respectively. The second thing to point out is
that such discussions tend to be utterly silent on what principles govern how, and
how considerably, the actual laws may be tinkered with so as to generate acceptable
other-worldly alternatives such as these, and thus also to be silent on the range
of nomic possibilities that are open to a given property. Insofar as the concept of
categorical properties is to be articulated in terms of this variation, then, it is obvious
that it will only remain unclear pending some statement of what principles limit
how a law can be tinkered with so as to generate possible alternatives. However,
given that such properties are explicitly regarded as “free of nomic commitments”,
perhaps we should take this absence to indicate that it simply goes without saying
that there are no such principles (or at least no non-trivial ones), in spite of the
somewhat conservative nature of the stock examples of allowed variation. But if
that is the case, then we can improve upon this strategy of conveying by example
and in a piecemeal fashion what is meant by “categorical” by moving to a more
general — and thus more definitive — characterization in the following way.

8 Armstrong’s example in fact concerns mass and Newton’s law of gravity, but the claims are
perfectly analogous.
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Recall that the example just looked at was that of Coulomb’s law. This law is a
paradigmatic example of a classical law, and as such of a functional law. That is,
Coulomb’s law is a law of the form

a(x) = f(b(x).c(y).d(x,y)),

where a(x), b(x), c(y) and d(x,y) are real- (or real vector-) valued functions
representing the determinable physical properties A, B, C and the relation D, and
f is some functional (that is, a function of functions). Thus note that the template
for laws that is assumed in the contemporary debate is not the old Vx(Fx — Gx)-
type formulation that was so central to earlier discussions. The stated reason that
Armstrong provides for this move away from the older representation is that

The laws that have the best present claim to be fundamental are laws that link together
certain classes of universals, in particular, certain determinate quantities falling under a
common determinable, in some mathematical relation. They are functional laws. If we can
give some plausible account of functional laws, then and only then do we have a theory of
lawhood that can be taken really seriously (Armstrong 1993, p. 242).

Assuming such an account of fundamental laws, then, we can better formalize
the canonical debate over their modal interpretation as follows. Suppose first of all
that a fundamental law, say an actual fundamental law, is given by

a(x) = f(b(x),c(y).d(x.y))

for some specific properties and relations A to D. Anti-Humeans will then hold that
since the fundamental properties are essentially dispositional, it follows that

—oa(x) # f(b(x).c(y).d(x,y)),

and in particular that

-0 a(x) = f’(b(x), C(y), d(xv y))

for any f’ # f.Thus in this context in which laws are conceived of in functional
terms, it is not merely the properties to which a given property is related to that
must be held fixed across possible worlds, but also the way in which it is so related,
where that “way” is expressed in terms of a functional connection between them.
By contrast, Humeans will hold that

oa(x) # f(b(x).c(y).d(x.y)),

and in particular that

oa(x) = f'(b(x).c(y).d(x.)),

for at least some f”.
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How widely should f’ be allowed to vary? As noted above, if fundamental
properties are categorical then it seems right to say that there should be no non-
trivial constraints on the form of the laws that such properties feature in, and hence
no non-trivial constraints on the choice of the functional f’.° But then another
and more perspicuous way to characterize a categorical property is as one that is
“independent of its nomic role” (Mumford 2004, p. 150), where — as we are now
in a position to state — that role is defined by (i) the functional form of the law
and (ii) the identities of the properties to which the property is functionally related.
That, I take it, may be regarded as the sought-for precisification of what is meant by
“categorical property”, and as such of the Humean package as well.

That completes my outline of the canonical debate over the modal status of the
laws of nature, as I understand it. What is assumed, first of all, is a fundamental
modal distinction between properties which sorts them into “categorical” and
“essentially dispositional”, where I take the former sort of property to be most
perspicuously defined as a moment ago. That modal distinction between properties
is then used to ground a corresponding modal distinction between laws, defining the
contingentists and necessitarians respectively. As is manifest from the quote from
Armstrong above (and as would have been obvious anyway), it is explicit in this
debate that the laws of nature of principal interest are the fundamental laws, and it is
equally explicit that these laws are assumed to have a functional structure. But when
the terms of the canonical debate are stated in that way, it becomes glaringly obvious
that there is an urgent problem afoot in it. That problem, of course, is that this debate
over laws played out in the metaphysics literature purports to describe fundamental
laws and properties, and thus to capture the metaphysics of fundamental physics;
but fundamental physics properties do not obey functional laws!'° The reason for
this, of course, is that fundamental properties and the laws that relate them must
be understood within the framework of quantum theory, and the laws of quantum
systems simply cannot be shoe-horned into functional form.!' But since categorical
properties have been defined in terms of the relationship they bear to functional
laws, what we need to consider now is the question of whether any fundamental

9By “trivial” constraints on the functional form of laws that a categorical property A can participate
in, I have in mind general conditions such as (i) there is no A-dependence on the right-hand side
that cancels the occurrence of A on the left (as ina = f(b, ¢) 4 a), or (ii) the form of the equation
does not make it inapplicable to some of the determinates associated with the determinable (as in
a = 2), etc.

190r if we count charge as a fundamental property (which is controversial), at least not in its most
“fundamental guise” — Coulomb’s law is after all just an approximation to the laws of quantum
electrodynamics.

Ty cite just one reason: the fact that in quantum mechanics some properties are quantized and
others continuous entails that properties in general can no longer be representable by continuous
functions, but rather should represented by matrices (some of which have continuous spectra and
others discrete).
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property can be classified as categorical when the latter are out of the picture.'” Let
me therefore now consider whether the fundamental properties may be regarded as
categorical in the context of contemporary physics, and thus whether categorical
properties may still be appealed to in order to ground a contingentist interpretation
of laws. As above, I will continue to focus on the fundamental kind properties.'?

3 Laws and Properties in Modern Physics:
Problems for Humeanism

Given that functional laws are now out of the picture, the first item on the agenda is
to clarify how laws are in fact represented in modern fundamental physics contexts.
Since quantum field theory (QFT) is the most fundamental physical framework we
have developed to date — certainly if we restrict our attention to those we can subject
to empirical test — it is the structure of laws in QFT that we would ideally attend to
directly. However, most of the critical points in what follows can be stated in the
(far simpler) context of quantum particle mechanics, and as such I will elect to do
so whenever we can get away with it. (While quantum particle mechanics will serve
us well in what follows, the final point I wish to make requires concepts in QFT
specifically.)

To begin, then, let us focus on quantum particle mechanics. In this context,
the nearest thing we have to a template for laws along the lines of the functional
template of classical physics is the Schrodinger equation. Despite the presence of
the definite article, “the” Schrodinger equation is not so much an equation as a
structure into which the various laws of quantum particles must slot, and laws of
Schrodinger form relate the evolution of such a system to the action of the relevant
Hamiltonian on the system states. They are therefore statements of the form

i by,

ot
where H, denotes some specific Hamiltonian and the n; denote the properties that
identify the kind, or kinds, of particle involved.!* These Hamiltonians describe both

12Since essentially dispositional properties are typically characterized in terms of their entailment
of such laws, analogous problems will apply to them; but I forgo discussion of such properties here.
The central point of this paper, after all, is to show that this whole debate needs to be rethought,
not that some one side of it triumphs over the other.

13Since state-dependent properties in quantum mechanics are typically taken to be possessed only
conditionally upon measurement, it is already clear that it will be difficult to maintain that they are
categorical.

14Some state-dependent variables x; should also be included in the characterization of the state,
but as my focus is just on kind properties here I omit them in what follows.
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how a single particle’s states evolve in time through its Hilbert space, but also
contain all the information about a particle’s interactions with other systems. For
example, the quantity

((n.w™)|Hs|(p, 7)) (1

yields the probability that two different particle kinds, here a negative pion and a
proton, will interact through the strong interaction when smashed together in an
accelerator to produce a positive pion and a neutron. These probabilities concerning
which particles will be produced when others interact in this way essentially exhaust
the empirical output of a theory of particle physics.

These facts about laws and probabilities in quantum mechanics are utterly
elementary. But behind the elementary nature of these facts hide some important
implications for modal metaphysics. The most expedient way to see this is to attend
straight to the case in which there is some non-trivial symmetry at play in the
dynamics expressed by H,. While this is admittedly a special case in the space of
all possible Hamiltonians, it is emphatically not a special case from the perspective
of actual fundamental physics, since all the known fundamental interactions are
associated with some significant symmetry. In the context of quantum particle
mechanics, to say that a law exhibits a symmetry is to say that there exists a set
of observables U; such that (i) the U; are the generators of a unitary Lie group,
and as such define a Lie algebra, and (ii) for all U;, [H,, U;] = 0, where H,, is the
Hamiltonian corresponding to that law and [H,,, U;] = H,U; —U; H,. The presence
of such a symmetry has important consequences for the solutions of the Schrodinger
equation (here presented in time-independent form) — namely, that

Hoy(ni) = EY(n;) = Ho(Y(n))) = EY (n}),

where E represents energy, the n; again represent a set of determinate properties
defining some kind, and the n; a different set of determinates but of the same
determinables as those that define the first. Thus where there exist symmetries
in the laws, there exist families of particles that obey those laws with the same
energy (hence in relativistic contexts same mass), but that have different magnitudes
of the same determinable properties. Such of families of particles are denoted as
“multiplets”. It is essentially because of this tight connection between symmetries
and particle kinds that physicists are able to predict the existence of new particles
long before they are seen in the lab (famous examples being the Z° and 7).

As already noted, the actual laws of physics themselves possess a great deal of
symmetry: we have, for example, the SU(2)®U(1) symmetry of the electroweak

137t should be noted that in the (more complicated) context of QFT, it remains that both the fields
and the field quanta (particles) that act in accordance with a law will form multiplets of whatever
symmetry that law is taken to have. As such, this observation concerning how the distribution of
particle property magnitudes relates to the presence of dynamical symmetries transfers directly to
the (more fundamental) quantum field-theoretic context.
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Fig. 1 Some actual particle multiplets. (a) SU(2) Triplet of weak bosons. (b) SU(3) octet of
hadrons

interaction, and the SU(3) symmetry of the strong interaction. That means, of
course, that the particles (and fields) that populate this world themselves fall into
such multiplets. We have in Fig. 1a, for example, the triplet of the weak bosons
defined by their differing values of weak isospin, corresponding to the 3-membered
multiplet of the SU(2) symmetry in the electroweak interaction. In Fig. 1b, we find
the neutron, the proton and other hadrons comprising and 8-membered multiplet of
SU(3).16

3.1 Problems for Categoricalism

These diagrams represent elegant facts about the fundamental structure of the actual
world. To see their principal relevance for topic at hand, however, it helps to recall
that debates over the modal status of laws are often framed in terms of duplicates.
We already know that Anti-Humeans hold that otherworldly duplicates of actual
particles cannot act in accordance with different laws; as Bird puts it, for Anti-
Humeans “if the particles and fields are the same in two worlds then they instantiate
the same [essentially dispositional properties] and thus give rise to identical laws”
(Bird op. cit., p. 84). Humeans of course deny this, holding that otherworldly
duplicates of actual particles may accord with different laws (see e.g. Lewis 1986,
p. 163). I have already pointed out that the extant literature is basically silent on
the issue of just how much nomic variation is possible given categoricalism, but
I have argued that the informal renderings of “categorical” point to the idea that it
should be possible for such properties to feature in laws with an arbitarily different

1While hadrons are no longer regarded as fundamental particles, the gluons — which currently are
so regarded — form a multiplet with an identical structure.
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structure. What, then, is the situation here? Can the behaviour of otherworldly
duplicates of the actual particles, which as we know occur in multiplets, be described
by laws with a structure arbitrarily different from those of the actual laws?

But the answer to this question is a clear and resounding no. A little more
technically, what the above diagrams represent are weight diagrams of the algebras
corresponding to the relevant symmetry.!” Each weight in a diagram corresponds to
a member of a particle multiplet, and the operators of the algebra may be defined
so as to map between the various weights in the diagram. Each diagram may
therefore be thought of as a sort of solution space for the algebra. Furthermore,
a little more attention to the mathematical theory describing these entities — namely,
the theory of semi-simple Lie algebras — allows one to deduce that each such
weight diagram corresponds to one and only one algebra.'® What that informs
us of in turn is that, wherever it is in possibility space that duplicates of these
actual kinds are instantiated, then if we understand the laws operative there along
quantum-mechanical lines it follows that those laws must possess the symmetry of
the laws of the actual world. But that represents a hugely informative and non-
trivial constraint on the laws that any such set of duplicates can accord with. It may
be shown, for example, that the probabilities for kind production given above in (1)
may essentially be computed through consideration of symmetry alone; since as
already noted the probabilities associated with outcomes of interactions essentially
exhaust empirical output of particle physics theories, information about symmetry
is highly non-trivial information from an empirical point of view.'” As a result,

17 An algebra is one way to characterize a symmetry. It is not the most fine-grained way, granted,
since the algebra is insensitive to the global properties the associated group describes. Nonetheless,
it remains that to pin down a symmetry up to the level of the associated algebra is still to determine
a highly non-trivial constraint, and here — just as in most contexts in particle physics — I will be
content to describe symmetries in algebraic terms.

8This is at least the case for the compact semi-simple algebras, which are those typically employed
in particle physics when dealing with internal symmetries. The basic idea behind this is as follows.
The operators of any simple compact Lie algebra can be arranged into a maximal set of r
commuting operators H;, and a remaining set of £ operators E,. Since the r commuting operators
can be used to define those properties of the particles that can all be observed simultaneously
with one another (and with the energy), it is the eigenvalues of these operators that are taken to
define particle kinds. Each of these kinds is represented by a weight in the diagram. The remaining
operators E, are “step” operators that map from one weight (particle) to another weight displaced
from the first by a vector a. These « are also the “roots” of the algebra, and the full set of these
roots may be used to classify the algebra. It follows from the last point that two distinct algebras
must differ in their roots, and thus differ in terms of how the weights in their associated weight
diagrams are displaced from one another; it follows from that in turn that each weight diagram
corresponds to one algebra only. And since semi-simple Lie algebras are just the sums of simple
Lie algebras, each set of particles associated with these algebras will likewise correspond to a
unique such algebra.

191t should be noted that we must in general know more than the relevant internal symmetry group
to predict the outcome of scattering experiments, as these outcomes are distributions in space (so
that information regarding the external symmetries, the structure functions describing the material
constitution of the colliding particles, etc., has to be invoked in addition).
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knowledge of the symmetry associated with an interaction is in most cases the single
most significant piece of information from a modern physicist’s point of view, and
indeed entire research programmes have flourished in the absence of any knowledge
concerning the relevant laws that transcended their symmetry properties alone.?’

But now we are in a position to see why the appeal to categorical properties
is so very problematic in the fundamental physics context. We saw that in the
canonical account — at least as I reconstructed it — the definitive feature of categorical
properties was their failure to place any non-trivial constraints on the laws they
feature in, including the structural form of those laws. What we see now, however,
is that if we conceptualize fundamental laws in a way that approximates how physics
in fact understands them, then in any possible world in which the actual kinds are
reduplicated the symmetries of the actual laws must be reduplicated as well. But we
know that this represents a highly non-trivial structural constraint on the laws that
particle kinds can satisfy. How, then, can we say that the associated kind properties
are categorical, if part of what it is to be categorical is to be free of such constraints?

The appropriate conclusion to draw at this point therefore seems to be this: we
simply cannot understand the fundamental properties as categorical in character,
at least not in anything like the sense in which such properties are canonically
understood. And since it is primarily in the works of the canonical debate that these
properties are articulated, it therefore isn’t clear that there is any hope of retaining
categoricalism at all.

3.2 Problems for Contingentism

The above considerations strongly suggest that the Humean must relinquish their
commitment to categoricalism regarding the fundamental kind properties. But given
that — in the canonical account at least — their modal interpretation of laws is
grounded in the prior commitment to these properties, the same considerations
surely threaten the contingentist approach to laws that defines the second aspect
of their view. What I want to argue now is that these considerations do indeed
put pressure not just upon the Humean interpretation of properties, but on their
interpretation of laws as well.

The reason why the above considerations pose a threat to nomic contingentism
should be immediately clear. The problems for categoricalism outlined above derive
from the fact that the fundamental kind properties of this world, when conceived
of post-classically, impose significant structural constraints on the laws that those
kinds can satisfy. As such, the tighter these constraints get, the more diminished the
scope for contingency. We saw above that these constraints amount to the fact that
reduplicating the actual particles and fields reduplicates the symmetry associated

20The Eightfold Way programme of Gell-Mann and Ne’eman is the classic example here (see
Gell-Mann and Ne’emann 1964).
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with the actual laws, so what we must contemplate in order to go on is the extent to
which pinning down a law’s symmetry sufficies to pin down the law itself. Let us
therefore attend to that now.

It was registered above that identifying the symmetry associated with a law fur-
nishes us with highly non-trivial knowledge, from both a theoretical and an empiri-
cal point of view. However, it is not the case in general — either in classical, quantum
particle, or quantum field theory — that a law is uniquely determined by the symme-
try associated with it; knowing that a classical electromagnetic potential is spheri-
cally symmetric, for example, will not be enough to pin down the radial dependence
of the potential uniquely (see e.g. Martin 2003 for discussion). However, as was
mentioned above, the protagonists in this debate are not primarily concerned with
natural laws in general: rather, they are primarily interested in giving a metaphysics
of the truly fundamental laws and properties. The question we ought to focus on,
then, is that of whether the those laws may be determined by symmetries alone.

As things turn out, and very interestingly, there is at least a case to be made
that we should answer that question in the affirmative — for one can argue that
the symmetry associated with a fundamental law does in fact suffice to determine
it uniquely.?! This is due to the fact that fundamental laws are required to have
properties that less fundamental laws arguably need not, and the reason for this is
roughly as follows. Again, the fundamental laws, if such there be, must be described
in the most fundamental framework we have, and at the moment that is QFT. It has
been understood since its earliest days that quantum field theories are plagued with
divergences that must be removed through the complicated and arduous process
of renormalization.?? It came to light only later, however, that we can expect even
properly renormalized theories to diverge at sufficiently high energy. Since relative
to the background of QFT’s assumptions a theory must be valid to arbitrarily high
energy if it is to give a fundamental description of nature, of considerable interest to
physicists is what properties a QFT must have in order to be valid in this limit.?* In
this connection, the physicist Frank Wilczek has argued that the only quantum field-
theoretic laws that can be shown to exist in a computationally tractable way in this
infinite-energy limit are those that are “asymptotically free” — that is, those whose
couplings disappear at infinity (Wilczek 1999). Furthermore, Wilczek and others
have shown that the only asymptotically free quantum field theories that can exist
in four dimensions are the so-called renormalizable local gauge theories (see, e.g.,
Gross and Wilczek 1973; Politzer 1973). But the pertinent point about such theories
is that, for a given matter content, these are essentially uniquely specified once we

2'Modulo the assumption that we already have the kind ontology that the laws are supposed to
describe in place, which in the context of particle reduplication scenarios will obviously be the
case.

22 Any introductory QFT textbook will outline this process for the uninitiated.

23The requirement that QFTs must be regarded as valid in the infinite energy limit follows from
the spacetime continuity required by Lorentz invariance in tandem with the complementarity of
4-momentum and spacetime in quantum mechanics.
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have specified the relevant symmetry. Putting things a little more precisely, on the
assumption that the fields concerned are specified, the laws are thereby also uniquely
specified but for the values of the constants appearing in them. Determination of
these constants is therefore a matter of matching them to experiment.

What we see, then, is that if we want to give a fundamental modal metaphysics
that reflects current fundamental physics, there are compelling reasons to reject the
claim that the actual particles and fields could behave very differently from the
way that they actually do. This is because there are reasons to hold that the only
variable factor in the laws describing their behaviour is the values of the numerical
constants featuring in them. Now, it should be underlined that such differences in
the values of constants can make for profound physical differences between worlds:
think, for example, of how different this world would be if the electromagnetic
interaction were a 100 times stronger at the distance of a femtometer, so that the
strong force keeping the protons in atomic nuclei together was overtaken by the
electromagnetic repulsion pushing them apart (see Quigg 2007). Nevertheless, it
remains that the degree of nomic variation permitted by the above-cited results is
radically diminished in comparison to that countenanced in the canonical account.
Indeed, if change in the values of constants is the extent of variation that the
nomic contingentist can lay claim to, I submit that they are barely entitled to call
themselves nomic contingentists at all.

4 Coda on Humeanism

The considerations outlined above regarding particles, symmetries and laws in
modern physics demonstrate that each component of the Humean package has been
either ruled out or, at the very least, backed into a tiny corner. It may therefore seem
that we can only conclude that the Humean stance towards laws and properties
is simply dead in the water. In particular, the fact that we are now encroaching
upon necessitarianism about fundamental laws seems to be in flat contradiction
with the Humean dictum that there are no “necessities in nature”, or at least no
necessities that cannot be reduced to those of mathematics or logic. However, by
way of rounding off this discussion I beg that we reconsider whether the necessities
gestured at above are as unpalatable to Humeans as they may at first appear. I will
argue that they are not, and as such that a Humean approach to laws is very much
still in the offing.

At the root of the problems outlined above is the fact that, in quantum
frameworks, the kind content of a given world goes a long way to determining
the symmetry structure of the laws in that world.>* The reason for that in turn is
that, assuming that the laws concerned exhibit symmetries, the particles acting in

24T was explicit above that T am making the assumption above that the worlds and laws in question
exhibit some non-trivial symmetry. If this assumption is dropped my argument does not get off
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accordance with those laws will fall automatically into multiplets, and the governing
theory of Lie algebras dictates that each such multiplet corresponds to one and
only one symmetry. But what I then ask that we consider is this: if this fact about
the relation between Lie algebras and the associated multiplets is what lies at the
root of the necessitation problem, then what exactly is it about this necessitation
that is unacceptable to Humeans? Hume himself, after all, was perfectly happy to
countenance the existence of necessities in the realm of “relations of ideas”, and so
in algebra, arithmetic and geometry; but is it not at bottom a mathematical fact that
a set of particles, defined by a given set of determinate values, cannot participate
in laws of quantum-theoretic form with arbitrary symmetry structure? It seems to
me that it is; and as such, it seems to me that although the laws describing a given
set of particles may be unique and in that sense necessary, it is not a necessity that
Hume himself need have felt particularly troubled by. And if the protagonists in the
canonical debate had only realized that they were working with an unacceptably
classical account of laws of nature for which the above considerations regarding
kinds cannot even get off the ground, they too may have realized that Humeans can
in fact countenance nomic necessity of this sort.

At this point I envisage an immediate objection to the above remarks concerning
the necessity of the laws of nature and their compatability with Humeanism. This
objection is that my argument suggesting that the laws that, for example, the hadrons
can accord with are unique and in that sense necessary was made relative to
the assumption that those laws are conceived of quantum-field theoretically. But
since, one might hazard, there could be a world in which there are hadrons but in
which classical physics holds sway, the necessitation arrived at is relative to that
(substantive) assumption and is in that sense at best a “contingent” necessity.?’
There are three things I would like to say by way of a response to this. Firstly, it
is in fact entirely unclear that there could be a world that is both fundamentally
classical and that could serve as an object of study by physics (see Mirman 1995,
Chap. 1). Secondly, the canonical debate likewise makes substantive and contingent
assumptions when it assumes that laws can be fit into the functional template.
Therefore if the objection to my conclusion that the fundamental laws are necessary
is that there could exist worlds in which the laws cannot even be expressed in terms
of the relevant quantum-theoretic template, then one could make an exactly parallel
objection to the Anti-Humeans in the canonical account — and indeed against anyone
who would claim that any law at all is necessary. For how do they know what
possible templates for laws are out there in possibility space? However, it seems
to me that if we are to argue about whether the laws are necessary or not, we need to
agree at the outset as to what sort of structural templates are going to count as laws
and then argue within that assumption, by arguing about what variations within

the ground, though as pointed out above making the assumption does not entail that the cases
concerned are particularly “special” from a physics point of view.

25Here 1 do not wish to connote the “contingent necessity” associated with Armstrong’s analysis
of laws.
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that template are possible. Finally, however, insofar as the debate concerns what
duplicates of a given set of entities are capable of in other possible worlds, it seems
clear to me that we need to settle at the outset what those entities are. If we agree
that those entities are quantum entities of some sort (whether particles or fields),
then we have no choice but to use laws of the appropriate quantum form. As such,
there really is no contingency in the framework we adopt to describe the behaviour
of duplicates of the posited entities, and the above objection is simply moot.

5 Conclusion

I will be the first to admit that the argument I have laid out above is very sketchy
in many places — far sketchier than it would have to be to establish its somewhat
substantive conclusion. Nevertheless, I hope that I have, managed to convey that
the modal disputations that we routinely engage in scientific metaphysics need
to change, and change dramatically. I hope to have shown, first of all, that the
“canonical” debate played out in the metaphysics literature is explicitly wedded to
an unacceptably classical view of the world. I hope furthermore to have shown that
when we try to reproduce the debate in the context of laws that bear more similarity
to the fundamental laws of physics, we can no longer claim that the fundamental
kind properties are “free of nomic implications”, and as such categorical in
character; nor is there much scope to argue that the fundamental laws are contingent.
However, I have argued that this necessaritarianism might, contrary to appearances,
be entirely palatable to Humeans: it will be a Humeanism that is not built on the
ediface of categorical properties, granted, but I think we can call it a Humeanism
about laws nonetheless. Given that necessitarianism about laws was partly definitive
of the Anti-Humean position in the canonical debate, this circumstance vividly
suggests to me that paying attention to the mathematics of real physics can change
the landscape of modal metaphysics quite dramatically. What is crystal clear to
me, in any case, is that we cannot continue to kid ourselves into thinking that by
contemplating only the possibilities that might be sanctioned classically we can
thereby arrive at a modal metaphysics that has any right to be called “fundamental”.
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The Undeniable Effectiveness of Mathematics
in the Special Sciences

Mark Colyvan

1 The Philosophical Problems of Applied Mathematics

The applications of mathematics to empirical science raise a number of interesting
philosophical issues. Perhaps the most well known of these issues is the so-called
unreasonable effectiveness of mathematics. The issue here is to account for the
success of mathematics in helping empirical science achieve its goals. It is hard
to say precisely what the crux of the issue is supposed to be, let alone what an
adequate explanation would look like. The problem is usually attributed to Eugene
Wigner (1960) in his well known essay on the topic,! where he suggests that

[t]he miracle of the appropriateness of the language of mathematics for the formulation of
the laws of physics is a wonderful gift which we neither understand nor deserve. (Wigner
1960, p. 14)

I take it that the problem, in its most general form, is to account for the
applicability of mathematics in empirical science. Put this way, though, there
are a number, of interrelated problems. There’s the unreasonable effectiveness of
arithmetic, of calculus, of differential geometry, of algebraic topology, and so on.?

IThere has been a great deal of subsequent discussion on the issue, for example Azzouni (2000),
Colyvan (2001b), Grattan-Guinness (2008), Hamming (1980), Steiner (1998) and Wilson (2000)
and this discussion has helped clarify the problem and its solution.

2Not to mention the much less appreciated problem of the unreasonable effectiveness of inconsis-
tent mathematics (Colyvan 2009).
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There’s the way different philosophies of mathematics draw different conclusions to
help explain the applications of mathematics.® There’s the issue of the different roles
mathematics can play in science — the different ways mathematics might be thought
to be unreasonably effective. And, of course, physics is not the only scientific
consumer of mathematics. Mathematics might also be thought to be unreasonably
effectiveness in economics, in biology, in chemistry, in psychology, and elsewhere.
Finally, there’s the problem of understanding the nature of the modelling process
itself and why mathematical modelling is so often an effective way of advancing
our knowledge.*

Many of these issues are interrelated but, still, a great deal of confusion has
resulted from running some of the issues together and failing to state exactly what
is supposed to be unreasonable about the effectiveness in question. Having been
guilty myself of such carelessness in the past (Colyvan 1999, p. 15), my aim
here is a modest one. I intend to look at the use of mathematical models in the
special sciences. As my primary example I’ll consider the use of mathematics in
population ecology. The issue here is that the mathematical models in question seem
to leave out the relevant causal detail, yet still manage to both predict and (arguably)
explain population-level phenomena. The task, then, is to give an account of how
mathematical models can succeed in such tasks.

2 Case Study: Population Ecology

Population ecology is the study of population abundance and how this changes
over time. For present purposes, a population can be thought of as a collection of
individuals of the same species, inhabiting the same region. Population ecology
is a high-level special science, but relies heavily on mathematical models. (It is
thus a soft science in one sense — in the sense of being high level and quite
removed from physics — but in another sense it is a hard science — in the sense
that it is mathematically sophisticated.) There are a number of issues associated
with applying mathematics to population ecology, but my focus here will be on
an issue that is of significance for working ecologists and has a direct bearing on
the way they go about their business.’ The issue I will address arises from the fact
that mathematical models apparently ignore the relevant biology and would thus
seem ill-equipped to offer explanations of ecological phenomena. Mathematical
models in population ecology would thus seem to be (at best) predictive models. In
what follows I will argue that this is not right. I will argue that while, in a sense,
mathematical models ignore the relevant biology, this does not mean that these

3See, for example, Colyvan (2001a), Frege (1970) and Steiner (1998).
4See, for example, Batterman (2010) and Bueno and Colyvan (2011).

3See for example Levins (1966) and May (2004) for some discussion on this and related issues by
prominent ecologists.
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models cannot be explanatory. I will also provide a sketch of how mathematics
can succeed in delivering explanations, despite turning away from much of the
biological causal detail.

Before I begin the main task, however, it will be useful to present a couple of
typical mathematical models, of the kind we are interested in here. First consider the
logistic equation (Gotelli 2001, Chap. 2). This is a model of a single population’s
abundance, N — exponential at first and then flattening out as it approaches carrying
capacity, K:

dN N
2N = 2
T ( K )
where r, is the population growth rate and ¢ is time.

Another key example is the Lotka-Volterra equations (Boyce and DiPrima 1986,
Chap. 9) These equations model the population of the predator and the prey via two
coupled first-order differential equations:

dv
?:}’V—QVP
dp
= = BVP —gqP
o =P q

Here V is the population of the prey, P is the population of the predator, r is the
intrinsic rate of increase in prey population, g is the per capita death rate of
the predator population, and « and B are parameters: the capture efficiency and
the conversion efficiency, respectively. These equations can give rise to complex
dynamics, but the dual out-of-phases, population oscillations of predator and prey
are the best known.

Of course both these mathematical models are overly simple and are rarely used
beyond introductory texts in population ecology. For example, the logistic equation
treats the carrying capacity as constant, and the Lotka-Volterra equations treats the
predators as specialists, incapable of eating anything other than the prey in question.
Both these assumptions are typically false. These models do, however, serve as the
basis for many of the more realistic models used in population ecology. The more
serious models add complications such as age structure, variable growth rates and
the like. These complications do not matter for my purposes in this paper, though.
Even in these more complicated models, biological detail is deliberately omitted
and yet the models are adequate for the purposes at hand. The issues I am interested
to explore can be raised with the more complicated models, but it’s easier to see the
issues in the simpler models. We will not be losing any generality by focussing our
attention on the simpler text-book population models.

We are now in a position to state the philosophical problem posed by mathe-
matics in population ecology. Population abundance is completely determined by
biological facts at the organism level — births, deaths, immigration and emigration —
but the (standard) mathematical models leave out all the biological detail of which
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individuals are dying (and why), which are immigrating (and why), and so on.
That is, the mathematical models ignore the only things that matter, namely,
the biological facts. The mathematical models here — the relevant differential
equations — seem to ignore the biology, and yet it is the biology that fully determines
population abundances. How can ignoring that which is most important ever be a
good strategy?

We might put the point in terms of explanation: the mathematical models are not
explanatory because they ignore the causal detail. The model may tell us that the
abundance of some population at time ¢ is N, but without knowing anything about
the organism-level biology, we will not know why the population at time ¢ is N and
will have little confidence in such predictions. A full account of the relevant biology,
on the other hand, would include all the causal detail and would provide the required
explanations. Let’s focus on this explanatory version of the puzzle because I think
it is what underwrites the less-specific worries expressed in the previous paragraph.

Before I go any further, it will be useful to say a few words about explanation
and philosophical theories of explanation. First, I take it that we simply cannot deny
that there are population-level explanations in ecology. To deny this would, in effect,
amount to giving up on explanation in the special sciences. Unlike physics, in the
special sciences we do not have the option of reserving all genuine explanation for
the fundamental level (or the fundamental laws). So the issue we are meant to be
addressing is not that there can be no explanation in the special sciences. Rather,
we take it for granted that there are explanations in the special sciences but that the
mathematical models used in special sciences such as population ecology can not
deliver explanations.

Next we might reasonably ask for a philosophical account of explanation, so that
we are all on the same page. But that turns out to be difficult for a number of reasons,
not least of which is that there is no generally-accepted philosophical account of
scientific explanation. So, for present purposes, I shall be rather liberal about what
counts as an explanation. I suggest that an intuitive understanding of an explanation
as an answer to a “why question” will do.® It is important to keep in mind that
explanation should not be confused with a more limited class of explanation known
as causal explanation. There is no denying that causal explanation — tracing the
relevant causal history of an event of interest — is one kind of explanation. I
deny, however, that this is the only kind of explanation.” Explanations must be
enlightening, and that’s about all we really need to assume here.

6T also take an explanation to be that which is accepted as such in the relevant scientific community.
This, of course, is not a philosophical account of explanation; it’s just a constraint that I take very
seriously. I think philosophical accounts of explanation need to (largely) agree with scientific uses
of the notion of explanation. A philosophical account of explanation that does violence to scientific
practice is of little interest to we naturalistic philosophers.

It would take us too far afield to argue for this here, but see, Colyvan (2001a, Chap. 3), Ruben
(1990), Smart (1990), and Sober (1983).
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3 The Role of Mathematics

Now I turn to the task of investigating what makes these mathematical models
in ecology tick. I will argue that there is no reason to suggest that mathematical
models in ecology are not explanatory. I will suggest three different ways in which
the models in question can explain. First, the mathematical models do not ignore
the biological detail — at least sometimes the models in question are offering
biological explanations, albeit explanations couched in mathematical terms. Second,
understanding a system often does involve ignoring, or rather, abstracting away
from, causal detail in order to get the right perspective on it. Finally, I'll suggest
that mathematics can offer explanation for empirical phenomena.

Recall that we started out with the charge that mathematical models leave out all
the relevant biological detail. But this is not quite right. Often the mathematical
model is just representing the biology in a mathematical form. For example, in
the logistic equation, all the information about births, deaths, immigration and
emigration is packed into r and all the information about the resources is packed
into the constant K. The information about the predators’ impact on the per capita
growth rate of the prey is summarised in the Lotka-Volterra equation in o — the
capture efficiency parameter — and the information about the predators’ ability
to turn prey into per capita growth of the predator population is summarised by
B — the conversion efficiency parameter. You might have misgivings about the
representation of this information,® but this is a different objection. It’s now a
concern about the simplicity of the model. As I mentioned before, we can provide
more complex models that relinquish some of the more unrealistic idealisations.
These more complex models also have their idealisations, though. Indeed, it is
part of the very enterprise of modelling that some details are ignored. So the
basic concern about biological detail not being represented in the mathematical
models under consideration is misplaced. Of course not all the biological detail
is present in the model, but the fact remains that many of the key terms of
the mathematical models have natural biological interpretations, or at least are
representing or summarising the biological information in mathematical form. The
mathematical models have a lot more biology represented in them than is typically
appreciated.

In cases where the biology is represented in mathematical form, the model is
indeed capable of offering perfectly legitimate biological explanations. For instance,
think of the standard story of how population cycles arise as a result of predator—
prey interactions. The cycles in question are solutions to the coupled differential
equations in question (Boyce and DiPrima 1986, Chap.9) but there is also a very
natural biological explanation that can be extracted from the mathematical model:
when the predator population is high the predators catch many of the prey so
that the latter’s population falls, but then there is less food for the predators, so

8You might, for example, object that r and K are represented in the logistic model as constants.
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after a time the predator population also falls; but now there is less pressure on
the prey population, so it recovers and this, in turn, supports an increase in the
predator population (after a similar time lag). This cyclic behaviour falls out of the
mathematics, but the explanation, once suitably interpreted, is in fact a perfectly
respectable ecological explanation.

Next, notice that ignoring some detail can lead to insights via analogy.® Some-
times similarities between systems will not be apparent until certain details are
ignored. Mathematics is a particularly useful tool for drawing out such similarities
because mathematics allows one — indeed forces one — to abstract away from
the causal detail and notice abstract similarities. For example, Newton’s law of
cooling/heating is just the logistic equation with abundance replaced with temper-
ature of the body in question, and carrying capacity replaced with ambient room
temperature.'® Why are such connections between systems important? One reason is
that it saves work: one can import results already at hand from work done elsewhere.
Once the connection between the logistic equation and the cooling/heating equation
are recognised, results from either area can be used by the other area (suitably
interpreted, of course). Moreover, these rather abstract connections — often only
apparent via the mathematics — can lead to new developments and, as we’ll see
shortly, even help with explanations.

We have already seen that mathematics can be the vehicle for delivering
biological explanations, but often the mathematics can facilitate more transparent
explanations. Mathematical models can sometimes do more than just represent the
biology in mathematical form and then deliver essentially biological explanations of
biological facts (albeit in mathematical guise). Sometimes the mathematics delivers
explanations that would not be apparent otherwise. For example, the explanation of
the different kinds of complex behaviour a population can exhibit as it approaches
its carrying capacity — damped oscillations, asymptotic approach, overshooting and
crashes — may be best seen via the mathematics of the logistic equation.

Finally, and most controversially, I’ll argue that there can be genuinely mathe-
matical explanations of empirical facts. Alan Baker (2005, 2009), Aidan Lyon and
Colyvan (2008) and I (Colyvan 2001a, 2002, 2010) have argued that mathematical
models can provide genuinely mathematical explanations of biological facts. A
couple of much-discussed examples from the literature on this topic will help.
Consider the question of why hive-bee honeycomb has a hexagonal structure. The
answer, it turns out, is because of the honeycomb theorem (Hales 2001): a hexagonal
grid represents the most efficient way to divide a surface into regions of equal
area with the least total perimeter of cells (Lyon and Colyvan 2008). There are
some biological and pragmatic assumptions required for this explanation to succeed.
These include the assumption that bees have a limited supply of wax and need to

9See Colyvan and Ginzburg (2010) for more on analogical reasoning in ecology.

19And, as Ginzburg and I have argued elsewhere, the inertial view of population growth is
mathematical similar to celestial mechanics (they both employ the same second-order differential
equations) (Colyvan and Ginzburg 2003; Ginzburg and Colyvan 2004).
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conserve it while maximising honey storage space. They also need to do this while
still being able gain access to the hive from the outside.!! But with these assumptions
in place, the important part of the explanation seems to be purely mathematical and
is provided by the honeycomb theorem. Any purely biological explanation will be
too specific — it will tell the story of how one particular group of bees built one
particular hive with a hexagonal structure — and will miss the general point that all
hives built under such constraints must have a hexagonal structure. The hexagonal
structure is a solution to an evolutionary optimisation problem and as such is not a
mere accident of any particular hive construction.

Alan Baker (2005) offers an ecological example of a mathematical explanation.
Baker considers why a particular species of North American cicadas have life cycles
which are prime numbers: 13 and 17 years. The explanation of this surprising
ecological fact is provided by number theory: having a prime number life cycle
is a good strategy for avoiding predators. With a sufficiently large prime cycle any
predators with similar life cycles will very rarely coincide with the most vulnerable
stage of the cicada life cycle. It is also interesting to note that the two known cases
of this phenomenon yield consecutive prime numbers — 13 and 17 — as the life
cycles in question. This suggests that larger primes such as 19, 23, and so on, are
impractical for biological reasons. And the smaller primes of 5, 7, and 11 leave the
cicadas open to predators with life cycles of 10 years (as well as to predators with
life cycles of 15 and 20 years), 14 years, and 22 years respectively. Again it looks
like the mathematics — in this case elementary number theory — is carrying the bulk
of the explanatory load here.

One final example of a mathematical explanation in ecology. Here I will also
illustrate how analogical reasoning can play an important role in delivering the
mathematical explanation. As I noted earlier, populations cycles are one of the
more well-known solutions of the Lotka-Volterra equations, but there are other,
more general models of population cycles. The more general models invoke a
second-order differential equation (instead of the coupled first-order equations in the
Lotka-Volterra model) and allow for single-species population cycles (Ginzburg and
Colyvan 2004). This more general approach to population cycles is mathematically
very similar to two-body problems in celestial mechanics, with its periodic solutions
to two-body problems.!? This interdisciplinary connection is interesting in its own
right but it is much more than a mere curiosity. This analogy has the potential
to drive a number of developments in population ecology. First, the similar
mathematical treatment suggests that there ought to be an ecological counterpart
of inertia in physics, and this has lead to investigations into “ecological inertia”
(essentially cross-generational time lags in population responses to changes in
environment) (Inchausti and Ginzburg 2009).

'Hence the problem is a tiling problem and not a sphere-packing problem.

2Hence the phrase “ecological orbits”, and the analogy of population cycles in ecology with
planetary orbits (Ginzburg and Colyvan 2004).
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A second development arising from the analogy in question is that there should
be stable and unstable orbits, as is the case with satellite orbits. In the rings of
Saturn, for instance, there are well-defined gaps marking out the unstable orbits of
this system. Similarly, in the asteroid belt between Mars and Jupiter there are gaps —
the Kirkwood gaps — and these represent unstable orbits as a result of resonance
effects with other massive bodies (most notably Jupiter). One might well expect
to see similar gaps in population cycles (Ginzburg and Colyvan 2004, pp. 52-57)
and these gaps, if they exist, would be explained mathematically, by appeal to
very general structural features of the systems in question (essentially by an eigen-
analysis). Not only would such explanations be mathematical, they would have been
discovered by way of an analogy, facilitated by the mathematics in question.

If Baker, Lyon and I are right about such cases being cases of mathematics
carrying the bulk of the explanatory load, there is still an interesting question
concerning how mathematics can do this. There are several possibilities here:

(i) Mathematics can demonstrate how something surprising is possible (e.g. stable
two-species population cycles).

(i) Mathematics can show that under a broad range of conditions, something
initially surprising must occur (e.g. hexagonal structure in honeycomb).

(iii)) Mathematics can demonstrate structural constraints on the system, thus deliv-
ering impossibility results (e.g. certain population abundance cycles are impos-
sible).

(iv) Mathematics can demonstrate structural similarities between systems (e.g.
missing population periods and the gaps in the rings of Saturn).

If all this is right, it is simply a mistake to assume that because mathematical models
ignore some of the biological detail they are not capable of delivering explanations.
Indeed, to deliver the explanation in at least some of these cases might require that
some biological detail be ignored.'? Given the modal character of the three kinds of
explanation just mentioned (involving possibility, necessity, and impossibility), it is
hard to see how any causal explanation can deliver such explanations.

4 A Cure for Physics Envy

Let me finish with a word of caution, lest I be accused of “physics envy”.
Physics envy is the intellectual crime of being over impressed with the technical,
theoretical accomplishments of physics and trying to shoehorn ecology into more
sophisticated mathematical treatments than are warranted by ecological data and
theory (Cohen 1971; Egler 1986). The mistake in question is not a mistake of using
mathematics at all in ecology; it’s the mistake of using inappropriate — and, in

13See Batterman (2010) for more on the role of abstraction in such explanations.
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particular, overly-complicated, inappropriate, and physics-inspired mathematics — in
ecology.'* Rather than being guilty of physics envy, I have been attempting to offer
a cure for it — or at least offer something to ease some of the associated discomfort
it brings on. I have argued that in at least some cases importing mathematical
models from physics and liberating mathematical models in ecology of some of the
biological detail can genuinely advance ecology. I am not advocating mathematics
for mathematics sake (at least not here). Great skill is required to use mathematics in
ecology in such a way to enlighten and not obscure.'> All I have argued is that when
used effectively, mathematics can play a number of important roles in ecological
theory. Moreover, the full range of these roles has not been fully appreciated in
at least the philosophical literature on the applications of mathematics. Once the
roles of mathematics in the special sciences are better appreciated and understood —
especially the explanatory roles — the effectiveness of mathematics seems less
unreasonable.

I have argued that mathematics can play a number of useful roles in ecological
theory. Mathematics can represent biological facts and it is often able to do
this is such a way as to make certain biological explanations more accessible.
Mathematics is well suited to drawing attention to similarities between apparently
different systems (and often provide the appropriate level of abstract representation
for investigating the similarities). This, allows each of these areas to learn from
one another, and reduces duplication of research. Finally, I argued that there are
explanations in ecology where the mathematics carries the bulk of the explanatory
burden, and these explanations are appropriately seen as mathematical explanations
of biological phenomena.

Although I have focussed on ecology as my primary case study, I suspect that
much of what I have said will carry over fairly straightforwardly to at least some
other special sciences. In particular, similar debates about the role of mathematical
models, physics envy, and the like can be found in economics (Mirowski 1989).
Not surprisingly, very similar models are employed in both economics (especially
macroeconomics) and ecology (since both have exponential growth and decline as
a fundamental assumption in their respective dynamics) so the generalisation to
economics is not much of a stretch at all. Casting my net wider to other special
sciences is not so straightforward, although I do expect similar stories, albeit with

141t is interesting to note that the pioneering work on population ecology, conducted independently
by Lotka and Volterra, demonstrated quite different attitudes towards mathematization. Lotka
was more inclined to import mathematics from physics and to invoke analogies to motivate such
importation (Kingsland 1985; Israel 1988). While it would be unfair to charge Volterra with physics
envy, still he seemed to have had no hesitation in adopting the mathematical methods of physics
when developing ecological theories. In this sense, the debate over physics envy might well be
traced back to differences in the methods of the two founding fathers of population ecology.

15See May (2004) for more on this.
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quite different mathematical models in the spotlight. For now, however, I am content
if I have illuminated the applications of mathematics in one special science, namely
population ecology.'®
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Comment on “The Undeniable Effectiveness
of Mathematics in the Special Sciences”

Tim Raz

1 Introduction

The philosophical debate on the applicability of mathematics in the sciences goes
back to the famous paper “The unreasonable effectiveness of mathematics in
the natural sciences” by Eugene Wigner. Wigner felt a sense of miracle when
thinking about the use of mathematics in physics. However, to this day, the use of
mathematical methods in the special sciences has not been commonly accepted as a
“wonderful gift”, but has been challenged, if not outright rejected. This is the point
of departure of Mark Colyvan’s paper. His goal is to establish that mathematical
models in the special sciences are not only helpful for prediction, but that they can
play a genuinely explanatory role. This claim is supported by various case studies
from biology, and especially population ecology.

I agree with Colyvan’s main thesis that mathematical models in general, and
models in population ecology in particular, can be explanatory, and that there are
good reasons to accept the use of mathematical models in the special sciences.
I will argue in Sect. 3 that Colyvan’s main thesis can be supported historically —
explanatory concerns played a key role in the genesis of mathematical population
ecology. The historical fathers of mathematical population ecology, Vito Volterra
and Umberto d’ Ancona, anticipated Colyvan’s thesis.

However, I disagree with Colyvan’s account of some of the case studies. First,
the issue of idealization, one of the main problems of (mathematical) modeling, is
not sufficiently emphasized. I flesh this out with systematic considerations and by
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consulting the historical sources. Volterra’s discussions of the predator-prey model
shows that he was acutely aware of the problem of idealization. I discuss this point in
Sect. 4. Secondly, I argue in Sect. 5 that one of the cases is scientifically inadequate:
the purported example of a mathematical explanation of the structure of the bee’s
honeycomb using the mathematical honeycomb conjecture is flawed.

2 Colyvan’s Program

In the beginning, Colyvan points out that there is not one problem of applicability
of mathematics to empirical science, but rather a multitude of different, but related
problems. Accordingly, he restricts attention to one particular aspect of applicability,
mathematical modeling in the special sciences in general, and population ecology
in particular.

Colyvan’s main problem arises from the tension between two facts. On the one
hand, mathematical models in population ecology leave out, or abstract from, causal
details, yet, on the other hand, they succeed in explaining biological phenomena.
The task that Colyvan sets himself is to reconcile these two facts.

His focus is not on predictive models that merely reproduce phenomena but on
explanatory models. The thought here might be that a model cannot be explanatory
unless it somehow mirrors its target system. The puzzle, then, can be rephrased
as: how can a model explain biological phenomena if it does not take into account
biological facts?

If we want this to be a real puzzle, we have to presuppose a certain liberalism
about explanations: we should not limit explanations to being causal, as this would
render explanations that draw heavily on mathematics utterly mysterious. There are
good reasons for not making any such assumption; most importantly, there appear
to be genuine examples of scientific explanations that are non-causal.

Colyvan details three ways in which mathematical models in the special sciences
can be explanatory. First, mathematical models do not leave out all details, but
sum up and represent some aspects of the modeled systems in mathematical form.
Second, abstracting away from (causal) details can be explanatorily advantageous;
abstraction can help in drawing analogies and thereby facilitate inferences. The
third, and most contentious, claim is that in some examples, mathematics carries the
bulk of the explanatory burden; according to Colyvan, such explanations deserve to
be called mathematical explanations.

These claims are supported with some well-known case studies. In the remainder
of this paper, I will comment on two of these case studies, the predator-prey model
and the honeycomb case.



Comment on “The Undeniable Effectiveness of Mathematics in the Special Sciences” 77
3 The Roots of Lotka-Volterra

The predator-prey model is Colyvan’s main example of a mathematical model from
population ecology, see Colyvan, Sect. 2 of chapter “The Undeniable Effectiveness
of Mathematics in the Special Sciences”, this volume. The model consists of a
system of two coupled differential equations that describe how predator and prey
populations evolve over time if we view them as an isolated system. It is a basic, yet
powerful model that serves as a template for more complex models.

In this section, I revisit Vito Volterra’s and Umberto d’Ancona’s original
publications on population ecology, with special attention to the predator-prey
model. As they tell the story, what prompted the construction of the model was a
request for an explanation. Also, Volterra and d’ Ancona had a clear methodological
motivation for choosing the path of mathematical modeling. They explicitly address
the relation between modeling in biology and physics and “physics envy”.

Volterra first proposed the predator-prey model to solve a puzzle that Umberto
d’Ancona, a marine biologist and Volterra’s son-in-law, brought to his attention.'
Fishery statistics showed an increase in the number of predators relative to the
number of prey in the adriatic sea during the first world war, a period of diminished
fishery; the previous proportion was restored when fishery was back to pre-war
intensity.

Volterra was able to qualitatively reproduce and explain this surprising fact with
the predator-prey model. He first inferred from the model that the population sizes
oscillate indefinitely around a fixed equilibrium point if the system is undisturbed.
He then established that the equilibrium point is the time average of the population
sizes. Finally, he examined how the equilibrium point is affected by a general,
continuous biocide, such as fishery. He found that on average, such a biocide
increases the number of prey and decreases the number of predators. This result,
which is known as Volterra’s third law, explains the fishery statistics: if the general
biocide is suspended, the average of the predator population increases, while the
average of the prey population decreases.

The lesson we can learn here is that the predator-prey model was not constructed
merely to reproduce a certain phenomenon, but to explain a high-level feature of
a system of fish populations. The project of mathematical modeling in population
ecology was explanatory from the start. What is more, the mathematical model only
gives us an approximate, qualitative understanding of the population interactions,
as the coupled, nonlinear differential equations generally cannot be solved exactly.
The material motivation for the model, as well as its mathematical features, lead
to a qualitative understanding of the system under scrutiny — precise quantitative
predictions are neither the motivation behind the model, nor are they possible.

I'See Volterra (1928) for a historical exposition of the model; the original motivation is mentioned
on p. 4, footnote 2.
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Second, let us have a closer look at the methodological motivations driving
Volterra’s and d’Ancona’s research.? In Volterra and D’ Ancona (1935, Chap. 1),
the two authors reflect on the reasons for adopting modeling as their method of
choice. In a nutshell, Volterra and d’ Ancona would have preferred a different, more
direct approach to population ecology, but were forced to adopt the modeling path
by limited epistemic access to the system under scrutiny.

Their first preferred method would have been controlled experimentation. This,
however, is not feasible because actual populations cannot be controlled adequately:
they are spread out spatially, their breeding cycles are too long, and environmental
factors vary indefinitely. All this prevents a direct, experimental approach. Second,
detailed statistics could compensate for some of the epistemic limitations of
controlled experimentation, as varying factors would eventually cancel out over
time. However, a statistical approach is out of the question too, because the
necessary means to carry out statistical evaluations were not available at the time.

As the methods of experimental control and statistics cannot be applied, Volterra
and d’ Ancona propose a third, more indirect approach. They write:

Since it appears too difficult to carry through quantitative studies by experiments and thus
to obtain the laws that regulate interspecific relationships, one could try to discover these
same laws by means of deduction, and to see afterwards whether they entail results that are
applicable to the cases presented by observation or experiment.’

Volterra and d’ Ancona advocate an indirect, modeling approach. However, they
only resort to mathematical modeling faute de mieux: a more direct approach
based on controlled experiments is simply too difficult to carry out. The use of
mathematics is not due to the desire to apply complicated mathematics at all cost, but
due to a lack of alternatives. This means that in order to carry out their explanatory
project, the use of modeling techniques was the only viable option. Population
ecology faced real methodological difficulties that could only be overcome with
the help of mathematical methods.

These considerations also partially answer the question whether Volterra and
d’ Ancona should be accused of physics envy, “the mistake of using inappropriate —
and, in particular, overly-complicated, inappropriate, and physics-inspired mathe-
matics — in ecology” (Colyvan, Sect. 4 of chapter “The Undeniable Effectiveness of
Mathematics in the Special Sciences”, this volume). In view of their methodological
reflections, Volterra’s and d’Ancona’s use of mathematical modeling is not due
to the sheer intellectual pleasure of using complicated mathematical methods, it

2The following discussion of Volterra’s and d’Ancona’s methodological reflections is based on

Scholl and Riz (2013, Sect. 3).

3 Drailleurs s’il apparait trop difficile d’effectuer 1’étude quantitative par voie d’expérience

et d’obtenir ainsi les lois qui réglent les rapports interspécifiques dans les associations
biologiques, on pourra tenter de découvrir ces mémes lois par voie déductive et de voir
ensuite si elles comportent des résultats applicables aux cas que présente 1’observation ou
I’expérience. (Volterra and D’ Ancona 1935, p. 8)
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is an attempt to overcome practical problems of other, more direct approaches to
population ecology.

Volterra and d’Ancona are outspoken defendants of the use of mathematical
methods in population ecology that parallel physics. After all, Volterra held a Chair
of Mathematical Physics at the University of Rome, and he does not hide his
sympathy for mathematical methods:

One should not worry too much when one considers ideal elements and imagines ideal
conditions that are not completely natural. This is a necessity, and it is sufficient to think
of the applications of mathematics to mechanics and physics that have lead to results that
are important and useful in practice. In rational mechanics and in mathematical physics one
considers surfaces without friction, absolutely flexible and unextended strings, ideal gases,
and so on. The example of these sciences is a great example we should always keep in mind
and that we should strive after.*

Two aspects of this passage stand out. Volterra and d’Ancona recommend the
example of mathematical physics and its successes as a template for other sciences,
especially biology. However, this is not an unqualified endorsement, as we have
seen above. There are reasons to adopt mathematical methods beyond the fact that
this has worked well in the case of classical mechanics. It would be unfair to accuse
them of physics envy — even more so as they are acutely aware of the dangers and
pitfalls of modeling.

Secondly, Volterra and d’ Ancona point out that “ideal elements and conditions”
are an integral part of physics, and the same is true in biology. Their emphasis on
the issue of idealization should be taken seriously, as they discuss the issue not only
in the methodological reflections, but bring it up over and over again.

4 Volterra and d’Ancona on Idealization

Colyvan comments on idealization® in his first answer to the objection that mathe-
matical models fail to give an adequate account of ecological systems, see Colyvan,
Sect.2 of chapter “The Undeniable Effectiveness of Mathematics in the Special
Sciences”, this volume. He distinguishes between the claim that mathematical

D’autre part, il ne faut pas trop se préoccuper si on envisage des éléments idéaux et I’on se
place dans des conditions idéales qui ne sont pas tout a fait ni les éléments ni les conditions
naturelles. C’est une nécessité et il suffit de rappeler les applications des mathématiques a
la mécanique et a la physique qui ont amené a des résultats si importants et si utiles méme
pratiquement. Dans la mécanique rationnelle et dans la physique mathématique on envisage
en effet les surfaces sans frottement, les fils absolument flexibles et inextensibles, les gaz
parfaits, etc. L’exemple de ces sciences est un grand exemple que nous devons avoir toujours
présent a I’esprit et que nous devons tacher de suivre. (Volterra and D’ Ancona 1935, p. 8)

SThe debate on idealizing models goes at least back to Cartwright (1983). A useful overview of
idealization in the context of modeling can be found in Frigg and Hartmann (2012, Sects. 1.1 and
5.1).
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models fail to represent at all, and the claim that mathematical models are overly
simple, or misrepresent. He refutes the first claim by pointing out that the parameters
of the predator-prey model can be interpreted as summing up biological information
such as birth and death rates.

In his response to the second claim, he grants that the original predator-prey
model is overly simple, but points out that its role in modern population ecology is
pedagogical, and that it can serve as a template for more sophisticated models. He
thinks that even these models leave out biological details, which, however, does not
invalidate them, as leaving out details is part and parcel of the practice of modeling.
In sum, Colyvan considers the first claim to be true, but somewhat beside the point.

I agree with Colyvan that the predator-prey model does sum up and represent
some biological information. The model’s parameters have a clear biological
correlate. However, I wonder whether anyone has ever actually defended the claim
that the predator-prey model fails to represent completely. I find the claim that
(some) mathematical models are overly simple and misrepresent to be much more
interesting, and troubling.

Colyvan’s answer to the misrepresentation charge is that the use of abstract
models is an integral part of modeling, if not of science. I think that Colyvan’s
answer is correct, but it does not address the issue of idealization. Idealizing models
that misrepresent their target system should be contrasted with models that merely
abstract from some aspects of their target system, or leave out certain properties:
Idealizing models violate a “nothing but the truth” clause, while models that abstract
violate a “the whole truth” clause.® To emphasize the legitimacy of abstract models
will not save the defenders of mathematical models when accused of idealization.
The real challenge is to tell a story about how models that lie about their target
system can nevertheless be explanatory.

The claim that the issue of idealization is much more pressing than abstraction
is supported by a close reading of Volterra’s and d’ Ancona’s original publications.
We already saw in the last quote above that Volterra and d’Ancona were aware
of the fact that they made ample use of “ideal elements and conditions”. They
defend this practice by pointing out that idealizations are very common in physics.
However, we do not have to rely on these general remarks: The use of idealizations is
acknowledged and defended throughout Volterra (1928) and Volterra and D’ Ancona
(1935). Here are two examples.

In Volterra and D’ Ancona (1935, Chap. 3), the principles that form the basis of
a mathematical approach to population ecology are introduced. The authors justify
the use of continuous variable models as follows:

There is no need to remind ourselves that in reality, the number of individuals of the species
living together varies in a discontinuous manner and always in integer numbers. But on a
mathematical approach it is convenient to assume that the variation is continuous in order to

%See e.g. Batterman (2010) for a recent discussion of the distinction between abstraction and
idealization.
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be able to apply the methods of infinitesimal calculus. That is why the number of individuals
is not an entire number, but any real, positive number which can vary continuously.’

Volterra and d’ Ancona are aware of the fact that the use of continuous variables is
an idealization. The use of this idealization is justified pragmatically — differential
equations are very well understood and therefore more convenient in application
than a discrete approach.

Later, they discuss an even more substantial idealization. The predator-prey
model uses constant growth coefficients to describe the part of the dynamics
that is independent of interactions (these are the linear parts of the predator-prey
equations with coefficients r and ¢, see Colyvan, Sect. 2 of chapter “The Undeniable
Effectiveness of Mathematics in the Special Sciences”, this volume). Volterra and
d’ Ancona discuss the use of constant growth coefficients earlier in the text:

To simplify the problem, we assume constant [growth] coefficients, even though we know
that in reality they never are constant, as the coefficient of birth, as well as the coefficient of
death, varies with the age of the individual. We thus assume that the number of births and
of deaths is proportional to the total number of individuals living at a given moment.®

Here it sounds as if the only reason to use constant coefficients is to make things
easier for the modeler. Later on, however, Volterra and d’ Ancona attempt to justify
this simplifying assumption: constant growth coefficients may be harmless “within
certain limits”, but the limitation always has to be kept in mind, as it can lead to an
infinite growth of the prey population.

Continuous variables and constant growth coefficients are only two examples
where Volterra and d’ Ancona address the use of idealizations in the predator-prey
model. They are acutely aware of the problem and try to justify it by either granting
that their choices are pragmatic, or by arguing that the idealizations are to a certain
degree harmless. The fact that they continually bring up the issue of idealization
goes a long way to show that the question of misrepresentation is much more
pressing than the question whether models represent at all. Idealization is one of
the problems Volterra and D’ Ancona took seriously.

11 est inutile de rappeler qu’en réalité le nombre des individus formant les especes vivant
ensemble varie d’une maniere discontinue et toujours par nombres entiers. Mais dans
I’étude mathématique il convient de supposer des variations continues afin de pouvoir
appliquer les procédés du calcul infinitésimal; c’est pourquoi le nombre des individus
est considéré non pas comme un nombre entier, mais comme un nombre réel et positif
quelconque et variant par degrés continus. (Volterra and D’ Ancona 1935, p. 14)

Pour simplifier le probléme on suppose constants ces deux coefficients, alors qu’on sait bien
qu’en réalité ils ne le sont jamais, puisque le coefficient de natalité, aussi bien que celui de
mortalité, varient avec 1’Age de I’individu. On suppose donc que le nombre des naissances
et celui des déces sont proportionnels au nombre total des individus en vie a tel moment
donné. (Volterra and D’ Ancona 1935, p. 16)
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5 A Legitimate Explanation of the Honeycomb?

Colyvan adduces the explanation based on the honeycomb conjecture to support
the claim that there are mathematical explanations of physical phenomena, that is,
explanations where the mathematics does most of the explanatory work.’ I do not
question this claim as such, but merely argue that this particular explanation is not
scientifically adequate, and that it therefore does not support Colyvan’s claim.'”

The idea behind the explanation is the following. The mathematical honeycomb
conjecture states that a hexagonal grid is the most efficient way to tile a two-
dimensional surface into equal regions. This, together with the biological premiss
that it is an evolutionary advantage for the honeybees to minimize the use of wax in
the construction of honeycomb cells, explains the fact that the bee’s honeycomb has
its structure.

It is probably an evolutionary advantage for the bees to minimize the use of
wax, so some form of (mathematical) optimization may well be relevant here. The
optimization problem has to take into account that the bees need access to their
cells; therefore, as Colyvan points out, a general, thee-dimensional sphere-packing
problem, or cell-packing problem, is not the right mathematical formulation of the
problem.

The problem with the explanation based on the honeycomb conjecture is that
it applies to two-dimensional surfaces and therefore can only take the shape of
the openings of the cells into account. This, however, is not sufficient. It is not
clear that a structure with optimally shaped openings minimizes the amount of wax.
A structure can have cells with optimal openings, but still have some wild shape
otherwise. We cannot infer the optimality of cells from the shape of the openings.
To make sure that a structure is optimal, we have to take it into account as a
whole.

The relevant optimization problem, then, is three-dimensional. What is min-
imized is the amount of wax relative to cells of unit volume. Additionally, the
optimization problem has to satisfy certain boundary conditions. One of these is that
each cell needs an opening of reasonable size. A possible mathematical formulation
of the problem is as a bounded form of the Kelvin problem, the optimal tiling of
space with cells of equal volume, with the restriction that the cells lie between two
parallel planes such that each cell has an opening in one of the planes.!! This sort of
optimization could be relevant to the actual honeycomb.

However, the trouble with this kind of three-dimensional optimization problem
is that they have not been solved — mathematics just is not there yet — and as we

The explanation was first proposed in Lyon and Colyvan (2008).

10This section draws on Riz (2013). A detailed account of the objections against the adequacy of
the explanation can be found there.

'This kind of problem was proposed and analyzed in Fejes T6th (1964).
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do not know the solutions, we do also not know whether the optimal structure has
hexagonal openings.

Summing up, there may well be a mathematical explanation of the structure of the
bee’s honeycomb involving some optimal geometrical structure. However, it cannot
be (exclusively) based on the two-dimensional honeycomb conjecture. Also, it is
not clear that the hexagonal tiling is part of the relevant optimal three-dimensional
structure.

6 Conclusion

Colyvan’s claim that mathematical models in the special sciences have an important,
and even explanatory role, is supported by historical facts; population ecology
relied on mathematical models for explanatory purposes from the beginning.
The fathers of population ecology, Volterra and d’Ancona, also defended them-
selves against the charge of physics envy; at least, they were aware of the
problem.

Some details of Colyvan’s case studies are problematic. I tried to show that one of
the most important problems with mathematical models is idealization; I think that
this should be emphasized more. Then, I argued that the honeycomb explanation
is flawed. This is a mistake that has sneaked into the philosophical debate, and we
should stop using the case as an example of a mathematical explanation. However,
this does not invalidate Colyvan’s general philosophical claims.

The debate on the applicability of mathematics raises issues that deserve attention
from both philosophers of science and scientists. As Colyvan points out, there is not
one unified problem of applicability, but many related questions. The most fruitful
approach to these questions is probably via more detailed and historically informed
case studies.
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Part 11
Philosophy of the Natural and Life Sciences



Explanatory Pluralism in Psychiatry:
What Are We Pluralists About, and Why?

Raffaella Campaner

1 Models of Psychiatric Disorders. Some Studies
from Psychiatry

How psychiatric disorders can be defined, classified and understood are extremely
problematic issues and the object of growing debate taking place in the philosophy
of psychiatry and involving the philosophy of science more in general. A number of
themes and perspectives from different fields intertwine in this debate: neurology,
neuroscience, genetics, ethics, psychology, cognitive science, and others participate
from different standpoints in an effort to shed light on the status and etiology
of mental pathologies.! Investigations are carried on with different theoretical
frameworks and focuses, which are rendered more or less explicit. A glimpse at
the scientific literature shows that research on psychiatric disorders is plentiful
and diverse: various kinds of evidence are collected and evaluated; different levels
and interacting variables are investigated; different disciplinary fields are made to
cooperate; the focus can be placed on populations, subclasses of populations, or
individuals.

The “dappled nature of causes of psychiatric illness” (Kendler 2012a) inspires a
variety of conceptions, leading in turn to different ways of dealing with the patient.
Studies in the last few decades have been performed from within psychiatry on
different models of pathologies as actually employed in medical practice. I will start

'T will not address here the long-standing and ongoing debate on the different versions of the
“Diagnostic and Statistical Manual of Mental Disorders” (DSM). On this see e.g. Kendler and
Parnas (2012).
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by briefly presenting a few examples showing — amongst others — that a crucial role
in the adoption of a given model is played by the context in which it is employed
and the function it is meant to perform.

In a recent study on psychiatrists’ concepts of mental illness and their underlying
attitudes (Harland et al. 2009), a group of trainee psychiatrists were asked to answer
a questionnaire on four psychiatric disorders: schizophrenia, antisocial personality
disorder, generalized anxiety disorder and major depressive disorder. Their attitudes
toward eight different approaches to mental disorders, as referred to the four
pathologies, were assessed. The approaches can be sketchily summarized as:

— Biological: the disorder results from brain dysfunction and underlying biological
abnormalities;

— Cognitive: the disorder is the sum of maladaptive thoughts, beliefs and behaviors;

— Behavioral: the disorder results from maladaptive associative learning;

— Psychodynamic: the disorder results from the failure to successfully complete
developmental psychic stages;

— Social realist: the main causes of the disorder are social factors such as prejudice,
poor housing and unemployment;

— Social constructionist: the disorder is a culturally determined construction that
reflects the interests and ideology of the socially dominant groups;

— Nihilist: attempts to explain the disorder in rigorously scientific terms have
obtained no significant knowledge;

— Spiritual: the disorder is due to the neglect of the spiritual or moral dimensions
of life.

Although responses varied, overall the study indicates the biological model as
the most strongly endorsed, with schizophrenia being the disorder about which
convictions were expressed most forcefully. However, it interestingly emerges
that model endorsement varies with the disorder considered, suggesting that not
all psychiatric pathologies are etiologically considered on a par. For instance,
schizophrenia is mainly believed to have a biological etiology and hence to
need to be investigated through biological research, whereas generalized anxiety
disorder is largely regarded as resulting from maladaptive thoughts and beliefs.
Moreover, while the trainees turn out to be more committed to the biological
model, they do not emerge as exclusively committed to any one model, revealing
that a multiplicity of views can be supported within the same group, with the
same scientific training: “as a group, they organize their attitudes towards mental
illness in terms of a biological/non-biological contrast, an ‘eclectic’ view and a
psychodynamic/sociological contrast” (Harland et al. 2009, p. 967).

A previous study with analogous results was presented by Michael Brog and
Karen Guskin (1998), who focused on medical students’ view of etiology and
the treatment of disorders. Their study claimed to show that — contrary to the
authors’ own expectations — third-year medical students are able to take into account
both biological and psychological factors when dealing with psychiatric illness,
hence tending to opt for a combined approach of medication and psychotherapy
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in treatment. If this holds in general, though, medical students considered in the
study did not regarded all psychiatric disorders as lying at the same place along
the biological-psychological spectrum: e.g., schizophrenia and bipolar affective
disorder were seen as significantly more biological in nature, whereas narcissistic
and borderline personality disorders were seen as significantly more psychological
in nature.

The adoption of different etiological models of disorders can have many prac-
tical implications, affecting, among others, management and decision-making in
multi-agency teams. That different health professionals and service users embrace
different views — which is then very likely to result in difficult communication —
has been argued, e.g., in Colombo et al. (2003). The study here illustrated was
performed on 100 participants representing psychiatrists, community psychiatric
nurses, approved social workers, patients and informal carers operating in Leices-
tershire (UK). Six models of mental disorder were identified, and each was defined
on various dimensions by asking:

(a) what the nature of a mental disorder is (how it can be defined and diagnosed;
how the behaviour can be interpreted; how it can be labeled; what its etiology
is);

(b) what should be done about it (what treatment should be adopted; what function
a psychiatric hospital has; what prognosis can be elaborated);

(c) how people involved (practitioners, informal carers, society, patients) should
behave towards each other (what their rights and duties are).

Here too attitudes towards schizophrenia were compared, showing that “each
of the study’s multi-agency groups implicitly supports a complex range of model
dimensions regarding the nature of schizophrenia, the appropriateness of specific
forms of treatment and care, and their respective rights and obligations towards
each other” (Colombo et al. 2003, p. 1557, italics added). Individuals answered
differently, with people also within the same professional group embracing different
models. However, overall psychiatrists and community psychiatric nurses favored
the medical approach, social workers implicitly strongly endorsed the social model,
and the group of patients exhibited large disparity in the perspectives embraced,
thus probably hinting at a greater heterogeneity within such a group. All this is very
relevant with respect to the power relationships holding between various practitioner
groups, as well as between practitioners and patients in clinical encounters. I am not
claiming that diagnoses and treatments require a precise definition and full-fledged
explanatory theories of diseases, but that the underlying accounts — whatever their
level of detail — have an impact on both research trends and clinical practice. It is
very important to make implicit models explicit, given the tangible implications that
their adoption can have in dealing with the disease and treating it: models cannot
but strongly inform decisions, therapies and, where possible, prevention strategies.
It is recognized that the better the communication and the more consistent the
purposes of mental health and social service agents involved in a clinical context,
the more successful their activity is. Despite the importance of these aspects for
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the welfare of patients and public health, models of mental disorders — often
only implicitly embraced — continue to differ significantly. Differences also hold
between medical statements in textbooks and practitioners’ assumptions, between
medical and lay conceptualization of disease, between processing of information
by practitioners and by patients. “In clinical practice, implicit adherence to a model
may interfere with team decision making by generating conflicting assumptions that
create misunderstandings between multi-agency groups” (id., p. 1558). Colombo
et al. suggest that the consistency of purposes, the procedures promoted and service
delivered could be enhanced by greater sharing of the models adopted.

Another study on models actually employed by practitioners in psychiatry has
analyzed self-report questionnaires (answered by 127 out of 270 psychiatrists
and psychologists in the Department of Psychiatry at McGill University, Quebec,
Canada), and considered both the attitudes towards mental diseases’ etiology and
the levels of intentionality, controllability, responsibility and blame attributed to
the patients. The pathological conditions considered were: (1) a manic episode
induced by selective serotonin reuptake inhibitors (seen as a biologically deter-
mined process); (2) narcissistic personality disorder (seen as psychological); (3)
heroin dependence (seen as falling somewhere in between the biological and the
psychological realm). Data were taken to reflect how psychiatrists often continue
to operate according to a dualistic mind-brain perspective in ways that may be
covert and unacknowledged. The adoption of a more genetics- and biology-oriented
model, or, vice versa, of a model prone to stress the causal relevance of social
and psychological factors can be influenced by the persistence of the dichotomy
between mind and brain, with a noticeable impact on attributions of responsibility.
Collected answers have led to the conclusion that “the more a behavioral problem
is seen as originating in ‘psychological’ processes, the more the patient tends to
be viewed as responsible and blameworthy for his or her symptoms; conversely,
the more behaviors are attributed to neurobiological causes, the less likely patients
are to be viewed as responsible and blameworthy” (Miresco and Kirmayer 2006,
p- 913). Clinicians involved in the study tended to associate psychological causation
of mental illness with intentionality, controllability and responsibility, and hence
to blame the patients for their anomalous actions, and biological etiology with
unintentional and uncontrollable behaviour, which was then regarded to fall outside
the patients’ sphere of personal responsibility.

All these studies highlight how the scenario in which psychiatric practitioners act
and patients are treated is far from homogeneous; despite much debate, etiological
levels are often kept separate, with explanations focusing on specific levels, and
some oppositions still hold. “Reductive explanatory models can emerge from either
end of the mind-brain spectrum. [ . .. ] Patients may be short-changed by hard-nose
and inflexible diagnostic and therapeutic approaches that are reductionist in either
the biological or the psychological direction” (Brendel 2003, p. 567). Contrasts can
influence trends of development of scientific theories in the field, and affect the
choice of the clinical management of the disorder.
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In the scenario described, plurality appears in a number of respects:

— aplurality of disciplinary fields are involved;

— a plurality of kinds of evidence is collected to support different models (e.g.
biomolecular research; epidemiological studies; first-person reports, . .. )2;

— a plurality of focuses are present (focus on populations, subclasses of popula-
tions, individuals);

— a plurality of explanatory models, concentrating on different etiological levels,
are employed

— for different disorders,

— by a plurality of figures involved - as agents and patients,

— with a plurality of aims (research, treatment, prevention, attribution of respon-
sibility, ...).

Current plurality of approaches, its origin and meaning, can be interpreted in
different ways, in itself and as a general feature of psychiatry as a discipline.

It may be that even where consensus seemingly exists (for example, that schizophrenia
is best understood through the biological model), this may itself represent a cultural lag
between the attitudes of clinicians (including trainees) and the evidence base of current as
yet unknown research, which, for example, suggests schizophrenia to be a complex multi-
factorial disorder with important environmental and social constraints on etiology. [...]
An alternative interpretation is that one of psychiatry’s great strengths is that it draws freely
on different intellectual disciplines and should therefore be viewed as a ‘multi-paradigm’
science (Harland et al. 2009, p. 976).

In the next section we shall see how the debate on these issues intertwines with
some recent reflections on explanatory processes as developed within psychiatry,
and interestingly intersects with the current philosophical debate on the topic.

2 Approaches to Explanation of Psychiatric Disorders

Reflections on general approaches to explanation employed to uncover the etiology
of psychiatric disorders have been expanding significantly. Far from exhausting all
the views discussed at present, this section reviews some recent proposals elaborated
by some of the most authoritative authors in the field, such as Dominic Murphy,
Kenneth Kendler and John Campbell.

According to Dominic Murphy (2011), the medical model is the most widespread
view on psychiatric disorders. In very general terms, this model sees mental illnesses
as brought about by pathological neuropsychological processes, and can come
into different versions. The minimal interpretation regards diseases as collections
of symptoms occurring together and unfolding in characteristic ways, without
making any commitment with respect to underlying causes. According to the strong

20n this see e.g. O’Connor et al. (2012).
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interpretation of the medical model, mental illnesses are brought about by specific
pathophysiological processes in the brain, and causal explanations indicate how
such processes take place and how they give rise to the clinically observable
symptoms of mental illness. Instead of restricting attention to symptoms, as the
minimal interpretation does, the strong interpretation searches for underlying causal
pathways and conditions. The same symptoms may be produced by different
underlying causes and conditions and, vice versa, the same causal pathways
can result in different individual surface features. Progress in understanding the
brain’s physiology will result in improvements in clinical practice too.? The strong
interpretation responds to the idea that mental disorders are not to be dealt with
simply in terms of conceptual varying constructs, but as genuine biological entities,
with distinctive pathophysiological features.*

Murphy endorses the medical model, regarding it as the most adequate to the
target of making psychiatry a successful and fully established science. He takes
as his background theory cognitive neuroscience, very broadly conceived as a
general framework to understand mental life in terms of information processing
systems in the nervous system, investigated via a number of theories at different
levels. Contrary to the idea that the medical model per se privileges some level,
Murphy maintains that, if properly construed, it can include variables belonging
to as many levels as necessary, without any commitment whatsoever to reductive
explanations in terms of molecular biology.> Murphy hence stresses how pathogenic
neurobiological processes are necessary but not sufficient for an understanding
of mental illness and argues against a geneticisation of psychiatry. The role of
genes in the development of mental disorders is very controversial; their impact on
individual risk has yet to be explored, is probably rather small and often nonspecific
as well as highly dependent on environmental exposure. An example is given by
research on major depression, which emphasizes how both particularly stressful life
events — e.g. humiliation (see Kendler and Prescott 2006) — and genetic factors are
depressogenic. “One might think that major depression just is some, as yet unknown,
cognitive and/or neurological process (or perhaps a family of specific processes) that
can be triggered in diverse ways depending on one’s genetic inheritance, acquired
psychology and contingent biography” (Murphy 2011, p. 436).

Murphy suggests that in psychiatry we use models to explain exemplars, which
are idealized representations of the symptoms of disorders and the course they
have. Exemplars take collections of symptoms to unfold over time in analogous

3See e.g. Andreasen (1997) and Black (2005), cited in Murphy (2011).

4Murphy relates the divide between the strong and the minimalist views to the divide over realism
about disease: “we do better, if we are to be realists about disease categories, to view diseases
as realized in biological systems [...], and this permits strong medical thinking to acknowledge
that a realization which is shared across patients might have a variety of specific, peculiar causes”
(Murphy 2011, p. 436).

3Others, e.g. Patil and Giordano (2010), maintain instead that reductionism, granting genetic and
biochemical entities explanatory primacy, is one of the core ontological assumptions of the medical
model in psychiatry.
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ways, and take patients to respond similarly to the same treatments. They orientate
inquiry and, insofar as they are idealizations of disorders and in this sense
represent imaginary patients, abstract from individual variations. The construction
of exemplars is meant to set “the causal-explanatory challenge”. Models are built
to represent the pathogenic process accounting for the observed phenomena in the
exemplar, where many symptoms jostle together at different levels of explanation.’
Exemplars are narratives; causal relations underlying them are claimed to do the
explaining. Observed relations are explained by identifying the mechanisms that
bring them about. To explain, we appeal to our mechanistic knowledge concerning
what are regarded as standard forms of behaviour. Mechanistic scientific theories
accounting for the ways in which cognitive parts work and interact are employed
to explain abnormal outcomes as resulting from the organism’s failure to function
normally. A general theory of standard neurological functioning of the brain is
hence presupposed as a ground for explanations of psychiatric disorders. Clinical
reasoning analyses to what an extent exemplars resemble real patients.

The mechanistic perspective has been popular in the medical context. “Tra-
ditionally, medicine has been successful in establishing etiology of diseases and
disorders, and developing focal therapies based upon [...] mechanistic concep-
tualizations” (Patil and Giordano 2010, p. 1, italics added). If Murphy suggests
that observed relations modelled in exemplars are to be explained by identifying
underlying mechanisms, Kenneth Kendler (2008) maintains that the understanding
of mechanisms should be seen as an appropriate scientific model for psychiatry
insofar as a mechanistic approach is naturally suited to a multicausal framework.
The model works by decomposing complicated mechanisms into simple subunits,
allowing them to be studied in isolation and then to reassemble the constituent
parts into their functioning wholes. While this operation can be rather straight-
forward when dealing with additive mechanisms, it is much more problematic
in a field like psychiatry, where causal networks investigated present multiple
nonlinear interactions and causal loops. Psychiatry has been struggling for a long
time with the interrelationships between biological and psychological explanatory
perspectives, aiming to shed light on interactions between biological, psychological
and socioeconomic processes. What is really at stake is that psychiatry does not
demand to clarify biological, psychological or socio-cultural processes as such, but
unique processes arising from some peculiar intertwining of such different kinds
of processes. In this respect, Kendler claims, a mechanistic account can provide
a middle ground between hard reduction and hard emergence,” and allows us to
understand how pathologies are actually instantiated in the world. Decomposition
is held to be driven by a reductionist stance, while rearrangement of constituent
parts and their activities into complex wholes is guided by some sense of high-level

SFor instance, symptoms of major depression present in the exemplar might include lowered affect
serotonin imbalances, negative self-assessment, disturbed sleep, lethargy, lack of motivation.

"Kendler is thinking of a mechanistic approach such as Bechtel’s (2007).
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organization. Alcohol dependence provides a significant example. Its risk factors
belong to at least four broad levels:

1. biological/genetic: liability to alcohol dependence may be influenced by prenatal
exposure to alcohol and by aggregate genetic factors®;

2. psychological: several personal traits, such as neuroticism, impulsivity and
extraversion, can affect the risk for alcohol dependence;

3. social: social factors (e.g. drug availability) and social class can play a causal
role;

4. cultural/economic:risk for alcohol dependence is affected by factors such as
forms of alcohol commonly consumed in a social group, acceptability of
public drunkenness, traditional cultural practices and religious beliefs, level of
taxation of alcoholic beverages, statutes controlling sizes of alcoholic beverage
containers, ...

Biological, psychological, and cultural factors do not affect risk independently,
but impact on each other in various ways. For instance, “genes influence subjective
ethanol effects, which influence alcohol expectations, which in turn loop out into the
environment, influencing consumption patterns, which in turn affect risk of alcohol
dependence” (Kendler 2008, p. 697). More generally, the actions of biological
factors can be modified by the environment (e.g. light-dark cycle), stressful life
experiences (e.g. maternal separation), and cultural forces (e.g. learning tasks).
Hence, a hard reductive biological approach would not do and hopes are set in the
implementation and integration of biological explanations with accounts articulated
in the language of psychology. According to Kendler, a mechanistic explanatory
approach, properly construed, does not confine explanatorily relevant factors to any
single level (molecular or otherwise) and allows for — at least partial and local —
decomposability. Decomposability could not only facilitate research, but also help
meet clinical concerns, allowing for more focused and effective treatments and
health service.

In roughly the same years, Kendler has suggested that a different general
approach to scientific explanation, the interventionist approach, can provide an
adequate explanatory framework. Together with John Campbell, he has highlighted
the merits of the interventionist model in psychiatry, claiming, among others, that it:

— accomplishes the essential task of distinguishing between predictive-correlative
and genuinely causal relationships;

— 1is non-reductive;

— 1is agnostic with respect to the mind-body problem, admitting of both relations
from mind to brain and from brain to mind.

8See e.g. Molina et al. (2007), Dick and Bierut (2006), Edenberg et al. (2004), cited in Kendler
(2008).



Explanatory Pluralism in Psychiatry: What Are We Pluralists About, and Why? 95

In an interventionist framework, conceptualizing causal factors as difference-
makers allows them to be freely distributed across multiple levels (see Kendler
2012a), and the identification of causally relevant variables is separated from the
elucidation of specific underlying mechanistic processes. At the same time, the idea
of a mechanism is by no means to be seen as competing with the interventionist
view, but, on the contrary, as supplementing it. What is insisted upon is that
“the interventionist model can provide a single, clear empirical framework for the
evaluation of all causal claims of relevance to psychiatry and presents psychiatry
with a method of avoiding the sterile metaphysics arguments about mind and brain
which have preoccupied our field but yielded little of practical benefit” (Kendler
and Campbell 2009, p. 881). Not being involved with revealing the mechanisms
underlying causal relations, the interventionist view is not loaded with commitments
regarding the mind-brain issue. Furthermore, the most attractive features of the
interventionist approach include its connecting causation with the practical interests
of psychiatry, with treatment and prevention, by virtue of its defining causation in
terms of what would happen under interventions. As also stressed in Campbell
(2008), an interventionist view allows a pick and mix of variables at all levels
(neural, genetic, psychological, economic, socio-cultural, ...), at the same time
avoiding the risk of uncritically including causally irrelevant conditions. To evaluate
the impact of interventions, background conditions — which may vary widely
in psychiatric phenomena — will have to be made as explicit as possible. The
manipulationist standpoint is also presented as broadly suitable for psychiatry, for
instance, by Schaffner (2002), Woodward (2008), and Murphy (2011) himself.
According to Murphy, the manipulationist view naturally fits medicine’s aim to
figure out what makes a difference in a given context, and its formal properties
are perfectly compatible with the identification and interrelation of many sorts of
variables, from the molecular to the cultural.

It is worth stressing that the motivations provided to support the different views
sketched above coincide partly and address some of the most problematic aspects
of psychiatric explanations. The different positions prospected by Murphy, Kendler
and Campbell are strongly motivated by the aims of: including multiple explanatory
levels, avoiding reduction to exclusively biological entities, and recognizing the
irreducible explanatory role of high level variables such as, e.g., socio-economic
variables. High-level explanations are held not to have a merely provisional
and/or heuristic character, but to provide genuine and indispensable explanatory
information. Furthermore, some abstracting from individual variations is inevitably
required to provide general models of diseases to be employed in a number of
specific instantiations, and properly adapted to them. It is in all these respects
that an exemplar-based, a mechanistic and an interventionist approach, if properly
construed, are thought to fit psychiatric disorders, and possibly to complement each
other as approaches to scientific explanation. Other concerns, such as the need to
decompose complex systems into subsystems or to keep a neutral attitude towards
mind-brain matters can be more directly met by specific standpoints, either of an
exemplar-based and mechanistic or interventionist kind respectively.
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It is noteworthy that some years before separately defending the mechanistic and
interventionist views, Kendler put forward a more — so to speak — “ecumenical”
position. In a previous work of his, published in 2005, he explicitly suggested
that explanatory pluralism is the most adequate approach to understand the nature
of psychiatric illness, where explanatory pluralism is taken to acknowledge and
interrelate perspectives focusing on distinct levels, thus recognizing the relevance
of — in addition to neurobiological processes, genetic risk factors or neurochemical
alterations — such elements as first person mental processes, cultural processes and
psychological factors in the etiology of disorders. Epidemiological studies on the
onset of major depression in twins, for examples, show that a severely stressful
life, levels of loss, humiliation and entrapment, are predictors of depression.
“Although humiliation is ultimately expressed in the brain, this does not mean that
the basic neurobiological level is necessarily the most efficient level at which to
observe humiliation” (Kendler 2005, p. 436), and, hence, to explain depression. The
same sort of considerations work for cultural processes affecting other psychiatric
illnesses, which will hardly be most effectively understood at the level of basic
brain biology, such as the relation between bulimia and Western cultural models
regarding body image. Explanatory pluralism is thus advocated to address the most
appropriate level in the given circumstances.

Reflecting on the articulation of psychiatric explanation into levels, and ques-
tioning how they can affect the development of an etiologically based nosology,
Kendler (2012b) has also pointed to seven criteria to evaluate how much weight
should be given to an explanatory account: (i) strength: reflects the magnitude
of the association between the explanatory variable and disease risk; (ii) causal
confidence: reflects the degree to which the risk factors truly alter the probability of
disease occurrence; (iii) generalizability: reflects the degree to which an explanation
applies across a wide range of background conditions; (iv) specificity: refers to the
degree to which the explanation applies only to the disorder under consideration;
(v) manipulability: reflects the degree to which the identified risk factors can be
modified by an intervention and how interventions can impact on the risk of the
disease; (vi) proximity: refers to the location of the risk factor in the causal process
underlying the disease; (vii) generativity: reflects the potential of the explanatory
variables identified to gain further etiological understanding of the disease. Once
again, the variety of diseases under examination must be taken into account, and not
all these criteria apply equally well to all psychiatric disorders considered. While
a pathology like, for instance, cystic fibrosis can be approached — to start with —
via a gene-level analysis and can be well explained by mutations in the protein CF
transmembrane conductance regulator gene (CFTR) according to all seven criteria,
the situation is much more blurred in cases like alcohol dependence, which has
no obvious candidate on which to base the nosology. Aldehyde dehydrogenase
(ALDH) variants happen to be very highly evaluated in terms of strength, causal
confidence, specificity and manipulability; social norms expectations and taxation,
in turn, perform highly as explanations with respect to strength, causal confidence
and specificity, very highly with respect to manipulability, and poorly or very poorly
with respect to proximity and generativity. That not all criteria are met is by no
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means to be regarded as a limit: the value attached to a given criterion for an
adequate explanation depends on who is searching for an explanation and why.
A basic behavioral researcher focusing on etiology will be looking for explanations
with high levels of causal confidence, strength and proximity; a clinical researcher,
interested in knowing how treatment of a certain condition would differ from treat-
ment of others, will evaluate highly specificity and manipulability; people focusing
on public health and prevention will deem important causal confidence, strength,
generalizability and manipulability, and might even consider low specificity a virtue
if aiming to reduce risks for a broad area of disorders. Therefore, different criteria of
a good explanation will be advocated, according to the target levels and the purpose
of enquiry, which are strictly connected.

Various aspects emerging from what has been presented above are worth
highlighting. Pluralistic trends expressed in the literature referred to above tackle
different issues, which tend to be conflated and partly confused:

(a) different sorts of explanations can be employed which identify causal factors at
some specific level (e.g. neurobiological; psychological; socio-economic; ... );
they are compatible and can be integrated with one another;

(b) different general conceptions of what “to explain” amounts to can be embraced
in the search for psychiatric explanations (e.g. exemplar-based; mechanistic;
interventionist; ... ), which can be combined.

These two themes are related but distinct. Different kinds of variables, at different
levels, play a causal role in the onset of psychiatric disorders, and different ways
to conceive of and elaborate causal explanations can be adopted. Neurobiological,
psychological, social, etc., accounts tend to privilege one level over the others;
explanations focusing on variables at a single level can be elaborated according to
different conceptions of scientific explanation, and the same account of explanation
(e.g. mechanistic or interventionist) can consider many different explanatory levels
at the same time. What seems to be one of the most pressing issues emerging
from the examples illustrated in Sect. 1 and from the concerns expressed in
some pluralistic proposals is that, while it is recognized that pathologies are
multifactorial, explanations privileging one level over the others, or assuming or
fuelling dichotomies, still persist in practice.

With respect to point (b), different approaches can and want to account for the
multifactorial character of disorders, while dealing differently with other issues. In
particular, while the interventionist approach is advocated in this context by insisting
that it allows us to avoid ontological commitments — thereby simplifying the
investigation to some extent — the search for mechanisms is typically associated with
the specification of entities and activities, or the spatio-temporal processes involved.
The merits of mechanistic approaches include their very capability to uncover
specific kinds of entities and interactions. Productive relations to be represented
by mechanistic systems in psychiatry, though, are often still quite opaque, and
this typically leads to the identification of sketchy mechanisms rather than the
elaboration of detailed mechanistic descriptions. For instance, we do not know how
genetic factors interact with humiliation in the light of tragic childhood episodes in



98 R. Campaner

order to bring about depression in an alcoholic, or whether and how this interaction
is different from the interaction by which genes contribute to depression in a
neurotic divorced man (see Murphy 2010, p. 603). A multiplicity of approaches can
hence be considered, not to select the correct one, but to appreciate the distinctive
contribution of each of them. The next section will further examine how explanatory
pluralistic suggestions in psychiatry can be interpreted in the light of psychiatric
concerns.

3 Psychiatric Explanations and Explanatory Pluralism

In presenting the kind of explanatory pluralism he believes should be adopted
in psychiatry, Kendler appeals to the notion of integrative pluralism, seen as the
approach that makes “active efforts [ . .. ] to incorporate divergent levels of analysis.
This approach assumes that, for most problems, single-level analyses will lead to
only partial answers. However, rather than building large theoretical structures,
integrative pluralism establishes small ‘local’ integrations across levels of analysis”.
Psychiatry is considered to be in need of integrative pluralism insofar as scientists in
the field “cross borders between different etiological frameworks or levels of expla-
nation”, working “bit by bit toward broader integrative paradigms” (Kendler 2005,
p. 437). Pluralism can come into different versions, whose features and possible
intersections deserve to be further specified.” If integrative pluralism is the guiding
idea, it must be stressed that integrations cannot be achieved but by constructive
interactions between different models, and by elaborating models accounting for
the interactions among the different levels to which causal factors belong.

If we focus our attention on what we have seen so far, it appears that what
specifically motivates explanatory pluralism here are the acknowledgment that
causal variables belong to a multiplicity of levels and the purpose of avoiding
reductionist positions; the aim of avoiding “the clumsy and out-dated baggage
left from Cartesian dualism” (id., p. 439); and the conviction that an approach to
explanation should be empirically-based. A guiding concern is that no level should
be privileged a priori, as the most important, or the most scientific and hence most
valuable. At the same time, embracing explanatory pluralism in psychiatry does not
mean treating all methodologies as being of equal value. Can we better specify not
only what we are pluralists about, but also what kind of pluralists we are in this
context? Is there any underlying idea that some sort of complete explanatory picture
can be — sooner or later — elaborated, or is some more radical form of pluralism
advanced here? Is pluralism suggested here as only the acknowledgment of the
existence and toleration of a diversity of current explanatory theories, or also as

°For reflections on various forms of pluralism and suggestions on tentative taxonomies, see Van
Bouwel (2014).
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the idea that distinctive views will persist as such in the long run?'’ In other terms,

is actual plurality treated in this context as provisional and resolvable, or is the idea
that renouncing pluralism would lead to some loss of explanatory information?

As emerges from the examples considered in Sect. 1, the same disorder can
be dealt with by means of different models of explanation for different purposes;
different sets of disorders can be examined from different perspectives; different
models can be adopted for the same disorder by different professional roles. Pictures
to be “filled in”, “patchy reductions” leading to “piecemeal integration”, and “bit-
by-bit” efforts of integrative pluralism are suggested. “Such efforts should, over
time, result in clarification of parts of the causal network from which it may be
possible to move toward a more complete etiological understanding of the extremely
complex mind-brain dysfunctions that it is our task to understand and treat” (id.,
p. 436, italics added). On the one hand, it is maintained that “psychiatric disorders
are, by their nature, complex multilevel phenomena” (id., p. 439), and some ideal
“more complete understanding” is pursued. On the other hand, though, a deeper
analysis of the “nature” of such pathologies is not the main concern of the works
suggesting explanatory pluralism, which are under consideration here. Explanatory
pluralism is not presented as a transient solution, and is mainly given an empirically-
based and pragmatic justification.'! It is acknowledged and stressed that, as a matter
of fact, we are far from developing a full causal network for any psychiatric disorder,
and that the wide range of different perspectives adopted deeply rely on contextual
and pragmatic matters. What dictates that a given level or a few levels are to be
picked out as the most significant from an explanatory point of view, and how they
are identified, largely depend on the target we are aiming at.

Different focuses and targets pursued by different actors in psychiatric contexts
are very unlikely to converge, nor should they do so: elements addressed by
and factors motivating, e.g., basic behavioral researchers, clinical researchers and
the public health service will not easily coincide, not even in the long run. A
basic behavioral researcher will be looking for etiological explanations indicating,
for instance, proximate causes; psychiatric epidemiologists focusing on public
health and prevention will deem especially important causal factors that can be
generalized and manipulated; a clinical psychiatrist, interested in treatments, will
evaluate highly manipulable conditions as referred to the single case at stake. A
single approach is unlikely to accommodate all explanatory interests and goals.
Explanations can be employed to meet a range of different needs, such as enhancing
theoretical understanding, predicting, preventing, controlling something’s function-
ing by effectively intervening over it, designing experiments, setting a research
agenda. “What we can best hope for is lots of small explanations, from a variety of
explanatory perspectives, each addressing part of the complex etiological processes
leading to disorders” (id., p. 435), and evaluated differently according to the extent
to which they answer the various needs. The importance of the causal factors

19For some general reflections on plurality and pluralism, see Kellert et al. (2006).
"10On pragmatic factors as a justification of pluralism see e.g. Waters (2006) and Giere (2006).
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identified will be relative to the circumstances, the features of the specific pathology
under consideration, the extent to which it has been understood so far, the resources
available and the opportunities a given explanation provides.

Different etiological accounts can interact and complement each other in an
ongoing process of investigation. Troubles seem to arise because, while in theory
it is recognized that factors at many levels contribute to the onset of a disease
and that they can be sought by a number of methodological tools, explanatory
models employed in psychiatric practice often emphasize just one level, or a very
limited set of levels, and fail to search deep into mutual interactions between the
causal elements involved. As has been stressed, which causal factors to consider,
and which to obscure, cannot but depend on the different epistemic interests an
explanatory model is adopted for, and affect the investigative or practical utility
of the model in different contexts. However, also when providing, for instance,
only partial and sketchy mechanisms or when identifying a limited set of locally
manipulable relations, etiological explanations can prove very useful. Etiologically
partial models, describing psychiatric disorders with different — and, more often
than not, low — degrees of resolution, can be adopted both for research and
practice, e.g. to orient investigations, produce treatment benefits, guide health
policies. “Psychiatric explanations are coherent and plausible insofar as they are
pragmatically useful and empirically testable in clinical settings” (Brendel 2003,
p- 569, italics added). While they can be mutually integrated to various extents,
neither their unification nor their revealing some alleged ultimate nature of the
disease are to be considered the primary goals of the discipline.

Nothing in pluralism dictates that all the perspectives are created equal. Some
can be better than others in many respects, e.g. more adequate for some diseases
than for others and more widely applicable by some professional roles. Pluralism is
not in itself always good or always bad, and it is not the option to be embraced
everywhere. Not even some specific integration of different approaches will do
everywhere. Different models will continue to be used, and their use pragmatically
justified, according to the object of investigation, context of inquiry and purposes
of the investigator. A fruitful form of empirically-based, pragmatically justified and
ontologically neutral pluralism will acknowledge that psychiatric disorders are such
that “each factor is necessary for the phenomenon to have the various characters
it has, but a complete account is not possible in the same representational idiom
and is not forthcoming from any single investigative approach (as far as we know)”
(Kellert et al. 2006, p. xiv). Instead of having just a plurality of unrelated views,
though, a pluralistic attitude will be welcome and promoted insofar as researchers,
clinicians, social carers and patients will become more and more aware that “for
psychiatric disorders, explanatory power is dispersed and diffuse” (Kendler 2012b,
p. 16). The promotion of an active integration between a multiplicity of perspectives
does not amount to the neglect of some specific positions: if explanatory pluralism
should be a desideratum in dealing with psychiatric disorders, specialists are likely
consciously to continue to support a given model as the most adequate in the
given circumstances. A geneticist or a pharmacologist, e.g., will not be required
to turn into a psychiatric epidemiologist or a nurse — nor could they easily do
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so — but to entertain various contributions as possibly complementing their own.
This target can be pursued by direct dialogue and exchange between different
professional roles, as well as by professional figures and patients; by clearly defining
the questions, focuses and aims of explanation; and by making adopted models and
underlying assumptions as explicit as possible, with no claim of superiority of one
level of analysis over the others. Without renouncing field-specific accounts and
stances, each in need of being defined on its own, pluralism shall be pursued to
suggest fruitful integrations in the cases at stake. Pluralism shall be grounded on
the recognition of the merits of different models, and shall not aim at eliminating
diversity, but at gleaning the most from a plurality of available views.

4 Concluding Remarks

If, in general, “medicine is moving in the right direction but is not fully and
truly explanatory pluralist yet” (De Vreese et al. 2010, p. 373), reflections on
psychiatry — expressed from within the discipline and also with an eye on the
philosophical scenario — have led to a few steps forward in that direction, and
the idea that explanatory pluralism is the best option has been suggested as
of paramount importance in the elaboration of a ‘“philosophical structure for
psychiatry” (see Kendler 2005).!? In practice, a plurality of explanations are already
adopted in psychiatry. That per se, though, does not make psychiatry explanatory
pluralist. A broad acknowledgment of the different views available and an active
confrontation between them is required.

What can pluralism be good for in the context of psychiatric practice, which
seems to be increasingly expressing also theoretical concerns? To affirm the use of
multiple approaches to psychiatric explanation and their complementing each other
might help avoid the risk of a cacophony of views, with then difficult consensus
on action and research trends; pluralism works as a reminder that there are many
different ways in which mental illnesses can be dealt with and intervened upon, and
promotes a genuine dialogue between different standpoints. The awareness that a
huge number of factors endowed with explanatory power cross-talk to each other
in psychiatric disorders and that they can be identified more or less easily and
effectively by different approaches to explanation, and the recognition of the role
of contextual matters should not be confined to theoretical inquiry on the topic, but
increasingly promoted for effective prevention, treatment and decision-making in
the field. Furthermore, it is worth recalling that a complete etiological picture might
be useful, and even fruitfully striven for, but it is not necessary for good scientific
practice. Being open to the possibility that, at least in principle, explanatory
pluralism can be a permanent state allows to avoid relying on any single account,
can lead to useful and not definitive partitioning of the field and decomposition

12See also Murphy (2010, p. 609) and Kendler (2012a, p. 385).
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of specific disorders, and encourages case-by-case empirical analyses, without
struggling for anything like the true account of psychiatric disorders. “As a practical
discipline, psychiatry is concerned more with its methodology than its ontology:
by adopting a pragmatic” — and, I shall add, genuinely pluralistic — “position
on explanatory models, psychiatrists do not necessarily commit themselves to a
particular view on the underlying structure of the universe” (Brendel 2003, p. 569).
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Pluralists About Pluralism? Different Versions
of Explanatory Pluralism in Psychiatry

Jeroen Van Bouwel

1 Introduction

In her paper Explanatory Pluralism in Psychiatry: What Are We Pluralists About,
and Why? Raffaella Campaner presents a strong defense of explanatory pluralism
in psychiatry with a primary or main emphasis on explanatory pluralism as opposed
to explanatory reductionism, be it biological, psychological or social reductionism.
She thus eschews hard reduction as well as hard emergence (cf. Kendler 2008,
p. 700). In this contribution, I briefly revisit some of Campaner’s examples of
plurality and pluralism in psychiatry (Sect. 2) and then I shift the focus to the
variety of understandings of explanatory pluralism, explicating different versions
of pluralism (Sect. 3). In Sect. 4, I discuss the pros and cons of these different
versions of explanatory pluralism. Finally, in Sect. 5, I raise the question of how
to implement or operationalize explanatory pluralism in scientific practice; how to
structure the “genuine dialogue” or shape “the pluralistic attitude” that Campaner
is referring to in her paper. The overall aim of my contribution is to shift the focus
from pluralism as a critique of reductionism towards analyzing the different existing
versions of pluralism in science and how to implement them.
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2 Plurality in Psychiatric Practice and
the Challenges It Poses

Analyzing plurality in psychiatry, Campaner starts with discussing several studies
that have been performed about how models of psychiatric disorders are actually
employed in medical practice by trainee psychiatrists, medical students, health
professionals, service users and practitioners in psychiatry (cf. Harland et al. 2009;
Brog and Guskin 1998; Colombo et al. 2003, and, Miresco and Kirmayer 2006).
The different approaches to studying mental disorders are labeled as biological,
cognitive, behavioral, psychodynamic, social, etc. These approaches are playing
on different levels, within different disciplinary fields, e.g., epidemiology, psychol-
ogy, neurology, genetics, or socio-economic inquiries, involving different kinds
of evidence, e.g., biomolecular research, epidemiological studies, or first-person
reports, and, different focuses, e.g., on populations, subclasses of populations, or
individuals.

The studies teach us something about the existing plurality of models in
psychiatry and the variety in use among current and future practitioners. We
learn that even though the biological model might be the most strongly endorsed,
model endorsement varies with disorder considered, so there is no exclusive
commitment to any one model. Further, different health professionals and service
users, i.e. psychiatrists, community psychiatric nurses, social workers, patients and
informal caregivers, embrace different etiological models of disorders. In general,
psychiatrists and psychiatric nurses were more in favor of the medical approach,
while social workers in general tended to endorse the social model. Among patients
there was a higher heterogeneity. The studies also show how the old mind-brain
dichotomy is still alive and well, often unacknowledged, as well as the impact it has
on attributions of personal responsibility.

The challenges this plurality poses for psychiatry are manifold. Adopting
one of the models of disorders without being aware of it does seem to be far
from optimal and might have dire implications. Employing different implicit
explanatory models might, for instance, lead to conflicting assumptions that create
misunderstandings (in communication, diagnosis and treatments) among psychiatric
practitioners and other professionals in health care, as studies show (e.g., Colombo
et al. 2003).

A first important step is then to make the different implicit models explicit.
Given the real implications they have, undoubtedly informing diagnosis, treatments,
prevention strategies and other substantial decisions, this is crucial. Making the
implicit models explicit will increase awareness of the different models at play,
improve communication and lead to more consistency in dealing with mental health
problems in practice.

Secondly, once the different models at play are made more explicit and users are
aware of the existing plurality, the challenge is how to deal with the plurality in
the best possible way — a challenge for both researchers and practitioners. Does the
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plurality have to be — and can it be — resolved? If not, and we would normatively
endorse plurality and advocate pluralism, then how should that pluralism be
understood or characterized? And how could it be implemented? Those are the
questions that will be addressed in the following sections.

3 Different Ways of Dealing with Plurality — Contending
Versions of Pluralism

3.1 Explanatory Pluralism Versus Explanatory Reductionism

Campaner addresses the questions just raised by discussing several pluralistic
stances put forward in the elaboration of models of diseases and their explanation.
She focuses in particular on the work of Dominic Murphy, Kenneth Kendler and
John Campbell. Their accounts of explanation have several aspects in common,
as Campaner notes, namely that they include multiple explanatory levels, avoid
exclusive reduction to the biological level and acknowledge the irreducible role
higher level explanations might play. This is one aspect of Campaner’s characteri-
zation of explanatory pluralism, namely: “(a) different sorts of explanations can be
employed which identify causal factors at some specific level (e.g. neurobiological;
psychological; socio-economic; ...); they are compatible and can be integrated
with one another.” (Campaner 2014) The second aspect of explanatory pluralism
that Campaner highlights, is: “(b) different general conceptions of what “to explain”
amounts to can be embraced in the search for psychiatric explanations (e.g.
exemplar-based; mechanistic; interventionist; ... ), which can be combined.” Thus,
Kendler’s mechanistic account of explanation, Murphy’s exemplar-based account
and Kendler and Campbell’s interventionist account can all be embraced and
combined. The pluralist can emphasize that each of these accounts of explanation
has its specific strengths and capabilities, as Campaner illustrates.

Thus, this characterization of explanatory pluralism shows how it is clearly
opposed to explanatory reduction. First, there is no a priori privileged level
of explanation. For instance, even though mental disorders might ultimately be
expressed in the brain, the neurobiological level is not necessarily always the most
appropriate level at which to explain a disorder. Second, there is not one correct
way of providing explanation that should be the standard for all explanations;
different general conceptions of explanations, e.g. mechanistic, interventionist,
exemplar-based, should be considered and appreciated for their respective strengths.
Campaner articulates what the advocates of explanatory pluralism have in common
and contrasts it with reductive approaches. Next, she raises a question that might
be the starting point to discuss different versions of pluralism, starting to highlight
differences among explanatory pluralists, between understandings of explanatory
pluralism.
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3.2 Different Understandings of Explanatory Pluralism

Campaner raises the question whether the existing plurality is: (1) considered as
eventually resolvable, i.e. explanatory pluralism is “only the acknowledgement of
the existence and toleration of a diversity of current explanatory theories” and in the
long run a complete explanatory picture will emerge, or, (2) is it rather “the idea that
distinctive views will persist in the long run” and that a single, complete explanatory
picture is very unlikely to emerge? In this Section, I elaborate that it would be
helpful to distinguish more than those two versions of pluralism, i.e. more than two
different understandings of explanatory pluralism both within philosophy of science
and psychiatry. I distinguish five different versions, namely moderate/temporary
pluralism, anything goes pluralism, isolationist pluralism, integrative pluralism and
interactive pluralism. The first four of them are discussed by Sandra Mitchell (2009)
and the last version of pluralism is mine.'

Moderate pluralism advocates to “recognize and promote a temporary plurality
of competing theories as means toward achieving unity of science in the long run.”
(Mitchell 2009, p. 108). It is this version of plurality and pluralism Campaner refers
to as temporary and resolvable. Mitchell herself cannot subscribe to this form of
pluralism, as it eventually wants a single, true unified theory (a monist goal), and
this does not dovetail with the ontology of complex systems in which the multilevel
structure encourages focused analysis at each level.

Next, Mitchell distinguishes anything goes pluralism that represents “the advo-
cacy of retaining all, possibly inconsistent, theories that emerge from a community
of investigators.” (Mitchel 2004, p. 85) Just like reducing a collection of analyses of
the same phenomenon to one single model or theoretical framework, Mitchell finds
retaining all theories that emerge equally unacceptable and not supported by actual
scientific practice (Mitchell 2009, p. 108). Instead, she wants to explore the middle
ground between monism and anything goes where she distinguishes integrative
pluralism from isolationist pluralism.

Mitchell herself advocates integrative pluralism (cf. Mitchell 2002, 2004,
2009).> Integrative pluralism takes into account both today’s highly specialized
(sub)disciplinary research and the need of integrating the respective findings con-
cerning a phenomenon: “Developing models of single causal components, such as
the effects of genetic variation, or of single-level interactions, such as the operation
of selection on individuals (. ..) need to be integrated in order to understand what
historical, proximal, and interactive processes generate the array of biological phe-
nomena we observe. Both the ontology and the representation of complex systems

For other taxonomies of pluralism, see, e.g., Kellert et al. (2006) and Van Bouwel (2009).

2Tt should be noted that the idea of (the possibility of) integration also appears in the first part (a.)
of Campaner’s characterization of explanatory pluralism (see Sect. 3.1, above). Second, one of
the authors discussed by Campaner, Kenneth Kendler, approvingly refers to Mitchell’s integrative
pluralism (cf. his 2005, p. 437).
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recommend adopting a stance of integrative pluralism, not only in biology, but in
general.” (Mitchell 2004, p. 81). However complex, and however many contributing
causes participated, there is only one causal history that, in fact, has generated a
phenomenon to be explained. Thus, according to Mitchell’s integrative pluralism,
“it is only by integration of the multiple levels and multiple causes (...) that
satisfactory explanations can be generated.” (Mitchell and Dietrich 2006, p. S78)

Mitchell opposes her integrative pluralism to isolationist pluralism or “levels
of analysis” pluralism. According to this understanding of explanatory pluralism
different questions invoke different explanatory schemata, and there is no need to
consider explanations developed at levels other than their own or for intertheory
relations among the levels. This limits the interaction between various theories
offering explanations in a given domain and leads to isolation, according to Mitchell.
“If there is no competition between levels, there need be no interaction among
scientists working at different levels either. The problem with the isolationist picture
of compatible pluralism is that it presupposes explanatory closure within each ‘level
of analysis’ and a narrowness in scope of scientific investigation that precludes
the type of fruitful interactions between disciplines and subdisciplines that has
characterized much of the history of science.” (Mitchell 2004, p. 85)

There is (at least) one possible understanding of pluralism that Mitchell does not
discuss and that I want to introduce here. Let us label it interactive pluralism. It is
situated in between integrative and isolationist pluralism, as: (a) on the one hand,
it claims that satisfactory explanations can also be obtained without integrating of
multiple levels, so there is no integration imperative, and, (b) on the other hand, it
does not discourage interaction as, in some instances, interaction and integration do
lead to better explanations.

Placed on a continuum going from monism to anything goes pluralism, we
thus have monism, moderate pluralism, integrative pluralism, interactive pluralism,
isolationist pluralism and anything goes pluralism. This ordering reflects increasing
strength of the pluralist position. All five versions of what explanatory pluralism is
or should be will answer differently on the questions raised at the end of Sect. 2 —and
therefore it is important to go beyond the two versions of pluralism articulated by
Campaner. In the next Section, I will raise some questions about the three versions
of pluralism that cover the middle ground between moderate/temporary pluralism
and anything goes pluralism. This also gives us the opportunity to articulate some
important differences.

4 Questioning and Evaluating the Different Understandings
of Explanatory Pluralism

Having spelled out different possible understandings of explanatory pluralism,
I would now like to discuss the question of whether any of these versions of
pluralism is more convincing than the other ones. Below, I briefly raise some
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challenges concerning integrative and isolationist pluralism, and emphasize the
benefits of interactive pluralism.?

4.1 Questioning Integrative Pluralism

A first question concerning integrative pluralism asks whether integration is always
necessary to obtain a “satisfactory explanation”, as Mitchell claims. Straightforward
reduction might sometimes lead to very satisfactory explanations efficiently serving
our explanatory interest (cf. Van Bouwel et al. 2011).* Integration might very well
be a good heuristic advice or play a justificatory role, but why should it be a criterion
for a satisfactory explanation?

Second, won’t integrated explanations often provide us with too much informa-
tion and therefore be less efficient in providing the answers we are looking for,
in answering our explanation-seeking questions?> In his book The Rise and Fall
of the Biopsychosocial Model, Nassir Ghaemi (2010), discusses how this model
for psychiatry included the idea that adding and integrating “more perspectives is
always better”. Eventually the approach was made unfeasible and uninteresting
in practice by being too general and too vague. A similar evaluation has, for
instance, been made about the developmental systems approach in studying human
behavior (cf. Longino 2013). Integrative pluralism insufficiently acknowledges that
explanations are always a trade-off between generality and preciseness, simplicity
and realism, accuracy and adequacy, etc., depending on one’s explanatory interests.
Integrative explanations might be sometimes far too cumbersome, less efficient, and
less adequate than possible alternative explanations.

Third, could the demand for integrated explanations not lead to losing
idioms/adequacy in light of our explanatory interests, thus losing the capacity
of answering some explanation-seeking questions in the most adequate way (i.a.
strengthening hermeneutical injustice)?

Fourth, what would the integration imperative imply for heterodox, non-
mainstream theories? What is the impact on the dynamics between research
approaches? Think in particular about situations in which there is epistemic

3For a more extensive discussion and evaluation of different versions of pluralism, also see Van
Bouwel (2009) and Van Bouwel (2014).

“T use (a trade-off between) accuracy, adequacy and efficiency here as criteria to evaluate what is
a satisfactory explanation; (a) accuracy concerns the relation with reality, precise description, (b)
adequacy refers to what the explainee expects from the explanation addressing the explanatory
interest, and (c) efficiency points at the amount of work and/or information needed for the
explanation (also see Sect. 5.1, below).

SNote that the use of efficiency as a criterium is also present in Kendler’s work: “Although
humiliation is ultimately expressed in the brain, this does not mean that the basic neurobiological
level is necessarily the most efficient level at which to observe humiliation” (Kendler 2005, p. 436).
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inequality, in which one research program at one level is a lot bigger and more
elaborated than another one at another level and where integration risks minimizing
dissent, overlooking diversity, eliminating differences and/or a homogenization in
terms of the bigger one.’

4.2 Questioning Isolationist Pluralism

A first question that should be raised concerning isolationist pluralism, is: Does
isolation always lead to better explanations? And, second, how can we know given
the lack of competition between explanations coming from different approaches
within this version of pluralism? According to Mitchell’s characterisation of this
position, the idea that some questions are better answered on one level and others
on another leads to an isolationist stance with respect to the separate questions.
Now, if there is no interaction or no intention of competition between levels, then
there need be no interaction between scientists working at different levels either.
Thus, this form of pluralism does not do much more than acknowledging plurality;
it does not suggest any way of making the plurality epistemically as productive as
possible.

Third, why do isolationist pluralists presuppose that interaction cannot be
productive, while it is evident that fruitful interactions between (sub)disciplines have
characterized much of the history of science as Mitchell mentions?

Fourth, as concerns the dynamics between research approaches, isolation, a
lack of interaction between the mainstream/orthodoxy and the heterodoxy, e.g. in
economics, seems to create a very static, non-productive situation in which, on the
one hand, the traditional heterodoxy is aiming to become the new monist, the new
mainstream, substituting the current orthodox one, while on the other hand, the
orthodoxy or mainstream considers the heterodoxy as a constitutive outsider that
proves the scientific status of the orthodoxy or mainstream (cf. Van Bouwel 2009).

ST think it is important to pay attention to the dynamics between different approaches in scientific
practice. Mitchell does not pay enough attention to this aspect in defending her integrative
pluralism. As I argued before (cf. Van Bouwel 2013, p. 417), given that reductionism is one of
the main targets of Mitchell (2009)’s work, it might be insightful to study al/ possible factors at
play in sustaining reductionist research (e.g., genetic research in the health business) rather than
nonreductionist alternatives, like environmental health research; it might not merely be because
of the wide-spread spirit of Newtonianism that reductionism still flourishes! Moreover, if Mitchell
wants to plead for more nonreductionist research in combination with the integration imperative
(very likely benefitting the bigger players), it seems indispensable to understand the role of values
in the selection and formulation of research questions as well as how to foster valuable alternatives
to the mainstream research programs.
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4.3 Questioning Interactive Pluralism

Interactive pluralism, the possibility not discussed by Mitchell, might be a third
option that avoids some of the worries about integrative and isolationist pluralism.
Why?

First, where there is a presumption of reconcilability in integrative pluralism,
and irreconcilability in isolationist pluralism, interactive pluralism considers the
ir-/reconcilability to be an open question. In-depth analyses of scientific prac-
tice teach us that competing approaches often do not parse causal space in the
same way (cf. Longino 2013). This is problematic for Mitchell’s advocacy of
integrative pluralism and its presumption of reconcilability in integrating multiple
approaches in order to obtain the (one) causal history of the phenomenon to be
explained.

Second, interactive pluralism questions whether integration would always lead
to a better explanation as well as whether integration is necessary to obtain a
“satisfactory explanation”. As concerns the former, integrative explanations might
sometimes be too general, vague and cumbersome, i.e., not always the most
efficient. Mitchell does not take into account the adequacy and efficiency criteria
in stipulating what is the most satisfactory explanation. As concerns the latter claim
that integration would be necessary to obtain a satisfactory explanation, I mentioned
above that we should rather consider the trade-off between accuracy, adequacy and
efficiency of explanations in labelling what is “satisfactory”. Always focusing on
integration, irrespective of one’s precise explanatory aims and needs in a given
context, would — if even possible — unnecessarily complicate matters and even
paralyze research and decision-making.

Third, even though integration is not imperative, interactive pluralism rejects
isolation and endorses interaction and engagement, be it without the presumption
of always reaching a consensus or an integration. Some (but definitely not all!)
explanation-seeking questions might require a combination, integration or coopera-
tion of models in order to address our explanatory interests as well as possible. The
respective explanation-seeking questions can be channels of interaction between
competing research programs. The interaction does not have to lead to integration, it
might just help to refine the respective approaches as well as articulate the strengths
and limitations of each of them.

Fourth, contrary to integrative pluralism, the mainstream and non-mainstream
approaches start on equal footing. Even for heterodox approaches that cannot
be easily integrated, the interaction with orthodox or other heterodox approaches
is endorsed, because approaches are sharpened as a response to challenge and
criticism, methodologies refined, concepts clarified, etc. Moreover, the interac-
tion between explanatory approaches might also make the limitations of each
approach evident by the articulation of questions that they are not designed to
answer.
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5 Philosophical Frameworks for Explanatory Pluralism

In Sect. 2, I mentioned some of the forms of plurality one encounters in psychiatry
as well as the problems that may cause. The challenge is to find productive ways to
deal with this plurality. Campaner talks of promoting “a genuine dialogue between
different standpoints” as well as “a pluralistic attitude”. It raises the question of how
to implement or operationalize explanatory pluralism in scientific practice; how to
structure a “genuine dialogue” or shape “the pluralistic attitude”? A discipline might
show plurality while all the individual researchers (or practitioners) are monist. Is
the discipline in that case really subscribing to explanatory pluralism, making the
best of the existing plurality? I do not think so. Therefore, in this last section, I
would like to offer some philosophical tools or frameworks that might be helpful
in implementing pluralism. First, on the basis of my research, mainly concerning
explanatory pluralism in the social sciences, I have developed a framework for
understanding explanatory pluralism which can help to elaborate some of the points
made by Campaner about explanatory pluralism, as I will argue in Sect. 5.1. Second,
I suggest that another way to get more concrete about what a “genuine dialogue”
would look like are Helen Longino’s CCE-norms for critical interaction, which I
will discuss in Sect. 5.2.

5.1 A Framework for Explanatory Pluralism

On the basis of my analysis of actual scientific practice, mainly in the social
sciences, 1 developed a framework for understanding explanatory plurality in
scientific practice (see, e.g., Van Bouwel and Weber 2002; Weber and Van Bouwel
2002). The framework works as a tool to (a) make the explananda as explicit as
possible, and (b) pay attention to the underlying explanatory, epistemic interests.
This is imperative for clarifying discussions about competing explanations: there
are many cases where two explanations of the same phenomenon are perceived as
competitors, but actually have different explananda. The framework employs the
erotetic model of explanation that regards explanations as answers to why-questions.
Making the explananda as explicit as possible as well as paying attention to the
different epistemic interests, can be achieved by explicating the explanation-seeking
questions and their logic.

Analyses of explanatory practice in science teach us that different explanation-
seeking questions or requests should be distinguished. I do not consider the
questions and motivations mentioned here as the only possible ones, but I do
believe they are omnipresent in scientific practice. At least five types of explanatory
questions can be distinguished:

(E) Why does x have property P, rather than the expected property P’?
(I) Why does x have property P, rather than the ideal property P’?
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(I") Why does x have property P, while y has the ideal property P’?

(F) Is the fact that x has property P the predictable consequence of some other
events?

(H) Is the fact that x has property P caused by a familiar pattern or causal
mechanism?

First, explanation-seeking questions can require the explanation of a contrast,
e.g., of the form (E), (I) and (I’). Contrastive (E)-type questions, for instance, can
be motivated by surprise: things are otherwise than we expected them to be and
we want to know where our reasoning process failed (which causal factors did
we overlook?). Contrastive questions of type (I) and (I’) can be motivated by a
therapeutic or preventive need; they request that we isolate causes which help us
to reach an ideal state that is not realised now, comparing the actual fact with the
one we would like to be the case (therapeutic need) or to prevent the occurrence of
similar events in the future (preventive need).

The form of a contrastive explanation (i.e., an answer to a contrastive question)
enables us to obtain information about the features that differentiate the actual
causal history from its (un)actualized alternative, by isolating the causes that make
the difference. This information does not include information that would also have
applied to the causal histories of alternative facts.

Second, non-contrastive explanation-seeking questions, concerning plain facts,
like (F) and (H), are also omnipresent in science. These non-contrastive questions
can have different motivations. One possible motivation is sheer intellectual curios-
ity, with a desire to know how the fact “fits into the causal structure of the world”
or to know how the fact was produced from given antecedents via spatio-temporally
continuous processes. A more pragmatic motivation is the desire for information that
enables us to predict whether and in which circumstances similar events will occur
in the future (or the anticipation of actions of persons/groups). Another possible
motivation concerns causally connecting object x having property P to events we
are more familiar with.

The form these explanations of plain facts (answers to non-contrastive questions)
have, shows how the observed fact was actually caused, which implies providing
the detailed mediating mechanisms in a (non-interrupted) causal chain across time,
ending with the explanandum. Alternatively, answering to the second motivation,
the explanation can follow a covering law/law-based model.

By making the different possible explanation-seeking questions explicit, the
motivation — explanatory interest — and the explanatory information required will
be taken into account. Given that one phenomenon can be the subject of different
questions, and that we want to answer these different kinds of explanatory questions
in the best possible way, different forms of explanation are indispensable. In order
to decide on the best possible way, we consider (trade-offs between) the criteria
(a) accuracy or relation with reality, precise description, (b) adequacy in relation
to what the explainee expects from the explanation addressing the explanatory
interest, and (c) efficiency or amount of work and/or information needed for the
explanation. To clarify these criteria and the idea that there often is a trade-off
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between them, let us compare explanations with maps. A subway map like the
one of the Paris Metro is adequate for its users because it accurately represents
specific types of features (e.g. direct train connections between stations, number

of stations between two given stations, ...) while other features are deliberately
represented less accurately (the exact distances between the stations, the relative
geographical orientation of the stations, ...). If the latter would be represented

more accurately, the map could become less adequate for its intended users and
a perfectly accurate representation mirroring every detail would be utterly useless.
Furthermore, one could make the map more accurate, less adequate (without being
completely inadequate), but also a lot less efficient in use (e.g. by making it
less abstract, providing more cumbersome, obsolete information or by being too
demanding or complicated to use). Other maps (e.g. Paris’ shopping or tourist
attractions maps) require other kinds of information (relating to, e.g., distances,
details about street names, house numbers, etc.) in order to be useful — the best trade-
off between accuracy, adequacy and efficiency differs depending on the interests or
desiderata at play. Thus, on the one hand, because of different interests or desiderata,
it is impossible to make a map that is ideal in all possible situations. On the other
hand, not all maps are equally good, as one can make claims of superiority that are
bound to specific situations. The same can be said for forms of explanation.’

To sum up, an explanation is an answer that should be evaluated in relation to a
question that is a specific request for information. The precise meaning of the ques-
tion is therefore important. Making the explanation-seeking questions as explicit as
possible may show that, given that explanatory interests and contexts select distinct
objects of explanation, a phenomenon can be subject of very different explanation-
seeking questions. Consequently, different answers/explanations are required in
which the most accurate, adequate and efficient explanatory information (in relation
to the explanatory interest) is provided. Thus, different forms of explanation on
different levels are indispensable to answer the respective explanation-seeking
questions in the best possible way.

Returning to the plurality discussed by Campaner, a framework such as the one
just presented explicating the logic of explanation-seeking questions is a way to
compare competing explanations and to raise awareness about plurality. Different
models are helpful in addressing different questions; one model may describe some
facets extremely well, while making abstraction of, or even distorting, other facets —
facets that might be the focus of other models. Explaining why person P is alcohol-
dependent, for instance, might then lead to distinguishing explanations-seeking
questions such as: (a) Why is person P addicted to alcohol, while person Q, who also
drinks alcohol regularly, is not?; (b) Why does person P drink 10 units of alcohol per
day, rather than 2 units?; (c) Was person P’s alcohol addiction predictable?; (d) Are
people like person P often addicted to alcohol?® Besides making the differences

7 Also see Van Bouwel and Weber (2008) for more about these criteria.

$More examples related to medical sciences and using the framework for explanatory pluralism
can be found in De Vreese et al. (2010).
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between explication-seeking questions explicit and, as such, helping to see what
different kinds of causal information are required, the framework also highlights
the different epistemic, explanatory interests underlying the explanation-seeking
questions, be it prevention and public health, individual therapy, curiosity, etc.
Different actors in the psychiatric context, e.g., clinical researchers, basic behavioral
researchers, public health services, etc, have different interests and motivations,
looking for different information that can be found in the most accurate, adequate
and efficient way possible in different models. It is very unlikely that one and
the same model would always be the most accurate, adequate and efficient given
all (current and future) epistemic, explanatory interests. This makes plurality an
epistemic virtue.

Finally, using this framework for explanatory pluralism does enable the dialogue
and addresses the need for integration prominent in the literature on explanatory
pluralism in psychiatry. However, integration is not understood here as a require-
ment on the level of the explanation, as an imperative to integrate explanations,
but rather on a meta-level as agreeing about how to disagree or how to spell out
disagreement within a common framework. Making the explanation-seeking why-
questions and their underlying epistemic interests explicit, this framework helps to
stipulate the strengths and weaknesses of the respective conceptions of explanation
and levels of explanation in answering the explanation-seeking why-questions while
taking into account (the trade-offs between) the criteria of accuracy, adequacy and
efficiency.’

5.2 Framing the “Genuine Dialogue”?

A second way in which we can explicate the idea of a “genuine dialogue” and
further the implementation of pluralism in science, consists in stipulating norms
that guide the interaction among competing approaches or competing models of
mental disorder in psychiatry. The finality of these norms is not so much to arrive at
one integrated model of mental disorder, but rather to enable interaction that might
sometimes lead to local integration, but might also lead to a clearer articulation of
differences among models. Thus, there is no imperative for integration, but rather
an imperative to interact and learn from each other, without losing the strengths
of one’s own angle or approach. Certain norms can frame the interaction as a
meta-consensus or meta-agreement within which disagreement and plurality can
flourish.

Helen Longino’s (2002, pp. 128-135) four norms, for instance, might be con-
sidered as framing a dialogue among competing scientific approaches, organizing

For more on our approach to scientific explanation, see Weber et al. (2013). Let me also mention
that this approach fits well with Interactive Pluralism (however, developing this point as well as the
relation of the framework to the other versions of pluralism, goes beyond the scope of this paper).
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a framework for critical interaction. Although these norms are rather vague, they
might be a good starting point:

1. Venues for criticism. There must be publicly recognized forums for the criticism
of evidence, of methods, and of assumptions and reasoning. This norm also warns
for the limitations of forums, e.g. because of commercial interests.

2. Uptake of criticism. Response and change, i.e. “the community must not merely
tolerate dissent, but its beliefs and theories must change over time in response to
the critical discourse taking place within it.” (id., 129).

3. Public standards. This norm ensures that critical discourse is nonarbitrary; the
standards regulate discursive interaction, and as they are public, not just implicit,
they help both defenders of a certain claim and their critics to identify their points
of agreement and disagreement and structure the process in which problems are
handled. Longino adds that these standards are not static, but may themselves be
criticized and transformed.

4. Tempered equality of intellectual authority. The community must be character-
ized by equality of intellectual authority, a norm that warns that social, political,
and economic privilege and power ought not determine epistemic privilege and
power. This norm is meant to impose duties of inclusion.

Adding these norms to the set of methodological norms in science enables a
productive dialogue among the plurality of approaches and is conducive to:

— Criticizing background assumptions from a variety of perspectives, making the
assumptions of an approach visible; values and interests are not eliminated or
purified, but are addressed by more and different values and interests;

— Sharpening the investigative resources proper to each approach as a response
to challenge and criticism, refinement of methodologies, clarification of
concepts, ...;

— Explicating the limitations of each approach by the articulation of questions that
they are not designed to answer; the limited range of an approach’s concepts and
methods, by making their respective epistemic interests or values explicit, etc.;
rival approaches — depending on different concepts, methods, etc. — are shown to
have empirical successes as well, be it in relation to other questions or driven by
other interests and values;

— Providing a forum for capable contenders of the orthodoxies, the mainstream
approaches.

Moreover, the dialogue has no a priori commitment to monism or integration;
maintaining the possibility of alternative rules of data collection (including stan-
dards of relevance and precision), inference principles, epistemic interests, values
and aims of inquiry.

Longino’s account is one way in which the “genuine dialogue” might be framed
and plurality might be made as productive as possible. I hope future philosophical
research will focus more on this kind of approaches to plurality — be it to refine
Longino’s account or to develop fruitful alternatives that will help implement
pluralism.
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6 Conclusion

In this contribution, I, first, wanted to distinguish different versions of explanatory
pluralism that exist in the literature, as well as discuss some of the pros and
cons of these different versions. Explicating five different versions of pluralism
elaborates on Campaner’s distinction of two different versions of pluralism, one
being explanatory pluralist and the other, implicitly, explanatory reductionist.

Second, in my evaluation of the different versions of pluralism, I raised several
critical questions concerning Integrative Pluralism — a version of pluralism that
made its way into the literature on explanatory pluralism in psychiatry (cf. Kendler
2005). Interactive Pluralism was presented as an alternative understanding of
pluralism that does not have the problematic features Integrative Pluralism or
Isolationist Pluralism have.

Third, I pointed at some of the problems that plurality engenders in practice, both
in research and clinical practice, but also at the epistemic virtues of plurality. In
order to make plurality as virtuous as possible in practice and advance pluralism,
we should develop philosophical tools that help us with the implementation of
pluralism. I suggested that my question-based framework for explanatory pluralism
as well as Helen Longino’s social-epistemological procedures for interaction might
be interesting points of departure and show us a fertile future direction for
philosophy of science in its dealing with plurality.
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Shifting Attention from Theory to Practice
in Philosophy of Biology

C. Kenneth Waters

1 Introduction

Traditional approaches in philosophy of biology focus attention on biological
concepts, explanations, and theories, on evidential support and inter-theoretical
relations. Newer approaches shift attention from concepts to conceptual practices,
from theories to practices of theorizing, and from theoretical reduction to reductive
retooling. They point towards broadening the scope of philosophical attention
to investigation, and hence towards analyzing how the integration of practical
know-how, concrete knowledge, investigative strategies and theoretical knowledge
provides the basis for systematic investigation of the biological world. In this
article, I describe the shift from theory-focused to practice-centered philosophy of
science and explain how it is leading philosophers to abandon the fundamentalist
assumptions associated with traditional approaches in philosophy of science and to
embrace scientific pluralism.

This article comes in three parts, each illustrating the shift from theory-focused
to practice-centered epistemology. The first illustration concerns conceptual practice
in contemporary genetics. I show that geneticists have a flexible concept of the gene
that can partition a DNA molecule in a multiplicity of ways. Shifting philosophical
attention to conceptual practice reveals how biologists succeed in identifying and
manipulating causal strands within systems of bewildering complexity. The second
illustration concerns current theorizing about major evolutionary transitions (such as
the transition from unicellular to multicellular organisms). This illustration suggests
that shifting from the traditional assessment of different theoretical models (in an
attempt to identify and articulate the right one) to an analysis of how these models
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function in practice provides a more illuminating approach for philosophizing
about theoretical knowledge in evolutionary biology. The third illustration concerns
reductionism. I show how framing reductionism in terms of the reductive retooling
of practice, rather than in terms of theoretical or explanatory relations, offers a
more informative perspective for understanding why putting DNA at the center
of biological research has been incredibly productive throughout much of biology.
Each illustration begins by describing how traditional theory-focused philosophical
approaches are laden with fundamentalist assumptions and then proceeds to show
that shifting attention to practice undermines these assumptions and motivates a
philosophy of scientific pluralism.

2  From Concepts to Conceptual Practices

Traditional analyses of scientific concepts typically presuppose that the most basic
concepts of mature sciences designate the fundamental entities and processes of
the respective domains (Bird and Tobin 2012). This presupposition is connected
to the idea that parsing nature into its fundamental units is the conceptual basis
for comprehensively understanding any domain of nature. This philosophical
assumption is often reinforced by scientists’ own descriptions of their disciplines.
For example, geneticists writing textbooks and on-line glossaries have often written
that genes are the “fundamental units of heredity”. This implies that the concept
of the gene should designate fundamental units in nature, not merely the basic
units of a theory. The assumption that science should be based on concepts that
designate fundamental units in nature, which is generally shared by philosophers
who have examined the gene concept, is a point I contest. But I also argue that the
molecular gene concept, correctly understood, is a powerful concept that provides
the basis for a very sophisticated conceptual practice. While philosophers of biology
are largely skeptical about molecular gene concepts (e.g. Hull 1974; Burian 1986;
Kitcher 1992; Keller 2000), I am skeptical of the philosophical assumptions that
underwrite their skepticism.

The idea that the basic concepts of a science should designate fundamental units
in nature naturally leads biologists and philosophers of biology to pose the question,
“what is a gene?” What philosophers have found is that biologists do not have a
consistent, coherent, and general answer to this question. The most common answer
in the biological literature is that a gene is a segment of DNA that codes for a protein.
Sometimes this idea is expressed in terms of production: genes are the segments of
DNA that produce RNA molecules and RNA molecules are the entities that produce
polypeptides. Polypeptide production is important because proteins are comprised
of polypeptides, and proteins are very important molecules. They are the building
blocks of many biological structures and they play a critical role in the regulation of
many important biological processes. The alleged fundamentally of genes is often
summarized by the bold assertion that genes direct the development and functioning
of organisms by producing proteins. There are a number of problems with such bold
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assertions, but I will confine my critical attention here to the comparatively modest
premise that genes are segments of DNA that produce polypeptides.

Philosophers have criticized this common definition of gene for a number of
reasons. Some reasons concern the use of “code for” and “produce”. The use of
“code for” is especially problematic. Scientists sometimes build on the notion that
genes code for proteins by saying that the “information” for the protein is contained
in DNA. Although the term information is prevalent in molecular biology and
genomics, no one has worked out an account of information sufficient for these
sciences (Sarkar 1996; Griffiths 2001; Waters 2000, 2008b). Furthermore, loose talk
about information reinforces the pernicious idea that the information of an organism
is coded in its DNA.

The idea that genes are DNA segments that produce RNA molecules that produce
proteins is a more promising idea, but it has also been criticized by philosophers.
Sometimes this idea is criticized on the ground that the production of polypeptides
depends on many kinds of molecules, not just DNA and RNA (Oyama et al. 2001)."
And, of course, this Millian point is correct. Claiming that DNA is the cause of RNA
or protein production, when in fact many different molecules play causal roles in the
production of these molecules, is not philosophically defensible. Nevertheless, as I
argue elsewhere, DNA does play a distinctive causal role in the synthesis of RNA
and RNA plays a distinctive causal role in the syntheses of polypeptides (Waters
2007).

The distinctive roles of DNA and RNA can be explained briefly as follows.
Differences among linear sequences of nucleotides within different DNA seg-
ments (i.e. within different genes) largely determine differences among the linear
sequences of nucleotides within different RNA molecules. In turn, differences
among the linear sequences of nucleotides within different RNA molecules largely
determine differences among the linear sequences of amino acids within different
polypeptides.? So, we can reformulate the gene concept roughly as follows:

genes are segments of DNA that causally determine differences among linear sequences
within different polypeptides

I call this the classical molecular gene concept.

This concept of the gene largely escapes parity objections of the Millian variety
(because, roughly speaking, genes are the actual difference makers in RNA and
polypeptide synthesis while other molecules are not’). Nevertheless, the classical
molecular gene concept is susceptible to three other criticisms that philosophers
have offered against gene concepts: it seems vague, admits exceptions, and is
ambiguous. It seems vague because it is unclear where a gene begins and where

IThe idea that there is parity among genes and other elements takes several subtle forms in
philosophical discussions and I will not analyze them here.

2T say “largely” because often in Eukaryotes, differences in other molecules, including splicing
agents, also determine actual differences in polypeptides.

3See Waters (2007) for a detailed analysis.
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it ends. Are regulatory units that precede the so-called “coding region” part of the
gene or not? Are introns, the DNA segments that correspond to parts of mRNA
molecules spliced out before polypeptide synthesis, part of the gene or not? This
concept admits exceptions because many DNA segments determine linear sequences
in RNA molecules that do not determine linear sequences in polypeptides. For
example, rRNA and tRNA are not “transcribed” into polypeptides. So, genes for
rRNA and tRNA pose exceptions to this concept of the gene. Finally, the existence
of alternative splicing of mRNA gives rise to ambiguities because one DNA segment
contains a multiplicity of overlapping segments that determine linear sequences in a
set of different polypeptides that result from differential splicing of the same RNA
molecule.

What is a gene? Most philosophers weighing in on this issue have concluded that
trying to answer this question is hopeless. Evelyn Fox Keller (2000) suggests that
the term “gene” has outlived it usefulness. In apparent frustration, Philip Kitcher
(1992) concedes that a gene is anything a competent biologist wants to call a gene.
Much of the philosophical literature on this topic implies that the fundamental
units of genetics exist at smaller scales (e.g. promoters, enhancers, exons, and
introns) or at larger scales (e.g. the level of the gene of classical genetics). Other
philosophers have proposed novel gene concepts that seem to depart significantly
from conceptual practice. For example, one idea is that genes are processes rather
than entities (Griffiths and Neumann-Held 1999). But for the most part, philosophers
have decided that the science of today tells us that there is no such thing as a gene
at the molecular level.

What about biologists? What do they say when repeatedly pressed by philoso-
phers to answer the question, “What is a gene?”* In my own experience, after being
shown that their answers are vague, admit exceptions, or are ambiguous, biologists
typically shrug their shoulders. Many quickly concede that they do not know exactly
what a gene is. Reflective biologists add that trying to answer the question with the
kind of rigor that philosophers demand would be counterproductive. Progress in
genetics, they say, has depended and continues to depend on “muddling through”.
Science, they insist, would be stymied if geneticists were forced to agree on using a
clear and unambiguous concept of the gene.

When biologists say “science would be stymied” and that it is better to “muddle
through” they have shifted the topic from theory to practice. This suggests that what
philosophers should be analyzing are not fixed concepts, but conceptual practice. We
should be examining how geneticists are “muddling through”. After all, the practice

4A few biologists have written on this issue and drawn conclusions similar to those of philosophers
(e.g. see Portin 1993; Fogle 2000). Stotz et al. (2004) have put the question “what is a gene?”
to biologists through surveys, keeping track of how biologists in different groups (for example
different fields, of different ages, etc.) answer this question. They have explored how biologists
answer the question in the context of different kinds of examples. As I read the empirical results,
their study indicates that biologists are all over the place. But I have reservations about drawing
philosophical conclusions from such studies. See Waters (2004a, b) for a critique of using surveys
to analyze scientific concepts.
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of genetics has been and continues to be spectacularly successful. Philosophers
should analyze the reasoning that makes this practice succeed.

A careful analysis of how contemporary geneticists reason when they use the
term “gene” reveals that they use a multiplicity of concepts. Sometimes it is useful
to be vague, and in such contexts biologists invoke a blunt concept of the gene from
classical genetics, a concept I have called the classical gene concept (see Waters
1994b, pp. 165-174, for an analysis of this concept). But in other contexts it is
important to be precise. When precision is important biologists employ what I call
the molecular gene concept (Waters 1994b, 2000).

The molecular gene concept has placeholders. When the placeholders are filled,
the concept picks out a precise segment of DNA. So this concept is precise. But it
is also flexible because the placeholders can be filled out in a multiplicity of ways,
each of which will precisely pick out different segments of DNA. For example when
the placeholders are filled out in one way, the concept picks out DNA segments that
include introns, when it is filled out in certain other ways it picks out DNA segments
that do not include introns. The molecular gene concept is a “gene for”” concept and
can be articulated as follows:

a gene g for linear sequence / in product p synthesized in cellular context ¢ is a
potentially replicating nucleotide sequence, n, usually contained in DNA, that determines
the linear sequence / in product p at some stage of DNA expression

The referent of any gene, g, is a specific sequence of nucleotides. The exact sequence
to which a g refers depends how the placeholders [, p, and c are filled out. As Fig. 1
illustrates, this provides biologists with the conceptual means to pick out precisely
what DNA segments determine different linear sequences in different stages and
contexts of DNA expression.

The molecular gene concept is a remarkable conceptual tool. It gives biologists
the flexibility they need to identify precise causal threads within incredible com-
plexities of DNA expression. It does so by providing the basis for partitioning the
DNA molecule in a multiplicity of ways. There is not one, uniquely correct and
comprehensive way to divide DNA into genes. There are lots of ways to divide
DNA and the molecular gene concept provides the conceptual means for biologist
to do so.

The molecular concept of the gene does not divide DNA at its fundamental joints
because the molecule has no such joints. Hence, instead of asking “what is a gene?”,
with the presumption that genes are units in the uniquely correct partitioning® of
DNA, we should be asking “how should biologists conceive of genes and why?”°
Answering this question indicates that biologists should conceive of genes in a

ST am using the term partition in the set theoretical sense of a division into elements that do not
overlap.

5To be more precise, I believe we should be asking two questions: (1) “what concepts of the gene
are at work in successful biological practices?” (2) “what concepts of the gene help us understand
the success of biological investigations without inflating the knowledge that makes this success
possible?”
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Fig. 1 The molecular gene concept enables biologists to partition DNA in multiple ways. This
figure shows how DNA can be partitioned to specity the gene for the primary RNA transcript, and
the genes for polypeptides A, B, and C

multiplicity of ways. In some contexts, precision is not important or possible, and
biologists conceive of genes in much the same way as classical geneticists did. In
other contexts, precision is important. In these contexts biologists should employ the
molecular gene concept because it provides a flexible and precise way to identify
functional units and this enables biologists to slip and slide through the causal
complexities of the biological world.

3 From Theories to Theoretical Practices

Philosophers view scientific knowledge largely through the central theories and
explanations of science. Most work in the philosophy of particular sciences involves
analyzing, reconstructing, and extending theories and explanations, and examining
how these theories and explanations are or could be justified. The traditional
approach is to analyze the central theory of a discipline in order to reveal what
is essential for in-principle explanation of everything in the discipline’s domain.
This approach presupposes that the aim of scientific theorizing is to identify the
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fundamental relationships (usually presumed to be causal) that are universally
responsible for a domain of processes. Philosophical research is often motivated by
the assumption that there must be a single right way to formulate the fundamental
principles of a mature discipline. The right way to formulate the principles is the one
that provides the uniquely correct and comprehensive explanation of the discipline’s
domain. The traditional philosophical goal is to identify and articulate this single
right way.

This approach is well illustrated by work in philosophy of evolutionary biology,
which has largely centered on analyzing what philosophers take to be the intellectual
core of the scientific discipline: Darwin’s theory of natural selection, the theory
of population genetics, or more recently the theory of evolutionary genetics based
on Price’s equation. Philosophers have tried to formulate ideal versions of these
theories, and along the way have explored philosophical issues, and scientific ones
as well. Elliott’s Sober’s groundbreaking work, The Nature of Selection (1984),
did just that. Sober reconstructed what he took to be the core of evolutionary
biology, a theory of population genetics in which natural selection plays the key
role, used his reconstruction to frame and explore a number of philosophical issues
including ones concerning causation and evidence. He also employed his analysis
to address a controversial issue in evolutionary biology about the levels of selection.
The approach exemplified in Sober’s work continues to dominate philosophy of
evolutionary biology. Although philosophers’ interest in the levels of selection issue
waned as they took up other scientific controversies (such as ones concerning the
importance of natural selection and the connection between evolution and devel-
opment), philosophical research remains theory-focused. Furthermore, and this is a
point I wish to stress in this section, philosophers’ analyses of evolutionary theory
often continues to be framed by the fundamentalist ideal. Although philosophers
now disagree about whether the fundamental theory is (or should be) a theory of
population genetics, evolutionary genetics based on Price’s equation, or a theory that
fuses evolution and development, many remain passionately committed to the ideal
that there must be one best way to understand evolution, one right way of parsing the
causes that divides evolutionary processes into distinct and non-overlapping kinds.

Before proceeding, I should make it clear that I am describing the dominant
program of research in the philosophy of evolutionary biology. There are exceptions.
Some philosophers are analyzing evolutionary theory from pluralist perspectives
(e.g. Waters 1994a, 2005; Sterelny 1996) and some scientists are writing along
similar lines (e.g. Dieckmann and Doebeli 2005). Several philosophers, following
William Wimsatt’s lead (1976, 1980, 1987), have been theory-focused, but have
been analyzing practices of theorizing in evolutionary biology without necessarily
assuming fundamentalist ideals. In addition, philosophers are beginning to analyze
a greater swath of research approaches in evolutionary biology.” I should also
stress that there is no necessary connection between focusing on theory and

"For example, a symposium at the most recent Philosophy of Science Association meeting
examined experimental modeling in evolutionary biology (Waters et al. 2012).
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adopting fundamentalist ideals. Nevertheless, the dominant program of research
in the philosophy of evolutionary theory is not only to analyze the products of
theoretical practices, but also to analyze them from a monistic perspective with the
goal of identifying and articulating the uniquely correct and comprehensive basis
for parsing and explaining all evolutionary phenomena.® This is what I mean when
I use the term traditional theory-focused approach.

One scientific issue that has recently come to the forefront of philosophers’
attention concerns major evolutionary transitions, such as the transition from
prokaryotes to eukaryotes and the transition from unicellular organisms to mul-
ticellular organisms. How evolution proceeds through such transitions has drawn
increasing attention among evolutionary biologists over the past few decades.
A central theoretical idea is that these transitions involved groups of organisms
evolving into individuals. For example, biologists theorize that multicellular organ-
isms have evolved from groups of conspecific single-celled organisms. How did
this evolution proceed? Evolutionary biologists are pursuing a number of different
approaches to answer this question including experimental (e.g. Ratcliff et al. 2012),
historical/comparative (e.g. Herron and Michod 2007), informal theorizing (e.g.
Kirk 2005), and highly abstract mathematical theorizing (see below). Philosophical
attention, of course, has gravitated towards analyzing the most abstract theorizing
on this issue because this is the approach that presumably gets at the fundamentals.

Much of the abstract theorizing about the evolution of multicellularity centers
on the idea that cooperation among single-celled organisms in groups evolved
by natural selection until the groups exhibited the characteristics of multicellular
individuals. Theoretical biologists are employing abstract models of multilevel
selection to represent how this process proceeded. By happy coincidence (perhaps),
philosophers have already analyzed multilevel selection theory and reconstructed
two different kinds of multilevel selection (Mayo and Gilinsky 1987; Damuth and
Heisler 1988). These kinds or model-types have been called MLSI and MLS2 (multi-
level selection types 1 and 2). The fact that biologists equivocate between these
different models raises interesting philosophical questions for the fundamentalist
philosopher. What is multilevel selection, is it MLS1 or MLS2? Or maybe multilevel
selection comes in two forms? Perhaps some processes of multilevel selection take
one form, correctly modeled by MLS1, and other processes of multilevel selection
take the other form, correctly modeled by MLS2. But if this is the case, then there
must be a more fundamental theory that subsumes both model-types. What is this
theory? The philosopher (i.e. the fundamentalist philosopher) wants to know.

These questions have been taken up by Samir Okasha (2006), who has con-
cluded that MLS1 and MLS2 model-types identify different kinds of evolutionary

8Consider, for example, the two most recent books in philosophy of biology to win the Lakatos
Award, Okasha (2006) and Godfrey-Smith (2009). Both books adopt what I call a fundamentalist
perspective.
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processes, both of which are subsumed under Price’s equation.’ Okasha’s analysis
of biologists’ theorizing about how evolution proceeds through the transition to
multicellularity leads him to conclude that the transition involves successive pro-
cesses, and that one model-type (MLS1) accounts for early processes (or “stages”)
in the evolutionary transition and the other model-type (MLS2) accounts for later
processes (or “stages”). If we adopt the fundamentalist perspective of traditional
theory-focused philosophy of science, as Okasha does, we would assume that these
model-types represent distinct kinds of causal processes. On this view, for any
particular process of multi-level selection, either an MLS1 model or an MLS2
model, but not both, provides the correct causal account. We might say of one token
process, “this is MLS1” and of another “this is MLS2”. We would not, however, say
of one process that it is both MLS1 and MLS2.

This analysis, however, raises a difficult question. Given that the evolution
from unicellular organisms to multicellular individuals was continuous, how did
the evolutionary processes transition from being MLS1 to being MLS2? By leap,
or by gradual transition? Were intermediate stages both MLS1 and MLS2? The
strict fundamentalist has to say no. MLS1 and MLS2 are distinct kinds. Any
single process must belong to at most one of these kinds. Okasha suggests that
the evolutionary transition to multicellularity involved intermediate stages in which
MLS1 and MLS2 processes were separately occurring (Okasha 2006, p. 59) But he
offers no analysis of how this is possible, and no argument why this must be so. It
seems to be a conclusion reached on pure faith in the ideal that complex transitions
must neatly decompose into processes falling into distinct kinds for which there are
in-principle explanations grounded in fundamental principles.

There is another philosophical approach. If we center our attention on the practice
of theorizing (instead of trying to interpret, in fundamental terms, the theories that
emerge from that practice), what we observe is that evolutionary theorists employ
different model-types, and one model-type (MLS1) is better suited to describing
causation in the early stages of the evolution of multicellularity, and the other model-
type (MLS2) is better suited to describing causation in later stages. Perhaps the
middle stages are so messy that neither model-type can be used to describe the
causation cleanly. Perhaps, as in the case of molecular biology described in Sect. 1,
these evolutionary processes are so incredibly complex that there is no universally
applicable parsing of the causes. Why should we believe evolutionary processes
must fall neatly into distinctive kinds of processes, that each of these kinds of

®Okasha claims that “unlike most formal descriptions of the evolutionary process, it [Price’s
equation] rests on no contingent biological assumptions, so always holds true” (p. 19). He also
claims that the Price formalism “subsumes all more specific models as special cases” (p. 3). But
he contradicts this latter claim later in his book, and there is good reason to think that the kind of
toolbox theorizing I am advocating with respect to model types MLS1 and MLS2 applies at the
level of the Price equation and its formal rivals such as contextual analysis (see Waters 2010).
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processes can be fully represented by one model-type, and that the collection of
model-types explaining the different kinds of processes can be subsumed under a
single set of fundamental principles?

If evolutionary processes do not fall into distinctive kinds, then theorizing as if
they did, might be counterproductive in the same way as insisting upon a single rigid
concept of gene would be counter-productive in genetics. Theoretical evolutionary
biologists need to slip and slide through the complexities of evolutionary history
just as molecular biologists need to slip and slide through the complexities in
their domains of investigation. The philosophical task, I submit, is to analyze how
theoreticians succeed to make sense out of the complexities.

I began this section by describing the fundamentalist view embedded in the
traditional approach to analyzing scientific theories. Of course, philosophy, like
biology, is pluralistic and there is no necessary connection between focusing on
theoretical products and holding the fundamentalist view.'® For example, philoso-
phers of biology interested in systematics, which is an important part of evolutionary
biology, have developed accounts of natural kinds that are more suited to represent
the blurring and merging of kinds (e.g. Dupré 1981; Ereshefsky 1998). But it is
unclear how accounts, such as Boyd’s homeostatic cluster account of natural kinds
(1999), could be applied to processes. In any case, when philosophers analyze the
basic theories of evolution, the analyses typically presuppose old-fashioned ideas
about natural kinds of processes, fundamental principles, and universal in-principle
explanation.

It is appropriate to conclude this section by drawing an explicit contrast
between the perspective of theorizing presupposed by the traditional theory-focused
approach and the view that emerges from centering philosophical attention on the
practice of theorizing.

Fundamentalist view presupposed by the traditional analysis of theories: the aim of
scientific theorizing is to identify the fundamental causal relationships that are universally
responsible for a domain of processes. Achieving this aim entails articulating the funda-
mental theoretical concepts and causal principles that can provide a basis for constructing
models that decompose the causes of each and every process in the uniquely correct way.
Proponents of this view stress the idea that there is, of course, just one way the world
actually is, and the aim of theorizing is to describe, in a principled manner, the one way it
actually is.

Toolbox view!'! that emerges from centering philosophical attention on practices of
theorizing: one aim of scientific theorizing is to construct causal models that explain aspects
of the processes in a domain. Achieving this aim entails articulating a multiplicity of
theoretical concepts and causal principles that can be drawn upon to construct models that
might decompose the causes of different processes in different ways and the causes of some

107 thank Marc Ereshefsky for reminding me that theory-focused philosophers of biology have done
a good job critiquing the fundamentalist conception of natural kinds and that they have developed
promising alternatives for understanding kinds of entities.

Maxwell (manuscript), Cartwright et al. (1995), Cartwright (1999), Sudrez and Cartwright (2008)

and Wimsatt (2007) offer ideas about theorizing similar to the one I am advancing here and also
use the “toolbox” term and metaphor.
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processes in a multiplicity of ways. In cases of multiplicity, some concepts and models offer
the best account of some aspects of a given process, other concepts and models provide the
best account of other aspects.

The toolbox view does not deny that the world is one way. But it rejects the
assumption that there must be one best way to describe the world, and that this
one best way offers a principled, unified, and comprehensive basis for explaining
every aspect of the world. On the toolbox view, part of the work of philosophy
is to formulate ideal accounts of how scientists should theorize in such a world.
To achieve this, philosophers should analyze practices of scientific theorizing,
especially those involving complex phenomena such as evolution.

4 From Theory Reduction to Reductive Retooling
of Practices

Accounts of reductionism in philosophy of science focus on theoretical and explana-
tory relations. The basic idea, which was set out in canonical form by Ernest Nagel
(1961), is that the core principles of a reduced theory are derived (or explained)
by core principles of a reducing theory.!> Nagel combined this formal idea with
a historical one: scientists first establish a “higher-level” theory, and afterwards
reduce it by deriving its principles from a “lower-level” theory. The higher-level
theory is revised in the process of being reduced, and the revision provides more
accurate explanations and predictions over a greater range of phenomena. Hence,
theoretical reduction purportedly advances science towards integrated, monistic, and
comprehensive knowledge.

Kenneth Schaffner (1969) applied Nagel’s model to biology and claimed that the
theory of classical genetics was being reduced to a theory of molecular genetics.
Schaffner’s claim has been roundly rejected by philosophers of biology (Hull 1974;
Wimsatt 1976; Darden and Maul 1977; Hooker 1981; Kitcher 1984; Rosenberg
1985). Yet few critics would now deny that the discipline of genetics has in some
sense gone molecular and that the molecularization of genetics has led to a dramatic
transformation of much of biology. Questions about how the molecularization of
genetics transformed the biological sciences, however, have fallen through the
cracks of philosophical inquiry.

Critics of Schaffner’s account have typically abandoned reductionism, but not his
focus on theories and theoretical explanations. From the traditional theory-focused

12Some recent accounts of reduction frame reduction in different ways, but still with the emphasis
on theoretical and/or explanatory relations. For example, Hiittemann and Love (2011) couch it in
terms of explanations in which an outcome described at a higher level (explandum) is explained
by earlier states described at lower level(s). This article illustrates that focusing on the theories
and explanations does not necessarily presuppose fundamentalism, and that paying attention to
theoretical and explanatory practices undermines the fundamentalist ideals.
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perspective, the lack of impressive reductive explanations (or derivations) of the
central principles of classical genetics suggests that there is nothing more to say
about the reduction of genetics.'? But if we stop focusing exclusively on theoretical
developments and broaden our attention to the investigative practice of classical
genetics, an impressive reductive retooling of this practice becomes visible. The
reductive retooling of classical genetics is the source of the dramatic transformation
of much of biology into DNA-centered science.'* In many biological sciences, it
is the investigative strategies and procedures, not the explanations, that center on
DNA.

Traditional conceptions of theoretical reduction assume that the aim of science
is to provide a unified and comprehensive, theoretical explanation of the world, an
explanation based on fundamental principles (or laws). This view, as exemplified in
Nagel’s model of theoretical reduction, takes the structure of scientific knowledge
to resemble the structure of a layer cake. Each layer of science (physics, chemistry,
biochemistry, genetics, ...) searches for the principles that are essential for
explaining everything at the level of its domain. Reductionists claim that the
principles at higher levels of the cake are “reducible” to principles at lower levels.
In Nagel’s version of reductionism, this means that the principles at higher levels
are derivable from principles at lower levels. Antireductionists generally accept the
basic layer cake picture of scientific knowledge. But they disagree with reductionists
about how successive layers of the cake relate to one another. Antireductionists
argue that the principles essential for explaining domains of phenomena at higher
levels are not reducible to lower-level principles. '

Reductionists and antireductionists also share a common epistemic ideal about
knowledge within each layer of scientific knowledge.'® According to this ideal,
scientists seek to discover and establish the uniquely correct theory that provides an
in-principle explanation of everything in a domain. Investigation in mature sciences
is successful according to this ideal because the core theories get the fundamentals
basically correct and this provides the basis for explaining a greater range of
phenomena with increasing accuracy.

The theory-focused view of theoretical reductionism can be summarized as
follows. Reductionism contributes to the advance of a science by connecting
theories at higher levels, which have relatively narrow domains, to theories at lower
levels, whose domains are broader. In doing so, the reduced theories are improved

3Kitcher (1984) offers an alternative, theory-focused, non-reductive account of how molecular
genetics contributes to the science of genetics. But Hull (1974) implied that there was something
reductive happening in genetics, but that what was happening did not fit Nagel’s model.

“Many of the points in this section are developed in more detail in Waters (2008a).

15Not all reductionists accept the layer-cake image (e.g., Weber 2005), and some antireductionists
seem more interested in advancing holism than multileveled holism (e.g., various contributors to
Oyama et al. 2001). Nevertheless, many philosophers cling to the idea that biology is organized
into separate sciences, each of which is focused on a particular level of organization.

16This epistemology is generally presupposed even by reductionists and antireductionists who
reject the layer-cake image (e.g. Weber 2005; Oyama et al. 2001).
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upon and provide better bases for explaining a greater range of phenomena within
their domains. This view offers an account of why reduction is fruitful, the feature of
reduction which Nagel himself claimed was most important. Reduction is fruitful,
on this account, because it improves theory, and improving theory is what inquiry is
all about!

Practice-centered epistemology leads to a different account of why reductionism
is fruitful. The practice-centered view does not assume that science has any single
aim such as improving theory.!” Science is practiced by scientists with a multiplicity
of aims. Among the commonly shared aims are the quests to investigate, manipulate,
and explain phenomena. In mature sciences, such as classical genetics (by the
mid1920s), scientists have the means to investigate systematically a domain of
phenomena. But this is not necessarily because they have a core theory that provides
an in-principle explanation of everything in the domain. That is, the success of their
practice does not rest on a core theory that grasps the fundamentals.

The core theories of sciences like classical genetics, explain very little, even
in-principle, with respect to the domains being systematically investigated. But in
addition to core theories, scientists have concrete knowledge, procedural know-
how, and strategic approaches that enable them to investigate ranges of phenomena
that far outstrip the ranges of phenomena that their core theories can possibly
explain. What provides the bases for systematic investigation are not the core
theories by themselves, but the investigative matrices into which these theories are
assimilated.'®

In the case of classical genetics, the core theory was the transmission theory
of genetics. All it could explain, in-principle, was the transmission of phenotypic
differences from one generation to the next. But it played an important role in
the strategic approach that classical geneticists used to investigate a wide variety
of basic processes. Their approach, “the genetic approach”, was to (a) identify
naturally occurring or artificially produced mutants that exhibit a difference relevant
to some biological process of interest, (b) carry out genetic analyses of the mutants,
and (c) recombine the mutants to learn more about the process of interest. Theory
was integral to carrying out each of these steps, but doing so was also depended
on concrete knowledge, procedural know-how, and strategic approaches. What
is critical for understanding the power of genetics is what has been completely
overlooked in the uniformly theory-focused accounts of classical genetics contained
in the philosophical literature. Namely, the core strategy of the genetic approach:
classical geneticists sought to use mutations as tools to disrupt the processes they
wished to investigate, and in disrupting the processes they sought to learn about how
the processes worked.

"Debates in philosophy of science are sometimes framed as disagreements about “the aim” of
science. For example, van Fraassen (1980) characterizes his disagreement with scientific realists
as centering on the aim of science. I reject the idea that there is something called “science” that has
a single aim.

18See Waters (2004b) for an elaboration of this account.
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The basic strategy of learning about biological processes by disrupting them
wasn’t new. For centuries, physiologists investigated mechanisms, such as the
mammalian circulatory system, by interfering with its parts and observing what
happens when the processes are subsequently disrupted. In fact, amateur mechanics
use this investigative approach to investigate how machines work. What was new
to classical genetics was the idea that one could disrupt processes, such as sex
determination, by recombining genetic mutations.

The genetic approach had mixed success in classical genetics. It tended to be
most successful in the study of chromosomal mechanics. But the approach was
not confined to investigating chromosomal processes. It was also used to learn
about basic biological processes such as gene action, mutation, development, and
evolution. For example, mutants involving dosage effects and genetic mosaics were
often investigated in order to shed light on gene action or on broader issues of
development, such as sex determination. Generally, this research did not live up
to the promise of yielding important new knowledge about the basic processes
being investigated (at least in the short run). But as Robert Kohler (1994) observed,
even when experiments did not lead to new knowledge about the phenomena being
investigated (such as sex determination), they still yielded publishable information
about the existence and genetic location of new alleles. This helps explain why
the underlying investigative strategy that systematized research in classical has
subsequently disappeared from view, and why it appears from hindsight that the
point of the experimentation was to discover and map new genes.

The epistemology of scientific practice exemplified by classical genetics can be
summarized as follows. Investigative practice has two domains. One range, the
explanatory range of its core theory, is the domain of what can be explained, at
least in principle, by its core theory. The other, which I call the investigative reach,
is what can be systematically investigated and explained in piecemeal fashion by
employing the investigative matrix, which consists of an assimilation of core theory,
concrete knowledge, procedural know-how, and strategic approaches. Classical
genetics illustrates how the explanatory range of a core theory is much narrower
than the investigative reach of the investigative practice. The core theory in this
case, the transmission theory, could explain only the transmission of phenotypic
differences from one generation to the next. But the genetic approach drew
upon this theory, concrete knowledge, and procedural know-how in an effort to
systematically investigate a broad range of basic biological processes. If successful,
these efforts yield piecemeal explanations of parts and aspects of processes outside
the explanatory range of the core theory. In the case of classical genetics, however,
these efforts rarely yielded such explanations.

With this practice-centered understanding of classical genetics in place, we
can answer questions about what the molecularization of genetics consisted of,
how it turned genetics into such powerful science, and how genetics subsequently
transformed much of biology. In brief, molecularization of genetics consisted of a
retooling of investigative practice. When mutations were identified with physical
differences in DNA, they could be screened, isolated, moved, and tracked with
remarkable precision. Geneticists learned how to engineer new mutations. These
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procedural gains make it possible to deftly manipulate all kinds of biological
processes, and this has greatly enhanced the power of the genetic approach of
investigation. This power is being wielded by investigators throughout the biological
sciences. This is what has transformed biology.

A typical example of DNA-centered research in neuroscience illustrates how the
genetic approach systematizes research without being guided by a core theory (i.e.
without being guided by a theory that alleged offers an in-principle explanation of
the process being investigated). Among the processes investigated in neuroscience
is the formation of neurological systems during the development of individual
organisms. Investigation often takes the form of identifying the functional role of
various elements in particular processes or mechanisms of development.

For example, Bastiani, Jorgensen, and Hammarlund at the University of Utah
have investigated the establishment of neural connections between the ventral and
dorsal nerve chords in the nematode, C. elegans (Hammarlund et al. 2007)."°
Investigators had already discovered that a protein, B-spectrin, is located in the
growth cones of nerve cells that are growing from the ventral to dorsal nerve chords.
This discovery led to the hypothesis that 3-spectrin plays a functional role in the
growth of these neurons (as they are forming the connection between ventral and
dorsal nerve chords). But Bastiani, Jorgensen, and Hammarlund learned that the
role of B-spectrin is to protect the delicate neuronal structure that connects the nerve
chords from acute strains. That is, they learned, that 3-spectrin serves its role after
the connection is made, and apparently not before. They learned this by using the
genetic approach.

Bastiani, Jorgensen, and Hammarlund disrupted the developmental processes
they were investigating by manipulating genes. They made the processes visible
by inserting a gene for green fluorescent protein (GFP). Obviously this gene did not
play a role in the explanation of neuronal growth or maintenance. In the first stage
of their investigation, the researchers prevented B-spectrin from being synthesized
in experimental organisms by using a mutated version of the gene for B-spectrin.
They learned that the neurons developed normally, which suggested that the role of
B-spectrin is to prevent degeneration of the neuronal extensions, not facilitate their
growth.?°

In the next stage of experimentation, the investigators immobilized worms by
interfering with the expression of the gene for myosin. They observed that the
neurons of immobilized worms lacking -spectrin maintained their structure about
as well as worms with B-spectrin. These results were checked by manipulating a
fourth gene, twitchen, which did not immobilize the worms but did prevent them
from moving in ways that would exert acute strains on the relevant nerve cells

9As in the case of classical genetics (see Waters 2004b), investigators carry out their work on
model organisms that have been adapted for laboratory practice.

2Given the possibility of redundant pathways to the development of the neurons, the results did

not prove that B-spectrin has no role in the growth if these neuronal extensions, but the results did
show that the role was not essential.
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extensions. They observed that the neuronal connections in twitchen worms lacking
B-spectrin were maintained about as well as the neurons as worms with B-spectrin.
The combination of results indicated that the functional role of B-spectrin is to
protect neurons against acute strains.

Bastiani, Jorgensen, and Hammarlund’s explanation about the function of
B-spectrin is appropriately couched in terms of proteins and cytoskeletal structures,
not in terms of genes or DNA. These neuroscientists intervened on genes and DNA
expression to manipulate the processes they were investigating, but genes and DNA
were not part of the mechanistic explanation that emerged from their research. The
point worth emphasizing is that their research was not guided by an attempt to fill
out the details of a gene-centered theory. This example illustrates how investigation
can be systematized by the genetic approach, an investigative strategy, without
being guided by a comprehensive gene-centered theory about the phenomena to be
explained.

The difference between the conception of reduction that emerges by centering
attention on investigative practice instead of focusing on theory and explanation can
be summarized with three contrasts. First, whereas the theory-focused conception of
reduction holds that core principles of the reduced theory are derived (or explained)
by core principles of a reducing theory, the practice-centered conception holds that
elements of an investigative practice are associated with elements at smaller scales.
For example, in the retooling of genetics, mutations in genes on chromosomes
are associated with differences in linear sequences in DNA (see Weber 2005, pp.
157-169). Second, whereas focusing on theory assumes the power of reduction
must be an increase in explanatory power of a reduced theory, centering attention
on practice reveals that the power of reduction stems from an increase in the
power to manipulate and hence investigate a greater range of processes. Retooling
increased the power of genetics because it enabled biologists to manipulate and
track a wide range of processes by intervening on DNA. Third, embedded within the
theory-focused view of reduction is the assumption that the role of reduction is to
advance science towards an integrated, monistic, and comprehensive understanding
of the world. According to the practice-centered view, reductive retooling advances
science towards more powerful means of control and a fragmentary understanding
of a greater number of aspects and parts of the world.

5 Conclusion

Philosophy of science is, as Ian Hacking (1983) remarked, theory-biased. The
bias often involves not just focusing attention on theories and explanations, but
also on using an approach that presupposes a metaphysics and epistemology
of fundamentalism. Such bias leads to a distorted understanding of scientific
knowledge and practice, one that attributes the success of a mature science to its
core theory providing an in-principle, comprehensive explanation of everything in
the science’s domain.
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Theory-bias obscures the most remarkable feature of science: scientists’ ability
to manipulate, explain, and predict aspects of and parts of a world when they
lack the kind of understanding that many philosophers assume they must have (or
approximate) in order to be successful. What scientific success actually consists
of, how scientists achieve this success, and how we should interpret the results of
their success are what I take to be central questions for philosophy of science. The
best way to approach these questions is to broaden our attention to the practice
of science and to free ourselves from the fundamentalist assumptions that have
restricted traditional philosophical inquiry.
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Living Instruments and Theoretical
Terms: Xenografts as Measurements
in Cancer Research

Pierre-Luc Germain

1 Introduction

As T argue in the first part of this paper, so-called xenograft “models” of cancer
are often used not as models in the traditional, analogical sense, but as measuring
devices. This prompts the question of what it is that they measure, and of the
relationship they entertain with it. To investigate these issues, I compare two cases of
xenograft as measurements with the prototypical example of a measuring device: the
thermometer. I rely on the work by Hasok Chang on the history and epistemology
of thermometry (Chang 2004). Behind the apparent simplicity of thermometers
lies a daunting epistemological problem, which he labels “the problem of nomic
measurement”: in a nutshell, there are a variety of thermometers giving inconsistent
(not linearly correlated) readings, and we would need to know already what
temperature is in order to know which one gives the right reading. I highlight
some relevant similarities between his history of thermometry and the examples
I will present from cancer research. In both cases, instruments and theories have a
reciprocal stabilizing role: the instruments are at the same time means subordinated
to theoretical understanding, and theoretical terms are means of bridging different
instrumental and operational contexts. Finally, the comparison sheds some light on
a contemporary debate in cancer research.

In the first part of this paper, I present the instrumental role that organisms
sometimes play in biomedical research (Sect.2.1), and apply this concept to early
xenograft models of cancer (Sect. 2.2). I show how, in early xenograft experiments,
transplantability was taken as a signal for an abstract quantity. Ultimately, this
attempt at the mutual stabilization of operational and theoretical concepts failed.

P.-L. Germain (P<)

University of Milan and European Institute of Oncology (IEO), Campus IFOM-IEO,
Via Adamello 16, 20139 Milan, Italy

e-mail: pierre.germain@ieo.eu

M.C. Galavotti et al. (eds.), New Directions in the Philosophy of Science, The Philosophy 141
of Science in a European Perspective 5, DOI 10.1007/978-3-319-04382-1__10,
© Springer International Publishing Switzerland 2014


mailto:pierre.germain@ieo.eu

142 P.-L. Germain

However, this failure may be informative for a similar attempt in contemporary
cancer research. In order to better understand the epistemological issues involved,
I review how the analogous problem was solved in the case of thermometry
(Sect.3.1). I then present the more recent use of xenograft as measurements in
the Cancer Stem Cell Framework, and the specific problem of establishing an
operational definition (Sect.3.2). Finally, I show how some insights from the
thermometry example can be used to inform, and even take position on, some of
the issues relating to this problem (Sect. 3.3).

2 Living Instruments

2.1 The Roles of Laboratory Animals in Biomedical Research

Animals have long been used in biological research aimed at learning about human
biology, most often acting as “a surrogate for a human being” (ILAR and NRC 1998,
p. 10). It is this surrogacy that has warranted calling them “models”. However in the
life sciences there seems to have been a conflation between this intensional meaning
of the term and its coincidental extensional meaning, so that organisms often used
as models came to permanently bear that label. While they are indeed often used as
surrogates, this obscures a great variety of functions that organisms actually play in
research. For instance, organisms are often factories for materials, as was the case
in the first half of the twentieth century when stocks of viruses were kept and grown
in the lab by serial infection of host animals (e.g. rabbits). Nowadays, plasmids
are routinely used for DNA cloning, and labs around the world still rely on the
bleeding of mice (or rabbits, goats, etc.) for the production of antibodies. Calling
these animals “models” would be so far-fetched as to rob the notion of any meaning.

Organisms can therefore have a variety of roles in biomedical research, which
are not exhausted by the notion of model. The examples that I will discuss here
represent a particular such function, which is that of measuring/detection device
(which I will call the “instrumental” role for reasons of convenience).

What I mean by instrumental role can be illustrated with a simple example: the
Ascheim-Zondek (A-Z) test for pregnancy invented in the 1920s. In this test, mice
are injected with the urine of a female patient, and are dissected after 2 days. If the
injection caused small blood stains on the mouse’s ovarian follicles, then the patient
is pregnant (Zondek 1928). The mouse, here, is not used as a replica of the patient,
not least because the phenotype actually being used by the test — the blood stains —
are absent from the woman. Rather, it seems justified to talk of a measuring (or at
least detection) device, as the animal has the function of detecting a signal in order
to learn something about the woman. The mouse allows one to detect, in the input,
something that was otherwise unobservable.

One can distinguish several kinds of observational instruments, and in order to
talk of a measuring/detection device, there needs to be a kind of decoupling between



Living Instruments and Theoretical Terms 143

the observable output of the device (the signal) and what this allows us to infer in the
target system: not all that is observable in the readout of an instrument is actually
informative about the input. The fact that there is, for instance, an air bubble in
the column of mercury is known to be irrelevant to the temperature one wishes to
measure. Finally, the case of the A-Z test is not a measuring device in a strict sense,
for its output is binary — it is a detection device. A measuring device should at least
provide ordinal, if not quantitative, readouts. This implies that “measuring locates
the target in a theoretically constructed logical space” (van Fraassen 2008, p. 2), and
indeed I will be concerned here with this relationship between measuring devices
on the one hand, and the structure and reference points of this theoretical space on
the other.

Elsewhere (Germain forthcoming), I characterize the instrumental role of organ-
isms in detail, and argue for its relevance in contemporary research. Here, I would
like to pursue a slightly different goal, namely to push the analogy to a comparison
with the classical example of the thermometer, in order to study the relation between
these instruments and what it is that they should measure. Throughout this paper,
I will discuss cases of such “living instruments” which are strikingly similar to the
A-Z test, and yet still of high relevance in contemporary cancer research: xenografts
as measurements of tumorigenicity.

2.2 Xenograft Experiments in Early Cancer Research

Following the nomenclature of Snell (1964), a xenograft — or xenotransplantation —
is a case of tissue transplantation where the donor and recipient are of two
different species. From the end of the nineteenth to the middle of the twentieth
centuries, transplantation was of big interest to the scientific community, and
scientists attempted a disarraying diversity of transplant experiments. This was
especially common in the field of cancer, in an attempt to domesticate tumours to
the laboratory. Human tumours, if they were to be studied experimentally, needed
to be studied outside their host. Even in the case of animal tumours, scientists were
confronted with the simultaneous shortage of spontaneous tumours and inability to
sustain a tumour beyond the death of its host. Hence transplantation became (and
still is today, although for different reasons) among the most widespread ways of
studying cancer in a lab.

There is some disagreement as to the first author to be credited with successful
tumour transplantation. Claims go back at least to 1889—-1898 (Hanau 1889; Mayet
1902; Ewing 1919),! but were all strongly criticized — see for instance Hekzog
(1902), who instead credited the feat to Loeb (see also Loeb 1945). More recently, a

'As a matter of fact, Novinski (1876) showed even earlier the successful transplantation of the
canine venereal tumour. However, because it was believed that a virus was transmitted, rather than
the tumour itself, Novinsky’s work was never interpreted as transplantation. It was only established
recently that the tumour itself, and not some infectious agent, is transmitted (Murgia et al. 2006).
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historical review of chemotherapy attributes the “first transplantable tumor systems
in rodents” to Clowes in the early 1910s (DeVita and Chu 2008, p. 8643). The
contention seems to hinge on what is stable enough to constitute a “system”. Indeed,
an important reason for the disagreement is that for a long time, the criteria on which
to evaluate a successful graft were unclear (see Loeb 1945, Chap. 12). In general,
grafts lasted only for some time before resorbing under the pressure of the host’s
immune system (although, at that time, the explanation was that the foreign cells
lacked specific “foods” — it was not until Medawar’s work in the 1940s that the
immunological basis of rejection was firmly established). Therefore, a line had to be
drawn somewhere to distinguish cells that have successfully engrafted, albeit only
temporarily, and cells that are just “still there” from the injection. Some authors were
already discussing histological criteria, for instance vascularization, but for a long
time there was no established way to make the distinction. A related problem is that
the injection caused an injury to the recipient that had important risks of infections,
which (either because of the inflammation or of the death it brought) could easily
pass for cancer.

The systematic, large-scale work of Loeb (especially from 1901 to 1910) was
certainly of central importance in the establishment of transplantation systems
(Witkowski 1983), but the experiments were of limited success for a long time
(see for instance Funk 1915). The main improvement in this respect came from
the discovery that some locations in the host (the brain, the anterior chamber of the
eye, etc.) accepted grafts more readily. As grafts started to become more efficient,
and transplantation systems were tamed, the possibility appeared of using them as
tools for a variety of purposes.

The long established observation that only embryonic and cancer tissues were
transplantable across species (normal adult tissues “did not take”) lead to such
instrumental uses. Some scientists proposed that “transplantability constitute[s] a
biological test for cancer” (Greene 1948, p. 1364). Greene suggested that the “study
of the transplants allows a more precise classification than is warranted from the
morphologic features of the biopsy specimen” (ibid.). He was explicitly proposing
a diagnostic tool to replace what he considered to be a “coarse” and uninformed
judgement of pathologists.

Importantly, transplantation was not simply believed to be a useful signal: if it
was a good signal, it was because it was signaling something, and therefore giving
access to some invisible differences between cancer cells:

The fact that a biological quality as fundamental as the ability to grow in an alien species
differentiates morphologically identical tumors suggests that the tumors must also differ in
metabolic or biochemical constitution. It would seem important, therefore, to distinguish
tumors with respect to this property and to study the different groups formed rather than to
consider morphological similarity a proof of constitutional identity. (Greene 1952, p. 41)

The very idea of using transplantation as a test implied that transplantation made
visible a difference that was already in the tissues. More importantly, transplantabil-
ity was not understood as binary: degrees of transplantability could be obtained
either by resorting to statistics (the proportion of cases where the transplant was
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successful) or by assessing the pace, duration, and quality of the growth. Hence
more than a tool to detect malignancy, transplantation was a tool to measure it.
Arguably, this quantity was not numerical in a strong sense, but it was at least
ordinal: by 1952, Green had ranked over one hundred tumours on the basis of their
transplantability.

2.3 Inventing an Abstract Quantity

The key step I am interested in here is this invention of an abstract quantity to which
transplantation provided access. Some, following Loeb, took this abstract quantity
to be the “growth momentum”:

Clinically, the growth momentum of a tumor, i.e., the rate of enlargement, infiltration,
and metastasis, characterizes the degree of malignancy of a neoplasm. It has been shown
experimentally with animal tumors that growth momentum is likewise one of the most
important factors governing transplantability, particularly heterologous transplantability.
[...] Accordingly, the determination of heterologous transplantability of a tumor would
provide a measure of its growth momentum and, hence, the degree of malignancy. (Towbin
1951, p. 716)

To make the analogy plain, “growth momentum” was the unobservable value to
be measured (the equivalent of temperature), and the growth of the transplant was
the signal (the equivalent of the height of the mercury column). For some, trans-
plantability was a proxy to “growth momentum”, for others it was a measurement of
the “autonomy” of the tumours. In both cases, these abstract quantities were already
loaded with both conceptual content and experience. Indeed, the notion of autonomy
was already used to explain both developmental processes and carcinogenesis (see
for instance the work of Hugo Ribbert or John George Adami, where both are
explained as differential responses to “tissue tension”). Similarly, the notion of
“growth momentum’? was central to Leo Loeb’s biology (1945). Loeb himself was
using transplantation as a measuring procedure, although his approach was more
complex?® Importantly, in both cases the abstract notion was used to explain a variety
of phenomena, both natural and artificial, both normal and pathological.*

2The notion seems to come from demographics, where it became especially popular in the 1920s.
Should this have been Loeb’s inspiration, it would be yet another early example of what would
become very recurrent analogies between cancer and socio-economics: Bolshevik cells, anarchist
cells, etc. . ..

3Loeb considered his experiments to simultaneously measure different aspects of the phenomena
which he called “differentials” (Loeb 1945). Although I believe that the present discussion could
equally apply to his work, the presence of multiple quantities in the same reading makes the matter
less straightforward.

“4Because it took cancer and physiology as variations of the same causes, this approach was part of

what Michel Morange called “the Regulatory Vision of cancer”, in which “cancer was conceived
as a disease of development.” (Morange 1997, p. 6)
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Given the diversity of transplantation procedures (host species, site of
transplantation, assessment method, etc.), it should not come as a surprise that
scientists produced different, conflicting classifications. This prompts the question
of which transplantation system correctly tracks growth momentum (or the abstract
quantity of choice). Here, we meet what has been the core problem of classical
thermometry: without a direct access to temperature, how can one know which
thermometer gives the right temperature?

3 Measurement and Theoretical Terms

But these questions already make an important assumption. Why did there have to
be a single, true classification system — or, for that matter, a single, true temperature?
Chang’s “Ontological principle of single value”, which states that “a real physical
property can have no more than one definite value in a given situation” (Chang 2004,
p- 90), simply displaces the question to why scientists believed that temperature was
“a real physical property”. At least part of the answer has to do with the fact that
the notion of temperature already had an entrenched ancestry. It built upon both a
long philosophical tradition that had already pre-conceptualized the notions of heat
and “caloric”, and an immediate, daily-life experience of variations in temperature.’
Both of these loosely fitted the readings of thermometers, strongly suggesting that
all were related to a common quantity.

To some extent, similar arguments can be made in the case of malignancy. In
the quote from Towbin above, it is striking that the term “growth momentum” is
associated to a disarraying variety of phenomena which, obviously, could point in
different directions. But it was sufficient that they would align most of the time to
postulate a common cause — after all, most scientific laws are ceteris paribus.

Moreover, the clinical context of xenotransplantation experiments already pro-
vided a very concrete notion of malignancy: the clinical outcomes of patients
provided a grading of tumours. In a sense, therefore, the clinical could be understood
as the (de facto) unobservable to which the instruments are giving access. In
this context, transplantation experiments simply ought to approximate clinical out-
comes. Indeed, scientists tinkered their transplantation procedures to approximate
clinical knowledge.6 Nevertheless, as will become obvious in the next section,
scientists did not go all the way in this direction. Two important reasons can be

3As Chang writes: “human sensation serves as a prior standard for thermoscopes” (Chang 2004,
p.42)

5The test was used in some laboratories (Towbin 1951), but its sensitivity was criticized. Hence
in the decades that followed, different methods were shown to make the hosts more receptive,
including X-ray irradiation, cortisone treatment, and thymectomy, but the most important advance
was certainly the discovery, in the early 1960s, of the Nude mouse mutant. Aside from its famous
absence of hair, the nude mouse is characterized by its lack of a functional thymus and the
corresponding massive reduction in T cells. As a consequence, it is largely unable to mount an
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given for this. The first, supported by the passage from Greene quoted above,
is that they were not just after a predictive system, but an explanatory, or at
least exploratory one, enabling an investigation of the “mechanisms of autonomy”
(Greene 1951, p. 902). In this context, approximating the clinical outcome has the
value of highlighting departures from it, and therefore of stabilizing these departures
as objects of explanation.

A second reason is the lack of repeatability of what we might call the “clinical
measurements” of malignancy. Malignancy, understood as the ability for patho-
logical, neoplastic growth, is a relational property of cells. Indeed, cells can to
some extent become malignant just because of differences in the surrounding tissue
(Bhowmick and Neilson 2004). This means that although each human tumour
is associated to a medical history and clinical outcome, this history has many
determinants that are external to the cancer cells. These can be due to the exact
site and micro-environment of the tumour, the patients’s constitution or genetic
background, treatment history, etc., so that the correlation between the nature
of the cancer cells and the medical outcome is messily statistical rather than
deterministic. Nevertheless, experience strongly suggested that among the factors
of malignancy were differences that were intrinsic to the cancer cells: hence the
invention of abstract notions such as “growth momentum”. In the absence of an
independent mean to group tumours together (which transplantability was trying
to offer), this meant that in practice each clinical outcome was yet another poor
approximation of the tumour’s “intrinsic malignancy”. The invention of such an
intrinsic property, because it makes it transportable (transplantable), enables the
phenomena to simultaneously become a theoretical variable and an object of
experimental study.’

To study cancer in a mouse, moreover in the highly artificial context of the
laboratory, will never be the same as to study it in patients. However, the invention
of an abstract property to which the measurement procedure would give imperfect
access enabled the use of the mouse system to study the human system. In other
words, the abstract concept provided a bridge between different material systems, by
assuming that the material systems were simply two imperfect operationalizations
of the same thing.

An analogous issue is ubiquitous in Chang’s (2004) history of thermometry,
although the question is never explicitly addressed: why did scientists need an
abstract concept of temperature? Metallurgists were doing fine optimizing their
furnaces with their solid thermometers, and scientists were designing steam engines
on the basis of air thermometers. The only problem with purely operational concepts

immune rejection of the foreign tissues. In fact, even normal tissues successfully engrafted, but at
that time Greene’s idea of transplantability as a test of cancer was already forgotten.

7In fact, most of experimental biology is about furning context-sensitive features into capacities
or stable properties. Arguably, the stunning success of the strategies of decomposition and
localization in biology (Bechtel and Richardson 1993) is partly due to the fact that these strategies
simultaneously provide understanding of the phenomena and constitute it as an epistemic thing
(Rheinberger 1997).
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is that they are unable to afford semantic expansion, and therefore knowledge
gained, say, at the casual temperature range could not be easily transferred to very
high or very low temperatures. The concept of temperature, abstracted from any
operationalization, provided such a bridge.

3.1 Reaching a Thermometry Consensus

Hasok Chang’s history of thermometry (Chang 2004) describes the many strategies
with which scientists tried to stabilize the concept of temperature, many of which
have an analog in the context of xenografts. For instance, a substantial part of the
history of thermometry was aimed at establishing (or unsettling) “fixed points”:
the freezing point, melting point, boiling point, blood temperature, the first night
frost, etc., up to the temperature of the cellars of Paris’ Observatory (id., p. 10).
The same could be said of xenograft experiments: Greene, Towbin, Loeb and others
spent considerable efforts establishing fixed points. The most obvious is the inability
of healthy differentiated tissue to grow, but more interestingly a variety of clinical
characteristics (e.g. whether the tumour was metastatic) were believed, in clinical
experience, to correlate with the abstract quantity. Chang’s tale of how the fixity of
fixed points was challenged, until fixed points had to be manufactured, would find
many echoes here. But for the purpose of this paper, it is more useful to go to a later
episode of Chang’s history and briefly look at how the scientific community finally
settled on what is nowadays taken for granted: absolute temperature.

In the end, most of the conundrum was solved when Thomson (Lord Kelvin)
reasoned that the establishment of an absolute temperature required “a theoretical
relation expressing temperature in terms of other general concepts”, and relied on
“the little-known theory of heat engines by the army engineer Sadi Carnot (1796—
1832)” (id., p. 175).

As Thomson was attempting to reduce temperature to a better established theoretical

concept, the notion of mechanical effect (or, work) fitted the bill here. A theoretical relation

between heat and mechanical effect is precisely what was provided by a theory of heat
engines. (id., p. 175)

The first step was therefore to postulate an abstract temperature as defined by
its theoretical (and quantitative) relationship with another abstract term, “work”,
which was linked to operational concepts through mechanics. Interestingly, the
second step was then a “deliberate conflation” of this absolute temperature and of
the temperature given by any thermometer (air, mercury, etc.): physicists assumed
that the thermometers gave imperfect readings of this abstract quantity, and simply
substituted one for the other in their formula (id., p. 214). Obviously, the fit was
not perfect, but discrepancies allowed scientists to recalibrate their instruments,
and engage in successive steps of approximation and recalibration which Chang
characterized as “epistemic iteration”: “point-by-point justification of each and
every step is neither possible nor necessary, what matters is that each stage leads
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on to the next one with some improvement.” (id., p. 215). While such iterations
need not necessarily converge, when they do it vindicates both the instrument and
the theoretical construction.

It is interesting to note that the theory provided both the motivation and the
solution to the problem: scientists investigated thermometry to build a theory of
temperature, and yet is it the theory which solved the problems of thermometry.
There is no problem in this circularity: tools and theories that are rightly articulated
gradually stabilize each other. But it means that there is considerable freedom in the
starting point. Indeed, the theoretical relationship between work and temperature
was enabling a quantitative theory of heat and an explanation of thermometry,
therefore giving reasons to connect the different “operational temperatures”. But
at the same time, it provided ways of going from one thermometer to the other,
therefore undermining the need for “the right thermometer”.

3.2 Xenografts in the Cancer Stem Cell Framework

Nowadays, saying that a tissue grows because of its growth momentum is as
explanatory as saying that opium makes one sleep because of its “vertu dormitive”.
The situation was certainly different for scientists thinking within the theoretical
context of Loeb (1945). Hence the fact that the notion of the “growth momentum”
of cancer tissues did not catch on is most surely related to the demise of the
notion in developmental biology. In any case, both growth momentum or Greene’s
“autonomy” lacked tractable relationship with other notions, and this proved critical
for the establishment of a theory-instrument articulation.

From the 1960s on, and especially until the 1990s, cancer research was unified
around a different notion, dissociated from physiology: tumorigenicity. While the
concept of tumorigenicity would deserve a history of its own, it is an umbrella term
gathering so many heterogeneous meanings that its treatment would only distract
from the present discussion. Instead, I would like to discuss a more recent episode
of xenograft experiments. Because it bears a strong resemblance to the previous
example, its analysis can benefit from the previous discussion.

At the turn of 2000s, strong analogy between physiology and pathology resur-
faced in cancer research under the form of the Cancer Stem Cell (CSC) hypothesis.
I shall only briefly summarize the CSC model here — for a more detailed discussion,
see Blasimme et al. (2013), Visvader and Lindeman (2012), and Valent et al. (2012).
Its core hypothesis is that cancer progression is driven by a small subpopulation
of tumour cells with stem-cell-like properties. Like in normal tissues, only these
cells are capable of infinite replication, and they therefore fuel a hierarchical tissue
development. After the discovery that myeloid leukaemia followed such a model,
a whole research programme developed with the aim of identifying and isolating
such cells in other forms of cancer. The basic strategy is to divide the population
in subpopulations according to some markers (typically on the cell’s membrane,
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so that cells can be sorted through antibody-based methods), and assess whether
these subpopulations differed in terms of some measurement. Once more, mice
were recruited as measuring devices, and once more, a variety of transplantation
procedures resulted in conflicting measurements.

One of the best examples of this conflict is the controversy regarding melanoma
stem cells. In the field of melanoma research, scientists have proposed to speak
of melanoma-initiating cells (MIC) as an operational definition of CSC: MIC are
cells which, when serially transplanted into an immuno-deficient mouse, are able to
produce tumours recapitulating the heterogeneity of the original tumour. Strictly
speaking, scientists are most often not measuring whether the cells are able to
produce tumours, but to what extent, and therefore the injected cells are not said
to be all CSC, but to be enriched in CSC.

A few years ago, Schatton et al. (2008) identified a sub-population of cells,
ABCB5+ cells (cells expressing the ABCBS antigen at their surface) enriched in
what they claimed to be CSC. In order to test it against the operational definition of
MIC, they transplanted ABCB5- and ABCB5+ populations of cells from a human
tumour into NOD/SCID immunodeficient mice (“non-obese diabetic/severe com-
bined immunodeficiency”) and looked at the tumour progression. After 8 weeks,
hardly any tumour grew in the first case, and the majority steadily grew in the
second. In other words, only a small proportion of tumour cells, strongly enriched
in the ABCB5+ population, were able to initiate and sustain new tumours. They
published an enthusiastic letter to nature which was heavily cited, and for a time it
was proclaimed that CSC had been identified in melanoma.

Some months later, Morrison’s lab (Quintana et al. 2008) published a paper
attacking these claims. The most important for the present discussion is that they
tried the same experiments with an even more immunocompromised mouse (the
NOD/SCID I12rd-/- mouse) and obtained radically different results. Injecting single
cells, they found that one out of four was able to initiate palpable tumours, and trying
a wide range of markers, they were not able to correlate this with any signature.
They therefore concluded that there was no proof yet that the CSC model obtained
in melanoma, and that experiments seeking tumour-initiating cells should beware
of relevant differences between the tumour environment in the patient and in the
mouse host. The lesson, it seems, was that Schatton et al. (2008) had drawn a bad
conclusion that was due to the particular mouse model they used, which happened
to be unrepresentative of the human host. Quintana’s paper was (and still is) a big
success, being cited even more than the first, often as a methodological warning.
Nevertheless, given how “unnatural” the dramatically immunocompromised mice
are, there is still considerable debate as to which is the best (see for instance Civenni
etal. 2011).

The mice, and in fact the whole experimental system, again acted as an
instrument: they transformed an unobservable, yet causally relevant difference,
into a visible signal, thus revealing this difference. But what difference exactly?
Given the disagreements of two recipients, which signal faithfully informs us about
tumorigenicity or “CSC-ness”?
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The question becomes even more acute if we consider the rest of the story.
Slightly more than a year after Quintana’s paper, Schatton et al. (2010) published
a follow-up paper in Cancer Research, apparently moving the topic: “Modulation
of T-Cell Activation by Malignant Melanoma Initiating Cells”. Taking the discrep-
ancies between the two studies as a starting point, they addressed the question of
why the difference between the mouse strains — the absence or presence of the
interleukin-2 gamma receptor (I12rg) — made such a difference to the apparent role
of ABCB5+ cells. It turned out that ABCB5+ cells seem to block or reduce the
proliferation of immune cells and the production of interleukin-2, thus modulating
T-cell activity. Obviously, in a mouse which anyway lacks such an activity (and, as
a matter of fact, that completely lacks interleukin-2 gamma receptors), one expects
to find no difference between the subpopulations of cells. But in a mouse that has
such an activity, only cells that are able to disrupt this mechanism can proliferate
efficiently.

Assuming that ABCB5+ cells prove to also be more malignant in the case
in humans, one might argue that the first model (the least immunocompromised)
was a better model. However, Morrison’s group would probably point out that
this malignancy is not due to the tumorigenicity of the cells per se. But on what
ground can one exclude phenomena as part or not of such an abstract property?
On closer inspection, which instrument is the best depends on what it is that we
wish to measure — in this context, on the understanding one has of tumorigenicity or
CSC-ness.

Tumorigenicity is the capacity to form tumours and sustain growth, but in the
presence or in the absence of an immune pressure? One the one hand, human
tumours do not develop “in the void”: cancer patients are seldom so immunode-
ficient, and immune response is an important part of cancer development and of
variability in outcomes. A notion of tumorigenicity independent of this pressure
seems to be an idealization that lacks practical relevance. On the other hand, it
seems scientifically worthwhile to isolate the different components influencing
the malignancy of cancer cells, so that we might want to exclude the effects of
the immune system: tumorigenicity is one thing, evasion of immune surveillance
is another. The problem with this reasoning is that many other causally relevant
elements (many ways through which some cells might be more tumorigenic than
others) could also be excluded. Therefore, one can legitimately ask why excluding
this and not other causally relevant elements. The only reasoned answer one can
provide has to be linked to the adoption of a theoretical framework® — or what one
could call the “theoretical grounding” of operations or instruments.

8See also Griesemer (1992) for discussion of how the appropriateness of a tool is necessarily linked
to the adoption of a theoretical framework.
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3.3 CSC and Theoretical Grounding of Operations

In the first paper that I briefly described in the previous section, Quintana et al.
(2008) reduce the CSC model to tumorigenicity: “the cancer stem-cell model has
suggested that only small subpopulations of cancer cells have tumorigenic potential”
(Quintana et al. 2008, p. 593). There has been a general tendency, especially in the
field of melanoma, to avoid the abstract talk of CSC in favor of the operational talk
of melanoma-initiating cells — or cells that initiate melanoma when transplanted
into an immuno-deficient mouse. Likewise, participants of the 2011 Working
Conference on CSC have explicitly tried to split the conceptual and operational
meanings (Valent et al. 2012) in order to avoid a conflation of the two. However,
severing the connection between the two is equally problematic. An exclusive focus
on tumour-initiating potential would be like a focus on the height of the mercury
column: while it might be useful locally, it does not allow semantic extension. The
abstract concept does. The CSC framework can potentially mediate between the
material contexts. But this means that the problem of selecting the “right” xenograft
model can only be solved if one has at least a tentative theoretical understanding of
what the instrument should measure.

I believe the CSC framework can succeed where the notion of growth momentum
has failed precisely because its meaning has theoretical implications which are not
reducible to the operational definition of CSC. The seminal findings of Bonnet and
Dick (1997) was not that some leukemic cells were more tumorigenic than others,
but precisely that those were the cells possessing stem-cell like characteristics (“the
differentiative and proliferative capacities and the potential for self-renewal” Bonnet
and Dick 1997, p. 730). In doing so, it established a parallel between cancer and
normal development, suggesting that the physiological differentiation hierarchy
can shed light on the dynamics of cancer. In other words, it also poses additional
constraints as to the kind of measurements that ought to be linked to it. Schatton’s
findings of the modulation of T-cell activity by cancer cells may be extremely
relevant for an understanding of cancer, but it has no physiological counterpart and
is unrelated to the tissue hierarchy. As such, it is irrelevant to the identification of
CSC. It is not biologically or clinically irrelevant, but irrelevant to what it is that
the xenograft was supposed to measure. Insofar as the xenografts are used for the
identification of CSC, the question of the “right” assay can only be answered with
respect to the theoretical meaning of CSC: beyond its operationalizations and with
full attention to the theoretical relationships it entertains.

4 Conclusion

There are several differences between thermometry and xenografting, or between
thermodynamics and the CSC framework. The fact that physics is quantitative
is perhaps the most important one: ordinal measurements of growth momentum
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were not quantitative in the sense that they allowed no meaningful arithmetic
operation between measurement results. Nevertheless, as I have tried to show, there
are important similarities in the epistemological problems encountered, and the
comparison can yield insights into the current problem of the choice of xenograft
host. But I would now like to conclude with more general observations.

The comparison reveals that Chang’s notion of “epistemic iteration” is not
limited to quantitative cases. Instruments are often represented as sorting devices
from which emerge classifications of reality (see for instance Buchwald 1992). At
the same time, entertaining the full multiplicity of instruments (or procedures), and
hence of competing classifications, would be counter-productive. What I have tried
to highlight is that theoretical frameworks, however preliminary or vague they are,
are needed to restrict this plurality. The first step is to assume an identity between
an operational concept and a theoretical concept, and the importance of such
bootstrapping assumptions was also emphasized in other fields such as experimental
psychology (Sullivan 2008; Feest 2010). From that point on, the process is one of
gradual correction of both terms to resolve inconsistencies. In the case of xenograft
experiments, the use of increasingly immunodeficient mice, or of humanized mice
(Maugeri and Blasimme 2011), are gradual corrections of this kind. What I have
been trying to emphasize, however, is that a lack of convergence is not a failure
of the instrument: it is a failure of the whole articulation between instrument and
theory.

Until a theoretical framework has been shown to be satisfactory, there is neither
an epistemic ground nor even a reasonable motivation for operational monism. And
once the theoretical framework is complete, such as in the case of thermodynamics,
there is no more the need for operational monism — for the “true” temperature, since
the values of one thermometer can be converted to those of another. It is in between
these two moments that theoretical terms are the most productive. It is precisely
because they are operationally vague, but not as vague as to defy transposition
(we could say that they are operationally suggestive) that they allow mediation
between material contexts. Yet to avoid a trivializing flexibility, their meaning has
to be restricted through relations to other theoretical terms.
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Developmental Explanation

Veli-Pekka Parkkinen

1 Introduction

An explanation-seeking question “why does a system S exhibit a behavior B” is
ambiguous, which means that it can be answered in many ways. One can give an
etiological account that describes how the system’s interactions with its environment
triggered the behavior. Or one can describe the components that the system is
made of, to explain how the behavior is realized in the system. The latter is an
explanation by appeal to constitution. Whence etiological explanations describe
what triggered a behavior of a system, constitutive explanation tells how the system
is capable of exhibiting the behavior in question. Furthermore, when offered a
constitutive explanation of a capacity of a system in terms of its components and
their relations, one can ask for further information about how the system was
built or developed to have a certain constitution at a certain point in time. This
paper analyzes explanations of the last-mentioned type, where the explanandum is
provided by the changing constitution of a developmental system.

I will investigate the structure of such developmental explanations by using
a contrastive-counterfactual framework. This account takes explanations to be
tracking change-relating dependencies. Thus, explanation involves considering
hypothetical scenarios where some factors vary while others remain stable. Those
variables X that if changed in some background-conditions, would make a dif-
ference with respect to some other variables Y, provide the putative explanans
for the variables Y. To ground explanations, these dependencies should support
manipulations of the explanandum variables. In this view, explanations always
address a contrast: to provide an explanation is to show why it is the case that y,
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rather than y'. The explanans should point out factors that would need to be changed
in order to actualize the contrasts specified in the explanandum. I use this analysis
to identify similarities and differences in etiological, constitutive and developmental
explanations.

Explaining development involves showing how characteristics of later develop-
mental stages are produced as the manifestation of the system’s earlier develop-
mental capacities. This presupposes an account of how these capacities depend on
the properties of the system’s components at each stage. Explaining development
therefore involves addressing two types of explananda: etiological explanandum
about the manifestation of capacities, and constitutive explanandum about the
realization of those capacities. However, no explanation is complete in the sense
that it would describe every interdependent aspect of the developmental process at
once: actual explanations typically focus on a specific aspect of development.

The analysis of developmental explanation can be employed to make sense of
the problem of reductionism in developmental explanation. Alexander Rosenberg
(1997, 2006) has famously argued that developmental biology only became explana-
tory when the tools for uncovering the underlying molecular processes became
available, and that tracking the changes in the molecular composition of an organism
will eventually provide answers to all the questions there are about development.
This controversial claim has since been contested, but the specific target and scope
of the arguments is unclear, due to the fact that the content of the notion of
explanation is left to reader’s intuition.

I employ the contrastive-counterfactual framework to better understand in what
sense developmental biology is, and in what sense it is not, a reductionistic
project. Explicating the structure of developmental explanations removes ambiguity
about what kind of information is requested for when explaining aspects of
developmental phenomena. An actual explanation typically addresses one of the
possible explanatory tasks at a time. Some developmental explanations, such as
those in developmental psychology, focus on demonstrating how capacities of a
mature organism depend on the exercise of similar but limited capacities earlier in
development, without explicit reference to the underlying constitution of the system.
In comparison, developmental biology often focuses on explaining a specific
developmental capacity constitutively, such as in the canonized textbook examples
like Drosophila axis formation or the gastrulation of the sea urchin embryo, where
the capacity of an organism to undergo a specific structural change is shown to be
due to the properties and organization of relevant constituents of the system at a
specific point in development.

This might give the impression that the true explanatory power in develop-
mental biology lies exhaustively in describing the particular configuration of the
constituents of an organism at each stage. But the framework of developmental
explanation permits also asking questions about the origins of the components and
their organization. Answering these questions involves tracking factors that might
not be included in a description of changes of the actual molecular constitution of the
system over time. Laubichler and Wagner (2001) draw attention to questions of this
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type in their critique of Rosenberg’s reductionist position, and discuss specific cases
that ought to demonstrate that Rosenberg’s molecular reductionism is incapable
of handling certain legitimate explananda of developmental biology. I discuss two
types of cases presented by Wagner and Laubichler, namely the many-one and one-
many relations between molecular components and developmental outcomes, and
evaluate whether these cases are able to establish that there is more to developmental
biology than the description of molecular properties and interactions over time.

The structure of the paper is the following. First, I explain the basic ideas of a
contrastive-counterfactual theory of explanation and interventionism, and describe
how etiological and constitutive explanation can be understood in these terms. Then
I describe how explaining development fuses these two aspects, and characterize
the framework of developmental explanation. Finally, I evaluate whether molecular
reductionism can address the explananda that can arise in a developmental frame-
work, as exemplified in Laubichler and Wagner’s counterexamples to Rosenberg’s
view. The concluding chapter summarizes the main points.

2 Interventionist Theory of Explanation

Explanatory controversies often suffer from an ambiguity concerning the target of
the explanation. A way to clarify this is to think about explanations as answers to
contrastive questions, so as to make explicit the explanandum. In this view a request
for an explanation is of the form “Why P rather than Q?”, and an explanans should
provide information that allows one to formulate an answer “P rather than Q because
F rather than G” (Achinstein 1983; Garfinkel 1981; Schaffer 2005). This suggests
that the information needed for an explanation is about dependence-relations.

Not all dependence-relations support explanations. General criteria for what is
needed for a dependence-relation to be explanatory can be given with the help of
the idea of manipulability, and the technical notion of an intervention. This is the
starting point of the now widely adopted and discussed interventionist theory of
explanation due to James Woodward (2003). Woodward proposes his theory as an
account of specifically causal explanation, but here I use the resources of the theory
to investigate differences between different kinds of change-relating dependencies
in terms of what kind of manipulations they support, and what kind of contrastive
questions one can address given knowledge of these dependencies.

According to Woodward, “we are in a position to explain when we have
information that is relevant to manipulating, controlling, or changing nature, in an
‘in principle’ manner of manipulation.... We have at least the beginnings of an
explanation when we have identified factors or conditions such that manipulations
or changes in those factors or conditions will produce changes in the outcome being
explained.” (Woodward 2003, pp. 9-10)

More specifically, explanation consists in describing function-like dependencies
between relata that can be represented as values of variables. Explanation should
provide counterfactual information about the behavior of the explanandum variable
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by showing how hypothetical changes in the value of the explanans would relate to
changes in the value of the explanandum. Explanations thus create understanding
by answering what-if-things-had-been-different? questions about the explanandum
(Woodward 2003; Ylikoski and Kuorikoski 2010).

The hypothetical changes that Woodward considers as providing the counter-
factual content of explanation are interventions. Intervention is thought to be an
exogenous process that directly sets the value of the (or value of some of the)
explanans variable(s), while not directly affecting the explanandum variable in any
way. Any change in the explanandum variable that is associated with an intervention
must come via changing the explanans variable, i.e., the intervention must not
directly cause the change in the explanandum variable, or influence it via some other
route than through changing the explanans variables (Woodward 2003, pp. 98-99).
Explanations should be such that they can be used to predict what would happen to
the explanandum if interventions were to change the explanans. This relation ought
to be invariant to a certain degree, meaning that the functional dependency between
explanans and explanandum should hold for at least some values of the explanans
variables set by interventions. Since invariance admits degrees, explanations need
not mention any completely universal generalizations such as laws (Woodward
2003, pp. 249-251).

Explanations are contrastive in both the explanans and explanandum, claiming
that “Y =y, rather than y,,...,y,, because X =X, rather than x»,...,x,;”, where
possible values of X and Y form the relevant contrast classes for the explanans
and the explanandum. Contrastivity coupled with the idea of interventions provide
the criteria for explanatory relevance. When asking for an explanation for the
occurrence of y;, we do not ask to know why y; occurred simpliciter. Rather we
want to know why y; occurred instead of some other conceivable outcome. The
state of affairs that y; is then compared to actual or imagined situations where
some other states of affairs yj, .. .,y, hold. The task of an explanation is to pick out
the differences in these situations that correspond to variation in the explanandum.
Actual explanations are thus selective, that is, they should mention only the factors
that would vary corresponding to the intended contrast values of the explanandum
(Achinstein 1983; Garfinkel 1981; Woodward 2003).

These general features of explanatory relevance can now be used to characterize
causal and constitutive explanation, and developmental explanation as a combina-
tion of the two.

3 Etiological Explanation

One way to read an explanation-seeking question “Why does S exhibit behavior B?”
is to rephrase it as “What triggered S to B (at a time t)?”.

This requests for contrastive information of specific kind. Here S that exhibits B
is compared to a real or imagined similar system S’ that did not engage in B-ing at
time t, and the explanation consists of describing the factors that vary corresponding
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to this difference in the behavior of S compared to S’. Since S and the contrast
system S’ are taken to be similar, the variation that explains the difference in B-ing
must lie outside the system itself.

The explanatory factors should be more than mere correlates to the system’s
behavior in its environment; they should be such that when changed by interven-
tions, they would make a difference to whether S will exhibit B or not. An answer
therefore would state that S exhibits B rather than B’ because of some conditions or
factors C rather than C’, that support manipulations between B-ing and B’-ing. Note
that the explanandum here is the behavior B, so it is best understood as an event,
or a process, that takes time. The factors that explain the event or process should
be of a comparable metaphysical kind, i.e., they should be events that trigger S's
B-ing or start up the process. Thus it is natural to think of the dependence between
the explanans and the explanandum as causal; earlier events explain later ones, or
start-up conditions of a process explain its outcomes (Salmon 1984; Craver 2007,
pp- 73-75, Ylikoski 2013). Etiological explanations have such form: The causes of
S exhibiting B are located in the causal history of S (Salmon 1984; Craver 2007,
pp- 73-75). A typical explanandum is some behavior of a system that is made
understandable by referring to exposure to environmental factors that triggered that
behavior.

To detect etiological explanantia, one intervenes to change a putative cause,
and detects a change in the behavior of the system. In order to reveal explanatory
relations, the testing intervention must not directly change the explanandum, i.e.,
the intervention must be such a process that it changes a putative cause of S’s B-ing,
but does not directly change factors that make up S’s B-ing (Craver 2007, pp. 96-98,
Woodward 2003, pp. 98-99).

Underlying an etiological question is a question of how the is system capable
of exhibiting the explanandum behavior. For instance, let’s say that the behavior of
migrating birds is explained by the change in the period of daylight. An underlying
question asks how the birds are able to detect changes in daylight, how they navigate
on their journey, etc. The simple etiological explanation presupposes that there
is an answer to underlying questions of this kind. To illuminate an etiological
explanation, we can ask about the features of the system that enable it to interact
with its environment in the required way and give rise to the system’s ability to
exhibit the behavior given suitable triggering conditions. Answering these questions
creates additional understanding of the explanandum phenomenon by showing how
the effects of the etiological factors on the system behavior could be prevented or
modified by modifying parts of the system itself.

4 Constitutive Explanation

The question “Why does S exhibit B” can also be read as “How does S realize
B-ing?”
This is a question about the constitution of the system.
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The target of an explanation that addresses this question is a capacity of a
system. The explanandum is a description of what the system would do in such-
and-such a causal environment (Cummins 2000; Ylikoski 2013). The contrast in
the explanandum, then, is between causal possibilities: a behavior B that a system
S would exhibit in some environment is contrasted to behavior B’ that a real or
imagined comparison system S’ would exhibit in the same causal environment.
The task of an explanation is to pick out the differences in such situations that
correspond to the difference in whether a system would exhibit B or B’. Given
that the conditions external to the system are considered to be stable, the source of
variation must be within the system. Those factors within the system that, if varied,
would change what the system would do in a given causal environment are the ones
that belong to the explanans of a constitutive explanation.

In giving etiological explanations, we are trying to understand manifestations
of the capacities of a system by tracking changes in the system’s environment. By
contrast, constitutive explanation seeks to understand what in the system makes
it possible for it to respond to certain causal environments in certain ways. To
detect constitutive explanatory relevance, we can look for component behaviors that
coincide with the manifestation of the system’s capacities. These should be more
than mere correlates of system behavior in the behavior of components. Observing
that the behavior of a component undergoes a synchronous change when a capacity
is manifested is a way to detect candidate constitutive explanantia, just as observing
correlations between events in the environment and system-behavior is indicative
of possible etiological explanantia, but not sufficient for explanation. Component
properties that figure in the constitutive explanation should support manipulations
of the capacity in question. That is, manipulating the constituents of a capacity to
B should make a difference with respect to how the system would respond to the
causal conditions that normally trigger B (Craver 2007, pp. 139-141, pp. 145-147).

To detect constitutive relevance it is required to intervene to change a component
while exposing the system to conditions that usually trigger the capacity of interest,
and detect differences in how the capacity is displayed (Craver 2007, pp. 145-
147). The component properties and their organization that could be harnessed to
manipulate the display of a capacity in a fixed causal environment are the ones
that figure in a constitutive explanation. Analogous to the requirement that an
intervention on a putative etiological cause must not directly change the effect, an
intervention aimed at revealing constitutive dependence must not be such that it
involves varying any etiological causes that would directly change how the system
behaves. The environment must thus be held fixed.

For the purposes of the following discussion, certain parallels and differences
between etiological and constitutive explanation should be mentioned. Both expla-
nations track relations of dependence that support manipulations. Both types of
explanations provide understanding by facilitating contrastive inferences about the
explanandum. Both types of explanations involve information about what would
happen if some factors were to vary while others remain stable (Ylikoski 2013). In
etiological explanation, the explanatory request is about the conditions that trigger
the manifestation of capacities of a system: we have to consider a system that
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exhibits B in contrast to a system with a similar structure that does not exhibit
B. Constitutive explanation has us imagining what would happen to the system’s
abilities to exhibit B if some components of the system were changed. With respect
to explaining an instance of B-ing, the constitutive explanation contrasts a system S
that exhibits B in some circumstances to a different system S’ that does not exhibit
B in the same external circumstances, and identifies the factors that differ in the
system’s constitution as the explanans.

Constitutive explanations differ from etiological explanations in the metaphysical
characteristics of the relation supporting the explanation. Etiological explanations
trade on causation, which is typically associated with events or time-consuming
processes. Explanations are supposed to track this asymmetry of causes and effects
in time, and therefore explain distinct events with antecedent cause-events, or
outcomes of processes by their initial conditions. By contrast, constitution is a
relation between a system and its parts, which means that the relata are not distinct
entities nor separated in time (Ylikoski 2013).

These metaphysical differences amount to noteworthy differences in explanatory
relations. The relata of a causal dependence afford independent interventions — we
could intervene on a cause (effect) variable while holding fixed the effect (cause)
variable with another intervention — but things linked by constitution do not. Given
that it is conceivable that many different configurations of components might give
rise to the same capacity, some properties of components may be manipulated in
some ways without necessarily changing a capacity of a system. But manipulating a
capacity of a system is the same thing as changing some of its components, therefore
any change in a capacity must involve some change in components. This asymmetric
dependence can be captured in terms of supervenience of the system-properties from
its parts, though it should be noted that supervenience in itself is clearly not enough
for explanation.

Finally, we should notice that according to the characterization of explanation
endorsed here, causal explanations are not confined to any level of explanation, nor
do they automatically follow any particular direction in a hierarchy of levels, no mat-
ter how this is conceived. A putative causal relation can be investigated between any
factors that can be represented as causal variables in the sense that an intervention
can be defined with respect to them; the assignment of variables to different levels
doesn’t matter. Whether the required manipulability relation between the variables
actually holds either way is an empirical question. When it comes to constitution,
matters are different. Given supervenience between constituents and a constituted
whole, any change in the properties of a system necessarily involves a change in
its constituents. This means that for variables that represent properties of a system
and properties of its parts, it is impossible to define an intervention on a system-
variable with respect to the variable that represents the properties of the parts.
Changing a system is directly changing its constituents. Constitutive explanation
thus flows bottom-up by fiat, when one considers a level-hierarchy based on part-
whole relations. This also rules out some claims about downward causation, i.e.,
the idea of the determination of component-behavior by the same system that hosts
the component. An explanatory setting where a system explains its parts in this way
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is conceptually confused. There’s nothing wrong in saying that being a part of a
system has an effect on the behavior of an entity, but that effect is a result of being
in a causal environment formed by the other parts of the system, and should be
studied as such.

S Developmental Explanation

Given the view on explanation endorsed here, explanation is an investigation into
how hypothetical changes in the explanans would manifest as changes in the
explanandum, given some background-conditions that are taken to remain stable.
What is considered to vary and what isn’t depends on the intended contrast
in the explanation-seeking question. According to this analysis, etiological and
constitutive explanation differ with respect to the locus of variation in the coun-
terfactual situations that we are considering. Etiological explanation traces variation
in system-behavior to variations in the system’s external conditions when the con-
stitution of the system and its causal capacities are considered fixed. In comparison,
constitutive explanations explain those capacities, and traces hypothetical variation
in the capacities to variation in the system’s components when the environment is
considered fixed.

In addition to asking for information about etiology or constitution, one can ask
a third type of question with respect to a system exhibiting some behavior B: How
did a system acquire the capacity to B, i.e. how was it built or developed so that it
has a constitution that endows it with the capacity to B?

In a developmental process, there is no external agent responsible for the assem-
bly of the system. The explanation thus ought to account for how each consecutive
developmental stage is produced as a result of the system’s developmental capacities
in its earlier stages. This is a causal process: change the system’s developmental
capacities or their manifestation at one point in time, and the system will have
different characteristics in a later stage. But in contrast to etiological explanation,
in developmental explanation the explanantia are partly located within the system
itself.

One way to describe development is to identify a series of changes in the
causal capacities of a system over time (Ylikoski 2013). As causal capacities
constitutively depend on the system’s components and their organization, changes in
the components must underlie the changes in the capacities. The explanation ought
to show how the explanandum is a product of a causal process of changes in the
system’s constitution, whereby the constitution of the system at each stage endows
it with the required capacities to proceed to the next stage.

Since explaining development combines etiological and constitutive explanation,
it requires considering effects of variation in both the environment and the com-
ponents of the system. However, no explanation can at once make understandable
every aspect of a developing system. Instead, a meaningful request for explanation
concerns only some aspects of this process at a certain point in developmental time.
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Explaining developmental phenomena involves active choices of isolating one
aspect of the total process as the explanandum. This is nothing special, nor does it
render development beyond scientific understanding. Complex phenomena always
need to be addressed from many different vantage points that each make their
own simplifications (Wimsatt 2007). It does, however, invite the error of reifying
a specific choice of perspective as the one and only privileged point of view. This
will be discussed in the next chapter.

Ylikoski (2013) characterizes developmental explanations as involving causal
capacities both as explananda and explanantia. This seems to be true of some cases,
e.g., when language acquisition is modeled as a process of scaffolding the full
mastery of a language through the exercise of more limited language-abilities in
earlier stages of development. This would explain the end state of development
by showing how the acquisition of the mature language-capacities depend on
the right kind of environmental input and behavior of the system in the earlier
stages. However, the same is not true in many typical examples of contemporary
developmental biology explanations, which is what I want to consider here.

In actual explanations of developmental biology, the focus is usually to account
for some changes in the constitution of the system, and not directly in the new
capacities that the organism acquires through such changes. A textbook example
for a developmental biology explanation is the formation of a segmented body plan
in the Drosophila embryo. Here the primary objective is to understand how the
segment-boundaries are created and what in the undifferentiated zygote determines
its differentiated future geometry, not the new capacities that the segmented body
plan supports.

As a combination of etiological and causal explanation, developmental explana-
tion might give the impression of an ordinary mechanistic explanation: it describes
in detail a causal process by describing the components involved in it (Machamer
et al. 2000; Glennan 2002; Craver 2007). But this is not quite right. Mechanistic
explanations explain the behavior or output of a system in terms of the operation
of an underlying stable causal structure. By contrast, development involves changes
in the very causal structure that is invoked as the explanans, after which it seizes to
constitute the “mechanism for” that developmental step (McManus 2012).

The task of the explanation is to describe how it is possible for the organism to
undergo this change in its components. Biologists want to understand what in the
organism’s earlier stages made it possible for the novel structures to be formed.
This amounts to giving an account of the relevant constituents that endow the
organism with the capacity to produce the developmental change of interest. The
main target of the explanation, then, is often a capacity or a bundle of capacities that
the organism possesses at a certain point in development. Understanding a specific
developmental capacity always involves giving information of the constitutive kind.
Adding a developmental perspective to such an explanation means to think of
the components themselves as a causal product of the developing system’s earlier
capacities. Taking a developmental perspective, the contrast in the explanans of a
constitutive explanation can be taken as an explanandum in itself.
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To summarize, this is what I take it to mean to look at properties of a system from
a developmental perspective: an explanatory setting for investigating the capacities
of a system, where the existence of stable configuration of components is not taken
for granted as a pre-existing fact, but can be taken up as an explanandum of its own.

6 Reductionism and the Desiderata for Developmental
Explanations

Explaining biological development involves asking questions about how certain
capacities of an organism are realized, and how in turn these realizers are made
and configured in the developing system itself. Answering these kinds of questions
is the desideratum of developmental biology.

Alex Rosenberg has famously argued that explaining biological development
must involve an appeal to underlying molecular causes, and a molecular account suf-
fices to explain everything about development (Rosenberg 1997, 2006). Rosenberg’s
claims have since been contested (e.g. Frost-Arnold 2004; Keller 1999; Laubichler
and Wagner 2001; Soto et al. 2008) but the real purchase of the arguments on either
side is somewhat unclear, because the notion of explanation remains unspecified.
This situation can only be attenuated by giving an explicit characterization of the
structure of developmental explanation. I will now evaluate both of Rosenberg’s
claims, as well as a critique put forth by Laubichler and Wagner (2001), that hinges
on what the explanatory framework of developmental biology is taken to be.

Before proceeding, we should note that explanation as understood here does
not require a derivation of the explanandum from the explanans. To explain
something is to demonstrate a change-relating dependence that supports manip-
ulations. Therefore, to explain system-level outcomes from component properties
does not require that generalizations describing system-behavior be derivable from
generalizations describing component behavior, nor that the vocabulary that is used
to describe system-behavior be translatable into a vocabulary that describes the
components. Thus, I will refrain from discussing reduction in the sense that has
to do with deducibility and translatability between theories or vocabularies, since
these questions don’t matter to the question of whether a molecular account explains
something or not. The schism between the participants of the reductionism debate
is about whether or not a description of the particular molecular components that
realize a developing system always suffices for explanation — this turns into a
question of whether said details would always be the primary difference-makers for
various phenomena one can take as the explananda in the context of development.

Rosenberg claims that developmental biology became truly explanatory only
when a molecular characterization of the components that underlie biological
functions became available. Before this, putative explanations of developmental
biology were pseudo-explanations that merely reassert the phenomenon to be
understood by attributing developmental dispositions to parts of an organism, akin
to the way of “explaining” the sedative effect of opium by its “dormitive virtue”
(Rosenberg 2006, p. 58).
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Rosenberg illustrates this explanatory vacuity of early developmental biology
with the concept of an organizer, which Spemann and Mangold employed to make
sense of certain transplantation experiments. Grafting this region of a developing
newt embryo to a random site in another embryo induces the development of a
second embryo from that site. This region was then dubbed the organizer, due to its
manifest power to determine the site where the development starts (Rosenberg 2006,
pp- 58-59). However, knowledge of the organizer’s power to induce development is
hardly a good explanation of development, Rosenberg argues. To really understand
what the organizer does, one needs other type of information than merely the
knowledge that organizers induce development given a certain cellular environment.

To assess the explanatory merits of the organizer concept, we can ask if
knowing the causal powers of the organizer puts us in a position to (hypothetically)
manipulate aspects of the developing embryo. Using knowledge of the organizer,
it is possible to design manipulations that result in the development of a partial
embryo in an environment where it would not normally appear. One can therefore
explain, by reference to the position of the organizer, why this part rather than that
part of a homogeneous newt embryo began to develop into a differentiated embryo.
However, this leaves us in the dark with respect to what should be manipulated in
order to change any specific aspects of the embryos that develop from those sites.
The organizer fails to point out potential targets for intervention with respect to the
details of developmental processes.

The organizer-concept points to a developmental capacity — the capacity to create
differentiated structures according to certain geometry — and identifies a region
of the embryo that has a special role in how this capacity is achieved. Further
understanding of the developmental events related to the organizer requires more
detail about how this capacity is realized. We would need to know what exactly
would have to be changed in order to change this capacity. This explanation is a
constitutive one, the difference-makers for a capacity are some components that the
system is made of. Although the behavior of the organizer region reveals interesting
phenomena related to development, the concept has fairly limited explanatory
power with respect to the desiderata of developmental biology. A real request for
explanation here asks for a constitutive explanation of the capacity that is being
referred to, and such an account is a bottom-up explanation by appeal to the
constituents of the system.

But these kinds of constitution-questions are not the only ones that developmen-
tal biology asks. Laubichler and Wagner (2001) accuse Rosenberg of confusing the
explanatory agenda of developmental biology, and cite specific cases that show why
Rosenberg’s conception of it is severely impoverished.

Laubichler and Wagner’s general issue is with Rosenberg’s habit of using
the terms molecular developmental biology and developmental molecular biology
interchangeably, whereas for them, these terms refer to two different projects
with explanatory agendas of their own (Laubichler and Wagner 2001, pp. 56—
57). The former is in the business of studying developmental phenomena, and
employs the tools of molecular biology to this end. The latter project is in the
business of studying biologically interesting molecules that figure in developmental
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processes, and asks questions concerning these molecules and their interactions. In
the former, the explananda concerns any phenomena that can be addressed from a
developmental perspective. In the latter, the explanatory agenda is by default set
as whatever questions can be addressed by studying the properties of molecules.
According to Laubichler and Wagner, Rosenberg claims that his arguments bear
on the former project, but then really concerns only the explanatory aims of
the latter, thus securing his preferred conclusion of molecular reductionism a
priori. Laubichler and Wagner claim that the latter perspective is not sufficient for
understanding the role of molecular processes in answering properly developmental
questions.

As the key evidence from actual biological practice, Laubichler and Wagner
consider the phenomena often encountered in developmental biology, where the
same developmental outcome has many sufficient determinants, or the same com-
ponent is associated with many different developmental outcomes. Consider the
first, many-one relationship first. Genetic redundancy, for instance, might make it
impossible to assign explanatory responsibility over a developmental outcome to
any single dedicated molecular component (Laubichler and Wagner 2001, p. 60).
In the case of redundancy, a type of pre-emption situation obtains, where many
functionally similar genes could bring about a developmental outcome, but only
one is actually recruited to do so in the developmental process. Treating a single
gene as the molecular cause responsible for development would be a mistake, the
outcome would have occurred even if this gene were deleted. Another example
offered is the function of bicoid in the development of drosophila anterior-posterior
axis. Maternally transcribed bicoid RNA controls the formation of anterior-posterior
axis in drosophila, yet many other species in which bicoid does not exist have a
similar body-plan (Laubichler and Wagner 2001, pp. 65-66).

Clearly, if some developmental capacity of an organism is buffered against
mutation by genetic redundancy, then none of the redundant genes is individually a
difference-maker for the capacity. Given the difference-making analysis of explana-
tion, none of the individual genes alone therefore explain the outcome. But this is
not a problem for the reductionist. Redundancy is akin to causal overdetermination
in etiological explanation, where multiple causes simultaneously tend for the
same effect. The redundant genes are all components of the organism, and would
support manipulations of its developmental capacities when jointly manipulated.
The direction of explanation still flows from the molecular components up to the
system — knowledge of these genetic components is needed in order to manipulate
the developmental phenomenon they are associated with.

Similar story goes for the bicoid-case. Bicoid is part of a constitutive explanation
of a developmental capacity in drosophila, the capacity to form a body-plan
organized along the anterior-posterior axis. Observing that other species, too,
develop similar structures is observing the manifestation of a similar capacity in
structurally different systems. In each case, the explanation of this developmental
capacity amounts to showing how it is constituted. In other species than drosophila,
different types of components might explain a similar capacity. But in each case,
the explanation flows from the (molecular) components to the capacity of a system.
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The fact that the constitutive basis is different in different species is akin to the
fact that there can be varying etiological causes that lead to similar effects. It is of
course false to claim that bicoid is the unique cause of axis-formation in every case,
but given a little charity, this probably isn’t what Rosenberg is saying. Rosenberg is
right if his claim is merely that in every case of this type, the explanation requires a
bottom-up —account of how the organism possesses a capacity to form a body-plan.
Devising such explanations seems to be what Rosenberg’s developmental molecular
biology would be about.

But addressing the constitutive questions does not exhaust the explanatory
agenda of developmental biology. Recall that pure constitutive explanation starts
with a question of why a system possesses a capacity Z rather than Z’, and answers
this by reference to the system being made of components O rather than some
other components or different configuration of components O’. The components
invoked in the explanation, in turn, must come from somewhere, and must have been
organized by some causal process, and one can ask how this happened. To address
this question, one takes the contrast between O and O’ as an explanandum of its own.
This perspective is lacking from Rosenberg’s construal of developmental biology,
and this I take is what Wagner and Laubichler take issue with. Only by taking such a
developmental perspective it is possible to make sense of Wagner and Laubichler’s
other class of examples, that of a same molecular component leading to different
outcomes within the same organism.

Wagner and Laubichler mention various examples of this kind, but here it suffices
to discuss one to make the point. The molecular pathway involving genes wingless
and hedgehog and their protein products, and the enzyme zest-white 3 kinase “is
involved in the formation of segment boundaries in Drosophila, but also specifies
the proximodistal axis in the eye, leg, and wing imaginal disc” (Laubichler and
Wagner 2001, p. 63). That is, the same molecular structure is constitutive of different
developmental capacities in different situations.

Sameness of constitution resulting in different systemic outcomes seems like a
violation of supervenience. Since this cannot be the case, the change in the role of
wingless/hedgehog-pathway becomes an explandum to be addressed in itself. Here,
we have an explicitly contrastive question: why is the pathway associated with an
outcome Z in a developmental situation A, and outcome Z’ in a situation B? The
answer lies in the differences in the causal context of the pathway in these situations.
This context, in turn, consists of other components of the system, and changes over
the course of development.

In order to explain changes in the developmental role of the pathway, we must
invoke developmental capacities that manifest as changes in the system’s compo-
nents and their organization so that the causal context of the wingless/hedgehog-
pathway within the organism changes over time. If these capacities could have
resulted from other configurations of molecular components than what is actually
observed, then tracking the actual developmental changes in molecular detail might
not capture the relevant dependencies. Furthermore, since the full story would
include accounting for the manifestations of those capacities, the environment
cannot be excluded from the picture, since manifestations of capacities depend on
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the right kind of environmental input. Simply following the changes in the system’s
constituents wouldn’t therefore capture all the relevant difference-makers.

The web of dependencies between the constituents of a system and its devel-
opmental capacities, and their coupling with the relevant environmental factors
is what forms the reference frame that allows biologists to ask questions about
how the components of the organism together with environmental factors bear on
the outcomes of developmental processes. The more limited explanatory agenda
of Rosenberg’s developmental molecular biology can address only some of the
questions that can arise in such a framework.

7 Conclusions

In this paper I have characterized explanation as tracking change-relating depen-
dencies that afford manipulating the explanandum by intervening on the explanans.
This allows us to distinguish between etiological and constitutive explanation, and
to characterize the framework of developmental explanation that combines these
two. The difference between etiological and constitutive explanation was shown to
be about where the contrast in the explanatory request is located. These differences
correspond to differences in what the contrast in the explanans is about, and what
kind of interventions are appropriate to consider.

Etiological explanation involves considering what would happen to a behavior of
a system if external conditions were changed by interventions. Constitutive explana-
tion considers what would happen to the capacities of a system if interventions were
to change its components. Etiological explanation treats the constitution of a system
and its causal capacities as static while external conditions vary, while constitutive
explanation treats the causal environment of a system as static while the system’s
components and their organization are imagined to vary, while considering how the
variation would map to variation in the intended explanandum, respectively.

Developmental explanation is an amalgam of etiological and constitutive expla-
nation. It involves explaining the causal capacities of a system constitutively, as well
as explaining changes in the constitution of the system as the causal consequence of
the manifestation of the system’s capacities. Neither the system’s constitution, nor
the conditions external to the system can be treated as static within a framework of
developmental explanation. However, no actually tractable explanation can explain
every aspect of a system at once, therefore actual developmental explanations
address questions about specific aspects of the developmental process one at a time.

I have assessed Alex Rosenberg’s molecular reductionism about developmental
biology as well as a critique of this account due to Laubichler and Wagner using
the framework of developmental explanation presented. Rosenberg is partly right
about the explanatory status of dispositional notions like the organizer region.
The organizer and related notions do not point to targets for intervention that
would enable manipulating specific developmental capacities of an organism. If
such capacities are taken to be the target of explanation of developmental biology,
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then the organizer concept and similar concepts explain little. When the target
of explanation is a capacity, the explanans should point to the constituents that
make a difference with respect to that capacity. The organizer at best hints at
such an explanation. Typical explanations of contemporary developmental biology
target a specific capacity of an organism, such as the capacity of a fruit-fly to
develop a segmented body-plan. Such explanations are reductive in the sense that
the explanatory dependency runs bottom-up in a part-whole hierarchy. Laubichler
and Wagner’s example of many-one relations between molecular components and
developmental outcomes does not raise a problem for this kind of explanation; it
just means that the scientists must gather information from multiple experimental
interventions and combinations of interventions in order to come up with an
adequate picture of what components are relevant for the capacity in question.

However, pure constitutive explanations of system-capacities do not exhaust the
explanatory agenda of developmental biology. In the framework of developmental
explanation, stable configuration of components, that explains properties of a
system, is not taken to be a pre-existing fact. Rather, biologists ask questions about
the development of the components and their configuration itself. Laubichler and
Wagner’s other example is of this type: it is about explaining why the constitutive
role of some molecular structure changes within the system over time. Explaining
this requires reference to factors that are not captured simply by describing the
actual molecular components and their interactions over time. This is due to the
fact that many different configurations of components might give rise to the same
developmental capacities that are responsible for developmental change, as well as
the fact that the explanation involves reference to manifestations of developmental
capacities and to their environment.
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What Counts as Causation
in Physics and Biology?

Jan Faye

1 Introduction

The notion of causation has been with us for a long time. In this paper I argue that the
concept of causation has its origin in the biological evolution of higher organisms
and that the basic notion of causation is embodied due to our ancestors’ interaction
with their environment. So I hold that the sense of cause and effect came into the
world millions of years before human sapiens developed science and advanced
technology. It means that our predecessors primarily had an embodied sensibility
of causation based on one or more innate schemata, and only much later acquired
a conscious ability to make a reflective application of it. The reflective sense of
causation developed whenever human beings began to apply the innate schema of
causation to relations completely alienated from the human body. This might have
happened in connection with understanding natural powers or alleged supernatural
powers, seasonal changes, the movements of the planets, or if we look into the recent
history of humankind, in connection with scientifically described phenomena.

A naturalist philosophy has implications for a proper understanding of causation.
The notion of causation is a general concept that goes far beyond any particular
science. The concept stems from one or more innate schemata of comprehension
that are applied to whatever phenomena that fulfil some very common criteria.
These criteria are domain-independent in the sense that they do not depend on
the realization of a certain type of events. It does not make much sense to claim
that the concept of causation has only a physical meaning, since it also helps
us to understand other types of events such as particular biological phenomena,
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particular economical phenomena, particular cultural phenomena, etc. The concept
covers many different kinds of manifestation depending on the context in which it is
applied. The only requirement is that causes are that which makes a difference and
that this difference results in an effect.

Finally, I shall emphasise that causation should not be identified with explana-
tion. Causation is the ontological counterpart to causal explanation. Nevertheless, I
argue that it is our explanatory interests that determine what we consider causation
to be as long as what is explained fits some very loose criteria of “causation”.
Although these criteria are embedded in the innate schema of causation, they are
only partly due to the biological organisms’ interaction with their environment. The
criteria exist in humans as a combination of the organisms’ interactional behaviour
and their ability to abstract thinking.

2 Causation and Evolution

Studies show that birds and mammals possess an embodied sensibility of causation. !
We know that birds and mammals have a very sophisticated spatial sense.> Some
of them also seem to have a developed time sense.’ I take embodied cognition to
be whatever belief or understanding an individual organism has acquired through
involving its body in an information-gathering activity in its environment. The
embodied sense of causation produces a fairly robust grasp of causation that these
birds and mammals use in their thinking about the environment. Recent field studies
and controlled experiments have demonstrated that cows and ravens can foresee
what is going to happen in case they would behave in a certain way. They can act
according to certain expectations. They can plan and imagine possible outcomes
of their action, and whatever their purposes are they can realize the outcomes that
correspond to their actual purposes.

Just to give one example. It has been observed that a particular pair of ravens
had established a sophisticated hunting technique.* The male chased red crossbills
down an alley between two buildings while the female interrupted their flight so the
crossbills turned their direction and flew into a pane of glass in one of the buildings.
Because of the impact with the glass the crossbills would either die immediately
or fall to the ground unconsciously. In any case the ravens could then feed on their

ISee, for instance, Miller and Matute (1996).
2See Brown and Cook (2006) and its many references.

3Evidence supporting a time sense in higher animals can be found in Raby et al. (2007), Kalenscher
and Pennartz (2008), and Stephens (2008).

“This example is taken from Marzluff and Angell (2012, pp. 75-76). The book describes the
intensive research that has been conducted with ravens, crows and magpies and the astonishing
results.
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corpses. It should also be noticed that the hunting procedure of the ravens was not
accidental. It came about by planning and deliberation. During a summer this couple
was able to kill around 250 crossbills in this manner. Indeed there is an element of
learning, but learning just helps the individual to acquire knowledge about how to
carry out a particular causal task in the actual circumstances.

Analogous examples can be found among higher mammals. Lions chase their
prey by acting together, by coordinating their movement with whatever each
member of the group does with respect to the preys’ direction of escape. They are
able to foresee what will happen and adapt their behaviour accordingly and then
intercept the movement of their game. Monkeys and primates are likewise able to
plane in advance and act so that they reach their goals. Chimpanzees teaming up for
hunting monkeys have different causal role to play. There is the driver who chases
the monkeys ahead of him, there are the blockers who stop the monkey of escaping
to the sides, and finally there is the ambusher, the most experienced chimpanzee
hiding in the front. His task is to grab and kill one of the approaching monkeys. This
would indeed not be possible unless the chimpanzees did not have a fair grasp of the
causal processes in their environment. One should also notice that the chimpanzees’
role shifts depending on their hunting experience.

The story of evolution of these embodied capacities seems to be the following:
little by little, through variation, selection, and retention, reptiles’, birds’, and
mammals’ interaction with their environment developed an innate cognitive schema
of causation. These schemata are then instigated in each individual as bodily
acquired understanding via learning by doing. Experiencing their own actions of
bringing about events is the basic cognitive vehicle that helps them to come to terms
with the world. The presence of an innate causal schema gave organisms an ability
to acquire particular causal beliefs and make particular causal action. They could
not have purposes, intentionally making plans, and carry out successful behaviour
without having a concept of causation. Indeed, this holds for human beings as well.

3 The Inherited Criteria of Causation

What has been said so far indicates that higher animals can think about their
environment and the means of thinking are concepts. In my opinion many verte-
brates possess concepts even though they neither have any advanced language nor
have the capacity for self-reflection. I take a concept to be defined as the capacity
of distinguishing kinds from individuals. If an organism recognizes an object as
belonging to a particular sort, it seems fair to say that it has developed that particular
concept. Mastering concepts seem necessary for thinking “in terms of” causation,
for having causal thoughts.

Let me explain how. In the beginning, vertebrates had developed a behaviour
according to which they automatically interacted with the world without having
any form of understanding. Eventually organisms were selected according to their
capacity to make a behavioural distinction between actions that were rewarding and
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actions that were not. The next steps in the evolution seem to be the selection of
organisms that were able to reinforce rewarding actions by being able to classify
them and to orient them towards a goal. As Hume already observed, any causal
process is a series of contiguous events. In order to see the series of events as causal,
actions and goals have also to be regular; that is the same type of events has to
succeed the same type of events. This is exactly what we witness with respect to the
ravens. The same set of behaviours is brought about because this are expected to be
succeeded by the same set of events.

But this is not all. An analysis of the various steps in the ravens’ behaviour
reveals that their embodied conception of causation consists of more than a simple
“mirroring” of regular succession among types. Their causal schema mirrors the
following elements: (1) a specific type of action brings about a certain type of effect
in the proper circumstances, i.e., a specific type of action is effective only with
respect to a particular type of environment; (2) a certain type of action prevents a
certain type of effect to occur in the proper circumstances; and (3) certain types of
events have causal priority to other types of events. The ravens’ particular actions
were causally successful only in this particular type of context in which there was a
corridor between two buildings and one of them had a huge window pane at the end
of the corridor. The male’s chase of the crossbills produced the crossbills’ attempt to
escape down the alley towards the window, and the females’ blocking their escape
route made the crossbills turn left into the window pane instead of right into the free.
The action of the male and the female were not only necessary but jointly sufficient
for the killing the crossbills. The ravens had learned which events were causally
dependent on which. They had learned to bring about a wanted effect.

If these ravens did not possess such an advanced concept of causation, we could
not explain the ravens’ ability to act strategically by making plans according to their
intentions and carrying out these plans. They could foresee what was sufficient for
them to do in order to reach a certain goal. They could imagine the possibilities in
advanced and by action they could realize the possibilities they wanted to happen.

Indeed, an organism like a raven may sometimes experience an accidental series
of events which is not a causal series. So how did birds and mammals in the
first place learn to distinguish between accidental regularities and non-accidental
regularities? They had to understand causal matters by developing a mental capacity
of abstraction and construction.’ It was necessary for them to acquire the ability to
distinguish what in their environment is causally dependent of what, which seems
to require the development of a sense of modality. First an organism had to gain
the capacity of subtracting features, and then it had to obtain the ability of adding
features in order to reach a robust concept of causation. The way of abstraction
is carried out by cognitively removing those features of their behaviour and the

S discuss this issue further in Faye (2010).
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environment that tie them to the actual circumstances. Having acquired the ability
of subtracting features from actual actions and events, an organism got to the notion
of sorts, i.e. it was able to identify its actual action and its actual effect to be of a
similar type as previous actions and effects.

But still this is not enough for the organism to distinguish between accidental
and non-accidental regularities and thereby to know what is causally dependent on
what. In addition, the organism needed to gain the ability to add further features
to the actual events which would make a difference between them in possible but
not actualized situations. An organism must be able to remember situations where its
actions were successful in producing a wanted effect and compare them to situations
in which its actions were not successful. So in order to develop a useful concept of
causation, an organism had to be cognitively able to remove features of the earlier
circumstances, which were not causally relevant, and be able to imagine how the
circumstances have to be if it should be able to carry out similar actions in the future.
For an organism its action would appear non-accidentally related to an effect, i.e.,
causally related, if and only if it possesses information that its action in similar
circumstances could bring about the wanted effect and information that abstaining
from acting would not produce the wanted effect.

Concrete actions and individual events exist as such in space and time, actual
actions and actual events exist here and now, thus actions and events similar to the
actual ones exist at other spaces and times than here and now. However, causal
dependency implies more than mere actual succession and contiguity of action and
its outcome. Nobody can directly observe in any particular case what the modal
features attached to the embodied schema of causal dependency are. No organism
can experience that an action can bring about a certain effect before they occur. The
modal feature that a possible action could bring about a certain kind of effect in case
the circumstances appropriate is not empirically accessible in any immediate way. It
has been constructed by induction from what an organism remembers about similar
actions in other situations. The organism makes up the modal feature in virtue of
having experienced what happened in relevant but different circumstances in which
it controlled similar events or intervened in their succession. Thus, the abstracted
and constructed features as they were disclosed to animals through control and
manipulation with their environment became the modal features which we humans
identify with the understanding of causes, because even though the non-accidental
patterns were observed for past events, they are generalized to apply to any present
or future cases of causation under similar circumstances.

4 From Embodiment to Reflection

Causes are differences that make a difference. The embodied conception of
causation are functional. The criteria for an organism to think in causal terms
are functional criteria. A certain kind of bodily movements can act as causes of
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a certain kind of effects if, by carrying out an action of this kind in the proper
circumstances, the organism is usually successful in reaching such an effect as
its intended goal. There goes, as we just saw, a direct line from the functional
criteria of causation to a modal characterization of causation. It is by bodily
manipulation and intervention together with mental abstraction and construction
that organisms have formed a useful concept of causation. It is by the very same
criteria, which led the cognitive evolution to establish such an innate schema of
causation as a cognitive means of understanding, that we determine whether the
concept of causation applies to processes which are alienated to our bodily actions
or perceptually unobservable. Sometimes in the past — after our predecessors had
developed a reflective consciousness — the notion of causation already installed was
increasingly applied to other things than actions and our immediate environment. It
was extended to cover all kinds of things in order to gain understanding in form of
experiential coherence and predictability.

Thus, the reflective consciousness automatically wants to see happenings in the
world in causal terms because this form of comprehension is evolutionary induced
in our cognitive apparatus as one of the basic schemata of understanding. We cannot
but describe causation to a particular connection of events if we can ascertain that
the events satisfy the criteria of being causes and effects.

When people appeal to their causal intuitions it is, I think, this embodied
understanding of causation (grounded in an innate causal schema) they are hinting
at. But philosophical reflection and deliberation also add some features to our
conception of causation: consider once again the ravens’ hunt of the crossbills
but from our reflective perspective. The kind of action that a raven uses to bring
about a certain outcome is regarded by us as what necessitates the effect in the
circumstances, and the action whose existence does not depend on the outcome is
claimed to be necessary for the effect in the circumstances. Let us call an actual
set of actions for ¢ and the hitting-the window pane of a particular crossbill for
e. We take c to necessitate e in a strong sense according to which this particular
e had not occurred under the actual circumstances in case the ravens would have
abstained from doing c. This belief is due to our observation that under the similar
circumstances these ravens reached their goal whenever they performed a type of
action like c. But we also take ¢ to be necessary for e in the sense that if ¢ had
not occurred, then e would not have occurred in the actual circumstances. Indeed,
this is not something we can observe. It is a modal feature we have constructed
from observation of similar cases where an event of a similar kind like e did not
occur without an action of a similar kind like ¢ occurred. We could have shot the
ravens and no crossbill would have hit the pane of glass. It is these observations of
similar but numerically different cases that eventually have become embedded in
our reflective notion of causation as the modal features of an actual non-accidental
succession of events. Hence our readiness to ascribe counterfactual implication to
causal beliefs as part of our reflective understanding rises from our experience with
similar types of events other than the actual events under consideration.
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5 Causation in Physics

There would have been no science without a reflective consciousness and an
advanced language for communication. Understanding nature by science builds
nonetheless on our biologically inherited notion of causation. Therefore there is no
particular way in which either causes or causal processes are constituted in science.
Causal relations do not have some specific nature. What counts as a cause or a causal
process depends on the vocabulary of the particular science and the phenomena we
want to study. As long as a certain set of phenomena obeys a relationship that can be
determined by our inherited criteria of causation it counts as a causal relationship.
At the same time it must be granted that science has developed advanced methods
of finding causal relations which involve statistics and probability measures.

In physics we find several candidates for being a causal process. Four different
suggestions are usually put forward: (1) the causal link can be identified with the
transference of (positive) energy; (2) it can be identified with the conservation
of physical quantities like charge and linear or angular momentum; (3) it can be
identified with the interaction of forces; or (4) it can be identified with microscopic
interaction in the framework of quantum field theory. Even though I have defended
(1) in the attempt to understand backwards causation (Faye 1989), I still hold that
none of these four identifications can be said to characterize the true nature of
causation in physics (Faye 1994). Which one is basically more to the point than the
others cannot be determined independently of the context in which the discussion
takes place. Moreover, the four suggestions do not even exhaust the possible kinds
of causation in physics. Rather they blur a distinction between causes and causal
processes which in many contexts makes sense. A cause may initiate or trigger a
causal process but it is not in itself a part of the process it starts. Again an effect is
an interacting cause that acts as the determinator of the process.

Hence I want to suggest the following distinction between causes and causal
processes. Causes are always seen with respect to a system and its surroundings;
they appear each time a system affects its environment (another system) or the
environment affects the system, whereas causal processes are those activities that
uphold the existence of a given system. Causes give rise to causal laws if they
always occur under regular circumstances, whereas causal processes give rise
to causal mechanism if they occur under regular circumstances. I think such a
distinction by and large reflects the implicit use we make of these terms.

The following example from quantum mechanics illustrates my claim. When an
electron, say, in a hydrogen atom is in an excited state there is a non-vanishing
probability that it will transit from a higher energy level to a lower one within a very
short interval. While transitioning the electron emits a photon whose wavelength
depends on the difference between the two energy levels. It starts a process. So it
seems reasonable to say that it is the transition of the electron that causes the atom
to emit a photon with a specific frequency. But none of the four proposals describe
the actual transition and therefore the actual cause. Yet, it is still a causal law that
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electrons “jumping” from a higher to a lower state emit photons and that they have
a definite wavelength depending on the principal quantum numbers.

Another example is taken from classical mechanics. The moon moves around the
earth, and according to Newton’s theory of gravitation this is due to the gravitational
force of the earth. Without the presence of the gravitational force the moon would
move in a straight line. Thus in this context it makes sense to say that the gravitation
of the earth causes the moon to move around the earth because it is the gravitational
force that makes a difference. It is the total mass of the earth that has the ability
to move the moon around in elliptic circles, and it is the moon that would move
uniformly in a straight line if it was not been attracted by the mass of the earth. Now
it is, I think, questionable to reduce the mechanical description of the movement of
the moon to a process of interaction. Processes may change over time but changes
are what causes do. Try to think of an attempt to understand the movement of the
moon in terms of microscopic interaction. This form of interaction consists in the
exchange of so-called intermediary particles among other fundamental particles.
The four basic forms of interaction are gravitational, electromagnetic, the weak
and the strong interaction. The intermediary particle of the gravitational force is
suggested to be the massless graviton. If this hypothesis is true — the graviton has
yet to be discovered — it means of course that the gravitation of the earth could not
cause the movement of the moon unless the fundamental particles that make up the
earth and the moon exchange gravitons. But it is not easy to see how the exchange
of gravitons could make a difference. The exchange of gravitons is a process which
does not change anything as long as it continues to take place. And if the exchange of
gravitons changes its exchange rate there must be something external which causes
the changes.

What the two examples have in common is very minimal. Transition in an atom
and gravitational force are different kind of things. But they count as causes because
they both make a difference. Thus, I agree with Nancy Cartwright (1999) when she
claims in The Dappled World: “there is a great variety of different kinds of causes
and that even causes of the same kind can operate in different ways.” (p. 104);
and she, as well as I, have learned from Elisabeth Anscombe (1971) that “the
word ‘cause’ itself is highly general ... I mean: the word ‘cause’ can be added
to a language in which are already represented many causal concepts” (p. 68). The
problem is not that various philosophical accounts of causation do not add up in their
own right but that there exists a hegemonic tendency among supporters of extending
particular theories of causation to all phenomena. However, I am a bit more hesitant
when Cartwright (2002) in a later paper maintains that

The problem is not that there are no such things as causal laws; the world is rife with
them. The problem is rather that there is no single thing of much detail that they all have
in common, something they share that makes them all causal laws. These investigations
support a two-fold conclusion 1) There is a variety of different kinds of causal laws that
operate in a variety of different ways and a variety of different kinds of causal questions
that we can ask; 2) Each of these can have its own characteristic markers; but there are no
interesting features that they all share in common.



What Counts as Causation in Physics and Biology? 181

I have no problems with the first part of the first part of the quotation, and I also
agree with conclusion (1). The conclusion (2) and the second part of the first part
are those claims about which I am more uncertain. The above examples show that
our understanding of causal laws has some functional features in common. Perhaps
not many — but still enough to protect the use of causal terms from being accidental.
Both the transition of an electron and the gravitational force of the earth have in
common that they bring about changes, and their discovery helps us to at least
understand nature. The use of causal terms obeys certain minimal criteria which
imply that we are ready to commit ourselves to a discourse of counterfactuals.
Materially, causal laws may be very different kinds, but functionally they are very
alike.

6 Causation in Biology

Unsurprisingly, what counts as causation in biology also varies with context. What
kind of analysis biologists find explanatory depends on epistemic and pragmatic
considerations. The scientist chooses the form of explanation depending on her
research interests and then finds the causal relationship that corresponds to these
interests, i.e., she finds the relationship among the phenomena she wants to study
that fulfills the criteria of causation and serves her research interests. These interests
may concern generic, evolutionary, physiological, neural or behavioral factors. For
some analyses the level of genes will indeed tell us many things about the causes that
some scientists are interested in. But this does not imply that an analysis on this level
alone would be sufficient for understanding more complex causal relations. Other
scientists believe that organisms are complex self-organizing systems that can be
attributed “agency”, functional part-whole relations, historicity, etc. These scientists
argue, correctly I believe, that much about organisms and their environment has to be
understood on this level. Such an approach indicates an organismic or mereological
point of view. I agree with Dupré that on the ontological level methodological
reductionism does not stand strong (Dupré 2007). It is merely one out of many
fruitful approaches but not “the only game in town”. So let us dig a bit deeper and
illustrate the last claim with some examples.

In recent years debates about explanation and causation in biology have been
related to questions regarding descriptions of mechanisms as the prototype of
modern biological explanations. The so-called New Mechanistic Philosophy is
a reformulation of biological explanations in terms of mechanisms, but without
the reductionist tendencies associated with earlier accounts of mechanism. An
important contribution is the MDC model which was formulated by Machamer et al.
(2000). Their central suggestion is:

Mechanisms are entities and activities organized such that they are productive of regular
changes from start or set-up to finish or termination conditions (p. 3).



182 J. Faye

According to the MDC-model, entities and activities are interdependent; thus, the
model does not focus only on properties of entities nor only on activities and
processes. Causation is a result of entities carrying out their activities. This char-
acterization of causation in biology stands in stark contrast to earlier formulations
in terms of causal laws. One such formulation is due to Glennan who in an earlier
work defined a mechanism as “a complex system which produces that behavior
by virtue of the interaction of a number of parts according to direct causal laws”
(Glennan 1996). But Machamer, Darden and Craver point out that one rarely finds
such “direct causal laws” in biology, and even when generalizations are stated, the
intelligibility of mechanisms is not directly reducible to their regularity but involves
higher-level productive activities in inter-level explanatory models (Machamer et al.
2000, pp. 21-22).

Nobody would deny that the MDC-model provides some rewarding insights into
causation in biology but it is doubtful whether it can cover all forms of causation
from genes to organelles to cells to tissues to organs to whole organisms. The
problem is at least twofold: Are there always definite entities involved whenever
biologists point to a cause of a specific effect? Are the activities always of a kind
that can be accounted for by inter-level descriptions?

Concerning the first question, Dupré (2007) for one, has argued that many
biological entities such as genes are not stable enough to carry a mechanism. On the
ontological level, genes do not exist as persistent material entities. A given protein
cannot be equated with a fixed part of a DNA-sequence, and therefore genes are
now in many contexts functionally rather than structurally defined. The difficulties
of establishing clear identity criteria of entities challenge a view of causation that
focuses, even only partly, on properties of entities. Furthermore, finding the causally
relevant entities that can be said to carry out activities also turns out to more
complicated than previously thought.

Just as important, I think, is the fact that the MDC-model does not clearly
distinguish between causes and causal processes. On the explanatory level the
distinction between causes and causal processes (mechanisms) seems relevant.
An appeal to a cause often constitutes the appropriate respond to possible why-
questions, whereas a reference to a causal process does not answer any particular
why-question but rather a series of possible how-questions. From a conceptual
and ontological point of view the distinction also allows us to introduce other
explanatory approaches. Hans Reichenbach talked about processes, like a beam of
light, as a series of genidentical events that are supported by the same objects that do
not change their properties over time. In contrast, the MDC-model sees the process
as being “productive of regular changes”, and I take this to mean that these changes
are not merely spatial replacements. But this conception implies that there is no
room for a clear distinction between a process and a cause that changes the process.
One way to state a difference is to say that a cause is always external to the process; it
belongs to the environment of the process so that any change of a particular process
(apart from its spatial replacement) is caused by some factors external to the process
itself. Indeed such a clear distinction is sometimes important as when we want to
understand the causal interaction, say, between an organism and its environment as
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in evolutionary biology, etiology, and theories of infections, or between a specific
process and the changes that may happened to such a process caused by other
processes external to it. It is within a discourse of causes as separated from causal
processes that it makes sense to talk about biological laws. I am not thereby claiming
that the goal for every scientific investigation is to find causal laws, but saying that
sometimes this kind of ceteris paribus generalization offers valuable understanding
of regular changes of those objects it covers. Moreover, it seems that much of our
knowledge of organism and their behaviour stems from finding causal regularities.

For years it has been assumed that genes were the cause of the phylogenetic
features but the problem which this assumption is, for instance, that the same
genes are present in all cells of an organism even though these cells develop very
differently in relation to their position in the organism. One response to this conun-
drum is the Developmental Systems Theory (DST). This view claims that genes
do not have causal priority and no singular relationship exists between genes and
the phylogenetic development. Rather heredity and development are equally caused
by genetic, environmental, and epigenetic factors. Thus this approach holds that
there are many equally important factors to take into consideration when analyzing
developmental processes instead of focusing on genes alone (Sterelny and Griffiths
1999). We must take the whole developmental matrix into consideration. Genes
are just one out of many resources. Much more than genes are inherited from one
generation to the next; these elements include membranes, organelles, methylation
patterns, cellular chemistry, and behavioral patterns. Thus, to understand inheritance
and development, one must take the whole system including the environment into
account.

A related but even more general view is Systems biology (SB). It is a new
approach in the life sciences that emphasizes the non-linear relationships between
biological variables and the importance of organization for understanding living
systems. A central method in SB is large scale mathematical and computational
modeling paired with an increased focus on quantitative analysis. Robert Rosen,
a central figure in Systems biology, suggests that instead of focusing on material
causation of behavior (properties of entities) we should start looking for principles
that govern the organization of phenomena (Rosen 2000; Wolkenhauer 2001).
He defined the new approach as relational biology which emphasizes the need to
transcend the reactive paradigm of machine analogies and understand biological
organism quite independently of their physical or chemical constitution (Wolken-
hauer 2001). So systems biology attempts to move away from the biological entities
and concentrates only on the dynamical process. In Rosen’s view the way to
progress in our understanding of biological systems is to choose functions and not
structures as units of analysis. Systems biology marks a reaction to earlier reductive
tendencies in biology and one of its aims is to discover and describe the function of
emergent properties of the systems.

The SB model assumes that the properties of any level depend both on the
properties of the parts “beneath” them and the properties of the whole into which
they are assembled. Thereby the SB-model introduces emergent properties of the
system. But the obvious question is then how these levels interact with one another;
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i.e., whether we have efficient downward causation from the whole to the parts.
It is difficult to see how a notion like downward causation can fulfil the criteria
of causation. We may bring about the whole by putting the elements together, but it
seems to be impossible to bring about the elements by creating the whole. The whole
cannot exist unless its elements already exist. A related problem seems to be that
we think of an event as acting as a cause only with respect to given circumstances.
But under which conditions does the whole act as a cause? Avoiding such problems
might be to argue for only a “medium” version of downward causation, where higher
level properties are constraining conditions for the activity of lower levels, but there
is no efficient causation from higher to lower levels (Emmeche et al. 2000). In my
opinion such a view on the part-whole relationship explains why biologists in many
cases resort to functional descriptions where the actual effect is used to account for
the function of the cause.

Looking at causality at the level of human beings one often meets neuro-physical
reductionism, which equips the brain with properties that only make sense in
consideration of the whole living organism. Howeyver, it does not make sense to
claim that the brain makes decisions and then look for a place in the brain where
the ability of decision making is placed. If somebody nevertheless claims so, he
or she commits what has been called the mereological fallacy. We cannot identify
an activity in the brain with making a certain decision unless we already have a
clear concept of what a decision is independently of any neurological structure.
A decision is a mental commitment to one of several possibilities of action after a
person has deliberated which of them he or she should pursue. It is human beings,
who make decisions, and indeed we could not make them without our brain, but
this does not imply that it is the brain that makes decisions. When scientists want
to understand Homo sapiens (and other higher animals) as a psychologically and
socially influenced creature they look for forms of causal impacts which exist at the
level of societal and cultural induced beliefs. Here we take recourse to intentional
explanation where we understand behavior and agency according to biologically
innate intentions.

7 Causation and Emergency

Indeed, it is not only within biology that we may find emergent properties. In physics
we see them, too. Both biologists and physicists see them if they wish. There is a
stride in physics between particle physicists and condensed matter physicists about
reductionism and emergentism. The latter believe that the reach for an ultimate
theory in terms of elementary particles and fields is essentially mistaken since there
is no explanatory link between such a hypothetical theory and most real physical
phenomena. These phenomena are emergent in the sense that they depend on
organizing principles and collective states that cannot be reduced to simpler states of
elementary particles. As a response to the strong reductivist and formalistic attitude
behind finding a theory of everything, Robert Laughlin and David Pines, the first a
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Nobel laureate of physics, turn against the “imperative of reductionism”, saying that
it “requires us never to use experiment, as its objective is to construct a deductive
path from the ultimate equations to the experiment without cheating.” And they
conclude:

Rather than a Theory of Everything we appear to face a hierarchy of Theories of Things,
each emerging from its parents and evolving into its children as the energy scale is lowered.
... The central task of theoretical physics in our time is no longer to write down the ultimate
equations but rather to catalogue and understand emergent behaviour in its many guises,
including potentially life itself.®

According to them, the list of emergent behaviours is endless and they mention
examples such as the work of proteins, the superconductivity of magnetic insulators,
and the superfluidity of *He. Other physicists, like Joseph Polchinski, deny the
existence of emergent properties and hold that “the history of science seems to be
a steady progression toward simpler and more unified laws. ... Things may take
many surprising twists and turns but we reductionists are still quite happily and
busily reducing.”

Now let us take the emergence of different levels for granted. There exist
properties at each level which cannot be explained by properties that exist below
that level. The problem is then the causal status of emergent properties. It is quite
obvious that at each level we explain the behavior of a system by referring to the
causal behaviour of another system at the same level. The impact of the ball breaks
the window. It is also clear that we sometimes can explain the behaviour of a system
at one level by reducing this behaviour to the behaviour of the subsystems at a lower
level. This is the case when we explain temperature in terms of the kinetic gas theory
and bridge principles. However, if emergent properties exist, as we assume, but they
do not have any causal effect on those subsystems on which they supervene, what
role do they then play with respect to these subsystems? To answer this question we
may consider a flock of starlings gathering during the autumn.

The huge flocks may count millions of individuals, and it seems that each
individual reacts to the flocking behaviour whenever the entire flock of starlings
makes a sudden turn in the air, spreads out, or contracts into a dense ball in rapidly
changing patterns. One might think that the emergent flocking behaviour, consisting
of density, velocity, flight direction, the change of direction, and the shape of the
flock, causally influences the flying behaviour of each single bird. Indeed, based on
these properties one might be able to construct a complex differential equation that
describes the flock as one system which can be used to explains ~ow the movement
of the system takes place, but such an equation cannot be used to explain why it
takes place in each individual. However, focusing on individual starlings scientists
have been able to create a causal model which can be used to simulate such flocking
behaviour and therefore give the same result as if the behaviour of the entire flock
had a direct causal influence on each individual. Basic models of flocking behavior

5The quotations can be found in Kragh (2011, pp. 274-275) and this particular one is from
Laughlin and Pines (2000).
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are controlled by three simple dispositions: Separation — avoid crowding neighbors
(short range repulsion); Alignment — steer towards average heading of neighbors;
Cohesion — steer towards average position of neighbours (long range attraction).
Based on these three simple dispositions, the simulated flock moves in an extremely
realistic way, creating complex motion and interaction that would be extremely hard
to create otherwise. Two such basic models are available: one is called the metric
distance model; the other the topological distance model. The first operates with a
focal individual that pays attention to all of the individuals within a certain distance;
the second operates with a focal individual that pays attention to six or seven
individuals closest to itself. Scientists have established that starlings act according
to the second model.

Now, what is interesting is that we cannot causally describe flocking behaviour
and why it takes place, unless we presuppose the existence of certain dispositions
that we attribute to the subsystems but only to the subsystems as members of a big-
ger system. Evolutionary selection explains why separation, alignment and cohesion
exist, but the flocking behaviour explains the function of these dispositions.” These
shared dispositions can explain how the flock behaves but not why the individual
starling behaves as it does as a member of a huge flock. For instance, a single
starling or two mating starlings would not behave according to these dispositions.
Instead, the function of each single starling’s dispositions can only be understood in
the relation to the flock behaviour. Indeed flocking also have a function in relation
to an even larger system that also includes birds of prey. The conclusion seems
to be, if we can generalize the present example to other cases of emergence, that
causal processes within a system determine the emergent features of the system.
Nevertheless, these overall effects can be causally explained by the action of the
subsystems only in case we can attribute certain behavioural dispositions to the
subsystems in relation to their membership of a larger system. It makes sense to
ascribe dispositions such as separation, alignment, and cohesion to single birds only
if we already know their potential memberships of a flock. It is such an ascription
of functional features already to the subsystems, i.e., features they only have as a
member of a larger system, which help us to identify the causal processes within
this larger system and to describe how these give rise to the emergent behaviour of
the entire system. Emergent properties function as causal constraints for lower level
behaviour.

8 One System or Many Systems

Quite generally it seems that the lower a level of organization scientists consider
with respect to a biological system, the closer they get to the same forms of causation
that are considered in chemistry and physics. I don’t think that this is due to a single

"The role of functional explanation is discussed in my forthcoming book Understanding by
Science.
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ontological or a single epistemological factor. In case scientists study molecular
biology the phenomena are not that different from the phenomena they study in
chemistry. Here they are interested in understanding phenomena according to the
chemical and physical concepts and causal models just as much as their biological
functions.® Whereas if scientists analyse higher level relations between organs and
organism, they tend to understand these relations in functional terms, and whenever
they attempt to understand animals looking for food, making decisions, the closer
they get to forms of causality in terms of which we understand intentional human
being.

However, a distinction between a system and its subsystems is an analytic tool
based on certain objective delineations. Regardless of whether we talk physics or
biology you may regard spatially separated phenomena as constituting different
subsystems of one system or constituting many systems. Take, for instance, the
Milky Way and the Andromeda Galaxy. Just by the fact that these two phenomena
have different proper names show that they are considered to be two physical
systems. This way of thinking is quite reasonable for many astronomical purposes.
All the stars in the Milky Way rotate around Sagittarius A*, a supermassive black
hole at the center of our galaxy. Similarly the stars of the Andromeda Galaxy are
rotating around a supermassive black hole. Many of the physical features of these
two galaxies are separated from one another. But we may also consider them as
one system, a binary system; because these two galaxies are still so close that they
orbit around a common center of mass. The result is that the Milky Way and the
Andromeda Galaxy approach one another and become one single elliptical galaxy
3—4 billion years from now. Hence it depends on the research context in which we
see them, whether we take them to be two separated systems or one big system
interlocked by gravitation.

In general, the same holds in biology. The complexity of the systems studied
by biology is much greater than in physics because it has many more degrees of
freedom than a physical system. But this does not refute the claim that the same
biological phenomenon can both be considered as a system or as a subsystem
depending on what it is scientists want to know. To illustrate this point imagine
a cell. A cell is often considered as the fundamental building block of life but it
consists of many different organelles that can be studied as single systems. However,
we cannot understand their function unless we bring in their relations to the cell. In
the same way, we cannot understand the function of the cell without understanding
its relation to the organ it is part of.

Thus, what counts as a system and what counts as its environment is flexible
in the sense that it depends partly on our research interest. A dynamical system,
I suggest, is a structure consisting of some stuff that partakes in constant processes
that actively keep the system running very much independently of what happens

8Marcel Weber points out to me that molecular biologists also take a functional perspective on
molecules (in the sense of biological function), while chemists don’t. I agree, which I hope the
present sentence shows.
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outside the system. These internal processes are mostly “indifferent” to the external
processes taking place in the environment in the sense that little interaction happens
between the internal processes and the external world. However, in certain research
contexts one may therefore focus on these processes rather than the environment as
long as it makes sense to avoid consider causes that intervene with the processes
in question. For instance, the Milky Way is “isolated” from the rest of the universe
since we can describe many dynamical processes which run our galaxy without
having to consider the gravitational pull from Andromeda or any other galaxy.
Nonetheless, it also seems to be the case that we often can decide to classify a
system so that one can search for causal mechanics within a system but causal laws
between systems (between a system and its environment).

9 Conclusion

Sometimes scientists focus on causal processes, sometimes they focus on causal
laws. Ontologically, there is a difference, but when it comes to the practice
of explanations both approaches seem to provide complementary perspectives.
Whatever level they target, scientists may attempt to understand what constitutes
a process (reduction) or they may attempt to understand what external causes
the change of process (non-reduction). The latter requires that they bring in the
environmental context in which the process evolves. Because of some innate criteria
of causation I think it makes little sense to talk about downward causation as
efficient causal relations from higher level to lower level. Instead emergent features
act as constraining higher level conditions on lower level activities. Thus, I think it
makes much sense to claim that there are intra-level causations as well as to claim
that the whole may constraint individual causal processes.
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Challenges to Characterizing the Notion
of Causation Across Disciplinary Boundaries:
Comment on Faye

Jan Baedke

1 Introduction

In the article “What Counts as Causation in Physics and Biology?” (this volume)
Jan Faye argues for the possibility of characterizing the notion of causation
more precisely across disciplinary boundaries and even across the boundary of
science itself. The paper has two central points: first, Faye claims that the way
we think about causation and the way we causally explain are determined by a
general cognitive schema. This schema includes a so-called “embodied sense of
causation” — a pre-human phylogenetic “gift” — and a “reflective sense of causation”.
The latter was developed as an extension of the embodied sense of causation in order
to trace those dependencies in nature that are completely detached from the human
body. Second, based on this cognitive schema, Faye claims that a metadisciplinary
notion of causation can be characterized, which suitably captures what counts as a
causal relationship in different scientific explanatory practices.

The idea that our understanding of the world in everyday life as well as in
scientific investigations is at least in part shaped by evolution has a long history.
Especially with respect to physics and biology, looking for a common cognitive
schema which tells us how to conceive of the complexity of nature (e.g. in terms of
causation) has been emphasized by physicists as well as biologists (see Helmholtz
1896; Mach 1897, pp. 68-69, 1910, p. 235; Vollmer 1985, pp. 63-64). Faye
carries on this tradition. He highlights two explanatory approaches directly linked to
physicists’ and biologists’ general notion of causation: (i) the description of causal
processes and (ii) the identification of causal factors. A causal factor is understood as
a “determinator of a process” that makes a difference (i.e. it brings about a change)
in this process.
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In this paper, I will address some problems in Faye’s approach to a transdisci-
plinary notion of causation. In Sect. 2, I will highlight a general reasoning strategy —
considered only briefly by Faye — which is highly important for answering what
counts as causation in biology and physics. This process is analogical reasoning.
Then (Sect. 3), I will turn to more critical issues by arguing that Faye’s description
of a causal factor as a difference-maker does not capture what is understood as
a cause in explanations lying at the heart of physico-biological investigations, i.e.
explanations in systems biology. In the last section of this paper, I will compare
Faye’s notion of “causal process” with the notion of “causal mechanism” ubiquitous
in the biosciences. By highlighting crucial differences between the two I show
why the very same cognitive criteria of causation cannot grasp both, processes and
mechanisms.

2 Analogical Reasoning About Causes in Non-humans,
Biology and Physics

According to Faye’s explanatory strategy for identifying relevant causal fac-
tors, biologists as well as physicists conceive of causes as being external to a
causal process under study. They initiate or trigger the causal process and bring
about a change in its status. However, there is another reasoning strategy closely
linked to Faye’s idea that “causes make a difference and that this difference
results in an effect”, which should be considered as an additional cornerstone of
(pre-)humans’ commonplace understanding of causation and particularly of biol-
ogists’ and physicists’ notion of causation. This addition is analogical reasoning
about causal relationships.

Faye notes that the development of a concept of causation in higher vertebrates
like birds includes the ability to subtract features from actual actions and
events. This type-level understanding of causal dependencies is based on careful
comparisons of similar — actual and past — actions and events. It enables these
animals to precisely plan and fine-tune their actions (e.g. to bring about similar
effect in the future in different situations). By taking this relationship between pre-
human causal reasoning and similarity comparisons as a starting point, the following
extended characterization of a difference-maker principle (DM) showing potential
relevance to explanatory practices in physics and biology can be developed. It takes
the following form:

(DM) Event A is considered to be a cause of event B under the circumstances C iff,
(i) event A would have been different, event B would have been different as
well and (ii) one of the following conditions holds:

— event A* (i.e. an event similar to A) is known to bring about a change in
the event B under the circumstances C,

— event A is known to bring about a change in the event B* (i.e. an event
similar to B) under the circumstances C, or
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— event A is known to bring about a change in the event B under the
circumstances C* (i.e. circumstances similar to C).

Here changes in A may be brought about by bodily or hypothetical manipulations or
interventions. Condition (i) expresses the general idea that tracing causes includes
first creating, imagining or finding a difference-to-be-explained and then to present
an explanans that is able to account for this difference (see Woodward 2003; Waters
2007; Ylikoski and Kuorikoski 2010).! According to the conditions listed in (ii)
something counts as a cause, if we know of one or many similar causes bringing
about the phenomenon under study (i.e. producing a change in this phenomenon),
if we know that a change in a similar effect as the one under study may be brought
about by the event we are currently manipulating, or if we know that a putative
cause event will change a putative effect event under a similar, yet different causal
background.?

To illustrate these conditions, let us consider Faye’s example of a pair of ravens
hunting red crossbills. These ravens may acquire behaviorally relevant information
about causal dependencies (i.e. information on how to bring about a wanted effect)
if one or many of the following three cases are observed or experienced bodily:* a
third raven (or a different raptor) interrupts the flight of a hunted red crossbill and
the crossbill crashes into a plane of glass; the male raven interrupts the flight of a
different bird (i.e. not a red crossbill) and this bird crashes into a plane of glass; the
male raven chases a red crossbill down an alley of two different buildings (or any
other obstacles) and the crossbill crashes into a plane of glass.* Faye’s examples
of causal cognition in higher vertebrates can easily be understood as cases of non-
human analogical reasoning about potential difference-making factors as described
by (DM). This strategy enables them to easily adjust their actions in order to bring
about certain wanted effects in the future.

However, if we assume that (DM) is part of what Faye describes as humans’
“embodied sense of causation” we may ask if it is also relevant for reasoning about
causes in a more abstract way in scientific explanatory practices in the fields of

'In non-explanatory contexts relevant, for example, for non-human decision making, condition (i)
means that an animal has to plan and/or carry out an action that is able to account for a certain
desirable difference in an event.

2Thus condition (ii) includes similarity considerations of dependency relations showing both
invariance and stability. The latter case listed above deals with similarity of stable causal
dependencies.

3For the sake of the argument, let us assume that Faye is right about his claim that many higher
vertebrates have a rich notion of causation similar to that of human beings. Recently this claim has
come under attack by authors arguing that chimpanzees and other higher vertebrates are incapable
of detecting underlying causal structures of events and that they merely respond to superficial
perceptual cues (see, e.g., Povinelli 2000; Penn and Povinelli 2007). However, whether or not this
is the case is an empirical issue and not subject to this paper.

40Of course, all this three cases should be understood as cases that enable observation and/or bodily
experience of difference-making in order to satisfy (DM).
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physics and biology. Can we thus consider the principle (DM) as another common
denominator of many forms of commonplace causal reasoning and of physicists’
and biologists’ explanatory practices?

At least in biology, explanation often seems to be closely linked to similarity
considerations of potential causes and causal relationships. Here are some examples:
the comparison of similar — genetic, cellular or physiological — difference-making
factors (i.e. similarity between events A and A* in principle DM) is crucial
for explanation and extrapolation in many research programs in systematics and
taxonomy. Similarity considerations between events B and B* appear in physiology
in the form “A certain physiological factor A in animal X counts as a cause of a
certain phenotypic feature of X, called B, if A is known to bring about a similar
effect (as the one under investigation), called B*, in animal X* (which is, e.g.,
closely related to X)”. In addition, analogical reasoning about different causal
backgrounds C and C* can be found in evolutionary biology, where investigations of
potential causal factors of trait heritability consider artificial, yet similar background
circumstances (e.g. in selective breeding set-ups).

Analogical reasoning about causes and similarity comparisons of different causal
scenarios are also common in physics. For example, in the fluid model of electricity,
changes in an electric resistor (i.e. A in principle DM) are understood as causes
bringing about changes of quantities within a DC electric circuit similar to changes
of resistance to flow (i.e. changes in a severe constriction; A* in DM) in a water
circuit. Drawing analogies between events B and B* in order to better understand
their difference-making causes is essential for the concept of self-induction: since
the delayed lighting-effect of a bulb in a circuit (with inductance) is similar to the
delay or inhibition we find in the case of a conductor in an electromagnetic field
(i.e. an eddy current brake), a change in an electric current in a coil of wire counts
as a cause that brings about a magnetic field which induces a voltage in the circuit
itself. Here, the similarity of these effects is the systems’ “inertia” in the case of
change. In addition, similarity considerations of different causal backgrounds C
and C* are important for the Photoelectric- and Compton-effect. Here, a photon
of a specific wavelength is considered to be a cause of the particle-like movement
(i.e. momentum, energy, etc.) of an electron, with which it collides, since this
collision has been tested with the same entities (photons, electrons) under similar,
yet different circumstances. The difference results from the fact that in Einstein’s
case the electrons are bound in a sodium metal, whereas in Compton’s case they are
stationary and quasi free.

These examples support the idea that difference-making could be regarded as a
natural partner of analogical reasoning and similarity consideration in any concept
of causation claimed to play a role in higher vertebrate’s action planning as well as
in scientific explanatory practices. The general principle (DM) suitably summarizes
this idea. However, one major problem remains. If — as Faye has emphasized in his
discussion of embodied causal reasoning in animals and as I have underlined with
respect to scientific causal explanations — our understanding of causal dependencies
involves grasping them as similar to one another, the underlying (and unifying)
concept of similarity has to be specified here. We thus have to ask how the ways
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of assessing similarities between bodily experienced or observed events in higher
vertebrates are comparable to claims about similarities between events in biology
and physics.

In order to avoid that non-relevant, yet similar causes, effects, and circumstances
are considered to trace an appropriate difference-maker and a causal dependency
relation in scientific explanation, a rather strong version of similarity has to be
adopted. Although developing such a concept in detail is beyond the scope of this
paper, some rather brief comments may be added here: the relevant sense of simi-
larity must be different from Lewis’ (1979) discussion of the similarity of different
actual and counterfactual scenarios. Lewis’ account considers similarities between
actual scenarios and “closest” worlds, in which we evaluate a counterfactual whose
antecedent is not true of the actual world in order to gain explanatory relevant
information about difference-making changes of values of a cause variable (see also
Woodward 2003). By contrast, the similarity considerations discussed here should
provide information about what particular sort or type the explanantia, explananda,
and the causal background of a dependency relation under study belong to.

Recent approaches (see, e.g., Schurz 2009, 2011) to dealing with similarities
between theories (especially in the exact sciences) by focusing on similar theoretical
expressions or other structural correspondences are not suited for this issue at
stake since the relata of causation are events, not theories, models, or any other
concepts.’ Thus, etiological explanation, even in highly abstract contexts, has to
trace dependency relations between events and, given (DM) is correct, similarities
between events. In addition, specifying the notion of similarity of causal scenarios
in scientific context where no physical manipulation is possible requires detaching
it from similarities in people’s (and non-human higher vertebrate’s) experiences
of agency.® These and other issues may be seen as a starting point to establish
a philosophical framework, which makes sense of the various forms of non-
human and scientific analogical reasoning about causes as described by the general
principle (DM).

3 Causes That Do Not Make a Difference

I will proceed with a critical remark on the view that causes bring about a change
which biologists and physicists share independently of their specific explanatory
interests. Therefore, let us take a closer look at causal explanation in systems
biology — a topic only touched upon by Faye. By making extensive use of
mathematical modeling techniques this field is often considered to promote a new

3This issue will be discussed in detail in Sect. 4.
SFor this similarity claim of agency theories of causation, see, e.g., von Wright (1971).
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“physicalization” of biology (see, e.g., Calvert and Fujimura 2011). I will argue that,
although Faye’s notion of a causal factor as a difference-maker is a highly suitable
description of what counts as a cause in many field in the sciences, it does not
capture what is understood as a cause at the modern physico-biological interface.’

In systems biology as well as in some fields of developmental and evolutionary
biology, listing explanatory relevant information in an explanans often means
including causes that do not make a difference or causes with very low causal
relevance. Such an explanans is considered to address an explanandum only on
the supposition that the former also cites those causes that, if manipulated, do not
bring about a change in the latter. What is the nature of such an explanandum?
Systems biologists often ask questions like “Under which set of causal factors does
the biological system under study display stability or robustness?”. This interest
in the maintenance of specific functionalities of living systems under perturbation
has a long history in developmental biology, where it often goes by the name of
canalization (see Waddington 1942). Currently, in addition to systems biologists’
approaches of dynamical modeling of equilibrium (see Gunawardena 2010; Huang
2011), the notion of robustness is most prominent in evolutionary developmental
biology (evo-devo; see Hallgrimsson et al. 2002).

As recently claimed by Gross (forthcoming) with regard to systems biology,
what is explanatory relevant in these cases of robustness are non-change-relating
relationships.® To clarify this claim, let us briefly consider a typical investigation
of dynamic stability in systems biology. Sudin Bhattacharya and colleagues (2011)
seek to understand how gene-regulatory networks determine the stable or robust
differentiation of pluripotent stem cells into unipotent cells during embryonic devel-
opment. Therefore they compute the dynamics of a bistable two-gene regulatory
network (i.e. a network of the two genes x and y with two attractors A and B)
with mutual inhibition of the genes (see Fig. 1). They “use stochastic simulations
to show that the elevation of this computed landscape correlates to the likelihood
of occurrence of particular cell fates” (Bhattacharya et al. 2011, p. 2), i.e. the
landscapes topography correlates to stable steady states or attractors of the network.
In this model, the network dynamics of the gene-regulatory network bring about two
stable pathways of development (leading to the two attractors A and B) which may
be formally described.

"This argument includes, that also the extended version of difference-making described above (i.e.
principle DM) is not able to cover all cases of scientific investigations of causation.

8Gross’ claim primarily refers to constitutive explanation in systems biology by means of pre-
senting a causal mechanism able to produce a system-level phenomenon which shows robustness.
Some component parts of this mechanism display non-change-relating relationships or very weak
dependency relations with the explanandum phenomenon. Below, I will understand this view as a
general — causal and constitutive — explanatory strategy of citing causal events and causal capacities
(i.e. properties) of entities as explanans variables that do not (or do very weakly) make a difference
in a phenomenon under study.
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Quasi-potential

Fig. 1 Computed attractor surface of a two-gene circuit’s network dynamics. Multiple
trajectories converge to the two attractors A and B (arrows). A quasi-potential surface (i.e. the
elevation represents a path-integral quasi-potential) is derived directly from deterministic rate
equations describing the dynamic behavior of the two genes. (Bhattacharya et al. 2011, p. 4,
original figure slightly changed; Reproduced with permission from BioMed Central)

What is considered to be an explanatory relevant causal factor within this
mathematical model? Mainly those factors on which manipulation or perturbation —
a change in the gene expression profile in one of the genes x or y at a certain point in
time — does not change the fate of a differentiating cell. Manipulations on the gene-
network are depicted in Fig. 1 as changes in the starting points of trajectories. While
very few of these changes or perturbations make a difference in the explanandum
phenomenon (i.e. they lead to a switch of the “direction” of the developmental
pathway, e.g., from attractor/cell type B to A), most changes do not. Here the basic
idea is that maybe all possible manipulations performed on one causal factor (e.g.
on gene x) alone are not able to make a difference in the overall system (e.g. a
change in the end point of a pathway from one cell type to another). To understand a
complex system’s dynamic stability, tracing such non-change-relating relationships
or dependency relations of causal factors that do not bring about a change in the
effect are considered as highly explanatorily relevant.

In order to specify which explanadum phenomenon non-difference-makers are
thought to address in this case, we have to replace the toy model presented
above by a real-life scenario. Imagine a gene-regulatory network containing 1,000
genes, which determine a bistable cell differentiation process. Now add to this
picture another one million potentially perturbing (e.g. environmental or epigenetic
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regulatory) factors. Now imagine that in some states at a particular point in time
during cellular differentiation it is easy to switch a system from one cell type to
another (low robustness) whereas in other situations it takes strong multifactorial
perturbation to change the system’s state (high robustness). Biologists working on
robustness claim that in order to grasp the stochastic nature of a dynamic stability
phenomenon one has to “embrace” the complexity of its underlying network.
Models that consider only a small set of strong difference-makers — e.g. a few genes
and some additional factors influencing the mapping between genes and the system
behavior — often struggle to explain why the system’s stability changes so radically
over time under quite similar looking circumstances of causal influence. Thus, in
order to solve this problem additional non-change-relating relationship and weak
difference-makers are included into the model.

The strategy described here is to consider as well those “tiny” factors that may
merely lead to changes on some intermediate levels. Although they do not (or
only very weakly) influence the overall system’s behavior under study they may
mediate other stronger and (more) direct causal dependencies. Changing these weak
mediating causes in isolation (one by one) does not make a difference in the overall
dynamic behavior of the system.” However, they are crucial for understanding the
system’s dynamic behavior. This systemic perspective on causes may be visualized
by a metaphor of an orchestra being able to play an overture, only if every musician
contributes, no matter how small her part is or whether it can be heard by the amateur
ear at all.

As this case of explanation of robust complex living systems shows, some
scientific investigations need to trace not only information about difference-making
but also dependency relations containing non-difference-makers. However, this
information about which causes under which circumstances do not make a differ-
ence does not fit with Faye’s notion of a causal factor as a difference-maker and
his cognitive criteria of causation, respectively. Systems biologists, developmental
biologists, and evo-devoists interested in explaining robustness and stability do not
always understand causes in the way described by Faye.

One may thus ask: does this mean that these people act in a way that conflicts
with their phylogenetically “engraved” understanding of causal factors (if there is
such thing)? Maybe not. Maybe there is an evolutionary story here waiting to be told,
a story that is able to make sense of our commonplace intuition that when dealing
with mosaic-like phenomena of potential multifactorial causation one should not
necessarily expect changing the effect by changing a single causal factor. Removing
a blade of grass from a stack of hay does not make us expect the stack to change its
overall shape.

9However, this does not mean that these causal factors are not able to make any difference at all.
For example, changes in the expression profile in one of the 1,000 genes of the gene-regulatory
network may lead to a change on the protein level (although not to a change in the dynamics of cell
differentiation). But with regard to the level of the explanandum phenomenon these factors have to
be considered as explanatory relevant non-difference-makers.
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4 Causal Processes and Causal Mechanisms Compared

Faye notes that, in the sciences, the notion of a cause or a causal process in part
depends on the vocabulary of the particular science and the phenomena under study.
However, as described above, he also emphasizes that independently of discipline-
based explanatory interests and/or the specific vocabulary used, certain dependency
relations count as causal, if these relationships meet our innate criteria of causation.
According to this cognitive schema, we try to grasp causes as external determining
factors of causal processes and additionally, we focus on understanding the nature of
causal processes itself. I will now address a problem linked to the notion of causal
process presented here.

According to Faye, a physical causal process and a biological causal mechanism
are close relatives. Both may be understood as specialized derivatives of humans’
innate cognitive sense of causation. However, while some approaches of causal
processes describe mechanisms as a network of interacting processes (see, e.g.,
Salmon 1984), more recent mechanistic approaches think of mechanisms as systems
(Glennan 2002, 2009) or structures (Bechtel and Abrahamsen 2005) with particular
causal capacities. Although, according to proponents of this new mechanism
movement in philosophy of biology, mechanisms are usually conceived as causal
mechanisms — they are said to enable the identification of causal relations — tracing
mechanisms should not be conflated with causal explanation. Mechanisms are the
explananda of constitutive explanations, not of causal explanations.

Let me explain this distinction: in scientific explanatory practices the notion
of mechanism usually refers to causal capacities of things, i.e. organized systems
of parts or structures (e.g. a phenotype of a cell).!” In contrast, the notion of
a causal process refers to a series of events spread over time (e.g. a molecule
passing a membrane). This is the case because constitution is a synchronous relation
between relata that cannot be conceived as independently existing and causation
is an asynchronous relation between relata that can be conceived as independently
existing.!! Due to this metaphysical difference, it is hard to think of a series of events
as a thing. In addition, this analysis illustrates why it is very unlikely that the static
nature of mechanisms is being unveiled by the very same cognitive schema shaped
to grasp the dynamic nature of causal dependencies between events, as argued by
Faye.

1Many philosophers conceive of mechanisms as real things which can be traced in the world.
On the fallacies of giving the notion of mechanism an ontic, rather than a heuristic reading, see
Nicholson (2012). See also Kuorikoski (2009).

"10n the metaphysics of constitution and causality, see Ylikoski (2013).
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5 Conclusion

Taking a metadisciplinary perspective on the notion of causation becomes increas-
ingly important as the recent debate on causation and causal explanation progres-
sively focuses on discipline- and even sub-discipline-based phenomena in highly
specific explanatory contexts. In order to not miss the forest for the trees in this
debate, we have to attempt a characterization of an all-encompassing, metadisci-
plinary (and maybe even science-exceeding) notion of causation. I appreciate that
Faye’s approach pursues exactly this crucial goal. However, I am rather sceptical
whether the criteria introduced by Faye suitably capture what counts as causation in
biology as well as in physics.

I have argued for three points in this paper: (i) Faye’s understanding of a causal
factor as a difference-maker can possibly be expanded by considering similarity
considerations and analogical reasoning strategies about causes in and outside the
sciences. (ii) At the same time, however, Faye’s description of a difference-making
factor of a causal process does not capture what is understood as a cause in all
fields of science. In many biological and especially biophysical investigations of
robustness of living systems, causes do not necessarily have to bring about a change.
(iii) In addition, a causal process should not be conflated with a causal mechanism.
Elucidating the metaphysical differences between causation and constitution helps
to understand why the very same cognitive schema of causation (of humans or even
of all higher vertebrates) is unlikely to grasp both of them, pace Faye.
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Just Complexity

Max Urchs

1 Meanings

Complexity is admittedly hard to explain. It seems strongly connected with all sorts
of intriguing concepts such as deterministic chaos, surprise, non-linearity, dialectical
leaps, phase transition, surprise or unpredictability, distributed and locally generated
order, organization and control among numerous elements. A system can already
be regarded as complex when it allows for emerging properties. For instance, a
nervous system is complex if it can generate consciousness. Such a characteristic
presupposes the existence of emergent properties. Since emergence is knowledge-
dependent, so too is complexity. Clearly, the aforementioned properties are of
remarkably inhomogeneous nature. Some, such as non-linearity, can be formally
defined; others cannot, at least at the current time, though a precise description is
indeed available (see e.g. recent work on chaos). Surprise, to take the other extreme,
seems hardly capable of being expressed in formal terms at all. All this suggests that
the underlying intuitions are very diverse indeed. There are many ways by which the
complexity of a system can be estimated. The mere synopsis and classification of
complexity measures is a Herculean task in itself. In order to gain an orientation,
Melanie Mitchell’s “Guided Tour” to complexity (Mitchell 2009b) is still a very
rewarding read. Another position which can be recommended for an overview is
that of James Ladyman et al. (2011), where he provides a concise definition:

A complex system is an ensemble of many elements which are interacting in a disordered
way, resulting in robust organization and memory. (Ladyman et al. 2011, p. 27)

That, however, is a courageous exception. In general, after having diagnosed
the multiplicity of intuitions and meanings, authors proceed to an overview of
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possible options for a definition of complexity. They are to be found, naturally,
in the fields where complexity has been an issue for years. These include, on the
one hand, statistical physics and, on the other, algorithmic complexity theory. The
first deals with subjects such as the rotating waves of heated fluids while the second
focuses on e.g. cellular automata. Nevertheless, it may still be felt that these do
not reflect our intuition correctly. For lack of better terms, let us designate the
kind of complexity that we encounter in the external world as real complexity,
and the abstract counterpart thereof, which is processed in formal frameworks, as
plain complexity.! Phenomena such as heat waves and cellular automata are rather
metamathematical counterparts of what we intuitively take to be complexity; they
represent cases of plain complexity. Real complexity refers rather to various second-
order dynamics: the underlying structure of the phenomenon is in flux. The very
mechanism that generates a system’s behaviour is changing, leading thereby to the
evolution of new forms of connections. The prototype model for complexity should
certainly not be the chaotic pendulum.

What has been said so far certainly does not amount to a succinct and satisfactory
definition of complexity. It may not be possible to give one. Complexity can perhaps
be understood only in the actual experiencing of it. This is common to many
concepts, e.g. intelligence, creativity, consciousness, etc.

If no adequate definition of complexity can be provided, it is probably best to
attempt to illustrate it in terms of a metaphor. It will not be an example from the
sciences, since we think that it is more advantageous not to confine the intuition to
one particular scientific discipline. Think about playing jazz. There are some styles
of music, for example classical and folk music, where the notes played are set and
invariable. In other words: they are always played in the same way with no variation
of form. Jazz music, on the other hand, is an improvised music. Starting out with a
set form — a popular song or dance tune — the performers will then improvise over the
form. The improvisations can be seen as an open-ended series of possible variations.
External influence — the audience, the setting, the musicians’ mood — will all also
effect the performance, which can never be identically reproduced. If you were
to ask a practicing jazz musician to define the complexity of the improvisational
process, he would be at loss to do this adequately. He could certainly be able to give
us much formal information about harmonic theory and the like, but then, if pressed
for a definition of how decisions are made in the actual improvisational process, the
most he could reply, with a shrug of his shoulders, would merely be: “I just do it!”

Within the last decade — owing predominantly to the work of Sandra D. Mitchell
(2008, 2009a) — a further meaning of the word has emerged: complexity as denoting
a way of looking at reality, as a Weltanschauung. Complexity as Weltanschauung
implies a robust position concerning the essence of scientific model building. It
assumes that mental life, social reality and much of physical nature are ineluctably

'The connotation of “plain”, i.e. “simple” is intentional: Complexity in models — though
mathematically sophisticated — is simpler than in reality. Simplexity would be a better name but
it is already in use.
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complex. According to such an opinion, complexity is a fundamental and ubiquitous
property of reality. We will use the term complexism? to refer to that very general
position.

2 Causes

To come back to the nature of complex systems, there is something problematic
about plain complexity. The problem is twofold. Firstly, plain complexity as
characterized above excludes causal explanation. However, explaining things in
causal terms is crucial for a common understanding of science.

Let us begin with the latter point. In complex environments we hardly ever
encounter the traditional ball-on-the-pillow causality. Quite often it is some rather
fuzzy form of causal propagation, massively conditioned and full of exceptions.
Instead of strong causality in a Humean sense we encounter a plurality of non-
homogeneous causal threads, which interlace somehow to a causal braid connecting
cause(s) and effect(s). The principle of strong causality breaks down. The metaphor
that determines causal intuition is more often the notorious one of the butterfly in
the Amazon destroying budding landscapes in Texas rather than the classical one of
billiard balls.

According to some authors (e.g. Lipton 2005), not much hinges on the use of
a causal facon de parler. They therefore recommend avoiding causal terminology
altogether and, instead, reporting the results of empirical research in a non-causal
way. In my opinion, a strategy that completely rejects causal phrasing is not sensible.
A causal understanding of the environment is vital for human beings. It may even be
specific to us and it therefore plays a role in all sorts of cultural activity, including
science. Not in all branches of science, to be sure. There are well-known cases
in which causality is not taken into account by a specific scientific discipline.
Nevertheless, and although causality is irrelevant in some areas, Russell’s notorious
judgment should certainly not be generalized for all of science. We also see a
renaissance of causal thought in physics.® In general, one should keep searching
for causal nexus and causal laws, since that is what science is supposed to do.

Whatever the mathematical details of defining (plain) complexity are, it is
important to note that the complex behaviour of a system can be precisely stated
only after appropriate mathematical modelling of the system has been carried out.
To say that some real-world system displays complex behaviour thus presupposes
that we have its description at a reasonably high level of abstraction. Causality does
not play any role in mathematics. Functional dependency is all which remains in
highly abstract areas of scientific thought. Not until such a level of abstraction has

2Also “complexism” is already in use (as is “complexicism”). However, it is used in a somewhat
strange way. I would be inclined to redefine the notion for the present purposes.

3The entry “causality” is by far the largest in the subject index of Esfeld’s (2012).
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been achieved will complexity really come into its own, and causality will, under
these circumstances, become redundant.*

All this indicates that the above attempt to define plain complexity barely begins
to exhaust the essential intuition concerning real complexity. In particular, complex
behaviour should include causal aspects. It thus amounts to a double characteristic:
a real complex system contains causal elements and is transformed into a plain
complex system by further abstraction. So what are these causal elements?

In her book (Mitchell 2009a, b) Sandra Mitchell discusses in detail the case of a
major depressive episode in order to provide an understanding of the specific form of
causality in complex circumstances.’ Mitchell elaborates her view on a causal nexus
in a complex environment partly as a commentary on a paper by Dominic Murphy
(2008). This work provides an illustration of causal pluralism in psychiatry which
may well be generalized to other disciplines. According to Mitchell, a reduction — as
entailing a “nothing more than” account of what is causally significant or sufficient—
fails to capture important aspects of complex systems. This does not mean that
reductionism should be dismissed altogether.

Rather than defining a comprehensive antireductionism as the antidote to the seemingly
obligatory reductionism, [we need] a pluralistic view of valuable explanatory strategies
employed by contemporary science, which includes reduction. (Mitchell 2008, p. 22)

The general framework that seems appropriate for the patchwork of laws in a
dappled world is a pluralistic approach towards causality. There are various forms of
causality in the sciences and there are many cases in which it is necessary to apply
more than one form to arrive at an acceptable model. In “Causal Pluralism”, Stathis
Psillos convincingly argues against what he calls the straightjacket, namely that

a good philosophical theory of causation should tell a unified and complete story that covers
each and every aspect of the nature of causation. (Psillos 2010, p. 133)

Nowadays there are numerous publications about the general demand of causal
plurality and about the technical details of an appropriate framework. Phil Dowe’s
process theory of causation, e.g. (Dowe 2000), Huw Price’s causal perspectivalism,
or: standpoint causality (Price 2001, 2007), Chris Hitchcock’s causal scenarios
(Hitchcock 2003), Leen De Vriese’s epimethodological causal pluralism (De Vreese
2006), Johannes Persson’s work on polygenetic effects (Persson 2007), or my own
conception of causality based on episystems (Urchs 2001) are all examples of
frameworks for multiple causal nexus. The main problem is, of course, to find
out how to integrate all these partial and varying causal connections into one

40Of course, if the abstraction is sufficiently weak, then we end up without any sensible notion of
causality as well. Everything that appears in such a world-view is merely chaos, a wild mess. In
the “Ursuppe” (primeval soup) of universal interaction it is impossible to discern any properties or
relations. No individual causal dependencies can be isolated.

SInstructive as this is, it did not prevent the authors of the recent edition of the Diagnostic and
Statistical Manual of Mental Disorders (DSM-5) from searching for a classification based purely
on biological factors concerning the genetics of psychic disorders. Ironically, David Kupfer, the
coordinator of DSM-revision, is fellow faculty with Sandra Mitchell.



Just Complexity 207

sufficient causal story. In general, that story will not be consistent. But modern
logic can cope with such a situation. More then half a century ago, it came up with
formal calculi which tolerate inconsistent sets of assumptions. Nowadays, there is
an increasing number of inference engines which lead to reasonable consequences
when applied to inconsistent premises. Of course, one should always make things in
science as consistent as possible at a given stage of theory development. But if any
inconsistencies are subsequently found to be present then one should accept them.
It helps to know that inconsistencies can be tamed and controlled.

A similar change in attitude should occur with respect to real complexity in the
sciences. Elaborated formal methods for handling plain complexity give grounds for
confidence in the feasibility of researching real complexity in a like manner, as did
paraconsistent logic with respect to inconsistency.

3 Markets

Let us now look at a first group of examples of how complexity takes effect in
the sciences. In recent years, there have been quite a number of approaches in
the economic sciences which address seriously the issue of complexity. Many of
them, especially in finance, originated in one way or another in the work of Benoit
Mandelbrot. The central idea is to apply to economic phenomena various models
and concepts associated with the physics of complex systems — e.g. statistical
mechanics, condensed matter theory, self-organized criticality, microsimulation,
etc. A second approach takes biology rather then physics as its starting point.
“Econobiology” (“evolutionary economics”) attempts to employ the insights of evo-
lutionary biology in order to explain economic phenomena. Economic complexity is
considered as analogous to biological complexity. However, all methods should be
carefully adjusted to the new area of application. To suppose that a method which
has proven to be of value in some one area will continue to function just as well
in another means deriving functional equipollency from the similarity of outward
appearances. In other words, it means magical thinking.

Even sophisticated adjustment may not be enough to yield adequate models.
Economic theory is a primary example. This pursuit of formal elegance can be
observed in the very beginnings of economic science. When creating “social
physics” (as economics as a scientific discipline was called), Adam Smith — being,
after all, a moral philosopher — was perfectly aware that homo oeconomicus does
but poorly reflect human economic agents. In this way, the heroic entrepreneur, the
proletarian struggling to survive from day to day, and the greedy banker, have all
been demoted to the level of autistic utility maximizers. It was clear to him and
to most of his followers that such a model of economics would hardly be able
to grasp the essential features of economic reality. But homo oeconomicus set the
parameters for quantitative modelling. And, in academia, the use of mathematical
methods was crucial for acknowledgement as a mature science. At that time, physics
was overwhelmingly successful. So it was only natural for emerging disciplines,
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such as psychology or economics, to emulate that success story by copying the
method of physics, that is, the processing of hard facts by quantitative procedures.
In psychology, this strategy led mostly to nonsensical results. Economics was
somewhat better off since the basic facts of production and of the distribution
of economic goods are of a quantitative nature. But even if nineteenth century
economists had used the most advanced mathematical methods available (which
they never did), attempting to embrace all the violence and passion of early
capitalism in these simple models would have been a futile endeavour. The pressure
to use quantitative methods will certainly not have been the only reason for this
failure. Actually, there seems to be an inclination towards simplicity, as simplicity,
in scientific contexts, is associated with elegance, with aesthetic appeal. According
to some authors, beauty of that kind is inherently related to (pragmatic) truth — we
like what works. Consequently, pleasing things are the right things. That might be
another reason why scientific work tends to evolve towards abstract beauty, even at
the peril of drifting away from applicability. That pursuit of elegance occasionally
leads us astray.

Economic models based on simple assumptions may simulate the evolution of
some specific economic indicators to an amazing degree. But they are purposefully
trimmed to do so. Under slightly different conditions, which may cause a dramatic
shift in the real system’s behaviour, any similarity may break down. It turns out that
such formal constructions are not adequate models for real systems — their “range of
forecast” is all too narrow. This is exactly what happened with economic models in
the current crisis. If central features of the system have no essential counterparts in
the model, then the model will work only under very specific conditions. It is like a
compass that will work properly only if there is no wind. Navigational instruments,
however, are especially needed when the weather becomes stormy. The analogy with
the instruments for economic forecast suggests itself.% In other scientific disciplines,
the same is true accordingly, though perhaps with less significant consequences.
Transplanting methods from statistical physics to finance may enhance a feeling
of omniscience and almightiness in some minds. In his 2004 speech “The Great
Moderation”, Ben Bernanke declared the age of volatility and incomputability in
financial markets to be over. Some years later, the Wall Street experts accidentally
caused the largest financial collapse ever seen, which has led to the worst global
economic crisis since the Great Depression.

For the pricing of a stock-market portfolio, neoclassical economic theory used
to assume an analogy between the decisions of economic agents and stochastically
moving independent particles. It was soon observed that this was inadequate. The
model does not capture extreme movements of the market. Unfortunately, Black
Swan Events like the crash in 1987 — unforeseen, with extreme impact, retro-
spectively predictable — did happen far more frequently than the model predicted.
Benoit Mandelbrot lived to see his enduring criticism of the models justified.
Economic agents, unlike molecules, do react to each other and may crowd into herd

Therefore, Milton Friedman’s opinion, not to be concerned with the adequacy of models as long
as they yield acceptable prognoses, is all but self-evident.
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behaviour. Anticipating market dynamics may massively influence their decision
making. The crisis of 2008, after Lehman Brothers went bankrupt, demolished
an even more fundamental assumption. Since large financial institutions may fail,
the risk of such an event has to be priced into the transaction. But no algorithms
were available for calculating the risk. Inter-bank loan broke down, with dangerous
implications for the real economy. Moreover, the no-arbitrage rule seemed to have
been abrogated. This would mean that financial products no longer have any definite
price. Accordingly, the financial crisis exposed that standard models of economic
finance were too simple and had to be augmented. Such an extension, though
troublesome, is possible without having to replace the basic framework of the model.
The transition from traditional theory in finance to e.g. behavioural models needs an
expanded preference function, but leaves the procedure of utility maximizing intact.
But what if there are no stable preference orders after all?
John Coates thus describes the situation in Wall Street at the end of 2008:

By mid-December, the financial industry has endured a month and a half of endless
volatility and non-stop losses. [ . . . ] Many firms, facing bankruptcy, have closed their doors.
One by one, the lights are going out all across the financial world. [ ... ]

Economists assume economic agents act rationally, and thus respond to price signals such as
interest rates, the price of money. In the event of a market crash, so the thinking goes, central
banks need only lower interest rates to stimulate the buying of risky assets, which now offer
relatively more attractive returns compared to the low interest rates on Treasury bonds. But
central banks have met with very limited success in arresting the downward momentum of
a collapsing market. One possible reason for this failure could be that the chronically high
levels of cortisol among the banking community have powerful cognitive effects. Steroids
at levels commonly seen among highly stressed individuals may make traders irrationally
risk-averse and even price insensitive. Compared to the Gothic fears now vexing traders to
nightmare, lowering interest rates by 1 or 2 per cent has a trivial impact. (Coates 2012, pp.
212-213)

Basing financial policy on inadequate models may result in mistaken and very
expensive decisions. I do not think it is fair of Coates to suggest that testosterone, the
suspicious “molecule for irrational exuberance” is to blame for the financial crisis.
Appeasing the market by lowering the level of this hormone in financial institutions
seems to be too creative an idea. Nevertheless, the phenomenon described by
Coates demands fundamental changes in the considered models. Individual traders,
whether afflicted with high testosterone or not, do not appear in conventional
models. Changing the models accordingly renders them heterogeneous. There
will be various levels of description, with interactions between them. From the
received perspective, learned helplessness among investment-bankers might well be
considered to be an emergent property. In other words, the models will turn complex.
Among the early advocates of complexity in social theory, John Maynard Keynes
plays a prominent role. Many of his unorthodox views on model building in
economics show great adjacence to the ideas of recent authors on complexity.

[...] we can attribute a definite measure to our future expectations and can claim practical
certainty for the results of predictions which lie within relatively narrow limits. Coolly
considered, this is a preposterous claim, which could have been universally rejected long
ago, if those who made it had not so successfully concealed themselves from the eyes of
common sense in a maze of mathematics. (Keynes 1921, p. 424)
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While reading Keynes’ deliberations on the essence of vagueness and particularly on
the role it has to play in scientific methodology, one feels inclined to read complexity
into his intended understanding of the concept of vagueness. Of course, the notion
of complexity was uncommon in methodological discourse at that time. And yet, it
seems that it is indeed complexity which Keynes had in mind when talking about
vagueness.

Yet there might well be quite different laws for wholes of different degrees of complexity,
and laws of connection between complexes which could not be stated in terms of laws
connecting individual parts. In this case natural law would be organic and not, as it is
generally supposed, atomic. (Keynes 1921, p. 227)

His pioneering attitude regarding this topic was no coincidence. In the early
1930s, we see a close and fruitful intellectual exchange between the most brilliant
minds of the Cambridge faculty of economics and philosophy: the lively contacts
between Keynes, Piero Sraffa, Frank Plumpton Ramsey, George Edward Moore and
Ludwig Wittgenstein are all well documented (see Coates 1996).

Such views were fundamental to the methodology he used in his seminal work
General Theory of Employment, Interest, and Money.

I argue that important mistakes have been made through extending to the system as a whole
conclusions which have been correctly arrived at in respect of a part of it taken in isolation.
(Keynes 1936, p. xxxii)

In the social sciences there is usually dialectical interplay between dynamics and
structure. No single one of them without the other will be sufficient. Both self-
regulating markets and algorithmic central planning are myths. Free markets need
framework regulation. Similarly with law and arbitrariness: neither Prussian drilling
nor anarchy can hold a society together. Only a mixture thereof will do. The mixture
per se and the road to establishing it are complex phenomena. Any methodology of
real complexity needs to make room for that dialectics, i.e. it has to be inconsistency-
tolerant.

4 Brains

The human brain is complex in every sense of the word. Unsurprisingly, the
investigation of its properties and functions has been a continuous search for a
reduction of complexity. And to where has it led? In early neurosciences, the
paradigm model envisioned the brain as a kind of department store. A specific
brain area was allocated to each mental function or capacity, resulting in map-like
segmentations of the whole brain. Over time, brain maps became incredibly precise
with respect to both function and localization. One may wonder, nevertheless,
about their methodological grounding. Bizarre cases of brain injury such as Phineas
Gage’s, not to speak of the wide practical experience of neurosurgeons, which
are inconsistent with the doctrine, might have raised doubts about such a sharp
functional segregation of the brain. However, they actually did little to undermine
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trust in the allotted organization of the neocortex. Little by little, a clear-cut
catenation between brain pathology and psychological dysfunction has appeared.
The scenes on the mental stage were thus embedded into the histological topography
of Brodmann’s areas — the contemporary level of understanding of the physiological
organization of the brain.

But it was not quite that simple. Technological progress into investigation of the
brain has revealed an increasingly multifaceted heterarchy of the brain. Santiago
Ramén y Cajal’s indirect reply to Camillo Golgi’s speech at the Nobel event of
1906 demonstrated a tendency towards greater complexity of the nervous system.
That seems to indicate a general trend in brain research: instead of revealing
homogeneous structures, things tend to become more complex at each new level
of investigation. In 2005, Olaf Sporns (Indiana University) and Patric Hagmann
(Lausanne University Hospital) independently suggested the term “connectome” to
refer to the entirety of the neural connections within the brain.

It is clear that, like the genome, which is much more than just a juxtaposition of genes, the
set of all neuronal connections in the brain is much more than the sum of their individual
components. The genome is an entity it-self, as it is from the subtle gene interaction that
[life] emerges. In a similar manner, one could consider the brain connectome, set of all
neuronal connections, as one single entity, thus emphasizing the fact that the huge brain
neuronal communication capacity and computational power critically relies on this subtle
and incredibly complex connectivity architecture. (Hagmann 2005, p. 123)

Because of differing levels of spatial resolution in brain imaging, brain networks
are defined at different levels of scale. Objects at each level are investigated using
different techniques, ranging from electron- or light-microscopy to diffusion MRI
and fMRI. The ultimate goal is to integrate connectomic maps of different scales
into one single hierarchical map of the neural organization of a given species. For
the human brain, there are huge technical problems to be overcome. They mainly
result from three sources: the sheer amount of data (given today’s technologies,
data collection would take years); adequate machine vision tools to annotate the
data are not yet available; and the same applies to high-performance algorithms for
the analysis of the resulting brain graph.

That does not mean that the problem is hopeless. Due to innovatory observational
technologies (cutting nervous tissue with a diamond knife with an edge of about 12
carbon atoms wide into ultra-thin slices and microscoping the contacts of singular
neurons) there has been remarkable progress in specifying (tiny parts of) the local
connectome and in unravelling the structure of the giant knot of intertwined neurons
into graphs representing unscrambled synaptic chains. One may justifiably hope,
for example, that such a representation of a tiny region (just a fraction of a cubic
millimetre in volume) in the dorsal ventricular ridge of a male zebra finch will allow
scientists to establish the timeline of the spikes of its neurons and thus explain the
characteristic song of this particular finch and render it technically reproducible.

In every case, a major methodological challenge for macro-scale connectomics
is finding adequate parcellations of the brain. Just to partition it into equally sized
regions or into anatomical regions with an unclear relationship to the underlying
functional organization of the brain will not give optimal results. To make matters
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worse, the functional organization of the brain — the amount of communication
between different regions, also known as the functional connectome — is to some
degree independent of the structural organization and changes over a much shorter
time scale. In any case, the human connectome, with its interacting processes going
on at different levels of the structure, provides yet another interesting case of a
complex system.

Even the simplest well-investigated nervous system, the neuronal structure of C.
elegans, displays a remarkable structural variety. Although it consists of only about
300 neurons, these neurons represent more than 100 different cell types. The worm
C. elegans was the first organism whose connectome came to be completely known.’
Because of the huge number of different neuron types, however, the connectome
alone is insufficient to provide a complete understanding of the worm’s neural
processes. Knowing the organization of the cells of C. elegans’ nervous system
is as indispensable as knowing their individual workings. The functionality of a
system depends on the properties of its elements and on the specific organization
of the elements. The more diverging are the elements of some entity, the more
the elements’ properties matter in understanding the entity’s performance; or,
the larger the number of different types of a structure’s parts, the bigger their
relative impact on understanding its functionality. And vice versa — the smaller
the number of different types of parts forming some structure, the higher is the
relative importance of the organization of the parts in understanding the structure.
Just to take Sebastian Seung’s illustration: when you play with old-fashioned Lego
sets (containing only one type of block), then describing your creation means
enumerating the organization of its parts (see Seung 2012, p. 268).

How is the relative importance of types and organization distributed in the case
of the human brain? Neocortical structures are formed by billions of neurons (and
ten times as many glia cells). Every neuron has up to 10,000 synapses, each of
them with millions of ion channels to run intercellular communication. In the human
brain there are far less neuron types than in C. elegans — we know of only about
100 different types of neocortical neurons. That is why structure, the connectome,
is of central interest. Knowing the connectome is necessary for understanding the
brain. Consequently, there can be no correct simulation of a human brain based on
a wrong connectivity. (To be sure, the part list of the human brain is relatively short,
though it is certainly long enough to provide neuroscientists with years of intensive
investigations.)

Although the functional modularity of brain organization used to be one of the
best established tenets in the neurosciences, the kind of modularity which was
assumed for the human brain has changed over time. Coming back to the analogy
of the department store of the phrenologist, modern neuroscience assumes more
flexibility and more interaction between the departments. Structural units alone
are not very informative, because they may serve various functions, depending

"This means that every synaptic connection of every neuron in C. elegans’ nervous system has
been identified.
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on their specific connections. This does not necessitate the revival of holism.
However, light is shed on functional networks, thereby revealing a much greater
organization of locally and physiologically distributed areas involved in serving a
specific task. It resembles the situation in genetics: genes encode proteins which
can do a lot of different things. The modularity of the human brain is certainly
not any “cut it out-and-analyse its function” kind of modularity: modules are
connected, rather than independent. And it is that latter kind of modularity which
would obviate complexity. So it seems that traditional modularity, i.e. separatedness,
loses importance in neurophysiology, as did linearity in physics. It often seems that
progress in the sciences encourages complexity, rather than not.

Is there a remedy for the trend of increasing complexity in the realm of brain
research? The ultimate way to reduce the complexity of an object of investigation
is to build a faithful model. In the case of the human brain, attempts are as old
as science itself. At every stage of technological progress, the most advanced
machines were believed to have finally achieved the goal. Mills, pumps and outlets,
clockworks, telephone switchboards, electrical devices, and electronic calculators
were efforts to simulate the human brain, to make the machine think. Over recent
decades, there have been many interesting projects in artificial intelligence. More
than 10 years prior to the DARPA SyNAPSE project, Hugo de Garis directed
the Robo-Koneko (“artificial kitten”) project. Its objective was to create a neural
network composed of tens of millions of neurons. This resource would power in
real-time an external robot which was supposed to behave like a natural kitten. Many
criticized the Robo-Koneko project for being too simplistic, pointing out that simply
magnifying neural nets was not the solution to anything. Hugo De Garis seemed
to have little interest in finding out how a cat’s brain worked. Somewhat similar
to an ancient alchemist, without fully understanding the underlying mechanism,
he trusted in methods of evolutionary engineering which would eventually lead
to an “opaque”, but working machine. Though certainly very interesting and well
ahead of its time, the project failed. The main reason was, I suppose, its insufficient
complexity. Just putting together more and more of the same and hoping for a
dialectical leap requires a lot of faith.

One of the promising recent projects does not repeat that mistake. Henry
Markram is a widely renowned neuroscientist for his pioneering experiments on
synapses. He is aware of how important it is to understand how a brain works in
order to simulate it on a computer. In 2009, he announced a computer simulation of
the human brain within 10 years. But what is the criterion for judging success? In
2019 we may use the good old Turing Test to see whether we have reached the
final destination and created a thinking machine. But how do we know that we
are moving in the right direction until that day comes? Markram’s Blue Brain is
composed of units that adequately model electrical and chemical signals in many
types of neocortical neurons. But —as we discussed previously — it is connection that
matters and we will not have any cortical connectome soon. At least not on the level
of precision that Markram sets out to model. So there is no antetype for connecting
the model neurons with each other. For the time being, researchers connect them
randomly. In the living brain, however, there seems to be activity-dependent synapse
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elimination and creation, which leads to a nonrandom pattern of the surviving
connections. Another question concerns the subtleties of neurotransmitters in the
synaptic cleft. Can neurons interact outside the confines of the synaptic cleft? Which
role do hormones play? There seems to be plenty of room below the level of the
connectome. Furthermore, glia cells, by definition, do not form any part of the
connectome. But, as is known, they influence cognitive processes in the brain. So,
although it will be very challenging to meet the required level of knowledge of the
connectome, it may be that even the connectome is not enough.

From yet another perspective, one may ask whether an isolated brain is the right
object to develop higher mental phenomena which are typical for humans, and
particularly whether the machine will possess consciousness. In a word, it seems that
for the time being the project, although an enormously complex enterprise, is still
not complex enough. A possible analogy to the Human Genome Project suggests
itself. Sequencing the genome, we did not find exactly what we were hoping for.
It turned out that much more has to be taken into account than just the order of
fourfold bases on the DNA. In that sense, HUGO opened a gateway to a much more
complex world below DNA level, thus creating new branches of science.

Recently, the Human Brain Project, led by Markram, was awarded one of the two
Flagship Projects in Science in the European Union and received giant funding over
a 10-year period. That is a very satisfying decision by the European Commission,
indeed. Not only because in the course of that mammoth project many important
scientific results will doubtlessly be achieved, but also because the project will
endure until it finally reveals its promised result.

5 Revolutions

What future role will complexity play in the sciences? Recently, there seems to be
widespread dissatisfaction and an awareness of fundamental methodological prob-
lems in many areas of natural and social sciences. Complexity is one of the topics
which provides hope for some sort of methodological breakthrough. In particular, it
is plain complexity which has the potential to bridge the innovation gap — starting
out with traditional models and processing them with high-powered computing
machinery makes the resulting new models more familiar. For instance, the concept
of homo oeconomicus is no longer considered adequate as an economic decision-
maker. A whole swarm of these autistic zombies, however, interacting under simple
rules may form interesting and relevant raw material for the massive modelling
of economic decision-making. It may be somewhat adventurous to predict that
complexity will develop into a central topic of the philosophy of science. And yet
it focuses on many important issues such as causality, structure, predictability and
order. Thinking about complexity may improve one’s mental models by rendering
the semantic web less complex. May it perhaps serve as a unifying framework to
address general problems of the status of scientific knowledge?
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What about complexity as a Weltanschauung — will it change our image of
science? It is always difficult to assess historical trends in which one is immediately
involved. First of all, participating in a process dilates its time scale. Even a process
retrospectively identified as a revolution will look to those involved like a crawling
revolution at the most.

In order to gain a perspective let us look at the Renaissance swerve. Six hundred
years ago, conditions were difficult for science; it was undergoing a life-threatening
crisis. The crisis was caused mainly by the unwillingness to engage in applied
science, to contribute to technological innovations which were badly needed to make
Joe Blogg’s everyday life easier. There were truly extraordinary findings in medieval
logic and ontology — but no conscious and deliberate application of these break-
throughs which would alleviate the aforementioned Joe Blogg’s quotidian existence.
There were some truly extraordinary findings in medieval logic and ontology, but
there was, at the same time, an almost complete breakdown of communication
between science and society. While scholastic scientists were actually pondering the
psycho-physical problem, people in the towns were disgruntled by what they saw as
fatuous debates in the ivory tower about angels dancing on a pinhead. Science had
to regain social acceptance by moving towards applied science. Such a redirection
required more than just another scientific method. Induction came along with a new
criterion for scientific evidence. The rules of the game changed to a wide extent.
Galilei dropping metal balls down the Tower of Pisa, though historically inaccurate,
presents a superb icon for the ongoing process of change. His fellow scientists were
upset. They refused to even take note of Galilei’s experiments. They might have
protested, “That is not how we do science! Every student knows the proper method —
read the relevant works of the great precursors, debate the issue among your learned
colleagues, and then find the received knowledge confirmed, or, in the unlikely event
that they had erred, correct the error in an addendum. Throwing objects to see them
falling down is not what a scientist should engage in.” Actually, a new mode of
thought was needed to bring about Renaissance science. The new science made a
pact with society:

We, the scientists, will work hard to uncover the most fundamental structures of the
world. We will describe them in mathematical language in a Golden Book of Nature.
Everyman receives a precise and perspicuous picture of reality that lays the foundation
for technological progress. We will be rewarded for that.

Call that the Renaissance promise: nature is founded on a mathematical formula.
We will dig it out for you.

Five hundred years later, at the end of nineteenth century, the situation was
different in many respects. Leading opinion-makers announced the impending
end of science. Science, in particular Newtonian physics, achieved unprecedented
success. The Golden Book of Nature was nearly complete. Everything that could
be discovered by science had been discovered. A few blank pages remaining at
the end of nineteenth century would easily be filled in by a few talented PhD
candidates. Afterwards, we would ultimately close the Golden Book and end the
project “science” and devote our time to other joyful activities. We all know what
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happened next. The blank pages “black body radiation” and ‘“Mercury perihelion”
were filled out in a way that turned the Golden Book into a museum piece. The
eve of the final triumph turned out to be an eve of destruction. Both physics and
mathematics underwent foundational crises at that time.

However, it took some decades for the detailed implications of the new discov-
eries in all the relevant fields to emerge, that is, in the relativistic universe, in the
quantum world, and in foundations of mathematics. Godel’s and Turing’s results
on the range of algorithmic methods and Poincaré’s and others’ work stimulated
by the three-body problem made mathematics a more confusing area. Even today,
there is still little understanding of the standard model of modern cosmology, and
not much has been achieved in the area of reconciling quantum mechanics with
common sense.

It is hard to predict where the present phase of the evolution of science will
lead to. The characteristic new facet seems to be (plain) complexity. Einstein’s
celebrated admonition not to overemphasize simplicity® anticipates the central idea.
Nowadays, there are voices from many fields contending that the striving for
simplicity has gone too far. Oversimplified elegant models in economics do not take
certain essential factors into account and fail as soon as the weather turns stormy.
Structural models in the neurosciences are too coarse-grained and thus fall victim to
voodoo correlations. There is increasing discontent together with rising awareness
of the problem not only in econometrics and neurophysiology, but also e.g. in
epidemiology, anthropology, cosmology, psychiatry, pharmaceutics and oncology.
The world is complex, as Sandra Mitchell puts it, and we ignore complexity in
scientific theories at the peril of irrelevancy.

The new mode of thought in the Renaissance period was characterized by respect
for the factual, by the concern for living practice, i.e. by scientific analysis of
our environment. The new mode of scientific thought was made possible by the
enhanced arsenal of scientific methods. The Renaissance revolution had established
the knowledge of practice as a rewarding challenge for science. The ongoing
revolution centres on the imperfectness of that knowledge. In some cases, the
complex nature of a phenomenon imposes upon us the renunciation of knowledge
that guarantees reliable prognosis and control. That is an imposition, indeed. We
should accept reality as cognizable by human standards, as opposed to “demonic”
standards a la Laplace. In many cases, there is no arbitrarily precise future prospect
available. The facilities available for control and influence are often limited to
heuristics and approximate routines; in other words, there are no standing orders
for Prussian drill but rather instructions for white water rafting. The new scientific

8<Everything should be made as simple as possible, but not simpler.” It is not entirely clear,
however, whether Einstein expressed himself precisely in that way. The closest reliable quotation
is perhaps this: “It can scarcely be denied that the supreme goal of all theory is to make the
irreducible basic elements as simple and as few as possible without having to surrender the
adequate representation of a single datum of experience.” (From “On the Method of Theoretical
Physics,” the Herbert Spencer Lecture, Oxford, June 10, 1933.)
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procedure emerging at this stage is massive modelling, simulation’ based on high-
power computing techniques. To use the method of simulation means to calculate
the very many scenarios of a system’s behaviour under specific circumstances and
thus to come up with maps of the system’s behaviour. Potentially, they will show
areas where no reasonable forecast and control is possible, because of extremely
sensitive dependence on some intractable influence factors. But one may also hope
to find realms of nearly linear behaviour. These regions allow for secure influence
on the system.

The procedure thus generates outcomes of a novel type. Instead of impressive
numbers suggesting seriousness and certainty we end up with a more qualitative
description of the phenomenon, describing its behaviour under various circum-
stances, aiming at identifying basins of robustness, or else pockets of order for the
system. Forecasting climate changes will never result in figures with four decimal
points, only in responsible estimations together with revealed margins of error.
Formidable precision — once the very hallmark of science — may now indicate
insincerity of the analysis. It will take some time to explain that to our customers!

All that will result in a new situation in science. How to keep the promise to pin
nature down to a transparent mathematical description if such a strategy ruins the
objective of investigation by oversimplifying the framework of analysis? How then
can scientific results be made accessible to non-specialists? Science may find itself
in a position where it has no choice but to breach the Renaissance pact.

Here is Sandra Mitchell’s motivation for the swerve towards complexism'’:

The long-standing scientific and philosophical deference to reductive explanations founded
on simple universal laws, linear causal models, and predict-and-act strategies fails to
accommodate the kinds of knowledge that many contemporary sciences are providing about
the world. (Mitchell 2009a, b, p. 118)

Does that mean objecting to the importance of fundamental laws in the sciences?
Yes and no. Of course, there are fundamental laws in physical theories, and no doubt
our present physical theories are the best theories of nature we have ever possessed.
In that sense, fundamental laws are important. On the other hand, not much follows
from the possibility of describing a human being as a relatively stable cloud of
elementary particles. In that sense, I agree with Philip Anderson:

The ability to reduce everything to simple fundamental laws does not imply the ability to
start from those laws and reconstruct the universe. In fact, the more the elementary particle
physicists tell us about the nature of the fundamental laws, the less relevance they seem to
have to the very real problems of the rest of science, much less to those of society. (Anderson
1972, p. 394)

9“Simulation” refers to the process of constructing, using, and justifying a model that involves
analytically intractable mathematics (Winsberg 2003, p. 105). At this stage, there is no established
terminology, not to mention even clearly defined content for the new procedure.

10As defined above.
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It seems then that we should accept Mitchell’s conjecture that, generally, in the
sciences, there are neither fundamental explanations nor any kind of universal
investigative strategies. And this, I take it, is a positive message for science.!!
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Confessions of a Complexity Skeptic

Raphael Scholl

1 Introduction

Max Urchs argues in his contribution to the present volume that scientists and
philosophers of science should be more mindful of complexity. In this he agrees with
a number of recent contributions by such authors as Melanie Mitchell (2009a) and
Sandra Mitchell (2009b). In her book Unsimple Truths, Sandra Mitchell argues that
progress in scientific understanding will increasingly require complexity thinking,
and that the philosophy of science will need to adjust its meta-reflections accord-
ingly. Mitchell thinks that a host of issues will have to be reconsidered: reduction
and emergence, lawfulness, scientific method, prediction, and policy analysis.

In his discussion of cases from economics and the neurosciences, Urchs touches
on many of the same issues. In the comments in hand, it is not my goal to engage
with the debate about complexity as a whole. Instead I will focus on objections in
three of Urchs’s main areas of discussion: economic markets, the changing legacy
of the scientific revolution, and neuroscience. I am particularly interested in the
question of what we can learn from individual cases from the sciences — that is, on
the proper use of case studies in philosophy of science.

First, Urchs argues that complexity thinking is helpful in modern economics, and
he identifies John Maynard Keynes as an early exponent of this view. I will argue
that a close consideration of Keynes’s science should not leave us unambiguously
favorable to complexity thinking. Second, Urchs makes the historical claim that a
certain kind of relationship between science and society was established during the
scientific revolution, and that this will have to change to accommodate complexity
thinking. I will argue that the historical claim is difficult to maintain, and that the
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changing relationship between science and society is, at the very least, still up
for debate. Third, Urchs discusses the neurosciences as an area where complexity
thinking will potentially be helpful. I neither affirm nor reject the thesis, but I argue
that the neurosciences as a case study are not suitable for Urchs’s purposes on
strictly methodological grounds.

It will be useful for the rest of the discussion to have some idea of what is meant
by complexity (for a recent discussion, see references cited above and Ladyman
et al. 2012). There is no consensus answer, and Urchs’s own approach to delineating
the phenomenon is rather impressionistic. For the present discussion, I will think of
complex systems as involving (a) a large number of entities, (b) a large number of
possible (although perhaps simple) interactions, and (c) multiple relevant levels of
description. The system at the aggregate level will display some sort of organization
or adaptation, and it may moreover be subject to continuing evolution, such that
the entities or their interactions change over time. I take it that these features
roughly capture the systems that authors like Sandra Mitchell and Melanie Mitchell
are talking about, and such systems would allow the occurrence of many of the
phenomena that Urchs attributes to complex systems (among these are deterministic
chaos, non-linearity, surprise' and unpredictability).

2 Keynes, Complexity, and the Ineffectiveness of Monetary
Policy During the Economic Crisis

2.1 Keynes on Parts and Wholes

Urchs argues that John Maynard Keynes must be understood as a precursor of
complexity thinking. He quotes from the preface of the French edition of The
General Theory of Employment, Interest and Money of 1939:

I argue that important mistakes have been made through extending to the system as a whole
conclusions which have been correctly arrived at in respect of a part of it taken in isolation.
(Keynes 1973a, p. xxxii)

Urchs wants us to read this in the context of complexity — perhaps as an endorsement
of system-level emergence. But we must take a close look at what Keynes had
in mind here. I will argue that Keynes can be reinterpreted in terms that do not
unambiguously support complexity thinking.”

'Unlike Urchs, however, I would strongly caution against a definition of complexity in which
subjective psychological experiences such as surprise play a role.

2Urchs also gives us quotations from Keynes’s Treatise on Probability (1973b), and I have no

comments to make about these. I agree that it would be worthwhile to read the Treatise on
Probability from the point of view of complexity.
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Keynes’s goal in the French preface is to delineate the main distinguishing
features of his approach to economic theory, and in particular the reasons why he
speaks of a “general theory”. Immediately before the quotation above, he writes:

I have called my theory a general theory. I mean by this that I am chiefly concerned with the
behaviour of the economic system as a whole, — with aggregate incomes, aggregate profits,
aggregate output, aggregate employment, aggregate investment, aggregate saving rather
than with the incomes, profits, output, employment, investment and saving of particular
industries, firms or individuals. (p. xxxii)

This aggregate-level description laid the foundation for the current division of
economics into micro- and macroeconomics. Keynes goes on to illustrate the
approach using an example. His theory says that for the economy as a whole, savings
must equal investment. Now, if taken as a statement about individual economic
actors, this is plainly false, since there is no reason why an individual actor’s
investment should bear any relationship to his or her savings:

Quite legitimately we regard an individual’s income as independent of what he himself
consumes and invests. But this, I have to point out, should not have led us to overlook the
fact that the demand arising out of the consumption and investment of one individual is the
source of the incomes of other individuals, so that incomes in general are not independent,
quite the contrary, of the disposition of individuals to spend and invest; and since in turn
the readiness of individuals to spend and invest depends on their incomes, a relationship
is set up between aggregate savings and aggregate investment which can be very easily
shown, beyond any possibility of reasonable dispute, to be of exact and necessary equality.
(pp. XXxii—XXXiii)

Keynes regards this as a “banale conclusion” with interesting consequences. It
follows, for example, that when faced with a large burden of debt, the rational
course of action for an individual company is not the same as for an entire national
economy. An individual company deals with debt by increasing the ratio of income
to expenditures. However, if an entire national economy cuts its spending, then —
because one person’s spending is another person’s income — everybody will be
poorer off. Keynes writes:

[I]t becomes evident that an increased propensity to save will ceteris paribus contract
incomes and output; while an increased inducement to invest will expand them. (p. xxxiii)

That increased savings can lead to a loss of wealth is sometimes referred to as “the
paradox of thrift”. It constitutes the minimal core of recent disputes about how to
deal with the economic crisis that started in 2008. Proponents of “stimulus” argue
that cutting government spending would be counterproductive, since increased
government savings will, as Keynes said, “contract incomes and output” of private
actors like firms and households. Proponents of “austerity” argue that nations with
too much debt must decrease spending to bring their budgets into balance, and that
increased government spending would be ineffective stimulus.?

3Proponents of austerity would not, however, deny the savings/investment equality. Instead, they
might argue that government investment would increase interest rates and so “crowd out” private
sector investment. Or they might argue that increased government spending would be taken as a
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Thus aware of the context of Keynes’s statement about the properties of parts and
wholes, should we read his remark in the context of the debates about complexity?
I don’t think so, for a much more pedestrian story suggests itself. It seems
that Keynes’s subdiscipline-founding breakthrough was to identify a successful
aggregate-level (as opposed to component-level) description of causal factors in a
national economy. His description in terms of aggregate incomes, outputs, profits,
and so on, was successful in the sense that robust causal relationships could be
identified among these aggregate causal factors, and in the sense that these causal
relationships could be used to explain interesting phenomena (such as the behavior
of economies in times of recession). The next section’s more thorough discussion of
the IS-LM model, which is generally taken as a formal model of Keynes’s General
Theory, will make this even clearer.

It is at least not immediately obvious how complexity enters the picture. The
number of components in Keynes’s picture is in fact a reduction relative to what one
would expect: It turns out there can be meaningful economic models that completely
disregard the fact that economies are in reality made up of hundreds of thousands of
individual actors. Apparently, if one identifies the appropriate causal factors at the
aggregate level, one can abstract away much of the “complexity” of an economy.
Similarly, the number of interactions between components does not multiply in
Keynes’s description. There are two levels of description in play, but I assume that
this by itself does not qualify a model for the complexity label. Perhaps there is
some other sense of complexity which applies to Keynes’s science — but Urchs’s
paper is scant help, since his definition of complexity is elusive.

2.2 The Ineffectiveness of Monetary Policy During
the Economic Crisis

Another example discussed by Urchs suggests, upon close consideration, the same
story: component-level complexity giving way to simpler aggregate-level models.
Urchs reminds us that during the economic crisis, a standard remedy for slowing
economic growth has proved ineffective: lowering interest rates in order to stimulate
economic output. Urchs quotes John Coates:

Economists assume economic agents act rationally, and thus respond to price signals such
as interest rates, the price of money. In the event of a market crash, so the thinking goes,
central banks need only lower interest rates to stimulate the buying of risky assets, which
now offer relatively more attractive returns compared to the low interest rates on Treasury
bonds. But central banks have met with very limited success in arresting the downward
momentum of a collapsing market. One possible reason for this failure could be that the
chronically high levels of cortisol among the banking community have powerful cognitive
effects. (p. 209)

sign of higher government deficits in the future. This in turn would lead to an expectation of higher
future corporate taxes, which would again induce companies in the present to reduce investment.
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Perhaps the supposed relationship between the monetary base, interest rates and
economic output is, as Urchs writes, “like a compass that will work properly only if
there is no wind” (p. 208)?

The invocation of cortisol levels is certainly in the spirit of Sandra Mitchell’s
arguments that most interesting phenomena will ultimately have to be understood at
a number of interacting levels. Her main example is clinical depression, where we
must expect a full understanding to include both molecular factors and the patient’s
social environment, among other things. Similarly, economists may have to learn
to model the behavior of bankers not just in terms of rational responses to interest
rates, but also in terms of cortisol-related psychological processes of individuals.

Urchs himself expresses some skepticism about hormone-based explanations in
economics. However, he is correct in noting that if macroeconomists must begin to
model the hormonal state of individual traders, then macroeconomic models will
increase in complexity in a number of possible senses: the number of interacting
parts will increase, as will the potential for interactions among the parts and the
required number of levels of description.

However, it is far from certain that irrationality-inducing cortisol levels are
needed to explain the ineffectiveness of monetary policy during the economic
crisis.* Some macroeconomists would argue that the ineffectiveness of monetary
policy during the crisis is explained by aggregate-level factors — the kind that
customarily enter into macroeconomic analyses. In particular, they would point to
the IS-LM model, which is taken as a formal representation of Keynes’s General
Theory. 1 ask the reader to bear with me as I briefly introduce the 1S-LM model. On
this basis, it will then be possible to argue that the IS-LM model offers an analysis of
the ineffectiveness of monetary policy during the economic crisis which is plausibly
non-complex.

For a full presentation of the IS-LM model, I refer the reader elsewhere.’ The
basic and familiar idea is that economic output in an economy is determined both by
the market for goods and services and by the market for money. More specifically,
the model tells us how the interplay between the two markets determines interest
rates and economic output. In a typical presentation of the IS-LM model (see Fig. 1),
interest rates are indicated on the vertical axis and GDP is indicated on the horizontal
axis. The IS curve (for “investment—saving”) represents the market for goods and
services and the LM curve (for “liquidity preference—money supply”) represents the
market for money.

Let us look at the IS curve first, where the interest rate is the independent variable
and GDP is the dependent variable. Changes in the market for goods and services
can increase or decrease economic output. Decreases in interest rates will make the

“4This is not a rejection of neuroeconomics (for a discussion, see Miki 2010). My rather more
modest argument is that the neurosciences may not be needed in the particular case discussed by
Urchs.

3See for instance Chaps. 10 and 11 in the textbook by N. Gregory Mankiw (2002), and for a brief
blog-sized overview see Paul Krugman (2011).
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Fig. 1 The IS-LM model after Mankiw (2002) and Krugman (2011). See text for explanations

financing of investments less costly, and so lower interest rates increase economic
output (this is why the IS curve is downward sloping). Several factors can shift
the IS curve. Increased government purchases will increase overall expenditures,
overall income, and economic output. Similarly, a tax decrease will also expand
expenditure and income. Both sorts of changes would shift the IS curve to the right.
Conversely, a decrease in government spending or a tax increase would shift the 1S
curve to the left.

Let us now turn to the LM curve, where GDP is the independent and interest rate
the dependent variable. A higher GDP will mean higher demand for money, since
more interactions requiring money take place, and so interest rates will be higher
if GDP is higher (this is why the LM curve is upward sloping). Again there are
factors that can shift the LM curve. Interest rate at any given GDP can be affected
by changes in the amount of money available, that is, by the monetary policy of
central banks. An increase in the monetary base will tend to reduce interest rates: it
will shift the LM curve to the right. The converse happens if the monetary base is
reduced.

It is important to understand that the IS and LM curves represent possible
equilibrium points in the market for goods and services and the market for money.
Let’s look at the market for goods and services first. If GDP were above the
level compatible with a certain interest rate, this would mean that companies are
producing more goods than are demanded by current investment. Hence, companies
would accumulate inventory and in response decrease production, which would
bring GDP in line with interest rates. Conversely, if GDP were below the level
compatible with the interest rate, more goods would be demanded than produced,
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inventories would decline, and companies would increase production. This would
again bring actual GDP in line with the interest rate. In the market for money,
an equilibrium process is also at work. If interest rates were above equilibrium
levels, individuals would try to convert more of their money into interest-bearing
bank deposits or bonds, and this excess supply of money would cause banks and
bond issuers to lower the interest rates they offer. Conversely, if the interest rate
were below equilibrium, banks and bond issuers would offer higher interest rates to
attract scarce money. The economy as a whole is at the point where both the market
for goods and services and the market for money are in equilibrium: that is, at the
intersection of the IS and LM curves.

Now how can the IS-LM model explain the ineffectiveness of monetary policy
during the crisis? This is where I take it that there is controversy within the science
of economics. One explanation on offer, defended forcefully by the Nobel Prize
winner Paul Krugman, is that the economy in the crisis was in a so-called “liquidity
trap”.® The basic idea is that many individuals in the economic crisis suddenly
found themselves in a position where they had a debt burden to reduce. This caused
expenditures to go down drastically — it shifted the IS curve far to the left, reducing
interest rates and economic output. Central banks reacted to the slump in output by
increasing the money supply (shifting the LM curve to the right). In normal times,
this would reduce interest rates and stimulate investment spending. However, since
the shift in the IS curve had already brought interest rates close to zero, a shift in
the LM curve could not affect them further, and so monetary policy had to remain
ineffective. This situation is shown in Fig. 2.

The liquidity trap offers an explanation for the failure of monetary policy during
the great recession which impresses by its relative simplicity. It is not within my
competence to say whether this explanation actually is correct. But if it is correct,
then macroeconomic success was again achieved by modeling the correct aggregate
factors and the correct causal relationships between them. And as far as I can tell, the
IS-LM model is not complex in the sense discussed here. Both in terms of entities
and interactions, the model is relatively parsimonious.

We must ask, however, whether the explanation provided by the IS-LM model is
truly independent of an explanation which invokes, for instance, the cortisol level
of individuals. Aren’t neuroscientific factors simply what explains that the IS curve
shifted far to the left — or in other words, isn’t the IS-LM analysis a mere description
of a process which Urchs (quoting Coates) wants to explain causally by appeal to
cortisol levels?

In a trivial way, neuroscientific facts are certainly part of the complete causal
story. The shift of the IS curve is explained by a reduction in overall planned
expenditure in the economy, caused by many economic actors suddenly facing a
debt burden. All of this must be realized at the individual and neuronal level — and
not all individuals will face the same sort of debt, or react to it psychologically and
neurally in the same way. So micro-level realizations of the aggregate-level fact of

6See also Mankiw’s discussion of the liquidity trap in his textbook (Mankiw 2002), Chap. 11.
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Fig. 2 The IS-LM model in a “liquidity trap” (after Krugman 2011). See text for explanations

“a large decrease in planned expenditure” certainly exist and are multiply realized.
But I presume that this would be largely uncontested.

The more pressing question is whether the cortisol-levels explanation is intended
as complementary or alternative to the customary macroeconomic analysis. Return-
ing to the first sentence of Urchs’s quote from Coates, we read:

Economists assume economic agents act rationally, and thus respond to price signals such
as interest rates, the price of money. (p. 209, my emphasis)

Since economic agents during the crisis seemed not to react to price signals, cortisol
levels are offered as an explanation of this irrationality. They are thus clearly
intended as an alternative explanation: The neuroscientific facts are taken to explain
something that on a customary analysis remains obscure. However, on the IS-LM
analysis economic agents were not behaving irrationally, and so there is nothing for
the cortisol-levels hypothesis to explain! With interest rates having approached the
zero lower bound, an increase in the monetary base could not have been expected
to alter interest rates further — even if all economic agents were behaving rationally.
Cortisol levels and other neuroscientific facts surely constitute part of the micro-
level realization of macroeconomic states, but they are mere intermediate causes:
the explanatory work is done by the aggregate-level theory.

Friends of complexity might accept the foregoing analysis but insist that the
explanation of the ineffectiveness of monetary policy during the crisis is precisely
what complexity is all about. Among Urchs’s features of complexity is:

The very mechanism which generates a system’s behaviour is changing, leading thereby to
the evolution of new forms of connections. (p. 204)
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One might tell the story thus: in normal times, the economic system’s behavior is
such that an increase in the monetary base increases economic output. In the crisis,
the mechanism generating this behavior changed, leading to unexpected new results.
But I think it would be unwise to use the term “complexity” in case where we are
simply dealing with misconceptions about the mechanisms operating in the system.
The relevant macroeconomic model was perhaps not widely understood, but it is not
particularly complex.

Urchs writes that standard models in the economic crisis were somewhat like a
compass that only works if there is no storm. It is true that the expected relationship
between expansion of the monetary base and economic output broke down during
the crisis, but the actual compass — the IS-LM model — may have weathered the
storm successfully. The IS-LM model is certainly more complex than the basic
expectations about monetary policy and economic output, but it is still relatively
simple.

It is of course possible to criticize the IS-LM analysis from the point of view of
complexity. For example, W. Brian Arthur (1999) argues that equilibrium analyses
are generally in need of expansion. I am sympathetic to this. But the case for such
expansions must rest on phenomena that the equilibrium analysis cannot explain.
And if my account above is correct, then the ineffectiveness of monetary policy
during the crisis of 2008 is not such a phenomenon.

To summarize, I remain skeptical that either Keynes’s talk about the properties
of parts and wholes or the ineffectiveness of monetary policy during the crisis offer
particularly good examples of complexity. Macroeconomic success in both cases
is not obviously dependent on an understanding of what Sandra Mitchell or Max
Urchs would call complexity. To the contrary, it seems that the key was to find
an aggregate-level description of the economy which could successfully handle the
system’s component-level diversity. All of this leaves open the possibility, of course,
that other cases from economics do in fact necessitate complexity thinking.

3 The “Renaissance Pact”

Urchs claims that science and society entered, some 400 years ago, into a “Renais-
sance pact” or “promise””:

We, the scientists, will work hard to uncover the most fundamental structures of the
world. We will describe them in mathematical language in a Golden Book of Nature.
Everyman receives a precise and perspicuous picture of reality that lays the foundation
for technological progress. We will be rewarded for that. (p. 215)

He claims that the pact is now in need of revision because of complexity.

It is not clear how this Renaissance pact should be interpreted. Urchs paints the
scientific revolution as a response to an earlier breakdown in the communication
between science and society, largely because science was theoretical rather than
applied. From this he develops the notion of a new relationship between science and
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society from the renaissance onward — the aforementioned pact or promise. Urchs
does not refer to the historical literature to back up these claims. To the best of my
knowledge, they are untenable.

One difficulty of the proposal is that it may not even be a testable historical thesis.
This is because it is hard to conceptualize. Pacts have signatories, and promises are
made by someone to someone. Yet who would that be? Even if we take all early
modern scientists to pursue roughly the goal stated above (to “uncover the most
fundamental structures of the world”), which individuals or groups from society
offered a reward in return? Was it because a reward was promised that science was
professionalized and eventually publicly funded, some two centuries later? As a
matter of historical scholarship, I do not know how this thesis can be made precise
or plausible.

But I suspect that the idea must be taken metaphorically: Over the past four
centuries, science has increasingly served society in a certain way, and now this
may be changing. Leaving the problematic historical claims aside, Urchs may be
saying that the epistemological goals of science may need to be adjusted.

Urchs seems to be thinking along the lines of Sandra Mitchell’s Chap. 5, which
discusses policy in a world of complexity. On one conception, the task of science
is to make definitive predictions about the consequences of particular courses of
action (for instance, on whether anthropogenic greenhouse emissions will or won’t
cause radical climate change), and these predictions then allow us to act so as to
achieve our desired outcomes. However, from a science of complexity we may not
get definitive predictions, but only an analysis of different possible outcomes. Parts
of the outcome space may show such sensitive dependence on initial conditions that
no predictions are possible. Policy in turn may not be able to choose one outcome as
a goal: we may have to settle for policy which is robust in the sense that it leads to
acceptable outcomes in a variety of different scenarios, and our policy may in any
case have to adapt itself as more is learned about the systems with which we are
dealing.

I find these ideas by and large unobjectionable, and to the extend that Urchs
is thinking about the same sorts of things, I agree with him. But we would have
to think carefully about whether any of this leads to a change in the relationship
between science and society. I rather suspect, for instance, that Mitchell gives us
a somewhat caricatured view of the “predict and act” model on which science is
supposed to have acted in the past. And the strength of the thesis clearly depends
on describing current practice correctly: if the new principles urged by the friends
of complexity are already part of science, then the new approach to prediction and
policy may not differ much from business as usual.’”

7 Another worrisome note is offered by a reviewer of Mitchell’s book. Kristin Shrader-Frechette
(2013) points out that some of Mitchell’s phrases such as “flexible management”, “continued
investigation” and “learn by doing” can be weaponized by Washington lobbyists to mean toothless

regulation, delayed action and science-blindness.
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In summary, it is not entirely clear what Urchs’s aims are in formulating the thesis
of the “Renaissance promise”. As a historical thesis it fails, and as a metaphor its
precise content remains to be articulated.

4 On the Function of Case Studies in Philosophy of Science

Philosophy of science works best with a strong empirical component, and so the use
of case studies from historical or contemporary science is necessary and welcome.
But it is a challenge to choose the right cases for any given philosophical purpose. To
illustrate the point, suppose we are interested in heuristics for the generation of novel
scientific hypotheses, and part of our argument is to show that our philosophical
proposal operates in a case study from actual science. It would surely tell us little
to see that one or another method of theory generation applies to a trivial scientific
discovery: it will not come as a surprise to anybody that some simple heuristics can
illuminate successful but modest extrapolations from known and well confirmed
theories. In order for our cases to test the value of the proposed heuristics, they
must be scientific theories of acknowledged novelty and originality. In this case,
hypotheses that led to a Nobel Prize are perhaps promising candidates. In general,
we may say that we must challenge our philosophy with hard cases.

The problem of the choice of case studies is particularly acute in the complexity
debate. One use for case studies is to show that we can solve certain problems only
by being mindful of one feature of complexity or another — for example, by studying
the interactions of a great many components, or by integrating causality at multiple
levels of organization or in multiple domains of investigation. But of course this
argument can only be made once at least some such problems are actually solved.
Only when some results are in can we analyze them and show how complexity
thinking was epistemologically fruitful.

Urchs’s section on neuroscience, however, is a mere promissory note: neuro-
science may solve some or even many of its outstanding questions through methods
that are more mindful of complexity. This is plausible, since the number of entities
is known to be large and multiple levels of organization seem to be relevant. But
little is accomplished by pointing to a subject which is at present insufficiently
understood. Our insufficient understanding may stem from the fact that we have not
been mindful of complexity — but we may also lack the right kind of mathematical
methods, or perhaps the correct aggregate-level causal factors have not yet been
identified (as was essential for Keynes’s work). Without additional arguments for the
use of complexity thinking, we do not learn much from neuroscience’s outstanding
questions beyond the fact that these questions exist.

A partial model for how to navigate this territory is Sandra Mitchell’s Unsimple
Truths (2009b). Discussing older concepts of emergence in her second chapter,
Mitchell notes that philosophers in the nineteenth century spoke of emergence in
the context of chemical properties (the fluidity of water, for instance) and biological
properties (inheritance) which later received reductive explanations. Mitchell then
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argues for what she hopes will be a more useful new concept of emergence.
By opening her discussion with such philosophical precursors, Mitchell to some
extent diffuses the fears of readers like me: she knows that the number of phenomena
that seem intractable by customary methods has decreased for centuries, and that
simply pointing to an as yet ill-understood area of science is no argument for the
necessity of new methods. What is required in addition is an argument for why the
remaining unsolved questions are different. Similarly, Mitchell discusses the case
of major depressive disorder in some detail to show how complexity thinking has
been required for understanding it. One can argue about whether Mitchell is entirely
successful in her project. In particular, I wished for a much more detailed treatment
of the case study. But at least her plan of attack is exactly right.

In summary, while the use of case studies in philosophy of science is necessary
and welcome, it is also difficult. Cases must be chosen such that a true test of a
philosophical thesis is possible. I argued that this does not succeed in Urchs’s section
on neuroscience (the case) and complexity (the philosophical thesis).

5 Conclusions

Having titled my comments “confessions of a complexity skeptic”, I conclude by
stressing — call it a hedge, if you must — that I have considerable sympathy for the
project of the friends of complexity. I wish the debate a long and healthy life. It is
difficult to approach philosophy of science from the perspective of the biomedical
sciences without suspecting that the notion of complexity may be both analytically
tractable and useful. Complex systems may lead us to a more robust concept of
emergence, or to a better understanding of causal inference in biological and social
systems. So my position should probably be described as local skepticism: 1 have
made explicit concrete problems faced by Urchs’s discussion of complexity, and
this leaves the door wide open for others to make the case for complexity more
compelling. However, the objections raised in my discussion have some claim to
generality. In order to argue for or against complexity, we will need to consider
cases from actual science very closely, and to think hard about what they can and
cannot tell us.
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New Directions in the Philosophy of Biology:
A New Taxonomy of Functions

Cristian Saborido

1 Introduction

Many things in the philosophy of science have changed in the last decades. A clear
example of this is the debate on the concept of biological function. The supposed
teleological and normative character of so-called functional explanations is at the
heart of one of the most profitable and valuable discussions that currently exist.'
What is more, the development of this discussion allows us to understand many of
the changes and controversies that have marked the direction that the philosophy of
biology has taken at the beginning of the twenty-first century.

In this paper, I review the different theories on functional explanation that can be
found in the current debate in philosophy of biology. I take it that the current state
of the philosophical discussion is dominated by two major classical perspectives
that address functional explanations and consider functions as a kind of disposition.
The first of these major views, the “causal-role” or “systemic” approach, describes
functions as causal effects of a biological trait in the frame of a system or organism.
The second approach, the “evolutionary” one, considers that functions can be
identified with the biological effects that are the “causes of existence” of biological
traits by appealing to the evolutionary role of these effects. Although these two
views have a relatively long history, in the last years a number of new theories have
emerged within these perspectives. In the taxonomy of functions I present here,
I introduce these new theoretical formulations of the causal role, as well as explain
the evolutionary approaches and compare and critically analyze their strategies and
explanatory focus.
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I will begin by presenting a critical review of these two ways of interpreting the
notion of function in light of the current theoretical proposals. I will then analyze an
attempt to overcome this dichotomy: the recent Organizational Approach. I claim
that this last approach constitutes the major novelty in the philosophical discussion
on functions. According to organizational theories, a function is a disposition of a
particular current biological trait that has explanatory relevance, in organizational
terms, with regard to the presence of the function-bearing trait. The organizational
account claims that a functional effect can be understood as a condition of existence
of that very trait (without appealing to evolutionary history) to the extent that
it is a necessary condition for the process of biological self-maintenance of the
organism (see also Schlosser 1998 and McLaughlin 2001). In the present article, I
maintain that the Organizational Approach implies an integration of the etiological
explanatory strategy and the causal-role framework by considering that a function
is both a cause for the existence and a current disposition of a biological trait token.

2 Functions, Teleology and Normativity

“Function” is a key notion in the biomedical sciences. In a general sense, every
function is a disposition of a biological trait. In fact, it is quite usual to interpret
functions in terms of dispositions, or related notions such as “powers”, “abilities”
or “potencies”’. Therefore, the functions of a trait would be determined by the
potential causal effects of such trait under some given circumstances. According
to many authors (see Popper 1959; Shoemaker 1980; Bird 2007) dispositions can
be understood as nomic or causal roles, and this is precisely the way in which the
different theories interpret the notion of function.”> A functional trait is a trait that
has a disposition to produce a specific effect that has relevance with respect to a
goal (the achievement of a systemic capacity, the increment of the system’s fitness,
the preservation of the biological self-maintenance...). Therefore, all theories
understand that functions are a kind of dispositional and causal effect.

However, there seems to be a general consensus that not every disposition is a
function. Many authors defend that what characterizes functions is that these have a
normative and teleological dimension.

Functions are teleological at least in one sense but they can also be so in another
one. First of all, functional attributions imply a teleology because they seem to refer

2 According to the classical definition based on the Simple Conditional Analysis, an item is dis-
posed to do something in given circumstances if and only if this item would do that very same thing
in the cases that these circumstances are present. So, for instance and following the canonical exam-
ple proposed by Carnap: “x is soluble iff, when x is put into water, it dissolves”. In this paper I claim
that functions are dispositions in this sense. A trait T has a biological function F if and only if T has
the disposition to perform F, or in other words, F is a function of T iff, given the “appropriate cir-
cumstances”, T effectively performs F. Of course, a theory of functions should clarify what are the
“appropriate circumstances” because, in the absence of a developed theory, a biological trait has a
potentially undetermined list of potential effects or dispositions that can be interpreted as functions.
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to certain “raisons d’étre”, “purposes” or “intentions” related to the entities to whom
one attributes these functions. An effect of a feature is a function only in relation to
an (internal or external) purpose to which this effect contributes.

Second, certain types of functional explanations are also teleological in a stronger
sense, since they try to explain the existence of a feature through some effects or
consequences of its own activity, i.e., its function(s). To affirm — by quoting what
is probably the most recurring example in this debate — that “the heart’s function
is to pump blood” is, ultimately, equivalent to saying that this effect of the heart,
the pumping of blood, is relevant in order to explain the existence, structure and
morphology of hearts (Buller 1999b, pp. 1-7).

Therefore, it is possible to hold that there are two ways of talking about teleology.
First, there is a teleology related to all those statements that refer to certain “ends”,
“goals” or “intentions”, as in the case of functional explanations. And, second,
there is a special kind of functional explanation according to which a system’s trait
having a certain function implies that there is an effect of that trait that explains
the existence of the very trait in that system. These explanations are teleological
because they offer an explanation (logos) about the existence of a specific feature
precisely through the functional purpose (felos) that we attribute to it. In Walsh’s
terms: “Teleology is a mode of explanation in which the presence, occurrence, or
nature of some phenomenon is explained by appeal to the goal or end to which it
contributes” (Walsh 2008, p. 103). It is this strong sense of teleology that defines
many theories on functions, such as the etiological approach since its beginning
(Wright 1973), and it is this interpretation of teleology that has been strongly
criticized by many theorists from the so-called “non-teleological” perspectives (for
example, Cummins 2002; Davies 2001).

In addition to possessing this teleological character, the concept of function is
inherently normative to the extent to which it refers to some effect that is supposed
to take place (Price 1995, 2001, pp. 12-15; Hardcastle 2002, p. 144). When a
function is attributed, a certain rule is postulated at the same time, a rule which is
applicable to the behavior of what we consider as functional. As McLaughlin (2001,
2009) has pointed out, functions show a particular type of relation between certain
means and goals in a system, which go beyond the standard concept of causality and
have a normative flavor: in order for some systemic goals to happen, some effects
need to occur, effects to which we refer as functions. The attribution of functions
consequently implies the postulation of a specific type of effect for the functional
traits. This type-token relation is what allows us to evaluate a system’s activity in
normative terms. For example, saying that the heart’s function is pumping blood is
equivalent to affirming that tokens of the type “heart” should pump blood. In case
of not doing so, the heart would not be working properly, i.e., according to a norm
ascribed to tokens of the type “heart”.

Clearly, the normative dimension of functions requires an appropriate theoretical
justification of the criteria under which the functional relations are identified as such
and distinguished from all the other causal relations in the activity of a system.
Functions are understood as the norms that must be satisfied and it must be explained
why this is so in order to defend that these causal relations must be accomplished
whereas others (the non functional or “accidental” effects) simply occur.
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Both aspects, teleology and normativity, overcome the traditional scheme of
the causal classic explanations and therefore they mean a real challenge for a
naturalistic perspective in science and philosophy (Achinstein 1977; Buller 1999b;
Mossio et al. 2009). In the current debate many different theories have faced this
challenge from very different perspectives. In the following, I will review the main
current theoretical analyses of the concept of function in Biology, which are mainly
classified under the perspectives of causal role and evolutionary approaches. After
that, I will introduce the organizational view and explain its approach to these
teleological and normative dimensions.

3 Functions as Causal Roles

One of the classic strategies consists in interpreting functional dispositions as causal
roles of a specific trait with respect to a capacity or activity of the global system.
A disposition is a function if and only if it has a causal effect that contributes to the
achievement of a higher-level activity or goal. The discrepancies here are related to
the different ways of grounding the systemic notion of “goal”.

The most comprehensive theory of biological functions is the “systemic account”
(SA), first presented by Cummins in his paper “Functions” (Cummins 1975).
Cummins claims that functions are contributions of certain parts or processes to
the achievement of some systemic goal. According to this approach, functions are
causal effects or dispositions of a trait, i.e., means—end relations contributing to
some distinctive capacity of the global system.

Therefore, and contrary to the interpretation of many other approaches, Cum-
mins’ interpretation holds that functions have no explanatory power regarding the
existence of the functional trait. In Cummins words:

Teleological explanations and functional analyses have different explananda. The explanan-
dum of a teleological explanation is the existence or presence of the object of the functional
attribution: the eye has a lens because the lens has the function of focusing the image
on the retina. Functional analysis instead seeks to explain the capacities of the system
containing the object of functional attribution. Attribution of the function of focusing light is
supposed to help us understand how the eye, and, ultimately, the visual system, works. In the
context of functional analysis, a what-is-it-for question is construed as a question about the
contribution ‘it” makes to the capacities of some containing system. (Cummins 2002, p. 158)

For Cummins, this teleological interpretation of functions is mistaken. It is a
vestige of a pre-scientific conception of nature that cannot take place in a naturalistic
theory.® By rejecting the teleological dimension, Cummins’ conception has the
consequence of lacking definite criteria to determine which systemic capacity is
the legitimate goal for a functional ascription. At most, this theory can say that a
function is a contribution to a systemic capacity that is determined by the pragmatic

3In a recent work, P.S. Davies defends that the act of considering functional ascriptions as
teleological and normative corresponds to a “‘conceptual conservationism”, with psychological and
cultural roots, which should be avoided to build proper, objective knowledge (Davies 2009).
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interests of the researcher (Cummins 1975, p. 759).* Cummins’ approach considers
that functions refer to current relations between parts and capacities in a wide range
of systems and consequently dissolves the problem of teleology of functions by
reducing these to any causal contribution to a systemic capacity.

This approach argues that any trait’s effect can be considered as a function if
it is a contribution to a systemic capacity and consequently it provides no clear
theoretical grounds to distinguish between the notions of “function” and “effect”.
This is the reason why many authors have argued that the causal role account is
“too liberal” (Cfr. Davies 2001, pp. 73-75). According to this criticism, Cummins
does not provide any clear criteria for identifying the relevant systemic goal or
capacity. Once the teleological dimension of functions had been left aside by the
causal role account, other dispositional approaches appeared which focused on
providing criteria which are naturalized, i.e., grounded in some constitutive features
of the system and not related to an extrinsic evaluative decision of the observer
and appropriate, i.e., in accordance with both scientific and everyday usage, to
identify what counts as a target capacity of a functional relationship, from which
the legitimate norms could be deduced. The different causal role approaches have
proposed various criteria to identify these target capacities.

All this led to new theoretical formulations of this “systemic approach” (SA),
directly derived from Cummins work, which tried to defend a more sophisticate def-
inition of the notion of function. These formulations restrict functional ascriptions to
behaviors of parts of hierarchically organized systems (Davies 2001; Craver 2001).
This version of SA fits the following definition:

A is a valid functional ascription for a systemic item I of a system S iff:

(i) Iis capable of doing F,

(i) A appropriately and adequately accounts for S’s capacity to C in terms of the
organized structural or interactive capacities of components at some lower
level of organization,

(iii) Iis among the lower-level components cited in A that structurally or interac-
tively contribute to the exercise of C,

(iv) A accounts for S’s capacity to C, in part, by appealing to the capacity of I to F,

(v) A specifies the physical mechanisms in S that instantiate the systemic capaci-
ties itemized. (Davies 2001, p. 89. Emphasis added)

Consequently, by restricting functions to hierarchically organized systems, the
new SA approaches attempt to offer criteria for differentiating between every

4Cummins’ analysis can be understood as an epistemological proposal: a functional analysis is
interesting when the analyzed system has a remarkable organizational complexity. Thus, Cummins
specifies three necessary conditions for this functional analysis:

(a) The analyzing capacities are “less sophisticated” than the analyzed capacity;

(b) The analyzing capacities are “different in type” from the analyzed capacity;

(c) The analyzing capacities exhibit a “complex organisation” such that together they explain the
emergence of the analyzed capacity (Cummins 1975, p. 759)
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potential effect of a trait and the real function of this trait, thus avoiding the “liberal-
ity problem” of Cummins definition. However, there is still a problematic character-
istic in this SA strategy: it under-specifies functional ascriptions (Wouters 2005).
The different formulations of the SA, even when only considering hierarchical
systems, are not restrictive enough to offer a specific definition of function. In fact,
at least three problems arise with the SA interpretation of functionality. First, there is
not a principled criterion to distinguish between systems whose parts have functions
and systems whose parts do not (Bigelow and Pargetter 1987; Millikan 1989). There
are many examples of non-biological hierarchically organized systems whose parts
are not subjects of functional ascriptions. Second, the SA is not able to adequately
distinguish between functional contributions and dysfunctional or irrelevant effects
(Millikan 1989; Neander 1991). The normative dimension of functions is missing in
this approach. And third, the SA does not draw an appropriate distinction between
effects that contribute to the achievement of a systemic goal in a “proper” functional
way and accidentally useful effects, and consequently, the important distinction
between “function” and “accident” is not grounded (Millikan 1993, 2002).

These fundamental weaknesses of the SA are precisely what the “Goal Contri-
bution Approach” (GCA) has attempted to solve. This approach links the concept
of function to the idea of goal-directedness. Accordingly, this approach introduces
in the systemic framework more specific restrictions on what makes causal relations
functions. Thus, according to the GCA, a function is a causal contribution to any
(higher-level) capacity that constitutes a “goal state” of the analyzed system (Adams
1979; Boorse 1976, 2002).

The theorists of the GCA adopt a cybernetic definition of “goal-directedness”
(Rosenblueth et al. 1943; Sommerhoff 1950). In Boorse’s terms:

A system S is ‘directively organized’ or ‘goal directed’ toward a result G when, through
some range of environmental variations, the system is disposed to vary its behavior in
whatever way is required to maintain G as a result. Such a system, it is said, shows
‘plasticity’ and ‘persistence’ in reaching G: when one path to G is blocked, another is
available and employed. (Boorse 2002, p. 69)

This cybernetic characterization of “systemic goal” allows them to identify
the goal states of a system in a naturalized and non-arbitrary way. In particular,
theorists of the GCA describe biological systems as systems whose behavior
is internally directed to achieving survival and reproduction and, accordingly,
biological functions would be the internally generated contributions to these goals.

This perspective substantiates the causal relationship involved in functional
behaviors, but at the cost of introducing norms whose application is, in fact, not
restricted to the relevant kinds of systems and capacities. Cybernetic criteria may
interpret dysfunctional behaviors of goal-directed systems as functional (cfr. Bedau
1992; Melander 1997). Every internal regulation leads the system to a concrete
state that can be interpreted as a goal in cybernetic terms, independently of any
other considerations as, for instance, the relevance or implications of achieving
this state for the systemic viability. For example, a mammal that, due to a defect
in its regulatory system, tends to maintain a constant fever can be considered as a
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system cybernetically directed to this state (fever) and its fever should be interpreted
as a systemic goal. The same can be said of many other cases of poor or wrong
regulation, such as the case of autoimmune diseases. Identifying regulation with
normativity involves considering many goal-directed states as legitimate systemic
goals relevant to the theoretical grounding of functional ascriptions. Accordingly,
the GCA still seems to under-specify functional attributions, and in some cases it
appears to be an even less satisfactory account than the SA.

To sum up, I conclude that the causal-role approach, both in its SA and in
GCA formulations, defines functions as current means—end relationships, and more
specifically as current contributions of components to the emergence of a specific
capacity of the containing system. Therefore, according to this view, functions are
not teleological to the extent that they do not refer to any causal process that would
explain the existence of the function bearer. I claim that this interpretation has many
virtues for the scientific practice but in the end fails to provide a fully satisfactory
ground for the normativity of functional attributions because it underdetermines
the conditions for functional ascriptions. Causal role definitions turn out to be
systematically under-specified: they do not restrict functional ascriptions to the
relevant classes of systems and/or capacities.

4 Functions as Evolutionary Causes of Existence

As 1 have explained, the causal role approaches reject the teleological dimension
of the notion of function and are incapable of providing definitive criteria for
the theoretical grounding of the normativity involved in the notion of function.
Significantly, this teleological character is precisely what enables us to account for
the normative dimension of functional explanations. By restricting the term “func-
tion” only to those dispositions that explain the presence of the trait, teleological
theories offer a clear criterion to determine the goal to which functional traits must
conform. According to these theories, a function would be, ultimately, a disposition
to contribute to the existence of the functional trait, and this contribution to the
perpetuation of the trait is also the norm of its functioning. This teleological notion
is at the basis of the mainstream approach in the current debate on functions: the
Evolutionary Approach.

Most of the existing literature has favored this view, according to which an
adequate understanding of functional attributions has to deal with the problem
of teleology. In particular, both the teleological and normative dimensions are
conceived of as being inherently related to the evolutionary role of the functional
trait. Within this Evolutionary Approach, the most predominant view is the etiolog-
ical approach (Wright 1973; Millikan 1989; Neander 1991; Godfrey-Smith 1994).
These evolutionary-etiologic theories identify functions with the causes of existence
of the functional trait. The etiological approach defines a trait’s function in terms of
its etiology (i.e., its causal history): the functions of a trait are past effects of that
trait that causally explain its current presence.
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In order to ground the teleological dimension of functions without adopting an
unacceptable interpretation of the causal loop described by Wright, mainstream
evolutionary accounts, usually called “Selected Effect Theories” (SET), have
appealed to natural selection as the causal process that would adequately explain
the existence of the function bearer by referring to its effects. In fact, according
to the SET, functional processes are not produced by the same tokens of which
they are supposed to explain the existence. Instead, the function of a trait is to
produce the effects for which past occurrences of that trait were selected by natural
selection (Godfrey-Smith 1994; Millikan 1989; Neander 1991). Selection explains
the existence of the current functional trait because the effect of the activity of
previous occurrences of the trait gave the bearer a selective advantage.

The main consequence of this explanatory line is its historical stance: what
makes a process functional is not the fact that it contributes in some way to a
present capacity of the system, but that it has the right sort of selective history. By
interpreting functions as selected effects, the SET is able not only to deal with the
problem of teleology, but also to ground the normativity of functions. SET identifies
the norms of functions with their evolutionary conditions of existence: the function
of a trait is to produce a given effect because, otherwise, the trait would not have
been selected, and therefore would not exist. To contribute to the existence of the
functional trait, through natural selection, is the functional norm.

One of the weaknesses of the SET is that natural selection cannot guarantee
functionality to structures that have been selected in a historic moment for a certain
reason and have been selected again for another distinct reason at another later time.
These situations are very frequent in biology and have led writers like Gould and
Vrba (1982) to propose the term “exaptations” for them.’

Another problematic point of SET is the presupposition that a trait is always
selected against other alternatives because of its achievement of a concrete effect
(i.e., the function). As some authors claim, this consideration is too strong.
A biological trait can be interpreted as functional from an evolutionary stance simply
because this trait contributed to the fitness of the organism and, consequently, to the
perpetuation of this kind of organism and of the trait itself. The trait cannot be
considered independently of the whole organism.

>To avoid this problem, many evolutionary theories specify that this selection has to occur in
a period which is relevant for the current activity of the trait. Theorists such as Godfrey-Smith
(1994), Griffiths (1993) and Schwartz (1999) have introduce new temporal restrictions to the SET.
The so-called Modern History Theories consider that only recent history is relevant for functional
ascriptions. According to this approach, the function of a trait is the effect that has caused this trait
to be selected in the most recent period of time. Thus, it does not matter that bones had a metabolic
function during a certain evolutionary period, because the reason for the current presence of bones
is that they support the body, and that is now their proper function.

This kind of theory is able to account for the cases of exaptations, and includes the contribution
to the fitness of the system as a condition to consider a concrete effect as a function. However,
even when restricting the period of time, many of the objections for SET, such as their inability
to address the origin of functional behaviors or the emergence of functional diversity in biological
systems, are not satisfactorily answered.
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The Weak Etiology theories (WET), championed by Buller (1998) and Kitcher
(1993), claim that the function of a trait is the contribution of this trait to the natural
selection through time of the kind of organism which has this trait. The key strategy
of this approach is to shift the focus from the evolutionary history of the trait to
the evolutionary history of the system. The criterion for determining if a trait is
functional is not whether this trait has contributed by a given effect to its own
preservation, but to the fitness of systems of the type to which this trait belongs,
regardless of whether any other potential biological alternatives have been removed
in the process of natural selection.

Thus, WET is less restrictive than SET. All these proposals appeal to the
evolutionary history of the function bearer in order to ground functions, but WET
does not specify that a trait has been selected because of its function. This allows it
to account for many cases of functional traits that the other evolutionary theories let
aside.

Within this evolutionary framework, there is also a non-historical evolutive
approach: the Propensity View (Bigelow and Pargetter 1987; Canfield 1964; Ruse
1971). This approach identifies functions with current causal contributions of
components to the life chances (or fitness) of the current systems. A function
is a trait’s effect which causes the trait to be evolutively selected in the future.
In Bigelow and Pargetter terms:

What confers the status of a function is not the sheer fact of survival-due-to-a-character, but
rather, survival due to the propensities the character bestows upon the creature. (Bigelow
and Pargetter 1987, p. 187)

This is a forward-looking evolutionary approach. A function is a current
contribution to the fitness of the organism, which is an evolutionary cause of the
existence of future instances of this organism type. According to PV “something has
a (biological) function just when it confers a survival enhancing propensity on the
creature that possesses it” (Bigelow and Pargetter 1987, p. 188). Thus, a function of
a trait depends on the ways in which this trait will behave in future selective regimes:
the biological function F of a trait Y in an organism S is the current effect of T which
(presumably) will be the cause of the natural selection of S and, consequently, of the
future existence of organisms like S with traits like T.

The main problem of the evolutionary perspective is that every evolutionary
account is epiphenomenal: according to this historical-evolutionary view, functional
attributions have no relation to the current contribution of the trait to the system,
since they point solely to the selective history of the trait (Christensen and Bickhard
2002; Mossio et al. 2009, p. 821). As Mossio et al. hold:

[The evolutionary] theories provide an account that is problematically epiphenomenal, in
the sense that it maintains that the attribution of a function does not provide information
about the ‘phenomenon’ (the current system) being observed. From the perspective of the
SE theories, a function does not describe anything about the current organization of the
system being analyzed. (Mossio et al. 2009, p. 821)



244 C. Saborido

This epiphenomenal character is problematic because it is at odds with the fact
that functional attributions seem to have a relation — captured by the causal role
approaches — to what function bearers currently do, and not only to the causes of
their current existence.

Even the forward-looking Propensity View is also epiphenomenical, but in a
different sense to the historical theories. In this case, a function ascribed to a token
trait does not explain this token trait, but the future existence of other tokens of
the same type. Accordingly, the current heart pumping may explain why this trait
type will be evolutionarily selected, allowing the existence of offspring with hearts
that pump blood in the future, but the current pumping of blood has no explanatory
power with respect to the existence of the current heart.

In conclusion, the Evolutionary Approach is able to address the teleological
dimension of the concept of function avoiding the problem of the infra-
determination of the causal-role theories. However, all these evolutionary
approaches ground this teleological dimension appealing to different systems’ token
features. In trying to answer teleological questions such as “why a trait T exists?” or
“Why a trait X will exist in the future?” both historical and propensitivist theories
provide a characterization of “causal loop” that appeals to different trait tokens.
By affirming that the function of a trait explains the existence of this trait, these
explanations actually refer to the “type” and not to the “token” trait. That is why the
evolutionary perspective is vulnerable to various criticisms and objections such as
its inability to account for the origin or emergence of new functions.

5 Functions as Causal Roles and Causes of Existence:
The Organizational Approach

The recent Organizational Approach (OA) is an integrative proposal that adopts
the opposite strategy to the RT. Instead of offering a splitting account considering
different systems in order to justify the teleological loop that justifies that a function
explains the existence of a trait, the OA aims to provide a unified definition of
functions by extending the teleological dimension to the current activity of a trait.

Functional attributions to both past and current traits explain the presence of
the very trait in terms of the effects of its contribution to the self-maintenance
of the system to which it belongs. Biological beings are self-maintaining systems
since they realize a specific kind of causal regime in which the action of a set
of parts is a condition for the persistence of the whole organization through time.
Thus, the organizational concept of function applies to classes of self-maintaining
systems in current or past regimes of self-maintenance, by preserving in both cases
its teleological and normative dimensions.

The notion of self-maintenance comes from a theoretical and mathematical
framework developed over the past 40 years by an increasingly rich body of
scientific literature. In theoretical biology, complex systems theory, and far-from-
equilibrium thermodynamics, self-maintenance refers to a specific causal regime,
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realized by various kinds of natural systems, by which a given system is able
to exert a causal influence on its surroundings in order to preserve the boundary
conditions required for its own existence. In its minimal form, this is shown in
the so-called “dissipative structures” (Glansdorff and Prigogine 1971; Nicolis and
Prigogine 1977), i.e. systems in which a macroscopic ordered pattern (a “structure”),
emerging in the presence of a specific flow of energy and matter in far-from-
thermodynamic equilibrium boundary conditions, exerts a constraining action on its
boundary conditions that contributes to the maintenance of that FFE flow of energy
and matter required for its own persistence. In nature, a very broad set of physical
and chemical systems, such as Bénard cells, flames, whirlwinds, hurricanes, and
oscillatory chemical reactions can be pertinently described as self-maintaining
dissipative systems (Chandresekhar 1961; Field et al. 1972; Field and Noyes 1974).

The different formulations proposed, among others, by Schlosser (1998), Collier
(2000), Bickhard (2000, 2004), McLaughlin (2001), Christensen and Bickhard
(2002), Delancey (2006), Edin (2008) and ourselves (Mossio et al. 2009; Saborido
etal. 2011), base the grounding of the functional attributions in this self-maintaining
organization of biological systems.

In a self-maintaining organization, functions can be interpreted as specific causal
effects of a part or trait, which contribute to generate a complex web of mutual
interactions, which, in turn, maintains the whole organization and, consequently,
the part itself. Organizational theories argue that there is a causal loop at the basis
of biological organizations, based in the processes of self-maintenance. This causal
loop allows us to ascribe a function to a specific trait to the extent that, due to that
trait’s disposition that we label “function”, the trait contributes to the maintenance
of the biological organization to which it belongs.

Since self-maintenance of living systems is possible only insofar as the adequate
boundary far-from-equilibrium conditions are maintained, and since the structure
itself contributes to maintaining these conditions, the activity of the system becomes
a necessary (even if not sufficient) condition for the system itself. The system
has to maintain an appropriate interaction with its surroundings to maintain itself.
Organizational approaches, such as the one defended by us, claim that organiza-
tional closure constitutes the relevant causal regime in which the teleological and
normative dimensions of functions can be adequately naturalized. Therefore, that
which a self-maintaining system does is relevant; it makes a difference in itself,
since its very existence depends on the effects of its activity. An organizational
function is therefore a condition for the existence (self-maintenance) of the function
bearer. Moreover, such mutual dependence between existence and activity, which is
specific to self-maintaining systems, provides an intrinsic and naturalized criterion
to determine what norms the system, and its parts, are supposed to follow.

Elsewhere (Mossio et al. 2009; Saborido et al. 2011), I have defended my own
version of OA. According to this account, the specific regime of self-maintenance
that grounds functionality is what we call “organizational closure”. This concept
is of increasing importance in theoretical biology and philosophy of biology (see
Chandler and Van De Vijver 2000 and Mossio and Moreno 2010) and it is a key
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notion to understand the specific kind of organization of living beings. In Mossio
et al.”’s words:

Biological systems generate a network of structures, exerting mutual constraining actions
on their boundary conditions, such that the whole organization of constraints realizes
collective self-maintenance. In biological systems, constraints are not able to achieve self-
maintenance individually or locally: each of them exists insofar as it contributes to maintain
the whole organization of constraints that, in turn, maintains (at least some of) its own
boundary conditions. Such mutual dependence between a set of constraints is what we call
closure, the causal regime that, we claim, is paradigmatically at work in biological systems.
(Mossio et al. 2013)

The most typical example of organizationally closed systems are biological
systems, and the intimate association between complexity and integration at work
in an organizationally closed organization is the relevant ground of functional
discourse in Biology. The interplay between a set of mutually dependent structures
acting as constraints, each of which makes a specific and distinct contribution,
realizes self-maintenance by maintaining the boundary conditions at which the
whole organization, as well as its various structures, can exist. In organizational
closure, each process or part is, to use Bickhard’s terms, dynamically presupposed
by the other processes and parts in the overall self-maintenance of the system, such
that the whole network must work in a specific and adequate way, for otherwise,
because of its FFE nature, the system would disintegrate.

In this framework, functional ascriptions are explanatory because they refer to
the net of mutually dependent constraints that contribute to the maintenance of an
organization upon whose maintenance their own existence depends.

According to our organizational definition (Mossio et al. 2009; Saborido et al.
2011), a trait is functional if, and only if, it is subject to organizational self-
maintenance in a system. This definition implies the fulfillment of three different
conditions.

A trait T has (or serves) a function F if and only if:

C1. T contributes to the maintenance of the organization O of S;
C2. T is maintained under some constraints exerted by O;
C3. S realizes organizational closure.

Accordingly, the heart has the function of pumping blood since pumping blood contributes
to the maintenance of the organism by allowing blood to circulate, which in turn enables the
transport of nutrients to and waste away from cells, the stabilization of body temperature
and pH, and so on. At the same time, the heart is produced and maintained by the organism,
whose overall integrity is required for the ongoing existence of the heart itself. Lastly, the
organism is organizationally differentiated, since it produces numerous other structures
contributing in different ways to the maintenance of the system. (Mossio et al. 2009, p. 828)

In sum, living systems are characterized by the possession of different parts,
produced within and by the system, that contribute differently to the maintenance of
the organization and thus, of themselves. In this way, teleological and normative
functional attributions to each biological trait participating in the organizational
closure are justified and grounded.
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6 Conclusions: A New Taxonomy of Functions

In a paper by Walsh and Ariew published in 1996, they developed a “taxonomy
of functions”. There, Walsh and Ariew explain the different formulations of
the different theoretical approaches as well as their mutual relations within the
philosophical debate on functional explanations of that moment (Walsh and Ariew
1996). This taxonomy offered a panoramic review of the philosophical discussion
and Walsh and Ariew used it to introduce their own proposal, the relational theory.
Walsh and Ariew claimed that every function is a C-Function, i.e., a function
according to Cummins definition, and distinguished between “Causal Role” and
“Evolutionary” theories. Evolutionary Functions (E-Functions) are teleological and
they are divided in Current (or Propensitivist) and Historical views.

I think that the taxonomy of Walsh and Ariew is still essentially right and
does a good job at showing the state of the theories on functions at that time.
However, the philosophy of biology has changed significantly in recent years and
new approaches and theories have emerged in the philosophical debate on functions.
Thus, a different contemporary taxonomy of functions should be formulated in order
to account for the current state of the art, by taking into account the new approaches
in the etiological and dispositional views and integrating this new organizational
perspective.

In this paper, I have introduced an update of this description, emphasizing the
novelties of the last years. These new approaches have changed the “geography” of
the philosophical debate on the concept of biological function.

According to the current state of the philosophical discussion, I propose the
following taxonomy of functions (Fig. 1):

This taxonomy shows that all functional theories are dispositional. And there
are two main kinds of theories of functions: causal-role theories (which include
SA, GCA and the new OA) and evolutionary theories (where we find the historical
approaches of SET and WET and the forward-looking perspective of PV). This
taxonomy highlights the fact that both evolutionary approaches and the organiza-
tional approach are teleological. Moreover, OA, SET and WET are etiologic. Let
me clarify this in more detail.

As I have explained, in a general sense every function is a disposition and there
are two main ways to ground the kind of disposition that can be interpreted as a
function. On the one hand, the different causal-role approaches base the theoretical
grounding of functions on the disposition of a specific trait to contribute to achieve
a concrete systemic goal or capacity. On the other hand, evolutive functions are also
dispositions. According to the evolutionary account, a biological trait’s effect is a
function if it entails a disposition to contribute, either in past instances or in current
organisms, to the selection of the trait via natural selection (as defended by the SET)
or to the fitness of the past (WET) or present (PV) organisms.

Besides this dispositional character, the concept of biological function is inter-
preted by some theories as a teleological one. The Evolutionary Approach claims
that a function has an explanatory role, in evolutionary terms, with regards to
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DISPOSITIONAL
|
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APPROACH |
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| THEORIES THEORIES |
ETIOLOGICAL

TELEOLOGICAL

CAUSAL

Fig. 1 A new taxonomy of functions, which includes the new Organizational Approach

the present or future existence of the function bearer. And the same teleological
character is present in the case of the Organizational Approach, a systemic approach
that grounds functional adscriptions in a non-historical and, consequently, non-
epiphenomenal causal-loop.

As noted, the explanatory strategy of historical evolutionary theories (SET and
WET) is etiological. And, from a non-historical perspective, the same applies to
OA. SA and GCA approaches are neither teleological nor etiological. And PV is
evolutionary and teleological but, by having a forward-looking strategy, it is not
etiological.

In conclusion, this paper has tried to offer a panoramic view of the current state
of the debate on biological functions, emphasizing the relevance and novelty of
the new organizational strategy. In a discussion that can be mainly understood as a
confrontation between two principal stances, the OA perspective introduces itself as
a half —way route capable of gathering the best of each of these approaches.

Thus, on the one hand, there are the classic systemic approaches (SA and
GCA) that are unable to adequately ground the normative dimension of functional
explanations and underdetermine the conditions for the adscription of biological
functions because they reject the teleological character of functions. On the other
hand, there is the evolutionary approach, which is, in the historical or current
alternatives, problematically epiphenomenal.

The organizational approach aims to combine the etiologic and systemic
approaches in a teleological and non-epiphenomenal definition of biological
functions. As is stated in the taxonomy described in this paper, the new OA is a
causal-role, teleological and etiologic approach. This way, it is able to provide clear
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criteria for the ascription of functions. However, unlike the historical evolutionary
approaches, OA avoids the problem of epiphenomenalism. OA appeals to a causal-
loop present in the current living systems, focusing therefore on the biological
properties of current organizations.®

Therefore, according to organizational formulations, a function has an explana-
tory role with regards to the very existence of the functional trait. The reasons for the
existence of the functional traits are naturalistically grounded in the organizational
features of biological systems, interpreted as self-organizing and self-maintaining
entities.

In this sense, a trait’s effect that contributes to the self-maintenance of the
organization is a normative function that is at the same time a biological trait’s
disposition and a cause of existence (in organizational terms) of such trait. Thus, OA
reflects the Kantian interpretation of living beings as “natural purposes” by arguing
that, indeed, biological functions are both cause and effect of a biological trait. The
integration of the concepts of dispositional effect and cause of existence in this new
approach opens the way for a naturalized grounding of the notions of teleology and
biological normativity and has some important theoretical implications that seem to
go beyond the realm of the philosophy of biology.
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How Essentialism Properly Understood Might
Reconcile Realism and Social Constructivism

Wolfgang Spohn

1 Introduction

This paper is intended to be about social ontology. There are indeed many specific
problems about social ontology, as revealed in the relevant literature, that are most
fascinating and that may be independent from foundational ontological issues.
However, my fear is that unclarities about ontology in general radiate to social
ontology, and therefore I want to start with ontology in general.

But it is not only this fear that drives me. It is also the hunch that no little interest
in social ontology derives from a fundamental ontological divide. There is realism
claiming that reality is basically mind-independent, and there are various brands of
idealism or (social) constructivism united in the claim that reality is basically mind-
dependent. Certainly, the first question then is what mind-dependence could mean
here. In any case, it may seem that the two opposites meet in social ontology; that
is, it may seem that mind-dependence might hold for social ontology and mind-
independence otherwise, so that each side is right halfway.

It is also for this reason that I first turn to ontology in general. And I will also
end up concluding that realism and social constructivism are both right halfway.
However not in the way just envisaged, but rather concerning ontology tout court.
This will still have interesting implications for social ontology, as I will briefly
explain at the end of the paper. In the main, though, I will discuss general ontology.

Let me first flesh out a bit the basic opposition. Realism is the NOA, the natural
ontological attitude.! There are some things, cars, for instance, and other artifacts,

'If T may say so, in order to recapture “NOA” from its displaced usage by Fine (1984). However,
I won’t discuss here the fine distinction between everyday and scientific realism.
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which we have made and which thus depend on our minds, in a clear sense.
However, most things, stars and stones, trees and bees, numbers and sets are what
they are, without us adding anything to them; they would just be so, even if we and
our minds didn’t exist.

However, we know well enough how idealism creeps in with Berkeley. For Kant,
things as appearances, the only objects about which we can know anything, are the
product of a synthesis of intuitions. Synthesis is something performed by a subject.
Still, it is objective for Kant insofar as it is done by the unique transcendental
subject. However, as soon as you give up on that, you end up with each of many
empirical subjects performing their own syntheses (in Kantian terms) and thus with
the idea of social constructivism that ontology, i.e., which objects exist, depends on
our individual and social constructions. Similarly, phenomenologists speak of the
constitution of objects as something done by us.?

Quine (1960), to mention just one further prominent position, certainly belongs
to neither group. However, his realism is shallow, since he only accepts redundant
inner-theoretical truth and rejects any trans-theoretical perspective. We speak of the
objects of which we speak; and our ontology is determined by our language/theory,
which we impose per fiat on foreign linguistic communities, because their ontolo-
gies are inscrutable, anyway.

To put the issue in still other terms: There is the common saying that we carve up
the world at its joints. But it has two different emphases: there is the realist emphasis
that there is the world with its joints and we attempt to carve it up there; and there is
the constructivist emphasis that we carve up the world and the joints are where we
carve.

So, how are we to understand or to integrate the natural realism and the
constructivist temptation by which many have been seduced? This is the issue I
want to address.

2 What Is an Object?

The only way I see for proceeding on this issue is to start right at the beginning,
at the fundamental ontological question: What at all is an object? What a question!
What may count as an answer is pointed at by the old dictum: no entity without
identity. So, we have to look for the identity conditions of objects. In principle, the
answer is given by Leibniz’ principle, which I prefer to express in a negative way
(because of the awkwardness of identity sentences):

a numerically differs from b if and only if there is a property which a has and b
lacks.

2] am deliberately speaking here in a general way. Any specific reference would stir up a hornets’
nest of subtly distinct positions, which can only be misrepresented by short statements. However,
Devitt (1991) is still a beautiful representation (and criticism) of various forms of non-realism.
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This contains both, the unproblematic indiscernibility of identicals as well as the
problematic identity of indiscernibles. The “if and only if”” ensures that the principle
indeed delivers identity conditions.

The problem with Leibniz’ principle is the quantification over properties. Which
properties, precisely, are intended here? Does anything expressed by an extensional
formula with one free variable count as a property? Then the principle is trivially
true. May the free variable occur in intensional contexts of the formula? Then the
principle is either trivially false, or one can claim difficulties with interpreting such
formulae. Does identity with a count as a property? Then, again, the principle is
trivially true. Are only non-relational qualitative properties quantified over? Then
the principle is trivially false. In any case, the answer seems trivial. Is there a way
to turn Leibniz’ principle into a true and substantial principle?

Yes, I think so. Let us call a property proper if it does in no way refer to identity,
i.e., if it may expressed by some formula with one free variable and without identity.
Thus, proper properties may be relational or non-relational. Restricting Leibniz’
principle to proper properties does not yet help, though. Then it is still trivial.
For instance, different concrete objects presumably must occupy different places,
it seems, at least at some time (and/or in some possible world).

In this context, the crucial notion certainly is that of an essential property: F' is an
essential property of a if and only if a cannot fail to have F, if a cannot exist without
F,i.e.,if a has F in each possible world in which it exists, and thus if every possible
object which is not F' cannot be a. It is precisely the ancient or medieval notion of
necessity de re or metaphysical necessity, rejected by the logical empiricists and
also by Quine and recovered by Kripke (1972) and others, which is invoked here.
There are improper essential properties like being self-identical, which applies to
everything, or like being identical to a, which applies only to a. And there are proper
ones; for instance, being human is essential for me.

It is important that essentiality is a relation: a property is essential for an object.
One may call a property essential simpliciter if each object has or lacks it essentially.
Thus, being human is also an essential property simpliciter; nothing is only
contingently human. However, when I speak of essential properties in the sequel,
I don’t speak of the latter; I will rather be sloppily referring to the relational usage.

A crucial observation is that there also are relational essential properties. I am
essentially the son of my parents (and thus the grandson of my grandparents, and so
on). Someone could be very much like me, even in extreme degrees; if he is not the
son of my parents, he could not be me. Thus, I ontologically depend on my parents
in the precise sense that I could not exist without them; in any world in which I
exist my parents must exist as well, but not vice versa. Likewise, the number 2 is
essentially smaller than 3, the root of 4, etc.

If F is applicable to a, but not an essential property of a, then F is contingent
or accidental for a. This means that @ may or may not have F. Being now here is
contingent for me, and having me as a son is an accidental relational property of
my parents. The number 2, by contrast, has no contingent properties, at least within
its home field of arithmetical properties and relations. It belongs to the realm of
necessity.
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Let us call the conjunction of all essential properties of a the essence of a.
Then, essences can be qualified as proper, non-relational, etc., just as the properties
themselves. For instance, the proper essence of a is the conjunction of all proper
essential properties of a. Then I think the appropriate, i.e., a true and substantial
version of Leibniz’ principle is this:

a numerically differs from b if and only if their proper essences (including
their relational essences) differ, i.e., if there is a proper property which a has
and b lacks essentially.

So, the substantial claim is the form the identity of indiscernibles thereby takes,
namely that objects have no haecceities transcending their proper essence. Surely,
this version of Leibniz’ principle is contested, and there is a long-standing debate
about this. I am not starting to defend it and simply presuppose it for the rest of this
paper.

However, it looks at least plausible. I am essentially the unique human offspring
of that egg of my mother and that sperm of my father. In my view, this includes that
I essentially have no monozygotic twin. If that fertilized egg would have divided
in two, I would have been none of those twins; and so it would be with other
(symmetric) fissions.> Thus, among all possible objects, I am thereby uniquely
characterized. Similarly, the number 2 essentially has its position in the progression
of natural numbers; this characterizes it uniquely and entails all of its other essential
properties. I am unsure how seriously one should take alleged counter-examples
such as in Leitgeb and Ladyman (2008).

This principle entails that our talk of objects and identity is inseparably bound
up with metaphysical necessity; objectual talk is modal talk right from the start.
Therefore I think, by the way, that animals don’t have our notion of an object.
Animals have remarkable ways of identifying objects, and these ways have become
ever more reliable and sophisticated in evolutionary history. Still, they can be
tricked. We may also be tricked, even with our superior means of identification. The
difference is that we have a standard of numerical identity, our distinction between
essential and accidental properties, by which we could tell in principle, or from the
God’s eye view, whether we are tricked. I don’t see how animals could do the same,
how they could have the same distinction and thus the notion of an object and of
identity.

3 The Distinction Between Essential and Accidental
Properties

This remark leads me to the next important question: where does this distinction
come from? I think, the only good answer leads us right to the core truth of
social constructivism: It is we who impose this distinction on nature, metaphysical

3This view is contested, of course. See, e. g., Lowe (2002, Part I).
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necessity is our invention and convention, and since this is bound up with identity
and objecthood, it is we who constitute objects.

We have to work a little bit in order to understand this properly and to understand
in particular why our natural realism is in no way compromised by this answer.
Moreover, we shall see later on that this constructivist claim is only half true; there
remains space for discovering metaphysical necessity even after our imposition.
However, this amendment can only be introduced after elucidating the crude
constructivist claim.

Before these elucidations, let me relate this claim to the previous section. I
motivated attending the essential/accidental distinction by the essentialist version
of Leibniz’ principle. However, this distinction is independent from the principle;
we may well accept the distinction, as we should in any case, while doubting this
version of Leibniz’ principle. So, the constructivist claim does not rely on this
principle. However, it is only via this principle, via the dependence of ontology
or objecthood on this distinction, that this claim entails the stronger claim that we
construct our ontology in some sense. And it is this stronger claim in which we are
ultimately interested.*

Let me provide some reasons for the claim above, a positive and a negative one.
The negative reason is that I don’t see how we could simply discover essential
properties in reality. We can find out that something is human, or square; but how
do we find out that it is essentially human, or essentially square? This does not seem
to be the kind of property to be empirically discovered. However, if nature does
not provide the distinction between essential and accidental properties, where does
it come from? There remains only one option: Somehow, the distinction is built in
into the way we conceive of the world; we add it to the world.

This nicely fits to a general conception of modality. One may take (some) modal
facts as brute facts, thus fending off further explanatory demands. However, if one
does not want to acquiesce in these mysterious brute facts, then one might either
go with Lewis (1986a, pp. ix ff) for Humean supervenience, according to which
all modal facts supervene on non-modal facts. Or one might go with Blackburn
(1993) for Humean projection, according to which natural modalities like nomic
and causal necessity somehow are projections or objectivizations of our subjective
propositional attitudes. This would be my preference.’ And the human origin of the
essential/accidental distinction is well in line with the latter conception.

There is also a positive reason. It is that we can simply impose this distinction and
thereby constitute new objects. This is no mystery; we, or at least we philosophers,
do it all the time. Quine (1960, ch. II) invented rabbit stages. A rabbit stage
essentially consists of a certain rabbit; different rabbits, different stages. And it
essentially exists at a certain time; it cannot exist earlier or later; and again, different

4Thanks to Wlodek Rabinowicz for pointing out this clarification to me.

SFor a constructive exlication of the metaphor of projection with regard to nomic and causal
necessity see Spohn (2012, chs. 12, 14, and 15).
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times, different stages. So, Quine constituted novel objects by taking their time of
existence to be essential for them. By contrast, the temporal extension of rabbits and
other familiar concrete things is contingent.

Similarly, some philosophers (e.g., Davidson 1985) say that an event is individu-
ated by, or essentially is, a certain spatiotemporal region (plus its intrinsic content).
While it may be dubious whether these are events in the ordinary sense and whether
events should be conceived in a less fragile way (cf. Lewis 1986a, ch. 23), it is very
clear how events in this strict sense are constituted and hence what they are. These
examples demonstrate my point: obviously, we can create, as it were, objects simply
by specifying their supposed proper essence. Well, creation is a causal notion and
hence inappropriate. We better speak of constitution or individuation, which is not
a causal process.

This observation is crucial for preserving our realist sense. The objects thus
constituted are mind-independent; they do not depend on us or on our minds in
any causal or counterfactual way. The earth and its continents would exist and be as
they are, even if unconstituted, even if there would be nobody around to constitute
them. Although we can tell what an object is only if we have constituted it, its being
constituted by us is not essential to it. Otherwise, all objects would have to wait
for our constitution in order to come into existence — clearly an absurd idea. No, if
being constituted by us is a property of objects, it is a contingent one.

We must carefully distinguish here between constitutability and actual constitu-
tion. Every possible object must be constitutable or individuable; every possible
object is distinguished by its essential properties. This is what our version of
Leibniz’ principle requires. If there were something the individuating essential
properties of which cannot be specified, it would be unclear what it is; it would
already be illegitimate to speak of something here.

Among all these constitutable possible objects there are some actual objects,
i.e., those existing in, or inhabiting, the actual world. However, even most of the
actual objects remain unconstituted. There are rabbit stages, since there are rabbits.
However, even though rabbits and rabbit stages exist for many millions of years and
even though we talk of rabbits for thousands of years, it was only Quine who had
the crazy idea to constitute rabbit stages and to talk of them. That is, if we think
or speak of objects, they first have to be constituted or individuated; only then it is
determinate what we think and speak of.

So, our ontology, what we think and speak about, depends on what we happen
to constitute. However, what actually exists by far exceeds our ontology in this
sense; it comprises also all of the actual, constitutable, but unconstituted objects.
What actually exists depends only on the actual world; and it is the same for
communities with diverging ontologies. There may be difficulties in mutually
translating languages with diverging ontological schemes; but insofar the ontologies
consist of actual existences, both are right. Such communities live in their own world
only in a metaphorical sense; it is only their mental worlds that differ. And finally,
what actually exists is only a tiny part of what possibly exists, of the class of all
possible, constitutable objects.
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In a way, all of this reduces to a platitude: we think and speak only of the objects
of which we happen to think and speak; of course, this depends on us. And then there
also are many objects of which we don’t think and speak. What I have added to this
platitude is merely that thinking and speaking of an object presupposes constituting
or individuating it; and that this is something we have to do as well.

I just said that there are many constitutable, though unconstituted objects. What
are the rules of constitutability? There is no unconstrained liberty. We certainly
cannot take, as Meinong roughly did, any consistent or even inconsistent set of
properties and declare the existence of a possible object having precisely that set
as its essence (cf. Parsons 1980 for a formal account of such views). What is more
plausible is that for any co-instantiable set of properties, i.e., for which there is
a possible object having them, there is a further object having those properties
essentially. An elaborate theory of essentialism and of possible objects would have
to specify these rules of constitutability; to my knowledge they are (much too) little
investigated. However, this is not our present task.

Actual constitution seems to be a lot of work; after all, we think and speak of
very many objects. Of course, it is not. It is not individual work. It is even not
contemporary social work, although we may change and enrich our ontology here
and there. Mainly, we inherit our ontology from our ancestors by growing into their
language and its ontological scheme. However, this should not blind us for the
fact that our ontology, the kinds of objects we constitute, is part of our linguistic
conventions. Even if we take over the conventions of our ancestors, they remain
conventions. Therefore I like to speak of essentiality conventions which govern our
ontology, our constitution of objects.®

Conventions: this sounds so arbitrary, as if we could constitute any ontology we
like. Yes, to a large extent we do; this is what I wanted to convey. However, this is
not to exclude that there are silly and useful, good and bad conventions. It would
be most important and fascinating to explore the rationality behind our ontological
or essentialistic conventions. Why do we have the conventions we have? Why, for
instance, are we used to constitute persistent things and not stages? And why do
we constitute those persistent things as enduring and not as perduring?’ And so
forth. I am not aware of deep investigations couched in these terms. Maybe good
answers are given under different headings; maybe the rationality lies in somehow
maximizing contingency and hence, since explanations refer only to contingent
facts, in somehow maximizing our explanatory reach. In any case, that’s my point,
we do not find an answer by staring at nature and searching for essences there. We
rather must look at ourselves and study our ontological policies.

91 take this term from Haas-Spohn (1995, sect. 3.5), where it is introduced and discussed in detail.

"The distinction of perdurance vs. endurance of persisting objects is due to Lewis (1986b, pp. 99
and 202ff). The presupposition of my question, that we have an ontology of enduring objects, is a
big claim contra Lewis, which I am not going to defend here.
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4 Putnam’s Insight

Matters are still more complicated. So far, I have contended that we declare which of
the properties are essential and which are accidental for objects and that we thereby
constitute those objects. But this is not quite what we do. Usually, we only say what
kind of property is essential for an object and leave it open to empirical inquiry
which essential property of that kind the object actually has. This then is an inquiry
into the essence of that object. In this way, the essentiality conventions only partially
fix the essences of objects; within these bounds, the full determination is taken over
by nature itself.

For instance, we declare that, if I am human, I am essentially human. But what
that is to be human is unknown and open to investigation. Similarly, we say that
I have my parents essentially. This leaves the business to you to find out who my
parents are (in which you will only succeed by finding out who my grandparents
are, and so on; that is, you will never finish the business).

In principle, this point is clear, since Kripke (1972) explained to us that
some metaphysical necessities are a posteriori. However, I prefer to call the
point Putnam’s insight, because Putnam (1975) argued in a particularly forceful
way that a natural kind term essentially applies to objects which stand in an
unknown theoretical equality relation to supposed paradigms of that natural kind.
For instance, water is what stands in the same-liquid relation to most of our water
paradigms; and both is up to empirical and theoretical inquiry, the same-liquid
relation and the actual nature of our water paradigms. (Some of our water paradigms
may turn out not to be water; but there is no standard of comparison on the basis
of which it could turn out that most of our water paradigms are not water.) And
Putnam (1975, pp. 235ff — his example is “gold”) made also very clear that it is
our convention to treat terms like “water” as natural kind terms. We could also
use “water” as a term essentially applying to anything that has the same superficial
characteristics as our paradigms, such as being fluid, colorless, and tasteless. But
this would be a different usage. Thus, the convention is to use “water” as a natural
kind term, and the precise nature of the natural kind of water is up to discovery.

This allows for the possibility that we do not find any underlying nature. Any
natural kind term comes along with a hierarchy of fallback positions governing our
responses to unexpected discoveries. If we find only chaos underneath the surface,
we might even end up with taking the essence of water to lie in its superficial
characteristics; but this would then be the result of investigations, not a conventional
ruling right from the start.

These remarks extend to objects. If I am essentially human and if being human is
a natural kind, then there is something to find out about my nature. Moreover, if my
origin, i.e., my parents are essential to me, this also fixes only a kind of relational
property essential to me; and it still leaves the task of finding out who my parents are.

So, Putnam’s insight leaves the fact untouched that our usage is governed by
essentiality conventions, and this fact is quite explicit in Putnam’s work. Empha-
sizing the insight might have obscured the fact about conventions. Both points are
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important, and this is why I have introduced the insight only after arguing for the
human origin of the essential/accidental distinction. Still, the insight shifts, in a way,
the weights between realism and constructivism in favor of the former, though only
to an extent admitted by the latter. And the point puts the above issue about the
rationality of our essentiality conventions into a new light. Apparently, it is often
reasonable to delegate the fixation of essences to nature within conventional bounds.

Let me summarize: I argued that the distinction between essential and accidental
properties and hence the constitution of objects is due to the essentiality conventions
of our linguistic community. There is this much truth in social constructivism. In this
sense we construct the world. However, this phrase is dangerous and misleading.
Construction must not be given any causal meaning here. The world, at least
the natural world, and its objects would exist in the very same way, even if our
constructions were different or non-existent. Different constructions would speak
about different objects; but this does not mean that the unspoken objects do not
exist and are not what they are.

The situation is nicely highlighted by the catch question attributed to Abraham
Lincoln: how many legs would a monkey have, if we would also call its tail a leg?
The right answer is, of course: still 4, not 5. We don’t change the world by speaking
differently about it. So, despite the social constitution of objects we may stick to
our natural realism — all the more as the essence of objects very often is as it is and
waiting to be discovered, within the bounds established by our conventions.

5 Consequences for Social Ontology

What does all of this entail for social ontology? The negative conclusion is that
social ontology does not provide the special arena in which realism and social
constructivism would meet, as I have envisaged in the introduction of this paper.
They meet in the general arena in the way indicated.

The positive conclusion is that the general ontological observations apply to
social ontology as well. However, this is not to say that social ontology would not
have its peculiarities. On the contrary, there are at least two striking differences.

The first difference is that the social world is indeed constructed by us in the
ordinary sense. All the objects belonging to it are causally and indeed ontologically
dependent on us; they would and could not exist as what they are without us. And
they are many: all the artifacts, houses, furniture, clothes, cars, books, banknotes,
etc.; our environment is overcrowded by artifacts. An artifact belongs to its kind
essentially, like an animal or a plant it has its origin essentially, and thus it has a
unique essence. (Since we made the artifacts, we more easily slip into the quandaries
of fission, fusion, gradual substitution (as in Theseus’ ship), etc. However, they pose
problems for everyone, not only for essentialism.)

In principle, the same applies to more abstract social objects, political institu-
tions, nations, social formations, religions, economic organizations, etc. In those
areas we find many examples where conceptualizations not only represent, but
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indeed make the world, as the social constructivist claims. However, they make the
world not in the sense of Goodman (1978), which he extends from the cultural to
the natural world and which I find obscure, but rather in the sense of Searle (2010),
which I do not find obscure and which basically seems to me to be the ordinary
causal sense.® These effects may even reach deeply into individual psychology. We
may well grant that the mental states and attitudes, even the feelings we actually
have are deeply imprinted by how we conventionally conceptualize them. And this
is definitely responsible for a lot of foreignness across times, societies, and cultures.
In any case, in all these areas there is a lot of our own making.

The second difference we find in social ontology lies in the kind of essential
properties. I mentioned that the origin of an artifact is part of its essence; this is
no peculiarity. However, we must also say to which kind it essentially belongs;
otherwise we don’t know which object came into existence at its origin. Here we
find a difference; in nature we usually constitute natural kinds, whereas in culture
we very often constitute functional kinds. At least this applies to all the kinds of
artifacts I have mentioned above.

And it applies to more abstract social entities like money, property, taxes,
economic and political institutions and offices, social roles, etc. Let me quote from
Weidmann (2012), from the current president of the German Federal Reserve; he
says: “Money is defined by its functions. ... Money is a social convention.” Searle
(2010, ch. 5) says that all those entities derive their existence from our status
function declarations and thus from our declarative speech acts. In any case, they
have those functions essentially.

This entails that the essences of the objects of our social world are usually not
hidden and unknown. Well, this is not quite true; the origin of a particular artifact is
often unknown and of no further interest. But it is true of the kinds. Their function is
common knowledge; hence we know their essences and thus the kinds themselves.
There is no hidden nature of chairs or cars or checks or chancellors.

We may describe this point in a different way. In Spohn (2012, sect. 16.4) 1
defended the view that an individual person is conscious of precisely those facts
that are ipso facto known to her, such as her being in pain, her presently thinking
of her son, her believing that Berlin is the capital of Germany, her desiring to make
vacations, etc. This characterization allows to extend the notion of consciousness
to collective subjects. That is, in precisely this sense, one can say that the social
consciousness of a community consists in its common knowledge, because it is
precisely common knowledge that is known to be common knowledge. In this sense,
one can also say that social ontology is part of social consciousness.

However, this applies only to objects and entities in our own community where
we may assume common knowledge of them. In principle, though, what I have
called Putnam’s insight is relevant also in the social realm. If we visit foreign
cultures, we clearly find objects that apparently have some function, though we
don’t know which; and the most evasive of those objects are linguistic signs. In this

8See also Devitt (1991, sect. 13.5). I entirely agree with his criticism of Goodman.
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case, the foreigners could show and try to tell us the function; this might include
teaching us their language. Then our ignorance is relieved. However, matters are not
so simple, for instance, when we find strange things in the tombs of our ancestors,
where nobody can give us any explanations. And matters are still harder with more
abstract social entities like roles and institutions. What they might have been in
illiterate foreign cultures is almost impossible to find out, and even with literate
societies it is often difficult, since their signs and languages are social entities
themselves and hard to access.

Let it suffice with these remarks on social ontology. They are neither systematic
nor particularly revealing. Their only point was to briefly indicate how social
ontology falls under general ontology in its specific ways. The main point I
wanted to make is how even general ontology is socially determined, as social
constructivists might have it, though without thereby undermining our natural
realistic attitude in any way.
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Social Construction — By Whom?

Matti Sintonen

1 Introduction

There is no canonical definition of social constructionism, but let us take a
characterization to start with. Vivien Burr (1995) has summed up some of the
common threads of social constructionism roughly as follows. Social constructivists
will not take received wisdom for granted, for a number of reasons, some cognitive
S0 as to say, others having to do with the uses of knowledge. First, our observations
about the world are (and should) not to be taken at face value since they are socially
conditioned — many entrenched beliefs and especially unarticulated attitudes behind
these beliefs are or could be false, skewed, and in any case ephemeral. Secondly,
our conceptions of the world and society are a result of our history and culture and
hence relative to these. Therefore there are no timeless and acultural truths. Third,
knowledge arises in a social process and hence is a result of human interaction —
therefore it is not a picture or mirror image of nature. Fourth, what passes as
knowledge at any given time, or how concepts (or things) are explicitly or implicitly
categorized and defined, often has grave consequences for the people categorized
and defined. Therefore knowledge is (always, or often) not (just) description and
explanation of brute facts has a political or power aspect to it.

There is no shortage of representatives of social constructivists — and of course
one can be a social constructionists to different degrees (by not taking it as given
that one should subscribe to all of these four features, or by interpreting them
differently). My focus in this paper is not on the philosophy of mind and on social
science. It is now widely recognized that minds are both causally and conceptually
social — in that they could neither exist nor be perceived except in relation to other
minds (see Searle 1995, Pettit 1996). Rather, I shall talk about the more sweeping

M. Sintonen (<)
Department of Philosophy, University of Helsinki, Unioninkatu 40A, Helsinki 00014, Finland
e-mail: matti.sintonen @helsinki.fi

M.C. Galavotti et al. (eds.), New Directions in the Philosophy of Science, The Philosophy 267
of Science in a European Perspective 5, DOI 10.1007/978-3-319-04382-1__18,
© Springer International Publishing Switzerland 2014


mailto:matti.sintonen@helsinki.fi

268 M. Sintonen

claim that all scientific knowledge is socially constructed and could neither exist nor
be conceived except in relation to a community of inquirers.

Agreed that knowledge, scientific knowledge included, is socially constructed,
what does that mean? Ian Hacking, famously, asked: social construction — of what?
What sort of entities have been or could be candidates for the value of the variable X
in “Social construction of X7 And: what is the point of claiming that X is socially
constructed? It turned out that the variable has ranged over a variety of entities, from
the world (“nature” or “reality”) to scientists (and people’s) beliefs about the world.
As regards the point of making these claims Hacking’s major finding was in line
with Burr’s list of features: a social constructionists question received wisdom and
accepted definitions and claim that what passes as self-evident is far from it. And of
course: that the socially constructed beliefs and attitudes are often bad things.

But there is another question about social construction that need to be addressed,
if only because it has undergone a series of upheavals. Given that knowledge is
socially construed we can ask: Socially construed — but by whom?

2 Social Construction — By Gentlemen

Early precursors of social constructionism vis-a-vis science include Ludwik Fleck
et al. (1979) on thought collectives (and syphilis), Michel Foucault (1989) on
epistemes (and The Order of Things), and Thomas Kuhn on paradigms (and the
Copernican Revolution), to mention just a few. Berger and Luckmann (1967)
claimed that reality (and not just social reality) is socially construed, a result of
social interaction and negotiation. Karin Knorr-Cetina (1983) took it that laboratory
scientists are not putting questions to nature (as Bacon and later Kant suggested)
since ‘“nowhere in the laboratory do we find the ‘nature’ or ‘reality’ which is so
crucial to the descriptive interpretation of inquiry”. Harry Collins (1983) in turn
argued forcibly that as determinants of the outcome (knowledge) reason and logic
fall behind social patterns: “Rationality (whatever that means) must play little part
in explaining how the world comes to appear as it does”.

But the roots of constructionism go well beyond that. In a sense Francis Bacon
elaborated on this in his proposal for a division of labour in the House of Solomon.
Bacon also noted that man more readily believes what pleases his mind, as well
as that knowledge is corrupted by the varieties of idols — not least by the idols
of the tribe and of the market. Although he conceived inquiry as a process in
which nature is forced to reveal her secrets through series of interrogatories he
did not think that the procedure is simple or mechanical. Indeed, nature was there
to be found and interrogated, but the onus of interpretation always was with the
interrogator. Although Bacon seemed to think that knowledge has value as such
he maintained that the pursuit of knowledge merely for the purpose of satisfying
intellectual curiosity was one-sided if not outright perverse. Knowledge was to be
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harnessed to serve common good (represented by the crown, or more exactly James
I). Finally, Bacon steered between the two extremes of empiricism (the Empirics)
and rationalism (the Reasoners), although his example of social construction comes
from social insects. He made it clear that both views would be one-sided: “the true
business of philosophy” is between that of the ant and the spider, viz. of the bee:
“for it neither relies solely or chiefly on the powers of mind, nor does it take the
matter which it gathers from natural history and mechanical experiments and lay it
up in the memory whole, as it finds it, but lays it up in the understanding altered and
digested” (Bacon 1878, Book One, Aphorism XCV).

Bacon’s vision of science summed up the place of science in society. He also
influenced the creation of scientific institutions and institutionalised science, the
Royal Society in particular, and was held in high esteem for centuries to come. I
suggest that it was one link in the series of imaginaries (indeed, sociotechnological
imaginaries) — collective visions of what knowledge and science are and how they
are to shape the future. Knowledge is power and nature must be understood before
it could be commanded. Advancement of knowledge is not to be conceived as
contemplation of true propositions but it should rather be advancement of common
good. So influential was Bacon’s vision that it was turned into a contract between
natural philosophy (science) and society.

Stephen Shapin and Simon Schaffer (1985) have argued, referring to the debate
about the credentials of the new experimental philosophy advocated by Robert
Boyle that the way facts were established was not through reason (alone) but
via a collective procedure that took shape in a particular context. That Boyle’s
experimental philosophy (and not Hobbes’ traditional insistence on philosophical
certainty) got the upper hand had at least as much to do with fertile social and
political ground also outside the community of natural philosophers than with the
power of argument within their narrow circles.

But again, given that knowledge was socially construed at least in the minimum
sense that it was a result of a consorted effort and orchestrated division of labour,
who were the labourers? Seventeenth century imaginary was not that of a democratic
ideal where anyone could propose anything and where disinterested pursuit of truth
ultimately prevailed. Rather, as Shapin (1994) has argued in great detail, knowledge-
making was a collective enterprise but not everyone’s word counted. Only those
who were wealthy enough to enjoy independence could be counted to tell the truth.
A gentleman’s word could be trusted, a gentleman could have no ulterior motive
than to be a humble party to the advancement of truth. Not only was a gentleman’s
word to be trusted, challenging the word of a gentleman was ruled out by social
conventions. Seventeenth century scientific culture was therefore a gentlemanly
culture with its collective practices of producing experiments and of witnessing the
results then led to the established as facts — and these facts where then recorded in
the proceedings. Perhaps, then, the early imaginary of natural philosophy or science
was this: knowledge is constructed by Gentlemen.
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3 Social Construction and the Social Impulse

It is ironic that the Royal Society chose as its motto the credo: Nullius in verba, “On
Nobody’s Word”, hence claiming that man should only trust his own senses and
reason. Perhaps it should be best seen as part of the ideology, in the literal Baconian
sense, of building an imaginary for the new experimental philosophy. It is interesting
to contrast this to a more recent imaginary, the way common values and common
visions of the place of science in society as it was drawn by Charles Peirce at the
end of the nineteenth century. I shall first outline the argument for the beneficial or
even crucial role of the autonomous scientific community from a philosophical and
then explicitly sociological angle. The two views agree on the claim that science
(and knowledge more generally) is social by nature but disagree on detail.

The first view is Charles Peirce’s credo of scientific method: science has become
so successful because it builds on the assumption that there is a mind-independent
reality and because scientific inquiry has particular moral and social aspects to it.
The second is Robert Merton then took a step ahead in his view that the success
of science is not based on the fact that scientists are a particular creed of morally
superior people but rather on the its particular form of organised scepticism. On
both views scientists are perceived as disinterested pursuers of basic science virtues
such as truth (and information), and on both views the crucial concept is that of an
autonomous, well-functioning scientific community.

Charles Peirce, a pragmatist with strongly realist inclinations (and hence, a
pragmaticist), argued that science differed from everyday belief systems by being
systematic and by relying on method. In “The Fixation of Belief” he elaborated on
how the method works. Inquiry begins with doubt forced on the inquirer through
observations and others’ opinions. In order to eliminate the “irritation of doubt”
something must be done to restore harmony and to fix belief. The method of
science, unlike other methods of fixing belief excels in that it provides a way of
settling differences of opinion in an orderly and permanent fashion. This it does
for two kinds of reasons. One has to do with the fact that there is “secondness”,
the realm of Real things that are “entirely independent of our opinion about them”.
(Peirce, CP, V).

The second virtue of the scientific method might seems at first sight to be at
odds with the first one since it reaches into what Peirce calls the moral and social
realm, or the realm of human conduct: “The most vital factors in the method of
modern science have not been the following of this or that logical prescription —
although these have had their value too — but they have been moral factors” (CP,
7.87). The crucial moral factor has been “the genuine love of truth and the conviction
that nothing else could long endure”. Modern science is committed to truth even in
the face of unpalatable consequences, and the genuine man of science always puts
truth above convenience and practical utility. The social factor, nevertheless, is all-
important: the “next most vital factor of the method of modern science”, he wrote,
“is that it has been made social”. This in turn has a dual nature. First, facts do not
confine to one individual only: “what a scientific man recognizes as a fact of science



Social Construction — By Whom? 271

must be something open to anybody to observe”. The other aspect of sociality has
to do with “the solidarity of its efforts”: “The scientific world is like a colony of
insects in that the individual strives to produce that which he himself cannot hope
to enjoy”’.

As social beings we are, Peirce thought, vulnerable to an extremely strong social
impulse that guarantees that doubts will arise — and harmony is sought: “Unless
we make ourselves hermits, we shall necessarily influence each other’s opinions;
so that the problem becomes how to fix belief, not in the individual merely, but in
the community” (CP, 5. 378). As a result we have a canonical description and a new
answer to the question: social construction by whom. The answer is: the autonomous
but social community of scientists and scholars. And let us note that this no longer is
the community of gentlemen, those who own land, as in the previous imaginary. This
is the community of truth lovers. Here the social nature of inquiry is not opposed to
thinking along (pragmatically tinted) realist lines. Rather, the scientific community
is what guarantees that “truth will out”, eventually.

4 The Ethos of Science

While Peirce gave the canonical philosophical account of why science works, he
was not a social scientist like Robert K. Merton. There were many parallels in the
thought of the two giants, but also one crucial difference. Where Peirce located
one of the cornerstones of the success of science in the moral realm, claiming
that scientists, unlike representatives of many other professions, are lovers of truth,
Merton gave an explicitly social explanation of the success of science. For Peirce the
key to the progress of science is the essentially social and self-corrective procedure
that is built into the scientific method. Like Peirce Merton was an ontological and
epistemological realist, and both critisized radical relativism (and extreme forms
of constructionism). There is no way of conducting or starting inquiry but on
the premise that the world — nature — comprises an intelligible order. For both
men scientific knowledge was socially (and culturally) mediated, and individual
scientists always were introduced into some particular community with a distinct
thought style.

Peirce and Merton also agreed that truth is a higher aim than short-sighted
utility — and hence they can be said to have shared the imaginary of the First Social
Contract described below. Peirce wrote that the point of view of utility “is always
a narrow point of view” and, as such, not most likely way to the practical utility
in the long run but rather something that would hamper the achievement of goals,
both cognitive and practical (Peirce, CP, 1.641). Merton held that making science
serve the immediate needs of the society would be counterproductive. He writes that
“fundamental scientific knowledge is a self-contained good and that, in any case, it
will in due course lead to all manner of useful consequences serving varied interests
in society” (Merton 1982, p. 214).
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However, there is a point where Merton departed company with Peirce. In
Merton’s view scientific inquiry, just as any other type of social activity, is governed
by social norms, here both technical and moral norms governing scientific conduct.
These norms are anchored in communally shared values and they give rise and
support in individual scientists personality characteristics that comprise what could
be called a scientific mind. Where Peirce had maintained that scientists have special
moral qualities, the most important of these being the commitment to truth, Merton
offers an explicitly social explanation in terms of the communal mechanism in
which motivation and control are organized. Science as an institution is set apart
from other forms of social activity not just in its goal of expansion of certified
knowledge but in the utterly detailed way in which members of the scientific com-
munity are rewarded, encouraged, and punished. “The ethos of science”, he writes,
“is that affectively toned complex of values and norms which is held to be binding
on scientists. The norms are expressed in the forms of prescriptions, preferences,
permissions and proscriptions. They are legitimized in terms of institutionalised
values” (Merton 1982, p. 5). While Peirce’s portrayal does make the social impulse
and the cooperative mode of conduct crucial to scientific success Merton takes a
step further: there is no need to think that scientists are specially endowed with a
moral quality that keeps them on the narrow path towards truth. Rather, whenever
deviations occur, the built-in community level features, backed by the Ethos, both
provide an incentive and the mechanisms for punishment.

5 The First Explicit Social Contract

Peirce’s idea — that science works best when left in the hands of the autonomy
of science and Merton’s idea — that there is a parallel between a healthy society
(liberal democracy) and a healthy science. Interestingly where Merton had argued
that both from a descriptive and a normative point of view a well-functioning society
serves as a model for science, Michael Polanyi reversed, in his Republic of Science,
the order. As his title suggests, “the community of scientists is organized in a way
which resembles certain features of a body politic and works according to economic
principles similar to those by which the production of material goods is regulated”.
He held that that it is in “the free cooperation of independent scientists we shall find
a highly simplified model of a free society, which presents in isolation certain basic
features of it that are more difficult to identify within the comprehensive functions
of a national body”. Scientists, whilst freely pursuing their own choice of problems
and making their own personal judgment, “are in fact co-operating as members of a
closely knit organization” (Polanyi 1962, p. 54). In the decades to come this corner-
stone of scientific autonomy became consolidated in a more or less explicit social
Contract. The issue was of course about the governance of science. Who is or should
be entrusted with the governance of science? What sort of aims should be furthered?

It would of course not be correct to claim that science before World War II
was carried out without governance, but at least in the US it was mainly business
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conducted at the privately funded research universities. But during World War II the
scientific community had shown its loyalty to the government (and the military in
particular, after all one outcome was nuclear weapons) thus contributing to US-led
allied victory. As a result of this a number of scientists, with Vannevar Bush at the
front, began scheming on the dream of a basic scientist: secure and growing public
financing of science, with decreasing government control. President Roosevelt
then commissioned from Bush a plan for science policy, and the result is what
Donald E. Stokes (1994) called a Treatise — that was what the document, Science:
the Endless Frontier, in effect was.

Fundamental to the Treatise — a Social Contract — was the notion that basic
research is a driver of applied inquiry and development, and eventually of technolog-
ical innovations. As Stokes notes, Bush outlined this notion — the linear model — in
two Bacon-inspired aphorisms: first, that basic science is not performed with an eye
on practical utility, and secondly, that when not harvested prematurely the results of
basic science will foster industrial progress though technology transfer. This was the
imaginary for an explicit Social Contract between science and society: politicians
should not be trusted with governance of science, the scientific communities should
be given a free hand in deciding what to research and how. As a result, the US
established NSF. Although its constitution made it clear that [T]he object of the
fund shall be the promotion of human welfare through the advancement of science”
it nevertheless functioned under the premises that this goal will be achieved through
individual scientists and scientific communities that pursue truth and information
(and perhaps other cognitive aims) and not welfare or common good directly.

The outcome was a Contract based on an imaginary that was not obvious to all
parties. As Harvard historian of science I.B. Cohen, a member of the “secretariat”
to Bush report, notes, many scientists feared that government financing endangered
autonomy in that it was likely to favour practical projects with predictable results;
that the scientific agenda, despite wishful thinking, nevertheless was subject to
political interference; that geographical and other considerations might override
academic excellence; that federal funding could favour accepted lines of research
and not support unorthodox openings; that such a concentration of funding under
one or few umbrellas might lead into trouble and lack of funding at hard times; etc.
(see Stokes 1994). And indeed the success of NSF was not immediate: ideology or
imaginary was strong, but it took years before it was materialized.

6 The New Social Contract

Arguably we now organize our research under a new social contract between science
and society. I shall call it the New Social Contract although, given Seventeenth
century gentlemanly culture and the rise of scientific societies, what is old and new
only makes sense with respect to twentieth century. The reasons and causes for
this recontextualization are many, and I can only note some. But the outcome is
relatively clear: were the circle of signatories under the First Contract included the
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autonomous scientific communities and science funders, most notably in the US the
government and the universities, they comprise a whole gamut of other stakeholders
from non-governmental organizations and private philanthropists to churches and
courts of law. All these signatories have changed our imaginaries concerning the
proper aims and even methods of science. It is not clear what the answer to our
initial question, “Social Construction — by Whom?” is except perhaps: us all?

Some parts of the First Contract (or treaty) between the two regimes, science
and society, still linger on (in the self-understanding of scientists and in the
imaginaries of science more generally), but on the whole the Old Contract has
been jettisoned or radically altered. One of the drivers of the Second Contract
has been the true globalization of science. And as has been noted, this process
is far from smooth, nor is it uniform across nation states and continents. As one
consequence there is the tension between basic inquiry and applied inquiry (and
development and technology, to wit), now recontextualized as academic excellence
and relevance. To see how this might have emerged, consider the scientific dream
on which the First Contract was based, viz. increased public funding and decreased
government regulation. The pressure to strip down has been easy to note. For one,
it became increasingly clear that the linear model of science — from basic science to
applied science to development and finally technological innovations — was factually
inaccurate. Secondly, and relatedly, there was the lingering suspicion that when left
on its own science is not just an endless frontier but an endless black hole for money
and resources — without guarantees of tangible results.

Recall the terms of the Contract. Scientists are disinterested hunters of cognitive
value such as truth and information content, that is, basic science values. But NSF
was by its own words, established to promote human welfare. Nor was this just
the working in the US. How about OECD? It exists, according to its charter, to
promote “the highest sustainable economic growth and employment and a rising
standard of living in Member countries” (OECD 1966, p. 19). Nevertheless OECD
professed to be a keen supporter of basic research which, by its own definition, “had
as its aim the extension of knowledge for its own sake, that of applied research the
utilisation of existing knowledge”. Ignoring, for now, the outmoded characterisation
of the latter, one could easily ask: extension of knowledge for its own sake is
a laudable thing, and pouring money to increasingly expensive infrastructure no
doubt enhances understanding and the scientists’ satisfaction. But then, presumably,
the more money you would invest in basic research, the more practical utility you
would get? And: why should we, the ordinary citizens represented by politicians and
policy makers care about increase in understanding — understanding that is beyond
the reach of an ordinary taxpayer? Why should scientists be given open hands on
what they investigate, and a bottomless source of money to enjoy their games of
maximizing epistemic utility? Given that there are these pressing practical problems
shouldn’t science be governed by democratic principles, shouldn’t it be accountable
and responsible?

One of the results of the crumbling First Contract was precisely a new orientation
towards directed funding and what has become to be known as strategic funding.
According to one definition, “[S]trategic research [is] basic research carried out
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with the expectation that it will produce a broad base of knowledge likely to form
the background to the solution of recognized current or future practical problems”
(Irvine and Martin 1984). Here is how the so-called MASIS report formulates the
new type of research: “Strategic research combines relevance (to specific contexts,
possibly local) and excellence (the advancement of science as such). The contrast
between fundamental (and scientifically excellent) research on the one hand and
relevant research on the other hand is not a contrast of principles. It has more to do
with institutional division of labour than with the nature of scientific research”.

Increasingly often this strategic research is organized around so-called Grand
Challenges, usually global problems such as climate change, scarcity of fresh water
or ageing. In these cases it is no longer up to the scientists to determine what they
want to investigate, unless they have funding from other sources. All these trends
indicate that bottom-up scientist-initiated research is on the decrease.

On the face of it these characterizations do not solve the tension between the two
principal goals of science and inquiry. The first definition does not specify the time
span on which strategic research is to carry fruit — so that the there is but a difference
of degree between strategic research and applied inquiry (as it was understood in
the First Contract). Nor is there any closer analysis as to how the three types of
research, call them pure basic research, strategic basic research and applied research
are distinguished (for an early attempt to explain why the distinction is difficult to
draw, see Sintonen 1990).

7 Recontextualisation of Science

There have also been other important changes that have led to the second contract —
to the extent that it is now customary (in science and technology studies) to speak
of the recontextualisation of science: the requirement of relevance has been coupled
with new modes of knowledge production.

That science has been in the process of recontextualization can be seen in the
blurring of disciplinary boundaries and various forms of interdisciplinary collabora-
tion, in new forms knowledge production (private/public) partnerships, in the triple
helix of governance and as the emergence of new agents that attempt to have their
voices heard. Here is how the so-called MASIS-report describes the stakeholders in
science and research: the Second Contract involves the third sector, media, private
companies as well as the general public as stakeholders. Furthermore, there is a
new awareness of responsible development, and more attention is given to ELSA
aspects of science and as well as to “interactive forms of technology assessment;
and experiments with public engagement” (The MASIS Report 2009, pp. 4-5). For
example, citizens/users, scientists, local politicians and other stakeholders could be
brought to negotiation table concerning water management with the aim of helping
local populations adapt to climate change.

I shall conclude with an example that has engaged many philosophers of science
recently, viz. the notion of well-ordered science and the case of neglected diseases in
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particular (as developed by Philip Kitcher and Julian Reiss, among others) and with
advancement in synthetic biology that might respond to the request. That a practice
of the sciences is well-ordered amounts to the requirement that inquiry is directed so
as to promote the common good, where common good is understood as something
that aims “at the goals that would be endorsed in a democratic deliberation among
well-informed participants committed to engagement with the needs and aspirations
of others” (Quoted from Reiss and Kitcher 2008, see also Flory and Kitcher 2004).

The problem of neglected diseases arises when we ask: how come the lion’s
share of research and development in pharmaceutics goes to drugs developed for
the affluent west (often to diseases created by high living standards)? Why not
follow the fair-share principle: common good should be perceived globally and
funding should be directed in proportion to the needs of the people. According to
the fair share principle, given that the problems and suffering caused by a disease
are tractable, global pharmaceutics research resources should be allotted so that
they agree with the ratios of human suffering the diseases bring about. Now one
of the diseases that have drastic consequences for millions is malaria. According to
Flory’s and Kitcher’s calculations the amount of research directed to malaria was
somebreak $ 85 million whereas according to the fair share principle it should be in
the region of $1.75 billion (Flory and Kitcher 2004, p. 39).

Exactly how the figures are calculated is no concern here, but the very fact
that the questions have been raised, and that normative and global issues of how
research funds should be allocated indicate that very strong moral, legal, social,
political principles that enter the scientific agenda. Needless to say, most of the
pharmaceutics research is conducted within the pharmaceutical companies, tied
of course with increasingly strong bonds to universities, publicly funded research
centers and national institutes, US and European funding organizations etc. And
almost needless to say, all of the stakeholders mentioned in the MASIS report, from
Churches to NGO’s to patient organizations want to have a say.

Here we can note yet another development in the recontextualisation of sci-
ence, the emergence of synthetic biology. Synthetic biology is in interdisciplinary
enterprise that combines biological, chemical, physical and engineering expertise to
form standardized biological parts or components. These components — analogues
of electric circuits and the like found on the shelves of electronics component shops
such as Radio Shack — are then used to build or reconstruct biological devices,
systems, or entire chromosomes. It is a philosophical interesting science since it
does not aim at knowledge as such — not even applied knowledge — but rather
biological devises, that is, things. Conceptually it is therefore closer to engineering
than basic or applied science. Synthetic biology is expected to be of huge importance
in e.g., the search for new energy sources — or medicine.

One of its success stories started in 2003 when Jay Keasling (from Berkeley)
rewired a novel metabolic pathway for an artemisinin precursor, aretemisinic acid.
He and his group combined ten genes from three types of existing organisms,
namely plants, bacteria, and yeast into a platform called or bacterial chassis. These
genes, orchestrated to work together, then produce enzymes that are able to turn
acetyl coenzyme A into artemisinic acid. The reason why these advances are so
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remarkable is not just the way scientists have advanced understanding but that
fact that artemisinic acid is used in the production of artemisin, a malaria drug
(see Lentzos 2009). Thus one of the hurdles on the way to a cheap malaria
drug was removed. The neglected disease problem is a problem in part because
pharmaceutical companies are only willing to invest in research and development
for a particular disease if the potential patients have enough purchasing power to be
able to by the drugs. Although malaria drugs have been researched this research and
the production of artemisin has been colossally expensive. Malaria affects millions
of people each year but their combined purchasing power has not been enough to
be able to cover the costs. Now that Keasling’s group has managed to scale up
the laboratory results to a feasible industrial process the average cost of aremisin
therapy has been reduced to less than 10 $. The stakeholders in this success story
have involved not just Keasling’s group and research institutes but also non-profit
drug companies such as OneWorld Health as well as private foundations such as
Bill and Melinda Gates Foundation.

8 Concluding Words

It is now rather universally accepted that inquiry in general and scientific inquiry in
particular is a social affair, whether understood synchronically or diachronically, in
that in scientists must rely on the testimony of others. It is also universally accepted
that science is socially construed in the sense that concept formation, theory
formation, experimentation and all facets of science are a result of cooperation and
even negotiation. Whereas Ian Hacking raised the question “Social Construction —
of What?” I have attempted to shift focus to “Social Construction — by Whom?” The
result is not a historical review of the science/society interface but a modest attempt
to highlight who the actors on the scene have been. One of the answers referred
to the Gentlemanly culture of science of Seventeenth century England, another
one to the emergence of the modern ideology — indeed “imaginary” of science as
the business of autonomical communities of inquirers in the pursuit of truth. This
imaginary was forged into an explicit social contract for Big Science (and Small
Science followed suit) during WWI. As more recent developments indicate this
social contract, indeed treaty, has now been dissolved. We have entered a period
where a gamut of potential actors want to have their say in the governance of
science.

References

Bacon, F. 1878. Novum organum. Oxford: Clarendon Press.
Berger, P, and T. Luckmann. 1967. The social construction of reality: A treatise in the sociology
of knowledge. Garden City: Doubleday.



278 M. Sintonen

Burr, V. 1995. An introduction to social constructionism. London: Routledge.

Collins, H. 1983. An empirical relativist programme in the sociology of scientific knowledge.
In Science observed: Perspectives on the social study of science, ed. K. Knorr-Cetina and
M. Mulkay, 85-114. London/Beverly Hills/New Delhi: Sage.

Fleck, L., T.J. Trenn, and R.K. Merton. 1979. The genesis and development of a scientific fact.
Chicago: University of Chicago Press.

Flory, J., and P. Kitcher. 2004. Global health and the scientific research agenda. Philosophy and
Public Affairs 32(1): 36-65.

Foucault, M. 1989. Order of things. London: Routledge.

Hacking, 1. 1999. The social construction of what? Cambridge, MA: Harvard University Press.

Irvine, J., and R. Martin. 1984. Foresight in science: Picking the winners. London: F. Pinter.

Kitcher, P. 2001. Science, truth and democracy. Oxtord: Oxford University Press.

Knorr-Cetina, K. 1983. The ethnographic study of scientific work: Towards a constructivist
interpretation of science. In Science observed: Perspectives on the social study of science, ed.
K. Knorr-Cetina and M. Mulkay. London/Beverly Hills/New Delhi: Sage.

Kuhn, T.S. 1962. The structure of scientific revolutions. Chicago: University of Chicago Press.

Lentzos, P. 2009. Synthetic biology in the social context: The UK debate to date. BioSocieties 4:
303-315.

Merton, R.K. 1982. Social research and the practicing professions. Cambridge, MA: Abt Books.

OECD. 1966. Ministerial meeting on science: Fundamental research and the policies of govern-
ments, 2nd ed. Paris: Organisation for Economic Cooperation and Development.

Peirce, Ch. S. [CP] 1931-1935 and 1958. The collected papers of Charles Sanders Peirce, vols.
1-8, ed. C. Hartshorne, P. Weiss, and A. Burks. Cambridge, MA: Belknap Press. Referred to
as CP.

Pettit, P. 1996. The common mind. Oxford: Oxford University Press.

Polanyi, M. 1962. The republic of science: Its political and economic theory. Minerva 1: 54-74.
Also available at http://www.missouriwestern.edu/orgs/polanyi/mp-repsc.htm. Accessed 28
May 2013.

Reiss, J., and P. Kitcher. 2008. Neglected diseases and well-ordered science. Technical report
06/08, Centre for the Philosophy of Natural and Social.

Searle, J.R. 1995. The construction of social reality. New York: The Free Press.

Shapin, S. 1994. A social history of truth: Civility and science in seventeenth-century England.
Chicago: The University of Chicago Press.

Shapin, S., and S. Schaffer. 1985. Leviathan and the air pump: Hobbes, Boyle and the experimental
life, including a translation of Thomas Hobbes, dialogus physicus De Natura Aeris. Princeton:
Princeton University Press.

Sintonen, M. 1990. Basic and applied research: Can the distinction still be drawn? Science Studies
2:23-31.

Stokes, D.E. 1994. Science: The endless frontier as a treatise. In Science, the endless frontier
1945-1995. Learning from the past, designing for the future. Columbia University, Part I, 9
December.

The MASIS Report. 2009. Report of the MASIS Group: Challenging futures of science in society —
Emerging trends and cutting-edge issues (Monitoring Activities of Science in Society in
Europe), The European Commission.


http://www.missouriwestern.edu/orgs/polanyi/mp-repsc.htm

Is Social Constructivism Soluble in Critical
Naturalism?

Daniel Andler

1 Introduction

It has been recognized for a long time that naturalism is a blanket term covering a
large array of philosophical positions and problem situations. Social constructivism,
on the other hand, while having a seemingly much shorter history and encompassing
a far narrower set of positions, also comes in a rather large variety of versions. To
further complicate matters, of many stances or schools in philosophy, it may be
said that they are, in some respect, naturalistic, or constructivist, or both, without
claiming to be fully developed forms of naturalism or social constructivism, as
the case may be. For all these reasons, it doesn’t seem worth asking whether
naturalism and social constructivism are, as such, incompatible, as appears obvious
to many contemporary observers, or compatible, as others claim, or something in
between. However another, more specific and, it is hoped, more instructive question
may be asked today. On the one hand, the more general debates concerning social
constructivism, either internal to the constructivist camp, or pitting that camp against
the mainstream in analytic philosophy, have led to a somewhat streamlined and
more focused position. On the other hand, naturalism has undergone a dual process
of restriction and expansion: the first process, which has unfolded in the last half-
century, has resulted in a fairly well circumscribed thesis, scientific naturalism,
which is almost universally seen as opposed to social constructivism; the second
process has led to a family of positions that try and amend scientific naturalism
while keeping true to its basic inspiration, remaining in the same ballpark, and thus
deserving, or so they hope, the label “liberal naturalism”. The question worth asking
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then, especially in the light of some of the motivations often put forth by defenders
of liberal naturalism, is whether the streamlined, contemporary version of social
constructivism can be accommodated within liberal naturalism.

Now liberal naturalism has in no way attained homogeneity or stability: it
remains at present more of an editorial concept than a clearly established position,
and I should not presume to speak for the eminent and sometimes diverging
philosophers who have at least provisionally accepted the label. On the other hand, I
agree with what many among them have to say, and have developed my own version
of liberal naturalism, under the label “critical naturalism” — the label isn’t new and
what it refers to may not be that new either. Still, it is the position, in fact the only
position that I find tenable in the naturalism debate, and I will take it as my reference
point in my discussion of social constructivism.

2 Social Constructivism

What do I mean by social constructivism? Before we get into more conceptual
issues, we need to clear the lexical ground. First, in some circles, a sharp distinction
is made between constructionism and constructivism; also, some authors will
use only the first term, others only the second. As I will use it, constructivism
is indistinguishable from what some authors, such as Ian Hacking (1999), call
constructionism: it refers to a doctrine whose centerpiece is the idea, whatever that
idea precisely consists in, that something essential in the products or in the ontology
of the sciences is socially constructed.

Second, I do not use social constructivism as a metonymy for the entire field
of social studies of science, or of knowledge, nor as a synonym of relativism, or
irrealism, or rejection of science. It is, to repeat, the theory, or any theory, that takes
as its starting point the above-mentioned idea: such things as cells, quarks, dementia,
laser beams, chemical compounds, and/or the theories wherein they figure, are in
some sense socially constructed, rather than being just “out there” for us to discover
or establish.

Note that this construal tends to rule out of bounds, or sweep to the outermost
region of social constructivism, what some authors regard as the field’s founding text
(Berger and Luckmann 1966) The Social Construction of Reality. 1If, as one would
gather from the title of that well-known book, all of reality, or everything in reality,
is actually socially constructed, then, or so it would seem, nothing special is implied
about the entities that are scrutinized by science. Still, and however that be, some of
Berger and Luckmann’s inspiration has persisted as an undercurrent in later social
constructivism, as Jeff Coulter reminds us (Coulter 2001): the Marxian conceptual
apparatus was deployed as an antidote to what the authors saw as an illegitimate,
self-interested and all too successful attempt of the ruling classes to pass off as
objective facts regarding an out-there, immovable nature, what is in fact the product
of social processes of exploitation and alienation. In particular, entities which
appear, in such a set-up, as real objects, comparable to rivers or stones, are unmasked
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as being mere constructions: the “critique of reification (hypostatization, or the
fallacy of misplaced concreteness, to name two other common variants of the same
concept)” was, and remains, a guiding principle of much constructivist thought. So
that “the demonstration that some phenomenon was ‘socially constructed” was a
major methodological procedure in the process of its dereification” (id., p. 83).

This critique of science is in fact of the essence of constructivism; what is subject
to variation is the degree to which science is allowed to survive the critique. To a
first approximation, the radicals mean to discredit science altogether, the moderates
merely want to reduce it to size, and the two poles subtend a continuum. But both
radicals and moderates subscribe to three permanent strands, which are already
clearly apparent in the founding stage: the unmasking of spurious inevitability,
the social-ethical concern for improving the lives of the oppressed, the crucial yet
hidden role of language in the operation leading to the present situation.

Following Ian Hacking, we can unpack these further. First, we can peel apart
the pragmatic (or praxeological) and the theoretical dimensions. Hacking urges us
to look beyond the theoretical claim that X is socially constructed, and ask what
purpose underwrites such a claim; the answer is some variant of the following
conjunction : “X is bad as it is now”, and (indeed) “We would be much better off if
X were done away with or at least radically transformed” (id., p. 6). This pragmatic
goal is then subserved by a composite, properly theoretical claim:

X is epistemically not inevitable, while it is presented by science, or by supporters of
science, as inevitable.

By “epistemically inevitable” I mean, still following Hacking, that it could not
have turned out that X would not figure in our epistemic situation—or, cancelling
out the double negation, any possible epistemic situation would necessarily include
X. An essential part of the claim (hence the qualification “epistemic”) is that
the modals “could” and “necessarily” refer not to the contingencies of scientific
discovery, funding priorities, administrative and political decisions, vagaries of
scientific geniuses, etc., but to the idealized development of science. The social
constructivist holds that X is a contingent aspect of science as we know it today,
and that science could have turned out, even in ideal circumstances, and may turn
out tomorrow, to be such as not to include X (id., pp. 69—80).

Now what sort of thing is X supposed to be? It can be one of two things: a
fact, theory, equation, explanation, more generally, an idea, or an entity. In the first
case, the inevitability thesis takes on the more precise form given to it by Hacking
under the label contingency. His prime example is Pickering’s thesis that quarks are
socially constructed, and he summarizes it thus: “There could have been a research
program as successful (‘progressive’) as that of high-energy physics in the 1970s,
but with different theories, phenomenology, schematic descriptions of apparatus,
and apparatus, and a different, and progressive, series of robust fits between these
ingredients. Moreover [ ... ] the ‘different’ physics would not have been equivalent
to present physics” (id., p. 72).

Note that X, in the preceding example, is the idea of a quark, or the thesis that
quarks, with their attendant properties, are a constituent of reality. But X can also be
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an entity, more particularly a class or kind. Here, according to Hacking, the social
constructivist espouses a form of nominalism. She rejects anything resembling
the notion that science, however high-grade or ideally completed, could be, up to
idealization, isomorphic to nature; Hacking coins a word for this idea, which he
wants to insulate from the wider debate on scientific realism: he calls “structure-
inherentism” the thought, rejected by constructivism, that nature has a structure of
its own, which science aims with some success at recovering or representing.

At this point, social constructivism has thoroughly undermined the authority
of science: if science could have been otherwise, stating other facts about other
things ordered in different arrangements, then in its present, or for that matter future
state, it cannot be regarded as having the last word on anything, even though it
can still be seen as providing a respectable guess at what can be said regarding
certain topics of theoretical or practical interest. The most interesting contributors
to social constructivism are not tempted by a blanket debunking of science, in fact
they often profess a genuine admiration for science. What they do not espouse is
what they see as the exaggerated deference towards science deemed rationally, as
well as politically correct in polite society. And the basic reason why this deference
is not warranted, according to them, is that it is based on the false premise that
nature “dictates” the big book of science. That book, they insist, is the product of
social constructions, doubtless operating in conjunction with the resistance afforded
by the world “out there”, but not guided towards a unique endpoint. Or to put it
into an extreme form, the world does perturb the social processes of science, it does
not determine them even in principle — which is exactly the reverse of the classical
rationalist picture: the social processes perturb the interactions between world and
science, they do not determine them even in principle.

3 Naturalism: Classical and Critical

It is often said these days that naturalism is, as I have put it in previous writings, by
reference to Sartre’s characterization of Marxism, the “unsurpassable philosophy of
our time”. Almost every philosopher, according to this view, subscribes profession-
ally to naturalism (although she might also be a devout church goer, for example).
However popular, this view is based in part, I believe, on a conflation of two senses
of “naturalism”.

In the loose, non-technical sense, naturalism refers to an attitude, a decision or
a commandment: the naturalist intends to look at things as they are, that is, as they
appear in their actual, everyday existence, with no details deemed too minor or
trivial as to be neglected, and with no regard for preconceived ideas of what they
are, let alone norms prescribing what they should be. The technical or philosophical
sense of naturalism (often referred to as scientific naturalism), on the other hand, has
to do with a certain conception of nature: as circumscribed by the ontology of the
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natural sciences, as epistemically accessible exclusively through the methods of the
natural sciences, and finally as comprising everything that exists. Sitting somewhere
in between the loose and the technical sense, there is a sense of naturalism as
a conception of the nature of philosophy: philosophy is said to be “continuous”
with (natural) science. This metaphilosophical naturalism partakes of both basic
construals, insofar as the sciences are, by vocation, the foremost scrutinizers of
things as they really are, so that anything continuous with the sciences will be
naturalistic in the loose sense; while on the other hand, subscribing to such a view
of philosophy is consonant with a conception of the natural sciences as having
privileged access to nature hence to the whole of reality.

Why naturalism seems to some unsurpassable may be due to the historical fact
that very few philosophers today still believe that they can rely exclusively on
conceptual analysis and a priori theorizing: most of them appreciate the need to
carefully consider things as they are, whether presented through commonsense,
everyday language and practices, or, of course, through the sciences and non-
theoretical bodies of expertise. In other words, most contemporary philosophers
partake of naturalism in the loose, non-technical sense. As for the technical sense,
there remains some leeway: in fact, we are witnessing what may be a change of
mood. Nonetheless, at the present juncture a large number, definitely the majority
of English-writing philosophers, are drawn to (one or another version of) naturalism
in the technical sense. As for the hybrid sense (the continuity thesis), it is flexible
enough to gain acceptance by many philosophers: being “continuous with science”
may be taken to be no more than, attention to detail, careful argumentation,
parceling out of large problematics into manageable chunks, distributed within
the community of professionals, and naturally the full cognizance of the results
of science — nothing which doesn’t agree with the methodology of analytic
philosophers, from Aristotle onward.

For present purposes, I will take naturalism to mean scientific naturalism
augmented by the continuity thesis, ignoring further specifications (such as a stand
on physicalism). As mentioned above, it is generally agreed on both sides that social
constructivism is incompatible with naturalism as understood in contemporary
philosophy: the main arguments will be summarized shortly. The possibility that
remains is to investigate whether by liberalizing naturalism in one way or another,
one might not make room for social constructivism or at least a sizable chunk of it.
And again, there are disparate proposals for the liberalization of naturalism, so that
there may well be no definite answer to the question: in fact, that very question may
turn out to serve as a benchmark for grading varieties of liberal naturalism. Still, I
think it fair to say that all forms of liberal naturalism share the following features.
On the positive side, just like strict naturalists (i) they reject supernaturalism; (ii)
they have a high regard for science in general, and natural science in particular. On
the negative side, unlike strict naturalists, (iii) they harbor doubts about the cogency
and/or eventual success of (some or all) the currently fashionable “naturalization”
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programs in philosophy of mind, action or culture, in ethics or esthetics'; (iv) their
respect for natural science does not go so far as to grant it “universal coverage” —
that is, they do not believe that natural science has the potential to deliver all the
relevant general facts regarding the entirety of reality.

My own brand of liberal naturalism, which I call “critical naturalism”, arises
from an attempt to find an acceptable answer to the following pragmatic concern:
what is the proper attitude towards ongoing naturalistic (or naturalization) programs,
whether scientific or philosophical (insofar as there is a relevant distinction in such
borderline matters)? The “classical” naturalist takes it as rationally, as well often
as ethically, obligatory to support such programs unreservedly, since they represent
current science’s best attempt at an enterprise that is bound to succeed (sooner or
later, and not necessarily as a direct result of the ongoing programs: science is known
to backtrack often). The anti-naturalist sees such programs as thoroughly misguided,
a waste of time and resources and possibly a betrayal of the scientific spirit, one
of whose aspects is a keen sense of the limits of science. The non-naturalist is
simply skeptical or ironic, withholding his prognosis of the outcome of these various
programs. My critical naturalist, on the other hand, lends them critical support: he
believes they should be taken seriously, he harbors the hope that important things
will be learnt on the way, but sees no reason to believe they are bound to succeed,
and regards it as his duty to submit them to close scrutiny, as past experience
has taught him that premature or misguided attempts, pursued in the name of
naturalization, would have been curtailed or redirected for the better if philosophers
and scientists had been less gullible. Nor is his caution necessarily based exclusively
on a negative judgment on the record of previous attempts, or on the state of some
of the ongoing programs (although such a negative judgment may play a role). He
is inclined to think that science has limited scope, not only inasmuch as it doesn’t,
by a long shot, “cover” everything, but also because even when it does colonize a
fragment of reality, it seldom if ever provides a complete account of that fragment:
it remains forever incomplete, with bits and pieces of knowledge applying to bits
and pieces of the world. Moreover, when it comes to human affairs, he tends to
believe that norms of all kinds, bound to local circumstances, thoroughly permeate
the thoughts and behavior of agents in such a way that the natural constraints which
are at work are rarely sufficient to construct reliable accounts, let alone predictions.
But again, although he comes close to certain themes dear to anti-naturalists, he
remains true to the naturalistic spirit by granting a central importance to the study
of these natural constraints.

'This emphatically does not mean that they necessarily oppose all of these programs, or consider
them as clearly hopeless or already bankrupt: on the other hand they are far from thinking of them
as bound for success. However they do not think of the whole lot of them as necessarily misguided,
as this would presumably make them into thorough-going anti- or at least non-naturalists.
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4 Simple Attempts to Reconcile Social Constructivism
and Naturalism

I have been discussing the various senses of naturalism up to now as if they
were relevant only to philosophers. But we must now consider their relevance
for the social constructivists themselves. Some of them — mostly among those
who we philosophers tend to read — are philosophers, by training at least and
sometimes by current affiliation. But almost all of them think of themselves either
in part or exclusively as social scientists sociologists, historians, anthropologists,
geographers... I am ruling out of bounds the entire crowd of non-scientists, by
which I mean scholars in the humanities who do not regard themselves as scientists
in any but the loosest sense — they do academic research — and who, more often
than not, harbor a strong aversion towards science. For those social scientists of
constructivist bend, what does naturalism stand for?

This is where failure to distinguish different senses or kinds of naturalism
is bound to lead to confusion. For in the loose, non technical sense, social
constructivists are, if I may say, quintessential naturalists: naturalism is their raison
d’étre and their trademark. The post-Kuhnian collapse of what Philip Kitcher has
called the “Legend” (Kitcher 1993), the idealized picture of science as a purely
rational enterprise stabilizing gradually toward a well-founded, logically structured
and unified theory, opened the way for the study of science as it really is, not
science as philosophers of science and some of their famous scientific friends
would like it to be. For some philosophers and historians of science, this was the
beginning of so-called descriptive philosophy of science, with the attendant project
of “integrated” history and philosophy of science (&HPS)? and the de-emphasizing
of general philosophy of science in favor of philosophy of particular sciences. For
those, philosophers and sociologists, who had been raised in a Mertonian view of
the place of sociology, the new frontier was the study of the contents of science (of
the products as well as the processes of science) as social phenomena, as effects
of social forces. Rather than reconstructing an ethereal counterpart of science in
the non-natural realm of ideas (in Popper’s World 3, for example [Popper 1972]),
the new sociologists wanted to know how science in the natural world is naturally
produced, and the founders of SSK had good reasons to think that the proper level
at which to attack the natural production of science is social. All of this is well-
known. Less so is the sequel: today philosophers of science with a naturalistic
bend (in the loose sense) are happy to co-operate with some of the descendants of
SSK, practitioners of various strands of what Derek J. de Solla Price (1961, p. 128)
proposed to call “the scientific humanities”, within the broad framework of a new

2“The founding insight of the modern discipline of HPS is that history and philosophy have a
special affinity and one can effectively advance both simultaneously”. From the website of &HPS:
http://www3.nd.edu/~andhps/about.html
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interdisciplinary field called “social epistemology”, and the attendant projects of
feminist philosophy of science and of “socially relevant” philosophy of science.

Are we to conclude that social constructivism and naturalism are now com-
fortable bedfellows? Seen from the immense distance provided by the history of
philosophy, it may be the case — as Finn Collin has argued: constructivism, he
claims, is but the latest manifestation of “the trend toward naturalism”: “We need
to view constructivism and the new science studies in which it is embedded as
the latest phase of the movement within Western thought toward an ever more
pervasive naturalism. By naturalism I understand the contention that everything in
the universe, including man, is just a part of material, empirical nature” (Collin
2001, p. 425).> Constructivism aims at a “theory of science [which should] be
conducted in a genuinely empirical spirit” (id., p. 430), and thus partakes of the
naturalistic turn according to him.

But this does not do justice to the dialectical situation at all: now is the
place to remind ourselves of the bones of contention. For naturalism in the
technical sense, which is the preferred reading of this statement (again, this is
the difference between the adjective and the noun: a naturalistic—equivalently:
empirically-minded — philosopher of science need not be a defender of naturalism
in the technical sense), cannot countenance an account that keeps the social realm
separate, as a province of ontology and as an agency. To the naturalist (stricto
sensu), the social is part of nature, social processes are natural processes, with causal
powers reducible to natural causation, nature is what the natural sciences talk about.
This is not acceptable to most social constructivists, who will argue in favor of the
reverse dependence: nature as the domain of the natural sciences is a product of
social forces. Moreover, the classical naturalist is not about to let go of a basically
realist picture in which nature impugns on the scientific process, in such a way as
to nudge it towards (if not directly impress upon it) a true account. This, to the
social constructivist, is the ultimate naiveté.* Moreover, the contingency of social
forces implies the contingency of the outcome: science could be other than it is
at present, a relativist belief which is unacceptable to the true naturalist. Finally,
social constructivists tend to accept the traditional “bifurcationist” view according
to which the social sciences deal with cultural entities and processes that are out of
reach of the natural sciences.

Are we then back on square One, just reiterating that naturalism and social
constructivism disagree? Not quite: we are now clear on the non-technical sense of
naturalism that allows for peace-making (the process is in fact enduring), and setting
this issue aside, we can attack the deeper one: Can we soften classical (scientific)
naturalism so as to accommodate some recognizable form of social constructivism?

3Collin has recently published a book (which T have not read) in which he develops the point:
Science Studies as Naturalized Philosophy, Dordrecht: Springer, 2011.

“4Not only of course to the social constructivist: Hacking for example approves Latour and Woolgar

(1979) for asserting, in essence, that “We should never explain scientific beliefs by facts or truths,
except as a kind of shorthand” (Hacking 1999, ch. 3).
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As a preparatory step I will now briefly review two recent attempts at showing, in
media res rather than through abstract arguments, that accommodation is possible.

They are both is due to some true, strict naturalists, philosophers and biologists
working in evolutionary psychology. Their field is engaged in a never-ending
battle with the anti-naturalist majority in anthropology, sociology and related
social sciences. Within that camp, the most vocal group is made up of social
constructivists, understood for the purposes of this particular debate in a wide sense
(social constructivism in the strict sense being something like their theoretical core):
they include all those who are “commit[ted] to the idea that individuals and societies
have enormous flexibility in what they can become, in contrast to the inflexibility
and determinism attributed to evolutionary approaches to human behavior” (Wilson
2005, p. 20). Between them and the evolutionary psychologists, whom I am casting
here as the vanguard of current scientific naturalism, “[the debates usually become
so polarized that they reveal the worst aspects of tribalism in our species. Each side
regards the other as the enemy whose position has no substance or rational basis,
other than being ideologically driven” (ibid.). D.S. Wilson recently, and a few years
back philosophers R. Mallon and S. Stich (2000), have proposed a truce, based on
the idea that rather than two irreconcilable worldviews, at their best the two sides
pursue, unwittingly, complementary research programs.

Mallon and Stich take the emotions as their testing ground. Naturalists, following
Darwin, believe they are in some sense innate and universal. Constructivists stress
the immense variability, across epochs and cultures, of their behavioral expression,
of their semantics, of their taxonomy; they go as far as saying that the repertory of
emotions varies from culture to culture. Both sides can boast strong evidence, and
keep, unsurprisingly, unearthing more. However, argue M&S, they are misled by the
word “emotion”, or rather, they subscribe to a philosophical theory of meaning and
reference that creates the appearance of a conflict, and can easily be discarded. For
brevity’s sake, the argument may be simplified thus:

1. Both sides actually converge on a hybrid model of the emotions, involving both
cultural, context-bound components and innate dispositions. Roughly speaking,
the innate dispositions tend to favor certain transition patterns, from perceived
situation (“antecedent conditions”) A to emotion (“recruited response tenden-
cies”, which include a proto-emotion activating in turn a specific subjective
experience together with a number of “programs” regulating facial muscles,
etc.) to behavioral (“measurable”) response C. In this tripartite model, due to
Levenson (1994; I quote from Mallon and Stich’s paper 2000, pp. 143—-144), the
middle segment is naturalistic, the first and last segment, respectively “appraisal”
and “display and feeling rules” are under the control of cultural learning. The
details are contentious, for sure, and should the two parties decide to actually co-
operate, quite a number of their respective findings would have to be seriously
re-interpreted. No insurmountable obstacle however would seem to get in the
way of a reconciliation.

2. The bone of contention is universality: one side thinks of the emotions as
universal, the other believes there is overwhelming evidence that they are not.
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Whatever the merits of the above model, it will clearly not lead either camp
very far on the path to peace as long as they disagree so thoroughly on this
point. Mallon and Stich’s suggestion is to distinguish “thick” and “thin” concepts
of emotions. Thick concepts involve links to large bodies of folk psychology,
which anchor a given emotion, say anger or shame, under those names, in the
American culture, to a host of dispositions, situations, traditions...: a given
instance of an emotion is, say, anger, or shame, only if it is related in the
prescribed way to each one of the corresponding set. As a result, it is indeed
near impossible that an emotion in another culture would exactly fill the same
role, granting the implausible assumption that some analogs could be found for
each of the dispositions, situations, traditions . . . to which the original emotion is
related in the American culture. Ergo, on a thick conception of how to define the
emotions, they are clearly not universal. On a thin conception, one which severely
limits the set of folk-psychological entities allowed to functionally constrain
the individuation of the emotions, on the other hand, it is much easier for a
Japanese, Sicilian or Inuit emotion to fit the bill of American anger or shame,
as the case may be: on that reading, emotions (some emotions at least) could
well be universal.

M&S’s conclusion is that the fundamental disagreement regarding universality
can simply be dissolved by letting go of a certain way of conceiving of the
individuation of emotions. Alternatively, one camp may prefer to introduce a
shadow vocabulary for the emotions: while, say, constructivists would hold on to
the usual, culture- and language-dependent repertory of emotions, from anger and
shame to the Japanese amae or the Ifaluk song,’ the evolutionary psychologists
would focus on a sparser repertory of “core emotions” — “core anger”, “core shame”
etc., that would, in different cultural contexts, give rise to local repertories of (the
other sort of) emotions.

This proposal follows a very general strategy first introduced by Chomsky: the
language capacity, the ability to acquire the full mastery of a language, is universal,
although languages are many and diverse. In other, broader terms: nature sets the
rules, culture and history “interpret” them, or (as Chomskyans would put it, fix the
parameters). I will not attempt to evaluate Mallon and Stich’s attempt at conciliation
on its own. To me, the main question is how far this strategy, even if successful, will
take us. Mallon and Stich express the hope that the case of emotions is paradigmatic.
I would not bet on it: although they are correct in stressing that constructivists as
well as naturalists see the matter as “one of [their]s success stories”, with hindsight it
looks like a rather easy case for the naturalists and a hard case for the constructivists

SFollowing Lutz (1988), Mallon and Stich (id., p. 139) characterize song, a concept belonging
to the Ifaluk, a Micronesian people, as an emotion “akin to anger”, yet comprises “a strong
moral component” that is not part of our concept of anger. Amae, write Mallon and Stich (id.,
p. 145), following Morsbach and Tyler (1986), “is a Japanese emotion that is unknown (or at least
unrecognized) in the West”. According to a Japanese psychiatrist whom they quote from secondary
sources, amae is characterized by “a sense of helplessness and the desire to be loved” (ibid.).
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(hence their insistence on winning that one: if they can prevail there, the field is
theirs, or so they feel). On the face of it, constructivists are on firmer grounds the
further one moves away from basic functions: science, which is our concern, or for
that matter theoretical knowledge in general, are anything but basic, they don’t seem
universal in anything like the way language, emotions, survival and reproduction
behaviors are, and they do seem to involve thick and interspersed layers of “culture”
and “nature”.

Wilson’s proposal (2005, pp. 20-37), the second that I propose to examine,
is more ambitious than Mallon and Stich’s, and tries to reach deeper into the
constructivist’s soul. For lack of space I will merely list the key ingredients of
his argument. First, Wilson reminds us that not all evolutionary psychologists
subscribe to the narrow, better publicized, version of their basic evolutionary tenet:
according to that popular version, the mind is a collection of specialized adaptations
dating back to our ancestral environments (Tooby and Cosmides 1992). Some
evolutionary psychologists believe that “there is more to evolution than genetic
evolution”, and Wilson puts considerable stress on a parallel with the immune
system, a well-studied “example of a physiological evolutionary process”. Some
also further emphasize that “there is more to evolution than adaptation”: important
features of contemporary human culture may have piggy-backed on traits which
were selected for, and to which they are now but distantly connected. Second, as I
indicated earlier, Wilson identifies at the core of the constructivist position the belief
in the ample leeway that biological constraints leave for social and individual choice.
He distinguishes a moderate and a radical version of this “flexibility thesis”. The
moderate version suspends judgment regarding the degree of freedom left to culture
and history by the biological constraints; the radical version claims that this freedom
is unlimited: “anything goes”, any conceivable pattern is actually possible. Wilson
claims that simultaneously enriching the basic evolutionary picture by admission of
non-genetic evolution, and of non-adaptive evolution, and restricting the flexibility
thesis to its moderate version, makes it possible to bring them together. The key is
to remove the impression that evolutionary theory cannot accommodate the “open-
endedness” which constructivists, and Wilson himself, see as characterizing the
human world. This impression has solidified in many a mind in the form of the
notorious blank slate metaphor: we are made to believe that only one box can be
ticked among the following two:

Box 1: The mind is a blank slate on which culture, history and personal experience
are free to write anything.

Box 2: The mind has a structure that essentially predetermines the main features of
the content that culture, history and personal experience impress on the mind.

Wilson rejects the dichotomy. The blank slate is a metaphor with real, albeit
limited validity: “[It] might be a total failure as a mechanistic conception of the
mind but still be perfectly valid with respect to the open-ended nature of individual
and societal change. [...] There is a difference between potential for individual
and societal change and equi-potential. If by blank slate we mean “anything can be
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written with equal ease”, then that part of the metaphor is false. [...] fulfilling
the valid aspects of the blank slate metaphor requires abandoning the invalid
aspects. Potential does not mean equi-potential” (id., p. 28). Wilson goes on to
illustrate the integrative power of evolutionary cum cultural thinking by sketching a
theory of stories as being, in some sense, “gene like”, and serving the function of
adapting humans to their current environments; narratives are more central to the
constructivist worldview than, say, emotions, and by granting them an important
role, and showing that the most naturalistic among naturalistic programs, viz.
evolutionary psychology, can countenance them, he proposes a deeper alliance than
do Mallon and Stich.

I have given Wilson’s attempt short shrift, but I hope to have conveyed three
important ideas: (i) There exist serious, constructive attempts to combine in a
principled way some central constructivist insights and a naturalistic inquiry. (ii)
The first step, in all such reconciliations, consists in devising a model that does
justice to the role of the natural endowment (the “fixed part” of the mind) and to
the role of the social, historical, biographical context (the “variable part” of the
mind). (iii) By itself, this first step goes no further than prepare the ground for a true
meeting: it provides an enabling condition by removing a seemingly insurmountable
contradiction. In order to address the real concerns of the constructivists, one must
take on board at least some of their initial motivations (as Wilson has done by
granting full acknowledgement to the thought of people and cultures having a free
hand in shaping their destiny) and be willing to enter the heart of their ontology (as
Wilson has done by focusing on stories).

S Refocusing on the Original Problem

Still, the feeling remains that even Wilson’s attempt leaves the issue unresolved.
The reason is that the problem as he states it appears to be somewhat different from
our original problem, although they are certainly related. Our problem (Problem A)
concerned social constructivism as a doctrine within science studies bearing on the
status of scientific theories and of the entities they refer to. Both Wilson and M&S
are concerned with (Problem B) the constituents of human minds and cultures: are
they “natural”, i.e., is there reason to think that they can be accounted for by the
natural sciences with their present conceptual apparatus or a reasonable extension
thereof, or are they “constructed”, i.e. shaped by the history of local interactions in
human groups, a mix of collective intentionality and the blind influences of physical
and man-made environments?° In a sense, Problem B is an instance of Problem A:

5The reader is perhaps reminded of the distinction made by Michael Bradie between what he
calls the Evolution of Epistemological Mechanisms (EEM) and the Evolutionary Epistemology
of Theories (EET). See e.g. Bradie (1989) or the Stanford Encyclopedia of Philosophy entry
“Evolutionary Epistemology”.
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the natural sciences of the mind and culture, seen from a naturalistic vantage point,
claim to have identified certain classes of entities and processes in the world, while
social constructivists insist that the concepts these sciences use, and (in a sense)
the entities they refer to, are the product of social forces — in particular, they could
have been other than what they are (contingency), they do not mirror the structure
of the world-in-itself (nominalism or rejection of “structure-inherentism”) and the
sciences themselves don’t have the last word on these matters (anti-authority).

Yet in another sense, Problem A is an instance of Problem B: science is, after all,
a constituent, manifestation, or product of human minds and cultures. If Problem B
is solved along naturalistic lines, that solution will carry over to Problem A, but not
in the expected way, that is, not as both traditional philosophy of science and social
constructivism in the Strong Programme orientation view it, by showing how social
forces shape the content of scientific theories. The natural sciences (and presumably
the conceptual bricks out of which they are made), and hence the sciences in
general, would instead be shown to be the outcome of natural processes. This is,
of course, Quine’s idea of naturalized epistemology, with its attendant circularity:
science would show (by the usual rational means) that it is in fact the outcome of
entirely natural (rather than rational) processes (or to put it in Quine’s own terms,
epistemology would turn out to be “a province of psychology”). If, on the other
hand, the solution to Problem B is constructivist, it immediately carries over to
Problem A. We would be assured that science, a product of mind and culture, is not
an object for natural science, but ... a product of mind and culture! This is not a
tautology, for the first occurrence of “product” refers to the outcome of the process,
while the second occurrence refers to its nature or constitution. There is a circle there
too, though, which is the well-known principle of reflexivity familiar to the Strong
Programme: social constructivism as a science of science affirms authoritatively,
as against rival theories (classical normative philosophy of science and scientific
naturalism), a picture of science which includes the fact that social constructivism
itself does not have the authority to claim what it does.

This is confusing, but out of this confusion clarity emerges in just two steps.

First, pace both Quine and the Strong Programme, one cannot dispense with
analytically distinguishing the epistemological framework in which the discussion is
conducted and the object of the discussion. This move makes it possible to formulate
the following theses:

() Internalism. Knowledge, and in particular science, are governed by constitutive
norms that are in principle accessible to, though in actual fact more or less
accessed by, the reflective mind operating in a critical, dialogical setting.

(EN) Naturalistic externalism. Knowledge, and in particular science, are governed
by blind natural processes that trump the internal norms.

(EC) Social constructivist externalism. Knowledge, and in particular science, are
governed by blind social processes that trump the internal norms.

(SS) Scientific Success. Natural science succeeds in its own terms: by following its
own rules, it manages to provide adequate, objective representations of the world.
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We can then consider the following six-cell logical space:

I?y —>SS?| Yes:I No:EN No:EC
SS : yes Trad  Nat Sr
SS : no Sk BG SC

Out of six possible positions, only three are relevant for present purposes:

— Tradition (Trad). Natural science is successful, yet the norms governing knowl-
edge and science in particular are autonomous and are the raison d’étre of
normative epistemology.

— Naturalism (Nat). Natural science is successful and has full coverage, including
the scientific process itself, which is accessible to its empirical methods.

— Social constructivism (SC). Natural science is not successful in its own terms, and
the scientific process is accessible to the empirical methods of social science.

Skepticism (Sk), the view that the quest for knowledge if subject to constitutive
norms, yet fails, falls outside the scope of the present discussion: neither parties
want to defend it. So do, by the same token, Serendipity (Sr), the view that although
science is governed from the outside by social forces, nonetheless it succeeds in its
own terms; and Blind Groping (BG), which sees our quest as governed by natural
forces and failing.

The second clarifying step is to notice that there are three, not just two positions
facing one another. Part of the confusion is due to the fact that alliances can shift:
Nat and SC’s natural adversary is Trad, as regards (I), while as regards (SS) Trad
and Nat are both pitted against SC.

In this regard it is instructive to quickly examine yet another unsuccessful attempt
to reconcile social constructivism and naturalism. In a recent paper, Melinda Fagan
(2010) argues that naturalism should yield to social constructivism on the matter of
justification: in the wake of the long debate concerning the possibility of maintaining
the normative function of epistemology in a naturalized setting, Fagan’s plea to the
naturalist is to take stock of the fact that when the philosopher of science evaluates
a research program, she necessarily does it from the standpoint of our present
criteria, and those criteria are necessarily the outcome of our present historical
and social circumstances. So by combining social constructivism with the generally
naturalistic stance of contemporary philosophy of science, she proposes to save the
project of a normatively potent naturalistic epistemology, in other words, to have the
best of three worlds: the normativity of tradition, naturalism, and constructivism.
However, I fail to see how one goes from the obvious fact that we reason with
our present resources to the idea that we reason with socially constructed norms of
justification, unless one is already convinced that norms and epistemic practices in
general are socially constructed. I would think that much, much more evidence is
required to reach that conclusion. This in fact is precisely the kind of evidence that
social constructivists claim to unearth — their central idea, as Mallon (2007, p. 93)
reminds us, is that “human decision and human culture exert profound and often
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unnoticed influence”: surely the fact that we reason with the means and tools at our
disposal cannot go unnoticed! So Fagan’s attempt at synthesis seems to fail.

6 Critical Naturalism and the Hard Core of Social
Constructivism

Now we come at last to the title question: if classical or strict naturalism as we know
it cannot absorb social constructivism, can liberal, and more particularly, critical
naturalism do it? Does the move away from strict naturalism provide enough elbow
room?

One feature of critical naturalism (CN) is its willingness to challenge natural
science, not just locally like the normative philosophy of science that Fagan wishes
to make secure (assessing competing research programs, present or past), but at a
more global level. For one, universal coverage is as unwarranted an assumption,
for a critical naturalist, as in-principle limitation as claimed by anti-naturalists. CN
also encourages a certain form of irreverence towards natural science, taking the
liberty of questioning, in some cases, the relevance or perspicuity of certain research
programs with respect to the issues at hand, no matter their credentials qua science;
this attitude is one that SC finds congenial. Last but not least, CN rejects, even as
a regulative ideal, the concept of a completed, tension-free science. Together, these
tenets of CN bear a certain resemblance to some of the themes and motivations
of social constructivism. In particular, CN embraces scientific pluralism, a form of
anti-absolutism which is an objectivist cousin of relativism as espoused by SC. From
there, it is an easy step for CN to reject the idea that natural science forms a solid
block facing another solid block, social science, to be either carefully preserved
from naturalistic encroachment or to be on the contrary eventually absorbed by it. It
then seems pointless to rule out hybrid accounts of the scientific process, in which
both the natural sciences and social factors weighing on the process itself would
enter.

At this point social constructivism of the less radical, pro-science variety, seems
poised for absorption. For not only can it not avail itself of a metaphysical shield:
the idea that the social and historical factors operating in the shaping of science
are disconnected from the order of nature — that would run counter its naturalistic
commitment. But as I have just shown, NC incorporates the critical spirit, and the
attendant ideas regarding the empire of science, that were the initial inspiration of
SC. Social constructivism would presumably not find this outcome initially at all
likely or appealing. But the recent history of the movement, no longer united, and
the dialectical turns of Bruno Latour, forever the moving target (see e.g. Latour
2003), suggest that the pressure is high. The only escape, I submit, is for social
constructivism to bite the bullet and renounce any pretense at naturalism.

In his insightful review of André Kukla’s (2000) and Ian Hacking’s (1999)
books (Rouse 2002), Joseph Rouse seems to suggest precisely the kind of move
which would grant social constructivism immunity from absorption in naturalism,



294 D. Andler

however critical, and from collapse under the weight of its inconsistencies. As I
read him, both Kukla and, in a considerably more sophisticated fashion, Hacking,
fail to target the admittedly hidden core of true constructivism, or perhaps, the
sort of revived social constructivism that Rouse, judging from the subtitle of
his recent book (2003), would regard as counting as “naturalism reclaimed”. Be
that as it may, Rouse’s insight is that almost everyone, including probably many
constructivists a lot of the time, has tended to view the content of scientific theories
as conceptually independent of the actual processes that select them. As he puts it,
“science [according to the majority view, to be rejected] is conceived as an interface
between human society and the natural world, and the question is whether what
happens at that interface is best explained by the science’s rational transduction
of information from outside, or as only a reflection of ‘factors’ internal to human
societies” (2002, p. 69). But the meaning of scientific theories, however the issue
is settled, “can be discerned without drawing upon a background of practical
skills, equipment, visual images, material surroundings, institutional networks, and
discursive patterns” (ibid.).

Now suppose to the contrary that “language is only meaningful in the midst of
extensive practical dealings with particular surroundings (often carefully arranged
in laboratories, or the extension of laboratory practices into other settings), which
thereby also acquire intelligible structure. Meaning would then be found neither
in language by itself, nor in the world apart from language, but only within a-
world-that-pervasively-incorporates-discursive-practices-and-norms” (ibid.). To put
it differently, the suggestion is that for scientific language at least, there is no “cat
on the mat” verification scheme: the meaning of a scientific “cat”, a scientific “on”
relation, and a scientific “mat” only emerges from worldly events involving the
entities under scrutiny, the investigators, the equipment they use, the social norms
governing their practice. There is no such thing as an investigation of the world
aiming at determining whether or not the (previously determined) factoid “the cat is
on the mat” is a genuine fact. To reiterate, meaning, on that view, emerges from the
interplay of language and a world that is not just out there, but already permeated
by human practices and norms.

If this is right, and social constructivism, in its “post-modernist” late phase,
espouses that view, then it becomes clearly incompatible with any form of nat-
uralism, however liberal; and concomitantly, it also sheds any remainder of its
initial naturalistic tenet: it may still claim to shun the apriorism of traditional
philosophy of science, but it ceases to be empirical in any straightforward sense.
Social constructivism has found a firm anchor, philosophically less precarious than
its Marxian defense of the exploited, or its suspicion of science, and rooted in its
initial source of inspiration, viz. Wittgenstein’s conception of language: the co-
constitution of language, practices and the world is a strong philosophical view,
well represented in current debates.

My purpose in this paper is not to defend that view, despite the grain of truth
I think I can discern in this radical constructivism, nor to justify my adherence to
critical naturalism, I have merely tried to show that constructivists can’t have it both
ways, nor can we.
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Scientific Representation, Reflexivity,
and the Possibility of Constructive Realism

Tarja Knuuttila

1 Introduction

If there is anything that realists and constructivists, supposed adversaries, appear to
agree upon, it is the belief that realism and constructivism are in fact incompatible
with one another. Or at least this was the case still a bit more than a decade
ago, in the aftermath of the infamous “science wars”. One battle line was drawn
between realistically inclined philosophers of science and constructivist sociologists
of science. For realists the constructivists were more often than not of the “radical
social” brand, and for the constructivists the realist philosophers of science provided
the target whose unrealistic depictions of science they sought to debunk. Since then,
to nearly everyone’s relief, things have moved forward both in the field of science
and technology studies (hereafter STS) and philosophy of science — and it has begun
to seem that they might have more in common than previously believed. On the one
hand, as philosophers of science have become increasingly interested in scientific
practice, they have become more receptive to some constructivist ideas. On the other
hand, the most extreme constructivist tenets have stumbled over their own absurdity,
which is what the constructivists soon realized themselves in the discussion on the
problem of reflexivity.

In what follows I will delineate some points made in the discussion concerning
the problem of reflexivity and show how they are linked to the question of
representation. What I aim to argue for is that, ultimately, the constructivist critique
of realism relied on the idea of accurate representation that they attributed to
any realist philosophy of science. This was what they perceived as the root of
the “methodological horrors” that, according to Steve Woolgar, haunts scientists’
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representational endeavours (Woolgar 1988, p. 32). As a consequence, in its
wholesale criticism of scientific representation, constructivism actually regenerated
the epistemological outlook it sought to avoid. However, if one does not subscribe
to the idea of accurate representation much of the constructivist critique of the
realist philosophy of science becomes moot. In the constructivist tradition, the
radical critique of scientific representation was, indeed, followed by a more mod-
erate investigation into the representational strategies and procedures in scientific
practice. These studies, I argue, are reconcilable with and can even contribute to the
pragmatic approach to scientific representation. I begin by discussing the problem of
reflexivity, after which I move on to the recent philosophical discussion of scientific
representation, concluding with a chapter juxtaposing the different versions of
constructivism with the different philosophical accounts of scientific representation.

2 The Problem of Reflexivity in Science
and Technology Studies

Within the first few nanoseconds of the relativist big bang, nearly everyone realized that
the negative levers were equally applicable to the work of the sociologists and historians
themselves (Collins and Yearley 1992, p. 304).

In the 1970s and beginning of the 1980s the newly founded field of science
and technology studies engaged in a head-on critique of the “traditional” view of
science, typically exemplified by the philosophy of science or functionalist sociol-
ogy represented by Robert Merton (e.g., the famous norms of science formulated
in Merton 1942/1957). The attack proceeded along two main fronts. On the one
hand, the adherents of the sociology of scientific knowledge aimed to show that
scientific knowledge was shaped by various social factors (e.g., Barnes and Dolby
1970; Mulkay 1976/1991; Bloor 1976/1991). On the other hand, the constructivists
went into scientific laboratories to study how the objects of science were constructed
(Latour and Woolgar 1979/1986; Knorr-Cetina 1983; Lynch 1985). In both cases
they soon encountered the problem of how to justify their own accounts of science
given that they aimed to show the interested and constructed nature of the claims
of the researchers they studied. In other words, the question became that of what
would exempt their own accounts from the same kind of constructivist exposure to
which they subjected the scientists’ and philosophers’ accounts. This problem came
to be called the problem of reflexivity in the field of science and technology studies
(STS).!

'To be sure, the STS scholars were not the only ones struggling with the problem of reflexivity
at the time. The term was in wide use also, for instance, in sociology and anthropology. In
these discussions reflexivity has taken multiple meanings. The same term has been used when

o, LRt

talking about modern societies or “modernity”, “agents” or subjects, the “participant’s” methods
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2.1 Refiexivity and the Self-Defeating Character
of STS Constructivism

For a scientific study of scientific study the reflexivity of that endeavor should
appear obvious. However, the realization of this reflexivity was a matter of more
than nanoseconds in STS and yet reflexivity was on the agenda more or less
from the beginning of that movement. In David Bloor’s influential “The Strong
Programme in the Sociology of Knowledge” (Bloor 1976/1991) reflexivity was
listed among the four tenets that the emerging “social studies of knowledge” should
adhere to. The other tenets were causality, impartiality and symmetry. According
to Bloor, the sociology of scientific knowledge has to look for the same kind of
general causal explanations as other scientific disciplines. Specifically, it should be
“concerned with the conditions which bring about belief or states of knowledge”
(id, p. 7). For Bloor, Barry Barnes and other researchers affiliated with the so-called
Edinburgh school this meant finding explanatory factors such as cultural resources,
social milieu as well as concerns and interests of different groups. Importantly,
the explanations should be impartial with respect to purported truth or falsity of
the investigated claims and the same types of cause should be used to explain,
symmetrically, both true and false beliefs. Scientific knowledge did not deserve any
special treatment and was not to be left to philosophers as putative experts on the
rational method.

These kinds of accounts of science were called “interest-explanations” since
especially the interests of different groups played a central role in the empirical
studies of the Edinburgh group. It is interesting to note, however, that even though
reflexivity was on Bloor’s list, it did not initially have any prominent place in
the emerging sociology of scientific knowledge. It was rather acknowledged as a
consequence of the need to seek after general explanations, since in that case the
patterns of explanation would have to be applicable, “in principle”, also to sociology
of scientific knowledge itself.

For the adherents of the “strong programme”, the attempt to specify the interests
giving rise to scientists’ actions meant revealing the social character of scientific
knowledge. But if scientific knowledge was regarded as a social product, then what
exempted the revealed interests from the same kind of scrutiny? This was asked by
Steve Woolgar — who was to become the leading figure of the reflexivists in STS —
in his seminal “Interests and Explanation in the Social Study of Science” (Woolgar
1981a). Woolgar urged that the interests should also be investigated instead of being
used as unexplicated resources for explanation. In an answer to Woolgar’s critique
of the “interest explanations”, Barry Barnes readily admitted that his conceptions
of interests had been “constructed by the analyst so as to perform his explanatory

of accounting for their reality and finally about epistemological and methodological issues more
generally (e.g., Bourdieu and Wacquant 1992; Knuuttila 2002).
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work”. What else should they be constructed for, Barnes asked, and added that
nothing at all prevents their further study and criticism (Barnes 1981, p. 493).

Woolgar’s (1981b) reaction to Barnes’s answer is noteworthy, as in retrospect
it displays so very clearly how the full-blown STS constructivist agenda begins to
take shape. Woolgar namely announces that any attempts to “methodically” arrive at
more accurate descriptions of reality are misguided, since descriptions themselves
are constitutive of reality:

I’'m not saying, then, that the work of MacKenzie and the interest theorists is any more
wrong than other attempts at explanation: The artful concealment to which I refer is to be
understood as symptomatic of all explanatory practice, not as reflection of the motives of
particular individuals. So I make no apology for pointing out the significant sense in which
all such work is essentially flawed. The essentially flawed nature of explanation demands
our analytic attention and this task should not be set aside in favour of further attempts at
explanation (Woolgar 1981b, p. 511).

What Woolgar was in effect suggesting was that instead of explaining what
takes place in science, sociologists of science should engage in explicating the
various uses of concepts, such as explanation, that they themselves as well as
other scientists were using. This project was ethnomethodological in nature: the
idea was to study the interactional means through which the social order and its
products are achieved — or constructed. A good example of this kind of work
had already been provided by Michael Mulkay (1976/1991) who had subjected
the Mertonian norms to “discourse analytic” scrutiny. From Mulkay’s perspective
Mertonian norms should not be understood as ideal standards that regulate scientific
activity. Instead they are discursive resources that scientists mobilize strategically
to describe and judge their own and their colleagues’ professional behaviour. For
Mulkay as well as for many other STS scholars Mertonian norms presented an
overly idealized image of science that was being used by scientists to justify the
special status of science as an activity not to be interfered with from the outside (see
Knuuttila 2012).

While the emphasis was first on the discursive practices, the constructivist
programme was soon extended to cover also other aspects of doing science. The
turn of the 1980s marks the publication of several important laboratory studies
whose method was, to cite one of the protagonists, “direct observation of the actual
site of scientific work (frequently the scientific laboratory) in order to examine
how objects of knowledge are constituted in science” (Knorr-Cetina 1983, p. 117,
italics are those of the original; see also Latour and Woolgar 1979/1986; Lynch
1985). The new focus was on how discursive construction was woven together with
the experimental, material construction taking place in scientific laboratories. This
was especially highlighted by Latour and Woolgar who, in their book Laboratory
life (1979/1986), asked how the material process taking place in the laboratory
was turned into pictures and graphs published in scientific articles. During his
2-year ethnographic study at the Salk institute, Latour observed the transformation
processes taking place there: animals were Kkilled, various materials used, the
resulting extracts were put into an apparatus, and a sheet of figures was obtained.
Now the focus shifted from tubes to figures that were used as input into a computer,
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which, in its turn, printed a data sheet. The data sheet was worked on into a curve
that was then further processed, redrawn and discussed in the research group, finally
ending up as a diagram in a published article. Latour and Woolgar wrote:

Once the data sheet has been taken to the office for discussion, one can forget the several
weeks of work by technicians and the hundreds of dollars, which have gone into its
production. After the paper, which incorporates these figures has been written [...] it is
easy to forget that the construction of the paper depended on material factors [ ... ]. Instead,
‘ideas’, ‘theories’, and ‘reasons’ will take their place (Latour and Woolgar 1979/1986,
p. 69).

Two observations concerning the STS-style laboratory studies seem especially
important. First, the label of social constructivism, not to mention any extreme social
constructivism (see Searle 2009) does not apply to them. Construction is understood
as a material-cum-social process. In fact, the materiality of this process is often even
underlined: the critique is directed against those philosophical and other accounts
that tend to forget the material basis of scientific representations. In this the STS
constructivists differed for instance from the philosophical constructivists such as
Raimo Tuomela, Margaret Gilbert and Michael Bratman, who actually could more
properly be called social constructivists than the STS constructivists. The second
observation, one that is especially important as regards the question of reflexivity,
concerns the method of these studies. Namely, how should one understand the
articles produced from the laboratory studies qua representations of how science
actually works? Was there not something deceptive about this aim given that what
these studies set out to argue was precisely the constructed nature of any scientific
accounts. Could such ethnographic studies, or texts reporting them, really succeed
in avoiding the conventional explanatory schemes themselves, and thus circumvent
suspicions about their own constructed nature?

Indeed, the STS reflexivists, with Steve Woolgar and Malcolm Ashmore in the
lead, soon launched a forceful critique of the ethnomethodological pretension of
being in the possession of a privileged method with which one could somehow find
out “what actually goes on in science”. It is telling that Latour and Woolgar added
to the second 1986 edition of their Laboratory life a postscript that discussed the
ethnographic method and reflexivity. Also the word ““social” was dropped from the
subtitle of the book that now became: “The construction of scientific facts”. This
is no surprise as Woolgar had by then, as pointed out above, already engaged in
the critique of also laboratory studies, attacking their instrumental conception of
ethnography. Such a conception applies relativist epistemology only selectively — to
other scientists’ accounts — whereas one’s own accounts are presented realistically.
An instrumental ethnographer, according to Woolgar (1982, p. 485), tends to be after
news, of “finding things to be other than you supposed they were”. In this case, the
news was, more often than not, that scientific facts are constructed and that science
does not differ from non-science — it is as “social”, “contingent”, “local”, “situated”,
and so forth, as any other social activity.

In and of itself the newly found social character of science was not very stunning
news. To render it such, an alternative “traditional” conception had to be put up,
with which the novel constructivist conception of science could be contrasted. This



302 T. Knuuttila

strategy provided, for quite a long period, a popular way to open up a STS-article
(which is still in use, actually). The alternative, old-fashioned and even damaging
view, was provided, more often than not, by the “philosophical version” of science
as rational activity oriented at finding the truth. Typically, not much was said about
this view — it was merely alluded to, or presented briefly, in an uncontextual and
general manner. The impression a reader easily gets in browsing through past and
even some present STS literature is that the “traditional view” invoked is mostly a
rhetorical construct, the rationale of which is to underline the novelty and epoch-
making character of the (constructivist) views professed.

The irony of this situation is that the constructivist is not herself practising
what she is preaching. As it was put by Woolgar (1983, p. 245), the preferred
constructivist position on reality and its representation is the mediative one accord-
ing to which “there is nothing inherent in the character of real world objects
which uniquely determines the accounts of those objects”. This conviction is, then,
seasoned with differing amounts (depending on the constructivist in question) of
constitutive intuitions that we construct realities by way of accounting them. Yet,
when it comes to contrasting the descriptions of the constructivist ethnographer
and those of the scientists she studies (or philosophers’ and other traditionalists’
accounts), there seems to be no doubt about whose story is supposed to fit reality
best. In other words, according to constructivists, scientific representations should
not be regarded as truthful representations of real objects or processes: there is no
determinable correspondence between our scientific representations and the reality
they aim to explain or describe. Yet in arguing for this view, the constructivist has
created one more representation, but now this representation is offered as a truthful
depiction of its object, that is science, as it “actually” happens. The question, then,
is how to meet the reflexive challenge?

Although the reflexivists’ critique of the paradoxes of wholesale constructivism
was perceptive, their proposed solution to the problem was less so.> Since it
seemed to them that there was no adequate solution to the problem of reflexivity,
they suggested that instead of trying to solve the problem it should rather be
“celebrated”. It was proposed that with different textual methods the “monster” of
reflexivity could be “simultaneously kept at bay and allowed a position at the heart
of our enterprise” (Woolgar 1982, p. 489). Such methods were, for instance, the
“second voice device” (Woolgar and Ashmore 1988), and other kinds of dialogues

2To be sure, this reflexive problem that the constructivists faced was but one version of the problem
of relativism. See Mary Hesse (1980) for a more philosophically interesting defense of STS
constructivism. She claimed that a relativist means different things than an objectivist by such
expressions as “truth”, “knowledge” and “grounds”. A “truth” for a relativist, for example, means
that which meets the criteria of truth in a local culture. Therefore the non-relativist attempt to show
that the relativists’ claims are self-defeating does not succeed, since it makes use of the senses
of “true” and “knowledge” excluded by the relativists’ claims. But then a new problem appears:
it is not clear that the relativist and her critic are any longer engaged in the same philosophical
controversy (see Tollefsen 1987, p. 211).
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trying to display their constructed nature. Their aim was to shatter the reader’s
supposed “naive belief” in the text and make her aware of the text’s artificial
nature by constructing it so that it more or less deconstructs itself. As a result the
text becomes more of an epistemological project directed to question our alleged
epistemological habits (i.e. naive realism) than any scientific representation of
the empirical subjects studied. According to Woolgar (1982, p. 492) “reflexive
ethnography need not entirely exclude the production of news about laboratories;
this becomes an incidental product of research, rather than its main objective.”

No wonder, then, that the reflexivist programme never took off in science and
technology studies: readers were still more interested in the news about laboratories.
Indeed, one big problem of the STS reflexivism was its disregard of the reception,
in other words, the readers of texts. Especially when it comes to articles published
in scientific journals, the scientists reading them are certainly not naive realists,
unaware of the laborious experimental and theoretical processes lying behind the
published results. It is as if the reflexivists fell prey to their own trap in fixing
their gaze on the finished product, the text. Being constructivists, one would
have expected them to pay more attention to the processes in which scientific
representations were produced and used. And this was precisely the direction to
which they turned after less than a decade of reflexive “wrighting” (Ashmore
1989).4

2.2 The Practices of Scientific Representation

In retrospect the collection Representation in Scientific Practice edited by Lynch
and Woolgar (1990) paved the way for how constructivist STS has approached
scientific representation ever since.” Several contributions of the book meticulously

3This proposal was clearly a part of a larger current sweeping over humanities and social sciences
in the 1970s and early 1980s. In the field of historiography, Hayden White (e.g., 1973) urged
historians to pay attention to the historical narratives themselves, to their fictional and artificial
nature. Clifford Geerz (e.g., 1973), in turn propagated for the same kind of programme in
anthropology. Spencer notes how, as a result of Geerz’s emphasis on writing, his hermeneutic
approach “tries above all to close the hermeneutic cycle by limiting his readers’ access to that
which he wants to interpret himself” (1989, p. 149).

“The reflexivist agenda did not disappear from STS, or from sociology in general, instead it was
reformulated. Consider for instance how Woodhouse et al. (2002, p. 307) advocate activism: “[I]n
as much as there always are more research questions than time to study them, it seems hard to miss
the possibility of extending the individual-level reflexivity of the 1980s to the field more generally:
what social processes are setting our collective agendas; is the agenda-setting process a laudable
one[...]".

3The book Representation in Scientific Practice Revisited (Coopmans et al. 2014) takes its
inspiration from its predecessor, taking into account novel forms of image production, especially
such as digital image processing and new kinds of tactile and haptic representations.
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follow the “assembly line”, the processes of constructing scientific representations.
From this point of view scientific representation appears as a subtle “dialectic of
gain and loss” (Latour 1995). It is not just a question of reduction or simplifying.
Some methods of representation further fragment, upgrade or define the specimen
in order to reveal its details, whereas others add visual features for the purposes of
clarifying, extending, identifying, etc. Often the aim of scientific representation is
to mould the scientific object so that it can assume a mathematically analysable
form or to be more easily described and displayed by using different textual
devices (see also Latour 1990; Lynch 1985, 1990). Scientific representation widens
in these studies into an expanded process of circulating and arranging diverse
pictures, extracts, “tissue cultures”, photographic traces, diagrams, chart recordings
and verbal accounts. Representations become things that are worked upon, being
ultimately “rich depositories of ‘social’ actions” as Lynch and Woolgar sum up the
approach in their introduction to the volume (1990, p. 5).

Any ambitious epistemological programmes are largely left behind in the book,
although some authors of the book still aim to “explode” the supposed homogeneous
conception of representation in order to make room for the “deeds performed,
when those [representational] items are embedded in action” (Lynch 1994, p. 146).
However, it seems that this constructivist agenda is rather traditional when it comes
to its approach on scientific representation. Firstly, in an effort to deconstruct
the notion of representation the protagonists rely on what is commonly taken as
representation already in their choice of case studies. Thus rather than exploding
the notion of representation, these cases actually reveal instead what a complicated
phenomenon scientific representation is. Secondly, these studies still seem to be
engaged in showing us what really goes on in scientific representation. That is,
the reflexivist worries are clearly ignored. Thirdly, although these studies focus
on scientific representations and not on the phenomena they are supposed to be
representing, they give us clues as to how, through the laborious art of representing,
scientists are seeking and gaining new knowledge.

What is essential for this constructivist perspective is the focus on what one
does with scientific representations and how various representational media are
utilized in the process of scientific representation. The artificial features of scientific
representations do not render them as contingent social constructions, but rather
result from well-motivated epistemic strategies that in fact enable scientists to
know more about their objects. Thus what is not threatened is the possibility to
represent the external world and to gain knowledge from it through representation;
what is questioned, however, is the idea that scientific representations are some
kind of transparent imprints of reality with a single determinable relationship to
their targets. Now the question is, what could possibly be so threatening about
this view of scientific representation? Does it make constructivism and scientific
realism incompatible with each other? The answer, I suggest, depends on how we
conceive of scientific representation. With this in mind let me consider next the
current philosophical discussion on scientific representation.
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3 From Semantic to Pragmatic Accounts of Representation

The question of representation arose in the philosophy of science only relatively
recently, although the idea of representing the world accurately has been central to
our common conception of science and to the philosophical discussion of realism
(e.g., Godfrey-Smith 2003, pp. 176-177). Yet it was not until the beginning of
the 2000s that representation as a specific topic began to interest philosophers of
science more generally. Once started, the philosophical discussion focused almost
exclusively on scientific representation in the context of modelling. The discussion
was largely motivated by the supposition that models give us knowledge because
they represent their supposed real-world target systems more or less faithfully, in
relevant respects and to a sufficient degree. Such an assumption already suggests that
there is a special sort of relationship between a model and its target, and the question
became one of how to analyse such a relationship. Could representation be analysed
in such terms as isomorphism or similarity, or is something else needed to establish
the representational relationship? To this question philosophers of science have
given various answers, which have far-reaching implications for how the epistemic
value of models is to be understood.

The conviction that representation can be accounted for by solely reverting
to the properties of the model and its target system is part and parcel of the
semantic/structuralist approach to scientific modelling. According to the semantic
conception, models specify structures that are posited as possible representations
of either the observable phenomena or, even more ambitiously, the underlying
structures of real-world phenomena. The semantic/structuralist conception of sci-
entific representation was originally cast in terms of isomorphism: a given structure
represents its (real-world) target system if they are structurally isomorphic to each
other (e.g., van Fraassen 1980; Suppe 1974, 1989). Isomorphism refers to a kind of
mapping that can be established between two structures and preserves the relations
among the elements. Giere (1988) in turn suggested similarity as the basis of the
representational relationship in his reformulation of the semantic approach, but he
has later come to think that similarity fits better the pragmatic approach to scientific
representation (see below).

The recent philosophical discussion has found the analysis of representation in
terms of isomorphism lacking in many respects. Firstly, isomorphism does not have
the right formal properties to capture the nature of the representational relationship:
it is a symmetric, transitive and reflexive relationship whereas representation is not.°
Secondly, it does not leave room for misrepresentation. The idea that representation
is either an accurate depiction of its object or not a representation at all does not

These points derive from Nelson Goodman’s famous critique of similarity (Goodman 1968). For
reasons of space I cannot deal with them in detail, and readers are referred to Sudrez (2003) and
Frigg (2006). Sudrez has also directed this line of critique towards the similarity account, but the
philosophers of science currently favoring a looser (i.e. not mathematical) notion of similarity all
tend to take into account users and use (e.g., Giere 2004, 2010, see above).
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fit actual representational practises. Thirdly, structure sharing is not necessary for
representation. Scientific practise is full of examples of inaccurate models, which
are difficult to render as isomorphic with their targets. Fourthly and perhaps most
importantly, isomorphism does not capture the directionality of representation. We
usually want the model to represent its target but not vice versa.

Structuralists have attempted to counter these criticisms in two ways, either
amending the structural account in adding directionality to it (e.g., Bartels 2006),
or trying to weaken the conditions that isomorphism imposes on representation
by suggesting different morphisms such as homomorphism (Lloyd 1988; Bartels
2006; Ambrosio 2007) or partial isomorphism (Bueno 1997; French and Ladyman
1999; da Costa and French 2003). Both of these notions attempt to do away with
the problems of misrepresentation and non-necessity. It is worthy of note that in
defending homomorphism as an alternative to isomorphism Bartels (2006) suggests
that it has to be complemented with a representational mechanism connecting
the representational vehicle to its target. Such mechanism would capture the
directionality of representation. This seems to suggest that, whereas Bartels makes
an effort to give a fully-fledged analysis of representation, it is questionable whether
other structuralists ever attempted to present any necessary and sufficient conditions
of scientific representation. Indeed, in a footnote French and Ladyman (1999, p.
119) clarify that they “are not claiming that the gap between a theory or model
and reality can be closed simply by a formal relation between model-theoretic
structures”. Yet it seems that in their conviction that “it involves isomorphism”
(French 2003) the structuralists have usually left the rest unexamined. Conse-
quently structural relations seem to provide the privileged foundation on which our
knowledge rests. In this context it is interesting to note that the (in)famous attack
on representation by Richard Rorty (1980), is actually an attack on “privileged
representations” that, according to Brandom, are supposed to possess “a natural or
intrinsic epistemic privilege, so that their mere occurrence entails that we know or
understand something. They are self-intimating representing: having them counts as
knowing something” (2009, p. 6).

Many of the problems in the semantic/structuralist account of representation
are directly related to the fact that scientific representation is a relation between a
representational vehicle (e.g., a model) and a real target, and thus a mere mathemat-
ical relation between two structures fails to capture some of its inherent features —
and makes too stringent demands on actual scientific representations. According to
the pragmatists these problems will be cured if it is recognized that representation
cannot be based only on the respective properties of the representational vehicle and
its target system. Intended uses or users’ intentions, both create the directionality
needed to establish a representational relationship and introduce the necessary
indeterminateness into it (given that human beings as representers are fallible).
However, this comes at a price. When representation is grounded primarily on the
specific goals and representing activity of humans as opposed to the properties of the
representative vehicle and the target object, it is deprived of much of its explanatory
content: not much insight into the epistemic value of modelling is gained in claiming
that models give us knowledge because they are used to represent their target
objects.
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One strategy to deal with this problem is to add to one’s account of representation
a further stipulation concerning its success. Rather unsurprisingly, then, what has
earlier been presented as an analysis of the representational relationship, i.e.,
isomorphism (van Fraassen 2008) or similarity (Giere 2010), is now suggested as
a success criterion.” As for isomorphism, it poses too stringent a condition on the
success of representation in the light of scientific practise. The case of similarity
is trickier. On the one hand, it does not really supply any user-independent success
criterion in that it is the users who identify the “relevant respects and sufficient
degrees” of similarity. Giere admits this, arguing that an agent-based approach
“legitimates using similarity as the basic relationship between models and the
world” (2010, p. 269).

Another possibility for a pragmatist is to go deflationary all the way, as Sudrez
(2004, 2010) has done, and resist saying anything substantive about the representa-
tional relationship or its success, in other words whether they rest on isomorphism,
similarity or denotation, for instance. According to Sudrez, substantive accounts of
representation err in trying to seek for some deeper constituent relation between
the source and the target which could then, as a by-product, explain why the
source is capable of leading a competent user to consideration of a target, and
why scientific representation is able to sustain “surrogate reasoning”. Hence he
explicitly denies any privileged relationship between a representational vehicle and
its target.® Instead, Sudrez builds his analysis directly on the aforementioned by-
products. His inferential account of scientific representation is two-sided, consisting
of representational force and the inferential capacities of the representational
vehicle. Representational force results from the practice of using a particular
representational vehicle as a representation, determining its intended target. In
addition to that the vehicle must have inferential capacities that enable the informed
and competent user to draw valid inferences regarding the target. The success
of representation also implies that there are some norms of inference in place
distinguishing correctly drawn inferences from those that are not (Sudrez 2010).
These features of Sudrez’s proposal in particular, and those of pragmatic accounts of
representation in general, make them interesting from the perspective of the possible
reconciliation of constructivism and realism.

"Looking at the structuralist-pragmatist controversy from this perspective suggests that at least
partly the two adversaries are arguing at cross-purposes. The structuralists seem to have been
more interested in the question of what would justify a representational relationship whereas
the pragmatists have focused on the use of scientific representations. Chakravartty (2010) has
attempted to capture this contrast with his distinction between informational versus functional
theories of scientific representation.

8This has recently been argued also by Weisberg (2007), according to whom “[m]odels do not have
a single, automatically determinable relationship to the world” (p. 218).
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4 The Possibility of Constructive Realism

As discussed above, one strand of the constructivism versus realism debate has
revolved around the question of representation. What constructivists in the field
of science and technology studies have typically wanted to contest is the idea of
science providing us accurate representations of the world. This critique, however,
soon turned against the STS constructivists themselves in the form of the problem
of reflexivity, as they nevertheless wanted show how scientific representations,
facts and objects were constructed in actual scientific practice. Thus while the
STS scholars aimed to expose others’ scientific representations as interested and
constructed, they simultaneously treated their own accounts as realistic depictions
of science “as it happens”. This problem was soon noticed without any viable
answer given to it, and eventually the STS constructivists turned to studying the
practices of representation instead of worrying about the relationship of scientific
representations to their supposed real-world targets. However, it seems fair to say
that the underlying motivation of contesting the idea of scientific representations
as accurate depictions of real-world phenomena remained the same also in the new
constructivist programme of concentrating on representation in practise.

As for the philosophical discussion of scientific representation, one central dis-
agreement has precisely concerned the question of whether scientific representation
should be understood in terms of accuracy or not. But what is meant by accuracy?
Nothing even remotely like mirroring or copying seems to work when it comes to
scientific representation. Accuracy in this context is captured by the idea of structure
sharing: “isomorphism provides us with a criterion for what counts as accurate”
(Frigg 2006, p. 12). Consequently, a scientific representation is accurate if it depicts
a structure that is isomorphic with the underlying structure of its real-world target
system. Clearly, also the other kinds of structuralist accounts based on various types
of morphisms still attempt to latch onto this kind of accuracy.

From the perspective of the constructivist epistemological programme it seems
clear that the semantic/structuralist account provides precisely the kind of philo-
sophical view that it seeks to challenge. This becomes apparent once we consider
some central features of the semantic/structuralist view. The first thing to note about
it is that it provides a strong realist account of representation that simultaneously
gives an analysis of scientific representation and an objective criterion for its
accuracy.’ Secondly, it provides us a dyadic analysis of representation that (largely)
reduces the relationship of representation to the properties of representational
vehicles and their targets. Consequently there is neither room, nor function for users
and the various intended uses of models. In other words, although no proponent
of the semantic/structuralist view would surely deny that models are being used
in actual scientific practise, these social aspects of representing are not deemed

This need not be the case, however. One might also pursue an empiricist argument as van Fraassen
(1980) does. For him the isomorphism at stake concerns the relationship between the model and
the structures of (empirical) “appearances”.
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crucial when it comes to accounting for the epistemic value of models. Thirdly, the
attempt to reduce the relationship of representation to isomorphism extracts from
the actual scientific models a privileged layer, the structure, in virtue of which
accurate representation is possible. What this amounts to is the claim that “the
specific material of the models is irrelevant; rather it is the structural representation,
in two or three dimensions, which is important” (French and Ladyman 1999, p. 109).

Consequently, the structuralist/semantic account provides a strong realist account
of representation that has no important place for either the social aspects of
representing, or the various characteristics of the actual representational media
used — that is whether the model is expressed, for example, with symbolic, iconic,
or diagrammatic means, or as a 3D physical object. This kind of conception of
scientific representation is clearly incompatible with constructivism. Yet, it provides
just one philosophical approach to scientific representation — which fact seems to
have escaped the constructivists’ notice. Thus it seems fair to conclude that in their
wholesale attack on representation the reflexivists (and some representation-hostile
neo-pragmatists like Rorty) were themselves relying on an unduly stringent notion
of representation.

The pragmatic approaches to representation are, in contrast, inherently triadic.
This means that the users and the purposes, for which scientific representations are
constructed, cannot be neglected in accounting for the representational relationship
and its success. It also implies that the basic unit of analysis as regards scientific
representation cannot be restricted to the model-target dyad (e.g., Knuuttila 2011)
that opens up space for considering the social aspects of representation and the
process of constructing and using representations. Although the pragmatic accounts
of scientific representation have not so far targeted the epistemic value of the process
of constructing representations, several accounts of model construction have been
recently presented (e.g., Peschard 2011; Knuuttila and Boon 2011). Apart from the
epistemic value inherent in the process of constructing and using representations,
another aspect of scientific representation stressed by the constructivist studies is
due to the way scientists utilize the specific characteristics of various represen-
tational media. This line of investigation has only just begun in the philosophy
of science (e.g., Gelfert 2011; Knuuttila 2011; Vorms 2012; Chandrasekharan
and Nersessian forthcoming). It is however implied by the deflationary account
of scientific representation by Sudrez (2004, 2010) that stresses the importance
of the inferences that scientific representations license. For these inferences, the
representational media used clearly matters.'”

To conclude, there is a substantial overlap and hence a possibility for a fruitful
dialogue between the pragmatic understanding of scientific representation and the
constructivist studies of the representational practises in science. Both approaches
are also compatible with moderate constructive or perspectival realism that is
purpose-oriented, inter-subjective, and instrument-using in character (Giere 1988,

10The cognitive importance of the specific mode of a representation is already a well-researched
topic in cognitive science (see e.g., Zhang 1997; Hutchins 1995).
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2006). Such constructive realism does not expect our representations to be accurate
depictions of their target systems, yet it approaches them as important mediators
of knowledge about the real world. Last but not least, from the perspective of
better understanding representation in scientific practise, the deflationary nature of
the pragmatic account need not be regarded as its weakness. Quite the contrary,
it might prompt philosophers of science to engage in collaboration with scientists
from neighbouring disciplines, such as cognitive science and semiotics, to provide
more empirical flesh to it.
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The Limits of Realism in the Philosophy
of Social Science

David-Hillel Ruben

There is an old Russian proverb, quoted in Vladimir Medem’s autobiography, that
says: “an individual in Russia was composed of three parts: a body, a soul, and a
passport”. It isn’t only that there are these three aspects of a person, but moreover
that somehow the three are connected. How so?

Just as most philosophers (excluding eliminativists and those who posit pre-
established harmony, for example) believe that there are both the physical and
mental realms and that they must be connected in some way-the options range from
identity through supervenience to causation-so too it is plausible to believe that the
social and the mental (and from now on, we can add “the physical” along with the
mental, without always further specifying it explicitly) have some sort of important
relationship, whatever it might be. I speak about the mental; the literature often
speaks of the individual. For our purposes, these come to the same, since the mental
facts in which we are interested are mental facts about individual persons. The term
“individual” does not capture the physical facts that may have to be added to the
mental in any event, to account for the social, since the relevant physical facts might
not even be about persons at all.

Where shall we place human action in Medem’s tripartite division? There is some
unclarity about this in the literature of (so-called) methodological individualism.
Human action itself divides into social and non-social action. It would be an
unnecessary digression to make this distinction explicit, but intuitively voting,
cashing cheques, and engaging in a ritual are social actions; climbing a mountain,
riding a horse, and building a shelter are not. There will be many cases whose
classification will be undecidable without a precise and explicit account of this
distinction, but other cases, like the ones mentioned above, will be clear. Facts about
social actions are part of the social; facts about non-social actions are to be included
within the mental.
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Here is a compelling if somewhat minimalist thought: if there were no beings
with a mental life, there could be no social world. Is there more we can say about
the tripartite relationship Medem mentions, of the mental and physical on the one
hand and the social on the other?

Let’s assume for the sake of argument that reductive identity (between the
mental and the physical, between the social and the mental) is not on the table.
As Ned Block says, “For nearly thirty years, there has been a consensus. .. that
reductionism is a mistake...” (and that was said already 16 years ago!) (Block
1997). If reductionism is a mistake, it is not only identity (between the mental and
the physical or between the social and the mental) that is in trouble; nomological
equivalence would be as well, since most accounts of reduction require one or the
other of these ideas.

The reductive identity being dismissed by Block and others is ontological, not
just discourse or theory reduction. Of course, not all cases of failure of reduction
of one discourse to another entail failure of reduction in an ontological sense.
For example, the inability to “translate” physical object discourse into sense data
discourse (“without remainder”) does not on its own show that physical objects are
not just sets of sense data. But if reductive identity fails in the mental-physical or
the social-mental cases because of failure of identity or nomic equivalence between
properties or entities in the allegedly reducing and to-be-reduced discourses, this
will certainly have ontological implication. It would show that we have two distinct
or non-identical sets of properties or particulars, however they might otherwise be
related.

Some of the reasons for this failure in the social-to-mental case can be learned
from the failure of reduction of the mental to the physical. Just to summarise a
very long story, type reduction fails because of multiple realisability (and the unac-
ceptability of infinite disjunctions or of heterogeneous disjunctions for reductive
purposes). Token reduction fails because of its dependence on type reduction (there
are other reasons for failure of token reduction but again the story is too long to
repeat here).

There is an added problem with regard to the purported reduction of the social: a
circularity argument. Any specification of the allegedly reducing base will certainly
make use of social concepts. So conceptual reduction of the social to the non-
social fails. But what of the ontological issue rather than the conceptual one? In my
view, the allegedly reducing base will also contain references to individual social
entities of some sort, and will also require the existence of social properties, and not
just make use of social concepts, so allegedly ontological reduction, and not only
conceptual reduction, will fail the circularity test.!

What are the other options for understanding the social/non-social relation? In a
way similar to the dialectic in the philosophy of mind, supervenience, it was once
hoped, would offer an alternative to reduction that at one and the same time would
be both non-reductive but also non-dualistic. On this approach, just as the mind and

'T have given several of these arguments in Ruben (1984).
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body could be tied by supervenience sufficiently tightly to avoid dualism but not
so tightly to collapse them into one, so too for the social and the mental: the hope
was that the social could preserve its integrity but without claiming true autonomy
or independence. Supervenience must provide the best example ever of both having
and eating the proverbial cake.

One of the earliest examples of this hope in the philosophy of social science
was Greg Currie’s “Individualism and Global Supervenience” (Currie 1984). For
reasons that are especially appropriate in the social world, any type of supervenience
that is likely to hit the mark will be global rather than individual or even regional,
because the way in which things are socially might depend on the way in which
things are with individuals far removed in space and time from the particulars that
constitute the social fact under consideration or from the region they inhabit. La
Guardia may have been the mayor of New York, but in order for that to be true,
an indeterminate number of other people had to hold certain desires and beliefs.
For some practice a person engages in, in order for it to count as a tradition, there
must be persons engaging in a similar practice many times in the past. Social facts
require many individual mental facts spread in time and space whose extent is hard
to circumscribe in advance.

As Currie says, “...it is the totality of individual facts which determines the
totality of social facts” (Currie 1984, p. 345). The supervenience of the social on
facts about individuals, for him, comes to this: consider two possible worlds, u
and w, which have identical individual (mental and physical) histories up to and
including time t. If so, then the same social facts are true in both u and w at t. Any
two worlds that are indiscernible in terms of individual (physical and mental) facts
up to and including t are indiscernible with respect to social facts at t; no social
difference without an individual or physical difference. Note that the converse is
not the case: the individual facts won’t also supervene on the social.> There can
certainly be socially indistinguishable worlds that differ in terms of individual facts.
Indeed, multiple realisability insures that this is so.

Let us put it this way: that something has a social property (e.g., being a pound
note or dollar bill) supervenes on agents believing that some physical thing has that,
or other, social property(—ies). Once God fixes the way in which the mental life of
agents is in some world and the contents of their beliefs and desires, and He also
fixes the way the social world is in that same world, then if He brings into being
another world with its agents having the same mental life as in the first, there is
nothing more that He needs to decide about what the social world in that second
world will be like. It must be the same as it was in the first world.

The use of supervenience by philosophers of social science has a long history.
Currie’s article was written in 1984. Christian List and Philip Pettit’s Group Agency
(2011) uses the same idea. Philosophers of social science many times in between
have invoked it.

2 count identity as the strongest form of supervenience and identity is, of course, symmetric. The
asymmetry claim holds only for cases of supervenience other than identity.
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List and Pettit explicitly assert that supervenience of the social on the mental
allows them to steer a middle path between the two traditions of reduction and
eliminativism on the one hand and emergentism on the other, both of which they
reject. It is true that the autonomy they claim for the social is epistemological
rather than ontological, but it is hard to see why this should be so, given their other
views. Supervenience is an alleged ontological relation and their own discussion is
conducted in ontological terms: one set of facts determines or fixes another set (e.g.,
p. 65). If supervenience works in the way they want, it ought to yield some sort of
ontological and not just epistemological autonomy.

Suppose you find the idea of the supervenience of the social on the (individual)
mental a plausible view. Supervenience is an objective (in one sense of that very
slippery term) relation that does not depend on thinking, wanting or willing it
to be so, or on anything human agents do. It is true that in the case of the
alleged supervenience of the social on the mental, the supervenience base includes
individuals’ beliefs, desires, wishes, non-social actions, and any other mental item
one might regard as important for inclusion, but once the supervenience base is
specified, the relation between the supervenience base and what supervenes on it
is objective, in the sense that that relation holds, if it does, regardless of anything
agents might think or do.

An analogy might be with theories of political obligation. If one looks at a
traditional discussion of the grounds of political obligation, the answers given to
the question of the grounds of political obligation break down in to two main
categories. For example, three of the five theories that D.D. Raphael discusses,
social contract, consent, and the general will, assume that “political obligation is
voluntarily undertaken and is grounded on this voluntary acceptance itself...”
(Raphael 1970, p. 102). Obligation depends on something the person does, either
some physical or mental action. But the two final theories he reviews, justice
and general interest or common good, “concentrate simply on the purposes of the
state ...” (ibid.). On the two final theories, a person is morally obligated, if he is,
as a consequence of some objective facts about the function of the state and how
well the state he is in fulfills those functions. Nothing about the life of the agent-
action, will, choice, preference, desire, agreement, activity, and so on-necessarily
forms part of the story of how he comes to have this obligation, as it does do on the
first three types of theories. Let’s call the first three theories “subjective”; the last
two, “objective”.

Supervenience is an objective relation in much the same sense. Given the way
the individual mental facts are (including facts about agents’ non-social actions), the
social facts are just the way they are. In particular, note that social constructivism
gets no toehold on this picture. Agents collectively don’t construct the social world,
if “construct” is to retain any of its sense that relates it to action or activity. Unlike
a supervenience view, constructivism is subjective in the sense that what the social
world is like depends not only on facts about the mental lives of agents but also on
something those agents do.

Understood in this way, supervenience certainly has its limitations. It has become
clear since supervenience was first introduced into the contemporary philosophical
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literature that it is a very weak relationship, however much it might be modally
strengthened. It is basically a co-variance relation; it simply asserts that the social
varies with the individual (and physical) and not vice versa.? (Or that the mental
varies with the physical and not vice versa.) Supervenience fixes one set of facts as
the independent element and claims that a second set varies with that first set.

Some refer to supervenience as a dependency relation, and that is so: the mental
(or physical) is the independent variable; the social (or the mental) is the dependent
variable. But the idea of dependency when used in this context should not be taken
to imply more than that. Given the sun’s height, if one makes the length of the
flag pole’s shadow the independent variable, the height of the flagpole will be the
dependent variable, in the sense that the latter’s value will depend on the values of
the former two. But there is no causal relation running from the length of the shadow
to the height of the pole nor does the former explain in any sense the latter.

One form of supervenience, the strongest form, is identity: if social facts were
identical to individual mental facts or sets thereof, then the social facts would
supervene on the individual mental facts and the identity of the two sets of facts
certainly explains why they co-vary, i.e., because they are the same fact(s). In the
case of identity, there is nothing more to explain than why we have two ways of
talking about the same things. We will need to tell a story about why we have two
discourses rather than one, what purpose one fulfills that the other does not. More
on this later. (Of course, in the case of identity, we need a separate condition to rule
out symmetric supervenience.) But we have already assumed that reductive identity
of the social to the mental will fail.

Some relations are not just dependency relations but what we might call
determinative: one fact or set of facts explains another because the first makes
the second occur, happen, or whatever. Parts make a whole what it is. Causes
bring about their effects. Determinative here does not mean deterministic. Even
if causation is probabilistic, when c probabilistically causes e, ¢ determines e,
brings e about or makes e what it is. Kim’s early paper in this area ran together
the ideas of dependency and determination (Kim 1974). In that paper, Kim wisely
never included supervenience as a determinative relation. In terms of the distinction
between dependency and determinative relations, I would classify supervenience as
a dependency relation but not as a determinative relation.* The subvenient base facts
do not make the supervenient facts what they are in the way in which causes make
their effects what they are or parts make the whole of which they are the parts what
it is.

The point below about explanation really follows from the above remarks. When
the two sets of facts, the subvenient mental and the supervenient social, are not
identical, because supervenience is not a determinative relation, there is nothing
in the mere fact of supervenience that obviously explains why two sets of distinct

3 Again, T exclude identity from this claim, although it is the strongest form of supervenience.

“T once argued the opposite view, in Explaining Explanation, 2012 (second edition). I hereby
recant.
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facts co-vary, why the one is the independent variable and the other the dependent
variable. Many writers have noted that what supervenience so understood omits is
any explanatory account of why two sets of facts co-vary. On Currie’s and List and
Pettit’s view, it may be true that the social varies with the mental, and not vice versa,
but if this is all that can be said, it remains a mystery why this should be so.

Many writers have pointed out how supervenience between two distinct sets of
facts by itself leaves an undischarged obligation to resolve a mystery. Two such are
Kim and Horgan but there are many others (see, for example, Block 1997). Kim
pointed this out in “The Mind-Body Problem: Taking Stock After Forty Years™:
“... the mere fact ... of mind-body supervenience leaves open the question of what
grounds or accounts for it-that is, why the supervenience relation obtains. ..” (Kim
1997, pp. 189-190). Horgan’s goal is to strengthen the supervenience relationship
so that there is not only co-variance between supervenient and subvenient facts, but
the fact that there is this supervenience (what he calls a “supervenience fact”) should
be explicable in some way consistent with the subvenient base level (Horgan 1993).
This is what he calls “superdupervenience”. There are three things to consider on
this view: (1) the subvenient base facts (in our case, the individual mental facts and
the physical facts); (2) the supervenient facts (the social or institutional facts); and
(3) the fact that (2) supervenes on (1). Horgan’s claim, for example, for physicalism,
is that some account of (3) must be forthcoming that is acceptable to a physicalist.
Pari passu, a Horgan-like position on our issue is that some account of the fact that
the social supervenes on the individual must itself be acceptable to the individualist.

So Horgan’s proposal would say of a view like Currie’s or List and Pettit’s that
the view must be strengthened to include a non-social or non-institutional account or
explanation of why the social or institutional supervenes on the individualistic base
or subvenient level. Horgan himself is dubious that this can be done for the case of
the mental, that there can be a materialistically acceptable account of why mental
facts supervene on physical facts and he is tempted, as a result, by irrealism about
the mental as a way out of the dilemma. What he means by that is this. The difficulty
in meeting the requirement for an explanation of the supervenient by the subvenient
arises when one presupposes that these are two sets of (“objective”) facts. But if
the supervenient lacks reality, the explanation is more straightforward. Horgan’s
example here is R. M. Hare’s account of the supervenience of the moral on the non-
moral. In its bare bones, Hare is a non-cognitivist. Hare does not assume that there
is a set of moral facts distinct from the non-moral facts. Hare talks of the purposes
to which moral discourse is put, and it is moral discourse (“the language of morals™)
that supervenes on non-moral discourse. Hare’s view of morality is an irrealist (or
non-cognitivist) view and the supervenience thesis is one about two discourses, one
factual and the other used for teaching standards, not two areas or realms of reality.
The irrealist view comes into its own in the explanation of the purposes of the second
discourse, the supervening discourse, a discourse that at bottom is about the same
things the first discourse is about.

Does social constructivism provide any explanation of why the social supervenes
on the mental or individual and if so, is it a realist or irrealist account? To answer
this general question, I want to look briefly at John Searle’s The Construction of
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Social Reality (Searle 1995; subsequent page references in the text are to his 1995,
Searle 2010 does not contain any changes in his views relevant to the discussion of
this paper). (Note that I am focusing on his account of institutional facts, not social
facts, of which the former is merely a proper subset.) I should add that I am not
especially interested in a detailed exposition or critique of Searle’s discussion. I am
hoping to learn some general lessons about the relationship between the social and
the individual/mental. Searle’s own position is complex and highly nuanced. I will
ignore much of that complexity.

When he begins his discussion, Searle speaks as if he is proposing a superve-
nience account: at the level of types, he says, thinking makes it so: “But where the
type of thing is concerned, the belief that the type is a type of money is constitutive
of its being money ...” (1995, p. 33). “If everyone always thinks that this sort of
thing is money, ... thenitis money ... And what goes for money goes for elections,
private property, wars, voting, promises, marriages, buying and selling, political
offices, and so on” (Searle 1995, p. 32). Searle is usually careful to say that the
presence of these beliefs is a necessary condition for the obtaining of a type level
social fact, although his use of “constitutive” suggests a stronger position, that the
presence of the beliefs is both necessary and sufficient. One might be forgiven for
thinking that what Searle is saying is that something’s being money supervenes on
everyone’s believing that it is money. “Constitutive” is this context would just be a
metaphor for supervenience.

But constitution as supervenience is certainly not Searle’s considered view. There
is a second and far more dominant thought in Searle and it has run through all of
his writing on this topic. As I read Searle, it is the idea of a constitutive rule that
finally converts, as it were, individual or brute (as he says) facts into institutional
ones. He says that constitutive rules have the form: X counts as Y in C. Searle does
not elucidate the idea of “counting” or distinguish it clearly from identity. It may be
that “X counts as Y and “X =Y” say the same thing. Might “this piece of paper
counts as money” be written alternatively as: “this piece of paper is money”? I think
not. “Counting as” has a subjective ring to it that “is identical to” lacks.

It is important not to reify constitutive rules, or indeed rules of any kind.
Constitutive rules have their reality rooted in the mental life of agents as well:
constitutive rules themselves supervene on individuals’ beliefs: for example, the
existence of the constitutive rule that “X counts as Y in C” supervenes on social
agents believing that X is or counts as Y in C. Statements about the beliefs, desires
and actions of individual agents give the truth conditions for the existence of a
constitutive rule.

In terms of Horgan’s discussion, does this show that there is an explanation of
the fact that the social supervenes on the non-social in a way that is acceptable to
the individualist? The explanandum is: why do these supervening facts supervene
on these subvenient facts? The beliefs held by agents that X is or counts as Y in C,
and the non-social actions of those agents, are simply further beliefs and actions to
be included within the subvenient set of facts, since they are simply further facts
about the beliefs and actions of individuals. One cannot explain why the social
supervenes on individual mental facts by invoking facts that are themselves part
of the supervenient base facts. The explaining facts need to be acceptable to the
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individualist but they cannot be part of the explanans itself. To include them both
in the subvenient base and to invoke them as explanatory of why the supervenient
supervenes on the subvenient would be a form of self-explanation. So I cannot see
how invoking constitutive rules by itself could allow us to discharge the explanatory
burden that Horgan and Kim, among others, require.

But constitutive rules are not where the story stops. After all, all rules have
“purchase”, as it were, on some people and not others. Yankees did not recognise
Confederate money; Sharia Law does not bind Hindus. Searle speaks of rules as
arising from agreement or acceptance or consent and I take this to mean that their
purchase on some individuals but not others arises from the agreement or consent
of the former but not the latter. “The Y term has to assign a new status that the
object does not already have just in virtue of satisfying the X term; and there has
to be collective agreement, or at least acceptance, both in the imposition of that
status on the stuff referred to by the X term and about the function that goes with
that status” (Searle 1995, p. 44). Although pp. 47-48 certainly lower the barrier for
something to count as agreement in Searle’s sense, it has been a theme in his writing
from its first presentation (Searle 1964) that some subjective element enters here,
variously described: agreement, acceptance, consent, commitment, undertaking.
The movement from individual to institutional requires some sort of activity, in
however an attenuated sense of that term, on the part of the social agents involved.

It is virtue of this that Searle’s account can be called “constructivist”. This at
least can give some content to the rather vague idea of construction. Social agents
construct the social world via their acceptance of or consent to these constitutive
rules. I think this is a clear meaning we can give in general to the idea of
construction: construction can be cashed out as a kind of agreement or consent,
etc. Perhaps we can then understand the agreement and consent story as the super-
duper explanation for the supervenience linkage. It is agreement or consent or
whatever that explains why this piece of paper counts as money, why its being
money supervenes on its being paper plus the agents’ beliefs that it is money. More
fully: it is the agreement and consent that this piece of paper counts as money
that explains why this piece of paper does count as money. (The reappearance of
“money” does not itself entail any circularity: see Searle, pp. 52-53.)

But how does this finally meet the requirements of superdupervenience? Recall
that the explanatory facts must on the one hand be acceptable to the subvenience
point of view but on the other cannot themselves be part of the subvenient base
facts. The explanatory facts are meant to be facts about the consent or agreement
by the agents to things counting as something. The idea of consent or agreement to
constitutive rules raises the same problem as did the beliefs, desires and actions
that ground constitutive rules. If consent or agreement is a social action, then
consent or agreement won’t be acceptable to the individualist as an explanation.
If consent or agreement is a non-social action or a mental state, then it belongs in
the subvenient base and as such can hardly explain why the supervenient supervenes
on the subvenient.

There is an interesting objection to Horgan’s way of thinking about superduper-
venience. The objection is meant to show that the demand for explanation is
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impossible to fulfill in any event. As Lynch and Glasgow argue, the facts about the
supervenience relation (‘S-facts), that are meant to explain the supervenience, must
either themselves supervene on the subvenient facts or on something else (Lynch
and Glasgow 2003, pp. 208-209). It’s pretty clear that neither option is attractive.
(1) If the S-facts supervene on the original subvenient facts, then we have a new set
of supervenient facts (that the S-facts supervene on the subvenient facts), call them
S*. We then will face a regress since we will need to explain the new S*-facts. (2) If
the S-facts do not supervene on the subvenient facts, then they must be sui generis,
neither part of the subvenient or supervenient facts and hence pretty mysterious.
If the objection is well founded, and if the explanatory demand for supervenience
is impossible to be met, it is not clear to me exactly where this leaves the idea of
supervenience, but generally it does not leave us much confidence in the idea. We
would be left with a co-variance relation between two sets of facts, and in principle
with no explanation for that co-variance.

How does this connect with Searle or constructivism in general? The superve-
nience fact (S) is the fact that this counts as money supervenes on the fact that
people accept or consent that this piece of paper is money. But why should this fact
be so? What now explains (S) or on what does (S) supervene? After all, this schema
is not generally true: the fact that everyone agrees or consents to the fact that p does
not generally make p true. Jupiter counts as a planet, and an asteroid does not, and
a cow counts as a ruminant and a pig does not, but (once meanings of words are
fixed), people’s accepting or consenting to its counting or not has no role to play in
its being a planet or ruminant or not. Given the meaning of “ruminant”, a pig isn’t
and a cow is, whatever people might accept or consent to.

So what we still lack is any account of why accepting and consenting to
something counting as something else in the social case and not in other cases
should bring it about that something really does count as or is something else. Just
as Horgan was tempted to irrealism given the inability to give a superdupervenient
account of why the mental supervened on the physical, I would say that any
attempt, along these lines, to explain why something’s counting as something else
supervenes on peoples’ consent and agreement that it should so count will lead
to a form of social irrealism. “Counting as” is a more subjective relation than “is
identical with”, and we can now see why. And that is certainly consistent with the
overall import Searle attributes to his constructivist account. So perhaps no great
news here.

However, Searle’s account inherits many of the same problems of consent
theories of political and legal obligation. First, we still need an account of whether
these are social or non-social actions and, if the latter, how they can play any role
in constructing the institutional or social from the brute. Second, if we speak in
terms of consent or agreement, they turn out to be empirically false; at best, there
is hypothetical consent or tacit consent: if they had been asked, they would have
agreed or consented. Or by doing something (according to Locke, like travelling on
the King’s highways), it is just as if they had consented.

Most people who count bits of paper as money have never agreed or consented
to this-they just do it. So it is false that they have ever consented or agreed. What
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we will need is an acceptance (or tacit consent) account, since that is the most that
most people do when they treat bits of paper as money. In the normal sense of
“acceptance”, a person accepts that X is Y only because it is already the case that X
is Y. That won’t do here, for obvious reasons. So I conclude on this critical note: we
need some positive account in terms of acceptance or tacit consent of rules such as
“X counts as Y in C”, in order to finally judge whether Searle, or any constructivist
following a similar pattern of argument, succeeds in adding anything to a standard
account in terms of supervenience.
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The Social Re-Construction of Agency

Katarzyna Paprzycka

1 Introduction

One of the deep roots of opposition to social constructionism is the belief that the
very idea of a social construction of physical concepts is highly suspect. In this
paper, I want to call attention to the fact that such “constructions” can occur in the
other direction, as it were, as well. There are concepts that really are social and yet
we have a tendency to construe them as mental or psychological concepts.! In this
connection, I want to call attention to a responsibilist theory of agency. According to
responsibilism (of which H.LL.A. Hart’s ascriptivism is an example), actions do not
exist as events in the world. Rather, we should understand the attributions of actions
in terms of our holding one another responsible for certain events in the world.
One of the advantages of responsibilism is that it can capture rather easily a wide
class of forms of agency such as omissions (including unintentional omissions),
spontaneous, arational, habitual, automatic actions, as well as slips and mistakes.
By contrast, the intentionalist approach to agency, according to which an action
is paradigmatically a bodily movement caused in the right way by (or otherwise
appropriately related, e.g. by means of teleological relations, to) an appropriate
rationalizing mental state (belief-desire, intention, intention-in-action, volition), has
to either discount such performances as nonagentive or else has to stretch mental

'In calling attention to such mental constructions of what is at roots a social phenomenon, I am not
siding with social constructionism. In fact, the debate between social constructionism and realism
frequently is really a debate between conceptualism (or antirealism) and realism (see also Hacking
2000), where the modifier “social” does not play a great role.
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concepts so as to encompass the performances. It is this concept stretching that
underlies the “mental construction” in question. From the responsibilist point of
view, intentionalism has a tendency to (mis) construe as primarily mental concepts
that are, at roots, social.

In Sect. 1, I distinguish various senses of the notion of action and try to make
clear the concept I am after. In Sect. 2 I sketch the distinction between the two
types of theories of action and show them to have a common root in Aristotle’s
remarks on what is voluntary. In Sect. 3 I sketch Hart’s version of responsibilism
and briefly answer some immediate objections (Sect. 4). In Sect. 5 I sketch one
way of understanding the notion of control that I take to underlie responsibilism. In
Sect. 6 I point out some advantages of responsibilist theories and show how, from the
point of view of responsibilism, intentionalism undertakes a “mental construction”
of what are ultimately social phenomena.

2 Action as a Unit of Conduct

Perhaps the most fundamental difficulty in analyzing the concept of action is the
fact that it plays a significant role in a number of disciplines as diverse as physics,
biology, psychology and sociology. As a result, the concept has coalesced a great
variety of intuitions. It is thus important at least to try to distinguish some ways of
understanding the term “action”.

1. There is a concept of inanimate action. When a billiard ball thrusts into
another billiard ball it acts on the other. To its action, by Newton’s third law,
there corresponds an appropriate reaction of the other ball. The application
of teleological concepts to inanimate action appears to be only derivative. For
example, we can speak of the purpose or function of a piece of a thermostat but
its purposefulness is derived from its being designed by someone.

2. We can speak of the actions of various parts of animal bodies. This is the
first stage at which non-derivative teleological concepts find application. The
liver’s excreting bile, the heart’s pumping are examples of what one might call
purposeful movements or actions.

3. The third level is that of purposive movement or action. The subjects of our
attributions of purposive movements are no longer parts of bodies but rather
agentive systems. The movements a spider produces in spinning a web constitute
purposive movements. In this sense also, a drug addict’s compulsively taking a
shot is purposive (Frankfurt 1988, pp. 76—77). Arguably, sleep-walking, some
actions performed under hypnosis, as well as the little movements one performs
to alleviate muscle pain in one’s sleep are purposive. So are feeding the cat,
conversing, looking out of the window, walking through a forest.
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4. The latter but not the former examples belong to a more restrictive category
of intentional movements. A movement is intentional just in case there is some
description under which it is intentional. The category of intentional movements
is an extensional category — it picks out a class of events. As such, it is a very
different concept from the concept of intentional action, which is an intensional
concept (Anscombe 1957; Davidson 1971). Both intentional and unintentional
actions, as they are usually understood, are intentional movements in this sense.?

It is not uncontroversial to sharply distinguish the category of intentional
movements from the category of purposive movements. One might treat the
distinction to be one of degree rather than principle. Yet many of the examples
relevant here are at least very different from the examples of purposive movements.
So when one goes to a rally, one performs an action of a different sort than if one
went there in one’s sleep.

5. The fifth sense of “action” derives from the idea of an agent’s overall conduct.
Someone’s conduct includes her intentional and unintentional doings but also
intentional and unintentional not-doings (omissions). When we inquire after a
person’s conduct during a rally, say, we will be interested in the things the person
said and did as well as the things that he omitted to say or do.

The concept of action as part of an agent’s conduct has not been at the forefront of
philosophers’ concern with agency.? Most of the debate has centered around the con-
cept of action in the sense of purposive and/or intentional movement. This is, among
other things, because intelligence and reason are most clearly manifested in our act-
ing intentionally. But the philosophical focus on “intelligent agency” should not lead
one to think that there is nothing interesting about action but for its rational signif-
icance. In fact, there are psychological categories that pertain to our conduct rather
than merely to our intentional behavior. The most important among them is the
concept of character. Character comprises not only our agentive voice — active inten-
tional rational excursions into the world — but also our idleness, passivity, thought-
lessness, carelessness, forgetfulness — our agentive silence, as it were. The respon-
sibilist is best viewed as trying to capture the fifth sense of the concept of action.

2This usage of the term “intentional movement” is not widespread. The term is introduced
by Frankfurt 1988). In view of the dispute between minimalism (e.g. Davidson 1971) and
moderationism (e.g. Thomson 1977) in the ontology of action, the claim would have to readjusted.
Moderationists would insist that intentional movements are parts (possibly proper parts) of
complexes with which intentional (unintentional) actions are identical.

3The most obvious exception is H.L.A. Hart (1951) who frequently speaks of the “philosophy of
conduct,” intending to cover both actions and omissions (including unintentional ones) by the term.
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3 Two Types of Action Theories

Two general types of theories of action could be seen to have a source in Aristotle’s
remarks on the voluntary. Aristotle says:
‘What comes about by force or because of ignorance seems to be involuntary. What is forced

has an external origin, the sort of origin in which the agent or victim contributes nothing —
if, e.g. a wind or human beings who control him were to carry him off.*

These remarks are suggestive of a certain picture of what it means for a performance
to be a mere happening rather than an action:

(Ne) The agent’s ¢ing was a mere happening (nonaction) iff “external forces”
caused him to ¢.

and a corresponding picture of what it means for a performance to be an action:
(Aj) The agent’s ¢ing was an action iff “internal forces” caused him to ¢.

(Ne) can be thought to capture the central thought of responsibilism while (A;)
captures the central thought of intentionalism. The ideas of “internal forces” and
“external forces™ are treated as a stand-in for a more detailed account.’

Despite appearances, however, (N¢) and (A;) are not so easily reconcilable with
one another. In particular, it is worth stressing that (A;) does not follow from (N.),
nor (N.) from (A;). In order to establish logical relations between them, one would
have to relate the concepts of mere happening and action, on the one hand, and of
“external” and “internal forces,” on the other.

The former move is the least problematic of the two: we can view the concepts
of action and nonaction as complementary (relative to a class of performances®):

(A-N) A performance is an action just in case it is not a mere happening (nonaction).
Given (A-N), we can establish that what follows from (N,) is:

(Ae) The agent’s @ing was an action iff it was not caused by “external forces.”
Analogically, what follows from (A) is:

(N;) The agent’s ¢ing was a mere happening iff it was not caused by “internal
forces.”

4 Aristotle, Nicomachean Ethics, trans. Terence Irwin (Indianapolis: Hackett 1985), 1110al-4.

3One must remember to avoid simple-minded interpretations here. The distinction is not (as
suggested by the form of words Aristotle sometimes uses) between forces outside and inside the
agent, for there can be the wrong kind of forces inside the agent (spasms, e.g.), and there may be
the right kind of “external” forces (e.g. when someone helps an old person through the street). See
also (Frankfurt 1988).

5The use of the term “performance” is technical. It is constructed in such a way as to encompass

both actions and nonactions — the winkings and the blinkings, the arm raisings and the arm risings,
falling off the stairs and running down the stairs etc.



The Social Re-Construction of Agency 327

The question is whether (A;j) and (N;) (as well as (N¢) and (A.)) can be
reconciled. They can provide that the following claim is true:

(i-e) “internal forces” caused a to ¢ iff “external forces” did not cause a to ¢.

The status of claim (i-e) has not been given enough attention. What is to preclude
the possibility that both types of causes occur at the same time (see Paprzycka
2013)? Traditionally, philosophers of action have adopted two strategies. One might
begin with elucidating the idea of what it means for the “internal forces” to
cause an agent’s performance (A;) and then explain what it means for the agent’s
performance to be a mere happening in terms of (N;). This strategy is typical of
intentionalism. What this special origin is will depend on the theory in question.
The causal theory of action could be seen as paradigmatic for this approach, and one
which has reigned over philosophers’ intuitions about action for a very long time. On
that view, an action is an event that is caused in the right way by appropriate mental
states (e.g. Brand 1984; Davidson 1963, 1973; Mele 1992, 2003; Searle 1983). But
even many of the challengers to the causal theory share the basic intuition. On the
ever more popular agent-causal views (e.g. Chisholm 1976; Lowe 2008; O’ Connor
2000), an action is an event that also has a special origin — it must be caused by an
agent. Volitionalist approaches (e.g. Ginet 1990) likewise follow this general line of
thinking.

Alternatively, one might begin with the idea of what it means for “external
forces” to cause an agent’s performance (N.) and then explain what it means for
the agent to act by appealing to the absence of such forces (A.). This is the strategy
pursued by responsibilism. From its point of view, the idea of “internal forces”
causing the performances is a hypostatization of the absence of such causation
by “external forces.” In other words, responsibilists take (i-e) to be providing a
reductive definition of what it means for the “internal forces” to be in operation. The
proper theoretical work is done by the notion of the absence of “external forces.”
This kind of approach to action has been proposed by H.L.A. Hart (1951), and
unfortunately much forgotten since (though see Paprzycka 1997, 2008; Sneddon
2006; Stoecker 2001, 2007). On Hart’s view, the notion of action is best understood
as a complement to the notion of nonaction (of a mere happening). Nonactions in
turn are understood in terms of the presence of defeating conditions (e.g. spasms,
ticks, etc.).

What is characteristic of responsibilism is that we are entitled to attribute actions
to one another by default, as it were, but we are committed to withdrawing the
attribution if certain defeating conditions are present. On the intentionalist approach,
by contrast, we are entitled to attribute actions to one another only if we have reasons
to believe that the event has had the appropriate origin.
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4 H.L.A. Hart’s Theory of Action

Hart argued that the concept of action, like the concept of property, is essentially
normative and social in that it presupposes accepted rules of conduct. Just as it does
not make sense to think that a statement like “Smith owns this piece of land” is
a sentence that is “concerned wholly with an individual” (Hart 1951, p. 161), so
statements like “Smith did it” likewise should not be understood as describing one
individual only. The main purpose of action statements is to attribute (“ascribe”
in Hart’s language) responsibility for certain events’ to individuals on the basis of
generally accepted rules of conduct.

Hart proposes that claims like “John broke the glass” not be interpreted as
describing an action but rather as ascribing responsibility to the agent (here: for the
glass breaking). Action claims are ascriptive rather than descriptive. They are never
true or false; they may only be appropriate or inappropriate in view of relevant
conditions (Geach 1972; Paprzycka 1997; Stoecker 2007). Transposed from the
formal into the material mode, there are no actions among the ontological furniture
of the world.

What distinguishes actions from mere happenings, on Hart’s view, is not any
ontological fact but rather the appropriateness of ascribing responsibility for events
in certain conditions (when we intuitively think of them as actions) and the
inappropriateness of ascribing responsibility for events in other conditions (when
we intuitively think of them as mere happenings). This is what it means to say that
the distinction between actions and mere happenings is normative in nature. But
this is not yet to give an account of the distinction. In fact, Hart never provides such
an account but rather notes that there are conditions that determine whether it is
appropriate or inappropriate to ascribe responsibility to the agent.

The structure of action attribution is characteristically defeasible. First, there are,
in Hart’s terminology, positive conditions that establish the prima facie applicability
of the responsibility attribution. In our example, such conditions include John’s arm
moving in such a way as to break the glass. Second, there are negative (defeating)
conditions that defeat the prima facie appropriateness of ascribing responsibility to
the agent. Such conditions include John’s arm moving because of a spasm, say, or
John’s arm moving as a result of someone, Mary say, taking it and guiding through
the motion. When we learn that it was Mary who took John’s arm and smashed the
glass with it, we would no longer attribute responsibility to John for breaking the
glass. Mary’s taking John’s arm counts as a defeating condition.

It should be pointed out, however, that defeating conditions can themselves be
defeated. Suppose that John held Mary at a gunpoint and ordered her to take his arm

7t is not exactly clear on Hart’s account what ontological category the variable x ranges over
in the expression “o is responsible for x”. Some critics (e.g. Pitcher 1960) have charged Hart with
the view that the variable ranges over actions, thus rendering Hart’s account circular. But, most
of the time (except for a noncommittal statement on the first page of his paper), Hart is quite
careful not to talk this way. The variable could be interpreted as ranging over events or events
under a description. (For details, see Paprzycka 1997, ch. 2. See also Sneddon 2006.)
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and break the glass with his arm. Such a condition defeats the original defeating
condition. As a result, it is reasonable to hold John to be responsible for the glass
breaking after all. He did it in an unusual way but he did break the glass.

This structure allows us to understand the difference between actions and mere
happenings or between it being appropriate and it being inappropriate to ascribe
responsibility to an agent. It will be inappropriate to ascribe responsibility to the
agent if either no positive conditions are present or while the positive conditions
are present some (undefeated) defeating condition occurs. It will be appropriate
to ascribe responsibility to the agent if the positive conditions occur and no
(undefeated) defeating conditions are present.

5 Some Objections

Many objections could be raised to such an approach. Let me consider three.

First, what is one to do with mundane actions. Even if John may be responsible
for breaking a vase by raising his arm, what if nothing of any (moral or legal)
significance happened as a result of John’s movements. He just raised his arm.
Likewise, he just sang in the shower. Surely, we want to say that these are John’s
actions but it seems a stretch to think that he is responsible for them.

A responsibilist can think that John is neither legally nor morally responsible for
singing in the shower. There are a couple of options open here. One would be to
say that the concept of action is built over the concept of responsibility but applies
more widely than does the former. We speak of actions not just when we hold
agents responsible but when we could hold them responsible, i.e. when it would
be appropriate to hold them responsible in appropriately changed circumstances. It
does not matter that nothing of substance hangs on John’s singing in the shower
as long as if it did, it would be appropriate to hold John responsible. Another
sort of response would be to propose a concept of the right sort of responsibility,
which identifies those elements in the concept of responsibility that are relevant to
the attribution of action. This is the path I have followed in (Paprzycka 1997) by
proposing the concept of practical responsibility (briefly sketched in Sect. 6).

Second, actions are usually understood as performances that are intentional
under some description (Anscombe-Davidson thesis), yet the idea of intentional
action seems completely lost in responsibilism. It is true that the idea of intentional
action loses its center-stage role. There is thus no conceptual pressure for the
responsibilist to uphold Anscombe-Davidson’s claim. However, this is actually an
advantage of the stance rather than its disadvantage.® One of the notorious features
of intentionalist views is that because they are under pressure to uphold Anscombe-
Davidson’s thesis, they are also under pressure to stretch the concept of intentional
action in ways that we might otherwise resist.

81t should be noted that there are ways of developing responsibilism where the notion of intentional
action does play quite a significant role (see e.g. R. Stoecker 2001, 2007).
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On the other hand, although the concept of intentional action does not ground
the concept of action on responsibilist views, there remains a need to understand
what intentional actions are. Conceivably, a responsibilist could even adopt a
causalist account of intentional action (e.g. Mele and Moser 1994). The main
thrust of responsibilism is to deny the claim that the notion of intentional action is
conceptually prior to the notion of action. The responsibilist claims that the reverse
is true.

Third, there seems to be no role for beliefs, desires and other mental states. Again,
the responsibilist will say that the expectation that mental states play any role in an
account of action is to be rejected with intentionalism. This is not to say that she
might not return to them in an account of action explanation. Arguably, however,
she is not forced to limit herself to the agent’s mental states in an account of action
explanation. In fact, the responsibilist may adopt a non-individualist account (see
e.g. Baier 1985; Collins 1987; Nowak 1987, 1991; von Wright 1983; Paprzycka
1998, 2002; Schmid 2008, 2009; Wilson 1989), according to which one may very
well appeal, for example, to others’ mental states in explaining the agent’s action
(e.g. Susie went to the store because her mother wanted some carrots, Joe shocked
the victim because he was told to do so by the experimenter, etc.).

Last but not least, there is what deserves to be called the fundamental problem.
Usually we think that we are responsible for what we do. Usually we take this to
mean that the notion of action is conceptually prior to the notion of responsibility.
We need to settle what was done, first, in order to determine whether we are
responsible for it. Yet the responsibilist claims that this logical order should be
reversed and proposes to build a notion of action on the basis of the concept of
responsibility. It looks like the enterprise is bound to be circular (see e.g. Pitcher
1960). Contrary to appearances this is not a devastating objection. The concept of
responsibility is not homogeneous. Particularly helpful in this regard is K. Baier’s
(1980, 1987) distinction between backward-looking concepts of responsibility
(answerability, culpability, liability), which presuppose that the agent has something
(possibly an action) to answer for, and forward-looking concepts of responsibility
(task-responsibility), which do not presuppose that the agent has done something. In
fact, the account of practical responsibility sketched below involves the latter notion.
It is beyond doubt, however, that the objection has to inform the responsibilist
theorizing and keep him on his toes.

6 Practical Responsibility

The general structure of responsibilist accounts can be perhaps cast in the following
way. Our attributions of actions of ¢ing to agents presuppose that we take agents to
be practically responsible for ¢ing. Agents are, in turn, practically responsible for
¢ing when they are in control of ging or when ¢ing is within their power. When o
is practically responsible for ging and ¢s, o’s @ing is an action.

Normally we take ourselves to be — and indeed are — in control of various ordinary
activities (raising arms, moving feet, reaching for glasses, pouring milk, running,
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writing, etc.). Arguably, we differ in the repertoires of activities we are in control
of — some of us can juggle, dance or raise arms in graceful ways, others cannot sing,
cannot write or may be incapable of walking. However, the very application of the
concept of action in our social lives presupposes that the range of activities that we
are in control of overlaps quite a bit. The understanding of the idea of what it is to
be in control of ging includes at the very least that the agent is capable of reliably
fulfilling the task to ¢ (and the task not to ¢).’

Defeating conditions — or Hart’s negative conditions — are conditions that affect
the agent’s control of an activity. When someone breaks a leg, she is no longer in
control of running or even walking briskly. When someone acquires a tick, he cannot
be relied upon to wink as a sign to start a revolt.

The heart of the responsibilist account involves understanding these key con-
cepts, what it is for the agent to be in control of ¢ing and how various conditions
can affect this state. Once the responsibilist demonstrates that most agents indeed
are in control of @ing, where “¢” ranges over “common” action types, he entitles
himself to the characteristic feature of responsibilist theories, viz. that such action
types lie within the agentive purview by default. With respect to them, we are guilty
of being agents until proven innocent, so to speak.'’ According to the responsibilist,
one does not need to demonstrate any special origin for a performance to count as
an action as long as it is a performance of a type that falls within the range of those
that are within the agent’s power or control. Of course, such action attributions are
defeasible — they are sensitive to the occurrence of any circumstances that affect the
agent’s control of those types of actions.

While it is beyond the scope of this paper to go into the details of responsibilist
positions, I want to briefly provide a proposal for an elucidation of the relevant
idea of “what it is to be within the agent’s power or control” in terms of the idea
of reasonable normative expectations (Paprzycka 1997, 1999). I want to stress,
however, that this proposal is not inherently tied to responsibilism. It is one way
of developing the position but probably not the only way of doing so.

Two intuitions seem to be central to our idea of what it is to be within the agent’s
power to do something. First (the success intuition), the agent must be able to
succeed in @ing. It is not within the power of a 1-year old to write a novel, or of
someone who broke a leg to run a marathon. Second (the difference intuition), the
agent must be able to make a difference — it is not within our power to make the sun
shine, or to hold breath for an hour.

One way to capture these intuitions is to envisage an ideal test to which an agent
could be subjected. We give the agent a series of tasks, to which he responds in
the best possible way; we are assuming, in other words, that he is cooperative, that

°In a remarkable paper, Baier (1970) has sketched an approach to action where the idea of a task
plays a central role. The account sketched owes a lot to hers.

10The thought that some performances acquire the status of actions (indeed intentional actions)
by default is present in Brandom’s account (see esp. Brandom 1994, pp. 257ff). While Brandom
officially adheres to a causal account of action, this thought makes him an implicit responsibilist.
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Table 1 Possible result

. Task: ¢ Task: not-¢
patterns of a simplified test -
sequence @) pf-fulfilled (¢) pf-fulfilled (not-¢)
(ii) pf-fulfilled (¢) pf-frustrated (¢p)
(iii)  pf-frustrated (not-¢)  pf-fulfilled (not-¢)
(iv)  Other

there are no other designs, intentions, expectations in play, the agent is at ease,
under no pressure, etc.!! The tasks are of two kinds, to ¢ and not to ¢, and they are
interspersed randomly in a series.

Three situations are of special interest. Suppose that an agent systematically pf-
frustrates'? the expectation to ¢ (situation (iii) in Table 1). When he is expected to ¢,
he does not. In such a case, it would be unreasonable*!? to expect of the agent that
he ¢. The agent cannot succeed in meeting the task. Suppose that the agent regularly
pf-fulfills the expectation to ¢ but also regularly pf-frustrates the expectation not to
¢ (ii). What this will mean is that the agent ¢s indiscriminately. In such a case, we
would tend to think that the agent’s ¢ing is not up to him, that the agent cannot
make a difference, and hence that it would be unreasonable* to expect of him that
he ¢. This configuration would obtain if we expected of the agent that he breathe, for
example. Finally (i), when the agent pf-fulfills all the expectations (when expected
to ¢, the agent responds by ¢ing, when expected not to ¢, the agent responds by
not ¢ing), we would tend to think that ¢ing and not ¢ing are “within the agent’s
power,” that it is reasonable* to expect of the agent that he ¢.

We can understand the success and difference intuitions accordingly:

Success condition: It is prima facie unreasonable* to hold o to a (normative)
expectation to ¢ if were a subjected to the test (with all of its conditions
satisfied'*), the expectation to ¢ would be pf-frustrated.

"'This is an idealizing assumption. I am making it in order to sharpen the intuitions at stake.

12The notions of prima-facie (pf-) fulfillment and pf-frustration are introduced in part to prevent
the circularity problem that affects responsibilist accounts. One might, for example, argue that
an expectation to raise an arm is not fulfilled when the arm rises of its own accord, by accident,
in a spasm, etc. An account of action that used such a concept of expectation fulfillment would
be rightly charged with circularity. That is why, at this stage, I appeal to a very liberal notion of
pf-fulfillment that includes not only actions but also nonactions as pf-fulfilling an expectation.

131 mark the notion of reasonableness with an asterisk to note that it is a theoretical concept,
which captures but one dimension of our ordinary concept. In particular, our concept of what it
would be reasonable to expect of another person also includes a normative component (it would be
unreasonable of me in this sense to expect of my neighbor to mow my lawn even though it would
be within his power to do so), which I am ignoring here.

141 take the condition “a is subjected to the test” to be synonymous with the expression “a is
subjected to the test and « fulfills all the conditions of the test, i.e. is cooperative, at ease, under no
pressure, with no other intentions or expectations in play”.
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Difference condition: It is prima facie unreasonable* to hold a to an expectation
to ¢ if were a subjected to the test, the expectation to ¢ would be pf-fulfilled but
the expectation not to ¢ would be pf-frustrated.

It is possible for a normative expectation to be prima facie reasonable* (e.g.
to run a race) but for certain conditions to occur (e.g. a broken leg) that would
defeat its reasonableness*. A person who was subjected to the test in the presence
of such conditions would respond quite differently. We can distinguish hindering
and compelling conditions accordingly:

Condition C is a hindering condition with respect to an expectation to ¢ iff were o
subjected to the test in condition C, the expectation to ¢ would be pf-frustrated.

Condition C is a compelling (or forcing) condition with respect to an expectation
to ¢ iff were o subjected to the test in condition C, the expectation to ¢ would be
pf-fulfilled but the expectation not to ¢ would be pf-frustrated.

An example of a hindering condition with respect to an expectation to run a
race would be breaking a leg. An example of a compelling condition with respect
to an expectation to walk would be being forced to do so by another person. We
may perhaps distinguish yet a third type of condition, whose occurrence would lead
a person to lose control in yet another sense. The person who normally responds
reliably to expectations to touch the table and not to touch the table might simply
become erratic. Arguably a person with some neural condition or who has taken
drugs might fit this kind of pattern. A person in this condition subjected to the test
would not exhibit a pattern of responses falling neatly under rows (i)—(iii) but rather
fall in row (iv). Such a condition might be called a disabling condition.

An agent «a is practically responsible for ¢ing at time ¢ if: (a) the expectation to ¢
is prima facie reasonable*, (b) at time 7, no (undefeated'’) defeating condition
(with respect to the expectation that a ¢) is present.

We can use the notion of practical responsibility in the responsibilist account of
action. When John’s arm rises it will count as his action as long as he is practically
responsible for raising his arm at this moment, or as long as it would have been
reasonable* to expect of him that he raise his arm at this moment. If John is like
most of us then if we were to subject him to the test (as long as its conditions are
satisfied, i.e. John is cooperative etc.), his performances would fit the pattern (i). In
other words, the expectation of John to raise his arm is prima facie reasonable. At
the same time, as long as no undefeated defeating occurs, the expectation to raise
an arm continues to be reasonable*. So as long as John is practically responsible for
raising his arm (at ¢) and his arm rises (at ), we can attribute to John the action of
raising his arm. The attribution does not depend on our knowledge of what mental
state John was in at all.

Defeating conditions can be defeated by other conditions and those conditions can be defeated
by still other conditions.
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7 The Social Reconstruction of Agency: The Case
of Intention-in-Action

Central to the intentionalist view of agency is the thought that agents’ bodily
movements be appropriately related to agents’ reasons (often conceived of as mental
states that rationalize the actions). Central to the responsibilist view is the thought
that the agent has an appropriate sort of control, the lack of which would exclude
responsibility. Responsibilists take competent agents to perform actions by default.
No special account needs to be given to count an agent’s walking movements, for
example, as an action. The agent need not have a reason to walk (though she might),
a desire to walk (though she might), an intention to walk (though she might) or
intention-in-action or volition or ... The walking movements of a competent and
skilled walker will count as an action of walking whatever its causes and whatever
the mental attitude of the walker, as long as the walker is in control, i.e. as long as
nothing defeats reasonableness of the expectation of the agent that she walk.'®

In giving this sort of account of agency, we can give a more accurate account
of some types of agency, without having to venture to search for intentional states,
the postulation of which often seems just arbitrary. Consider the introduction of the
notion of intention-in-action by Searle. He first expresses the belief that there are no
actions without intentions (Searle 1983, p. 82). Then he argues that because there
are cases of actions which are not preceded by a prior intention, so in such cases the
intention must be in the action.

In other words, one starts with the theoretical claim that for a performance to be
an action, it must be suitably related to an intention. But there are actions which
are not done on (prior) intentions. In fact, there are spontaneous actions, actions
done for no reason (like one’s humming a tune under shower). Rather than taking
them as a problem for the theory, one saves the theory by postulating that in case
of those performances there are intentions after all, they are just concurrent with
actions — intentions-in-action. Thus introduced the concept of intention-in-action
is an ad hoc device introduced to save the theory that actions must be related
to intentions. Moreover, we may suspect that the concept of intention-in-action is
really parasitic on the concept of action. We have a much firmer grip on the concept
of action than we do on the concept of intention-in-action. To the extent that the
notion of intention-in-action serves as an explanation of what an action is, it is

16For similar reasons, the responsibilist is open to the idea of letting in as actions cases that are
notoriously problematic for the intentionalist because the requisite internal make up seems lacking:
arational actions (Hursthouse 1991), habitual actions (Pollard 2003, 2006), nonintentional actions
(Chan 1995), unintentional omissions (Smith 1984, 1990), mistakes and slips (Peabody 2005). At
the same time, cases of antecedential wayward causal chains do not present any special problems
(see also Paprzycka 1997, 2013).
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based on theoretical trickery. We have first coined the notion of intention-in-action
on the basis of our intuitions about the concept of action. Then we use the conjured
concept to explain our concept of action.

Searle uses the following example to make his suggestion intuitive:

Suppose you ask me “When you suddenly hit that man, did you first form the intention to hit
him?’ My answer might be, ‘No, I just hit him.” But even in such a case I hit him intention-
ally and my action was done with the intention of hitting him. I want to say about such a case
that the intention was in the action but that there was no prior intention (Searle 1983, p. 84).

It would indeed be unreasonable to be suspicious of the possibility that an intention
may arise on the spur of the moment. But to allow such a possibility is not yet to buy
into the claim that an intention in action, understood as a mental state, is present in
all cases of action. Consider the following case.

Suppose that I walk down the street, engrossed in thoughts, picking leaves from
nearby bushes as I walk by them. You catch me doing this. I may have not even
realized that I was doing so. You ask “When you picked those leaves, did you form
an intention to do so?” I am very likely to answer just like Searle did — “No. I was
just picking them, I suppose.” Did I do so with the intention of picking the leaves?
This is a very strange question to ask in this situation. If what you mean by that is
“Was I picking the leaves?”, then my answer will be positive. (It is clear, however,
that you are not asking this question since you knew I was picking the leaves before
I did.) If you are asking about my intention then I would be inclined to answer in
the negative. I certainly had no reason at all to pick them. I would also oppose the
view that I wanted to pick them (Paprzycka 1998, 2002).

Perhaps the intention is just the goal toward which my movements were directed.
However, consider a case of an action slip reported by James:

Very absent-minded persons in going to their bedroom to dress for dinner have been known
to take off one garment after another and finally to get into bed, merely because that was the
habitual issue of the first few movements when performed at a later hour (James 1890/1983,
p. 119).

What are we to say about such a case? The person intends to dress for dinner and
thus intentionally prepares to go to bed? This is not a case of a change of mind: the
person still intends to prepare for dinner and goes on to do so after realizing the mis-
take. This is not a case of a mistaken belief: the person does not have the belief that
going to bed is a good way of dressing for dinner (see also Peabody 2005). Does the
person have an intention in action to go to bed? This is what the person is doing. He
has no reason to do it. In fact he has reasons not to do it. His movements are directed
at going to bed just as they are when he goes to bed with the intention of doing so.
The problem is that unlike in the usual case, in this case the agent disowns that goal.
If he attends to the situation, he will vehemently deny that this was his intention.
Note too that this is to allow that when one looks at the slip from a psychological
or neurocomputational point of view one will be able to find the activation of states
that are responsible for certain motor routines (sometimes also referred to as “motor
intentions”). But there is a gulf between such states and philosophers’ intentions,
which rationalize the action and which are responsible for the action’s intentional
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character. The neurocomputational difference between what happens in the case
when someone intentionally dresses for dinner and when someone intends to dress
for dinner and slips into preparing for bed may be a matter of degree (perhaps the
higher activation of one or two units made the difference). From a philosophical
point of view the difference is qualitative — in one case the person acts rationally
and intentionally, in the other — the performance is irrational in these circumstances
and not intentional.

From a responsibilist point of view, this tension between the notion of intention,
which is tied with the rationalization of an action, and the notion of intention,
which is responsible for a performance being an action, can be removed. The
notion of intention can be reserved for giving an account of the rationalization and
intentionality of action. There are good reasons to suppose, however, that not all of
our actions are performed for a reason. There are good reasons to suppose that not all
of our actions are intentional under some description. All of our actions presuppose,
however, that we exhibit the right sort of control, which is prerequisite of our being
responsible.

If this account is correct then the intentionalist presents us with a “mental
construction” (here: the postulation of intention-in-action) of what is at roots a social
phenomenon (here: the absence of defeating conditions). This is indeed one of the
complaints of H.L.A. Hart who warned against this kind of construction:

These positive-looking words ‘intention’, etc., if put forward as necessary conditions of all
action only succeed in posing as this if in fact they are a comprehensive and misleadingly
positive-sounding reference to the absence of one or more of the defences, and are thus only
understandable when interpreted in the light of the defences, and not vice versa. Again,
when we are ascribing an action to a person, the question whether a psychological ‘event’
occurred does not come up in this suggested positive form at all, but in the form of an
inquiry as to whether any of these extenuating defences cover the case (Hart 1951, p. 163).

The responsibilist advocates a view of agency, which is fundamentally social. It is
only available within quite complex practices of holding one another responsible. In
resisting the idea that agency is a social concept, we have become all too accustomed
to thinking that it is a mental concept. As a result, we have found it much easier
to postulate all kinds of mental states or processes than trying to find resources
already at our disposal when we view it as a social concept. Perhaps it is time to
pause and reflect lest we should witness the debate between realism and physical
constructionism in the future.
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Local Realism: An Analysis of Social
Choice Theory

Obdulia Torres Gonzalez

When referring to realism in science, physics immediately springs to mind, and
there are a number of arguments that help to uphold a realist position: the causal
relationships established through assays, as defined by I. Hacking (Hacking 1983),
the miracle argument formulated by H. Putnam (Putnam 1978) or the empirical
success over the course of time postulated by R. Boyd (Boyd 1973). Unfortunately,
none of these arguments can be applied to social sciences. Generally speaking,
and for authors such as Hacking (Hacking 1999, pp. 31-32), interactive classes
constitute a fundamental difference regarding the matter of realism, in the sense
that 