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Abstract. We propose a stronger conjecture regarding the number of
distinct squares in a binary word. Fraenkel and Simpson conjectured in
1998 that the number of distinct squares in a word is upper bounded by
the length of the word. Here, we conjecture that in the case of a word
of length n over the alphabet {a, b}, the number of distinct squares is
upper bounded by 2k−1

2k+2
n, where k is the least of the number of a’s and

the number of b’s. We support the conjecture by showing its validity for
several classes of binary words. We also prove that the bound is tight.

1 Conjectures

Let Σ be an alphabet and Σ∗ be the set of all words over Σ. Let w ∈ Σ∗. By |w|,
we denote its length. For a letter a ∈ Σ, we denote the number of occurrences
of a’s in w by |w|a. In this paper, n exclusively denotes the length of a word in
which squares are to be counted.

Let Sq(w) = {uu | w = xuuy for some x, y ∈ Σ∗ with w �= xy} be the set of
all squares occurring in w. Its size, denoted by #Sq(w), has been conjectured to
be bounded from above by the length of w [1].

That is to say, #Sq(w) ≤ n for any word w of length n; a slightly stronger
conjecture is #Sq(w) ≤ n − |Σ|, given in [2]. Notable upper bounds shown so
far are #Sq(w) ≤ 2n [1], further improved by Ilie to #Sq(w) ≤ 2n − logn [3],
this being the best bound known so far.

An infinite word, over the binary alphabet Σ2 = {a, b}, whose finite factors
have a relatively large number of distinct squares compared to their length was
given by Fraenkel and Simpson [1]:

wfs = a1ba2ba3ba2ba3ba4ba3ba4ba5ba4ba5ba6b · · · . (1)

None of its factors of length n with k letters b contain more than 2k−1
2k+2n dis-

tinct squares (Corollary 2). In fact, we propose (Conjecture 1) that this upper
bound holds not only for the factors of wfs but for all binary words. A computer
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program verified the conjecture for all binary words of length less than 30, as
well as for randomly generated binary words of length up to 500 without any
counterexample found. Due to this, we propose, as our first contribution, the
following stronger conjecture regarding the number of squares.

Conjecture 1. Let k ≥ 2. For any binary word w ∈ Σ+
2 of length n with k b’s

where k ≤ �n
2 �,

#Sq(w) ≤ 2k − 1

2k + 2
n.

The bound is defined here as a function of the number of b’s. However, Conjec-
ture 1 gives an upper bound on number of squares more generally by redefining
k as min{|w|a, |w|b}, as the number of distinct squares in a binary word is in-
variant under the isomorphism swapping the letters a and b. Another conjecture
proposed in [2] states that for a binary word w we have #Sq(w) ≤ n − 2. Our
conjecture is, however, stronger, because 2k−1

2k+2n ≤ n− 2 whenever 2 ≥ k ≤ �n
2 �.

Conjecture 1 doesn’t consider words with at most one b because they are
square sparse. It is clear that Sq(an) = {(a)2, (aa)2, . . . , (a�n/2�)2}, and hence,
#Sq(an) = �n/2�. The sole b in a word cannot be a part of any square, so its
presence cannot increase the number of squares. Thus, the upper bound �n/2�
holds canonically for any binary word with at most one b.

Note that our conjecture not only strengthens the conjecture that #Sq(w) ≤
n, but its dependency on the number of b’s suggests that a possible proof might
be obtained by induction on this number. We show here that it holds when at
most nine b’s are present in the word.

Parenthesizing the sequence of positive integers representing the powers of
a’s in the word wfs, in a convenient manner gives the sequence (1, 2, 3), (2, 3, 4),
(3, 4, 5), . . .. This reveals the structure of wfs as catenation of simpler words
aibai+1bai+2b, i = 1, 2, . . .. As another contribution, we propose a structurally
simpler infinite word, whose coefficients just increment:

wjms = a1ba2ba3ba4ba5ba6b · · · , (2)

and prove that it is quite rich with respect to the number of squares its factors
contain. Indeed, we show that its factors achieve the upper bound in Conjecture 1
asymptotically.

The word wjms points out that a word does not necessarily need a complicated
structure in order to have many squares. Thus, we further prove that for any word
w of length n with k letters b, whose coefficient sequence is sorted (incrementing
or decrementing), Conjecture 1 holds (see Theorem 2). This result follows by
induction on the number of b’s on the word.

As an important technical tool, our analysis is not based on combinatorial
properties that the word itself has, but rather on the combinatorial properties of
the sequence of powers of the letters a (called here “coefficient sequence”). This
allows us to define more general classes of words for which the conjecture holds
(e.g., Theorem 3).
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2 Preliminaries

Let Σ be an alphabet; for this section this alphabet can even be infinite (for
instance, the set of positive integers). For words u, v ∈ Σ∗, v is a prefix (suffix)
of u if u = vy (resp. u = xv) for some word y ∈ Σ∗ (resp. x ∈ Σ∗). If u �= v, v is
called a proper prefix (resp. proper suffix). The prefix and proper prefix relations
are denoted by v ≤p u and v <p u, respectively. The suffix and proper suffix
relations, ≥s and >s, are defined analogously. If u = xvy, then v is a factor of
u. A factor that is not a prefix or suffix is said to be proper.

Three square lemmas concern the occurrence of two squares at the same lo-
cation in the word, with another square there, or “nearby” (see, e.g., [4,5,3,6]).
We give an analogous lemma, not on squares, but on words of the form uau
as Lemma 2, which plays an important part in our inductive analysis. Its proof
is a modification of the proof of Theorem 1 in [5], but based on the variant of
synchronization lemma below.

Lemma 1. Let x, y ∈ Σ∗ and a ∈ Σ be such that xay is primitive of length at
least 2. If (xay)2 = z1yxz2 for some z1, z2 ∈ Σ∗, then z1 = xa and z2 = ay.

xp

u a u

w c
w1

v
b

v

w3

w2

Fig. 1. Three words uau, vbv, wcw starting at the same position

Lemma 2. For words u, v, w ∈ Σ∗ and letters a, b, c ∈ Σ, if u ≤p wcw <p

vbv <p uau holds, then the word cwcwc occurs as a factor on vbv.

Proof. Note that the prefix relations imply |w| ≥ 1 (hence, |v| ≥ 2 and |u| ≥ 3).
As illustrated in Fig. 1, we denote the second occurrence of w in wcw by w1, the
prefix w of the second v by w2, and the prefix w of the second u by w3.

Let v = wcxp for some primitive word x and p ≥ 0. If p = 0, then w = bi and
v = bic for some i ≥ 1. Note that |ua| < |vbv| < |ua| + |v| and v = bic <p u.
These mean that the rightmost letter c of the second v is on the prefix bi of the
second u, and hence, b = c. Now we have w = ci and vbv = c2i+3 = cwcwc.

The case of p being positive is considered below. Note that w2 certainly over-
laps with w3, while it does not overlap with w1 if and only if u = wcw = vb
holds. We handle the non-overlapping subcase first. In this subcase, u = vb im-
plies v = aj and u = ajb for some j ≥ 2. With u = wcw, they give c = a and
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w is a power of a, and hence, a = b = c. Thus, all of wcw, vbv, uau are a power
of a. Now we examine the other case when w1 and w2 overlap. Let xpb = ys for
some primitive word y and s ≥ 1. The overlap gives w = yqy′ for some q ≥ s,
where y′ is a proper prefix of y such that y = y′y′′ for some y′′ ∈ Σ+. If |y| = 1,
then w = aq, v = aqcap, and p < s ≤ q. Since w3 is a proper factor of v, we
can conclude that c = a. If |y| ≥ 2, on the other hand, we can apply Lemma 1
to the overlap between w2 and w3, which is of length at least |y| − 1, and ob-
tain that the overlap is yry′ for some s ≤ r ≤ q. The remaining suffix of w3,
which is y′′yq−r−1y′, and (w2)−1v = cysb−1 begin at the same position. Then
we have y′′y′ = cyb−1, and this means b = c because y′′y′ is a conjugate of y.
Now synchronization gives us y′′ = c and y′ = yc−1. Then w = yq+1c−1, and
hence, wcw = y2(q+1)c−1. We also have v = wbxp = yq+1+sc−1, and this gives
vbv = y2(s−1)yc−1cy2(q+1)c−1cyc−1 = y2(s−1)yc−1cwcwc yc−1. �	

The results of this section will not be applied for binary words, in which we
count squares, but rather for their coefficient sequences, which are words over
integer alphabets. These two lemmas enable us to develop a series of technical
tools, which are important to our analysis, e.g., Lemmas 6 and 7.

3 Counting Squares

In this section we show that the bound in Conjecture 1 is tight and factors of
wjms with k b’s achieve it. Throughout the paper, we denote the binary word
with k b’s (and at least k a’s) in which we count squares by wk = ai0bai1b · · · baik ,
where i0, . . . , ik ≥ 0, and assume that it is of length n. We represent wk simply
as 〈i0, . . . , ik〉 called the coefficient sequence of wk. We define the coefficient set
of wk to be the multiset I(wk) = {i0, i1, . . . , ik}. The cardinality of I(wk) is
considered to be k+1 and is denoted |I(wk)|. The argument wk is omitted from
I(wk) when it is understood in the context. For j ≤ k+1, by I[j] we denote the
j-th smallest element of I. Since its maximum element I[k+1] is often referred to,
it is more convenient to denote it by I[max]. More generally, by I[max−(j− 1)]
we mean the j-th largest element of I.

Squares in wk that are free from b can be counted simply by checking the
largest coefficient in I(wk) as:

#(Sq(wk) ∩ a+) =

⌊
I(wk)[max]

2

⌋
. (3)

In counting squares including b’s, we first classify them with respect to the
equivalence relation “cyclic shift of a’s”, and then do counting per class. For
instance, x = a3baba3bab and ababa3baba2 are members of the same equivalence
class because cyclically shifting the first two a’s transforms the former into the
latter. The class of x contains other two words a2baba3baba and baba3baba3. In
contrast, aba3baba3b does not belong to the same class as x because one has to
shift a b in order to obtain this word from x.

In general, a binary square uu with 2m b’s (m b’s per u) has a coefficient
sequence 〈i0, i1, . . . , i2m〉 (i0, . . . , i2m ≥ 0) such that i0+ i2m = im and ij = im+j
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for 1 ≤ j ≤ m−1. Let c = im. The first property lets i2m = c−i0 and by replacing
the sequences i1, . . . , im−1 and im+1, . . . , i2m−1 by μ, the square can be written
as 〈i0, μ, c, μ, c − i0〉. The squares that result from applying cyclic shift of a’s
to uu are those written as 〈c, μ, c, μ, 0〉, 〈c − 1, μ, c, μ, 1〉, 〈c − 2, μ, c, μ, 2〉, . . . ,
〈0, μ, c, μ, c〉, and they compose one equivalence class. We denote the equivalence
class with 〈μ, c, μ〉. Its cardinality is c+ 1.

By #Sq〈μ,c,μ〉(w), we denote the number of squares in the class 〈μ, c, μ〉 that
occur in a binary word w. Clearly, #Sq〈μ,c,μ〉(w) ≤ c + 1. When the equality
holds, we say that the class 〈μ, c, μ〉 is saturated in w.

Example 1. The class 〈1, 3, 1〉 consists of the squares a3baba3bab, a2baba3baba,
ababa3baba2, and baba3baba3. It is not saturated in a2baba3baba3 as the first
square is missing, while it is saturated in a3baba3baba3 or in a2baba3baba3bab.

Now, we count the squares in the class 〈μ, c, μ〉 of the word wk. First of all, the
coefficient sequence 〈i0, . . . , ik〉 of wk must contain the class identifier 〈μ, c, μ〉 as
its proper factor in order for such a square to occur in wk. When 〈μ, c, μ〉 occurs
exactly once, that is, there are unique coefficients �, r ≥ 0 such that 〈�, μ, c, μ, r〉
is a factor of the coefficient sequence, the count is

#Sq〈μ,c,μ〉(wk) =

{
min{�, c}+min{c, r} − c+ 1 if �+ r ≥ c

0 otherwise

≤ min{�, c, r}+ 1 (4)

where 4 follows from min{i, k}+min{k, j} − k ≤ min{i, j, k} for i, j, k ≥ 0.
It must be noted that (4) does not depend on μ.
We verify Conjecture 1 for a word w2 = ai0bai1bai2 . The sole class whose

square can occur in w2 is 〈i1〉. Using (4), squares in this class are counted in
wk as #Sq〈i1〉 ≤ min{i0, i1, i2} + 1 = I(w2)[max−2] + 1. Summing this and (3)
gives

#Sq(w2) ≤ I(w2)[max]

2
+ I(w2)[max−2] + 1

≤ I(w2)[max]

2
+

1

2
(n− 2− I(w2)[max]) + 1 =

1

2
n.

Proposition 1. #Sq(w2) ≤ 1
2n for any binary word w2 of length n with 2 b’s.

Double-counting is a significant issue. When the coefficient sequence of a word
wk includes the factor 〈μ, c, μ〉 exactly twice as 〈u〉 = 〈�1, μ, c, μ, r1〉 and 〈v〉 =
〈�2, μ, c, μ, r2〉, we have

#Sq〈μ,c,μ〉(wk) = #Sq〈μ,c,μ〉(u) + #Sq〈μ,c,μ〉(v)

−max
{
min{�1, �2, c}+min{c, r1, r2} − c+ 1, 0

}
. (5)

The subtracted term accounts for double-counting. It is 0 (i.e., u does not
share any square in the class 〈μ, c, μ〉 with v) if and only if min{�1, �2} +
min{r1, r2} < c.
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Before proceeding, we note that Lemmas 1 and 2 deal with words of the form
μcμ, so, by extension, with generative classes 〈μ, c, μ〉. The two lemmas offer a
better understanding of the combinatorial properties of such generative classes,
and provide the fundamentals needed to use them in our proofs.

The tightness of the bound 2k−1
2k+2n for k ≥ 2 follows by considering the factors

of wjms, defined in (2) . We parameterize by m the largest factor of wjms with k
b’s as wjms,k(m) = ambam+1b · · · bam+k. As the coefficients of such a factor are
pairwise distinct, squares in any class 〈μ, c, μ〉 with μ being nonempty do not
occur in the factor. In fact, the classes whose squares are capable of occurring
are 〈m+1〉, 〈m+2〉, . . . , 〈m+ k− 1〉 (not being a proper factor, neither 〈m〉 nor
〈m+ k〉 can find its square in wjms,k). Moreover, wjms,k(m) contains all but one
squares of each class. Due to (3) and (4), we have

#Sq(wjms,k(m)) =

⌊
m+ k

2

⌋
+

k−1∑
i=1

(m+ i) =

⌊
m+ k

2

⌋
+

(k − 1)(2m+ k)

2
.

Removing the floor function gives two formulae sandwiching #Sq(wjms,k(m))

and dividing them by |wjms,k(m)| = m(2k+2)+k(k+3)
2 yields

m(2k − 1) + k2 − 2

m(2k + 2) + k(k + 3)
≤ #Sq(wjms,k(m))

|wjms,k(m)| ≤ m(2k − 1) + k2

m(2k + 2) + k(k + 3)
.

The sandwiching functions are monotonically-increasing in m for k ≥ 2 and their
limit as m approaches infinity is (2k − 1)/(2k + 2).

4 Towards the Inductive Proof

The main aim of this section is to propose an inductive approach to Conjecture 1.
The next inequality is of principal significance for this purpose.

Lemma 3. The inequality

#Sq(wk) ≤
⌊
I(wk)[max]

2

⌋
+

|I(wk)|−2∑
j=1

(I(wk)[j] + 1) (6)

implies #Sq(wk) ≤ 2k−1
2k+2n.

Proof. The inequality (6) is expanded as:

#Sq(wk) ≤
⌊
I[max]

2

⌋
+

⌊
k − 1

k
(n− I[max])

⌋
≤

⌊
k − 1

k
n− k − 2

2k

⌈
n− k

k + 1

⌉⌋

=

⌊
2k − 1

2k + 2
n+

k − 2

2k + 2

⌋
=

⌈
2k − 1

2k + 2
n+

k − 1

2k + 2

⌉
− 1,

where the first inequality follows from the fact that each term in the sum in
(6) is at most �(n − I[max])/k�. The second inequality is due to I[max] ≥
(n− k)/(k + 1)�, and at the end, we employ a standard conversion of floors to
ceilings. Since #Sq(wk) is an integer, this implies #Sq(wk) ≤ 2k−1

2k+2n. �	
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Lemma 4. Let I = {i0, i1, . . . , ik−1} and J = I ∪ {ik} be multisets. Then∑|I|−2
j=1 I[j] + min{J [max−2], ik} =

∑|J|−2
�=1 J [�].

With the case of k = 2 as the basis (Proposition 1), induction proceeds as:
choose an operation that yields wk from another word w′ with less b’s. Use the
induction hypothesis that w′ satisfies (6) to prove that the operation does not
create too many squares, and conclude that (6) holds for wk.

One such operation is catenation. Catenating baik to the end of wk−1 =
ai0b · · · baik−1 yields wk. By saying that the catenation creates a square, we mean
that the square does not occur in wk−1 but occurs in wk. Let 〈μ, c, μ〉 be a class
of squares. In order for the catenation to create a square in this class, 〈μ, c, μ〉
must be a proper suffix of the coefficient sequence 〈i0, . . . , ik−1〉 of wk−1. When
〈i0, . . . , ik−1〉 contains a proper suffix 〈μ, c, μ〉 which creates new squares we
say that the class 〈μ, c, μ〉 is generative for the catenation. Observe that any
saturated class in wk−1 cannot be generative.

4.1 Induction Based on Catenation with Single Generative Class

We further show how induction would work by verification of Conjecture 1
for words whose all coefficients, but the leftmost and rightmost, are pairwise-
distinct. Proposition 1 allows us to only consider the induction step (k ≥ 3).
Let wk−1 = ai0b · · · baik−1 , and we assume (6) holds for it as an induction hy-
pothesis. The catenation of baik to wk−1 yields wk = wk−1ba

ik . The pairwise-
distinctiveness of the coefficient sequence makes 〈ik−1〉 the sole generative class
for the catenation, and min{ik−2, ik−1, ik} + 1 squares are thus created due to
(4). With min{ik−2, ik−1, ik} ≤ I(wk)[max−2], Lemma 4 verifies (6) for wk as
follows:

#Sq(wk) ≤
⌊
max{I(wk−1)[max], ik}

2

⌋

+

|I(wk−1)|−2∑
j=1

(I(wk−1)[j] + 1) + (min{I(wk)[max−2], ik}+ 1)

≤ I(wk)[max]

2
+

|I(wk)|−2∑
j=1

(I(wk)[j] + 1).

Theorem 1. For k ≥ 2, let wk = ai0bai1b · · · baik−1baik be a binary word of
length n with k b’s. If i1, . . . , ik−1 are pairwise-distinct, then #Sq(wk) ≤ 2k−1

2k+2n.

Corollary 1. For any factor wk of wjms with k b’s, #Sq(wk) ≤ 2k−1
2k+2n, where

n is the length of wk.

Before proceeding to the analysis of multiple generative classes, let us in-
troduce and examine a class of words for which the bound can be verified
inductively based on catenation with single generative class. A word wk =
ai0bai1b · · · baik−1baik is an ascending (descending) slope if i0 ≤ i1 ≤ · · · ≤ ik
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c2

�1c1 c1
�2 ik

μ2 μ2

μ1 μ1μ1 μ1

Fig. 2. Two classes 〈μ2, c2, μ2〉, 〈μ1, c1, μ1〉, which occur as suffixes, and hence, can be
generative for the catenation of baik at the end

(resp. i0 ≥ i1 ≥ · · · ≥ ik) holds. This notion is generalized as: wk is a padded
slope if its factor ai1b · · · baik−1 is a slope.

Theorem 2. For k ≥ 2, if a binary word wk of length n with k b’s is a padded
slope, then #Sq(wk) ≤ 2k−1

2k+2n.

Proof. Let wk = ai0bai1b · · · baik−1baik . As induction hypothesis, assume that
wk−1 = ai0b · · · baik−1 fulfills inequality (6). Invariance of the number of squares
under reversal allows us to proceed with the assumption that wk is ascending.

Let 〈μ, c, μ〉 be a generative class for the catenation of baik to wk−1. Let im
be such that m ≥ 1 and im−1 < im = · · · = ik−1. Due to the ascending property,
〈im, . . . , ik−1〉 ≥s 〈μ, c, μ〉 must hold. Let d = im = · · · = ik−1. The sole class
that can be generative for the catenation is 〈d�(k−m)/2�, d, d�(k−m)/2�〉 because
for any j < �(k−m)/2�, the class 〈dj , d, dj〉 has been already saturated in wk−1.
At most min{i�, d, ik}+ 1 squares in this class can be created due to (4), where
� = k − 2�(k − m)/2� − 2. This is clearly at most min{I(wk)[max−2], ik} + 1.
Lemma 4 now concludes that the inequality (6) holds for wk. �	
Remark. We note that the proofs of Theorems 1 and 2 can be adjusted such
that whenever the catenation of baik to wk−1 yields a single generative class, the
Conjecture 1 holds.

4.2 Induction Based on Catenation with Multiple Generative
Classes

However, catenation may involve more than one generative class. For instance,
in extending the prefix a1ba2ba3ba2 of wfs (see (1)) by ba3, squares in the two
classes 〈2〉 and 〈2, 3, 2〉 are created.

We begin with examining catenation with two generative classes. Consider two
generative classes 〈μ1, c1, μ1〉, 〈μ2, c2, μ2〉 for the catenation of baik to wk−1 =
ai0bai1b · · · baik−1 , which yields wk = wk−1ba

ik . From (4), we get that the cate-
nation creates at most min{I(wk)[max−3], ik} + min{I(wk)[max−2], ik} + 2
squares in these classes. When 〈μ2〉 ≥s 〈μ1, c1, μ1〉, the number turns out to be
bounded by min{I(wk)[max−2], ik}+ 1, as shown in the next lemma.

Lemma 5. Let 〈μ1, c1, μ1〉, 〈μ2, c2, μ2〉 be generative classes for the catenation
of baik to wk−1 to yield wk = wk−1ba

ik . If 〈μ2〉 ≥s 〈μ1, c1, μ1〉, then the number
of squares in the classes created by the catenation is at most min{c1, ik} + 1 ≤
min{I(wk)[max−2], ik}+ 1. Moreover, if 〈μ2〉 >s 〈μ1, c1, μ1〉, then c2 < c1.
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Proof. Let wk−1 = ai0b · · · baik−1 , and we have 〈i0, . . . , ik−1〉 ≥s 〈�2, μ2, c2, μ2〉
and 〈c2, μ2〉 ≥s 〈�1, μ1, c1, μ1〉 for some �1, �2. The catenation creates at most1

min{�2, c2}+min{c2, ik} − c2 + 1 (7)

squares in the class 〈μ2, c2, μ2〉 due to (4).
We first consider the case when 〈μ1, c1, μ1〉 is a proper suffix of 〈μ2〉. In count-

ing the number of distinct squares to be created in the class 〈μ1, c1, μ1〉, we
should take into account the factor 〈�1, μ1, c1, μ1, c2〉 of wk−1. In order for the
class to be generative, we have c2 < min{c1, ik}. Then at most min{c1, ik} − c2
squares in the class are created, and the subtraction term “−c2” cancels (7).
As a result, the catenation creates at most min{c1, ik}+ 1 squares in these two
classes. Moreover, this is upper bounded by min{I(wk)[max−2], ik} + 1 since
I(wk) contains two c1’s.

Next we consider the case of 〈c2, μ2〉 = 〈�1, μ1, c1, μ1〉 (see Fig. 2), that is,
c2 = �1 and 〈μ2〉 = 〈μ1, c1, μ1〉. It creates at most the following number of
distinct squares in the class 〈μ1, c1, μ1〉:

min{c2, c1}+min{c1, ik} − c1 + 1

−max
{
min{�2, c2, c1}+min{c1, c2, ik} − c1 + 1, 0

}
. (8)

The subtraction term, due to (5), takes into account that 〈�2, μ1, c1, μ1, c2〉 al-
ready appears in 〈i0, . . . , ik−1〉. The number of distinct squares in these classes
created by the catenation is given as the sum (7) + (8). The last subtraction
term in (8) is 0 if and only if min{�2, c2}+min{c2, ik} < c1. Then,

(7) + (8) = (min{�2, c2}+min{c2, ik}+ 1− c1)

+min{c1, ik}+ (min{c2, c1} − c1) + 1 ≤ min{c1, ik}+ 1.

If the term is positive, on the other hand, then we obtain

(7) + (8) = (min{�2, c2}+min{c2, c1} −min{�2, c2, c1} − c2)

+(min{c2, ik}+min{c1, ik} −min{c2, c1, ik}) + 1 ≤ ik + 1.

Now we prove that the sum is at most c1 + 1, and it suffices to do so un-
der the condition c1 < ik. Then the sum is (min{�2, c2} + min{c2, ik} − c2 −
min{�2, c2, c1}) + c1 + 1. If min{�2, c2, c1} = min{�2, c2}, then the terms inside
the parentheses amount to 0 and hence the sum is at most c1+1. This condition
must hold because if min{�2, c2, c1} = c1, then the class 〈μ1, c1, μ1〉 would have
been already saturated in wk−1 so that it could not be generative. �	

Now we develop the previous argument for arbitrary number of genera-
tive classes: 〈μm, cm, μm〉, . . . , 〈μ2, c2, μ2〉, 〈μ1, c1, μ1〉 with m ≥ 3 such that
〈μm, cm, μm〉 >s · · · >s 〈μ1, c1, μ1〉. Interestingly, no matter how many genera-
tive classes are involved, catenation creates at most (min{I(wk)[max−3], ik} +
1)+ (min{I(wk)[max−2], ik}+1) squares. The next lemma enables us to divide
the classes into two groups so that the classes in one group are responsible for
the first term and those in the other are for the second term.
1 Here we say “at most” because wk−1 may contain some squares in this class already.
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Lemma 6. Let 〈μ1, c1, μ1〉, 〈μ2, c2, μ2〉, 〈μ3, c3, μ3〉 be three generative classes of
the catenation of baik to wk−1 to yield wk = wk−1ba

ik such that 〈μ3, c3, μ3〉 >s

〈μ2, c2, μ2〉 >s 〈μ1, c1, μ1〉. Then 〈μ3〉 >s 〈μ1, c1, μ1〉 and c3 < c1 hold, and
the number of squares in the classes 〈μ3, c3, μ3〉 and 〈μ1, c1, μ1〉 created by the
catenation is at most min{c1, ik}+ 1 ≤ min{I(wk)[max−2], ik}+ 1.

Proof. If 〈μ3〉 >s 〈μ1, c1, μ1〉 did not hold, then, by Lemma 2, 〈c1, μ1, c1, μ1, c1〉
would be a factor of the coefficient sequence of wk−1, that is, the class 〈μ1, c1, μ1〉
would be saturated in wk−1, a contradiction. Thus, 〈μ3〉 >s 〈μ1, c1, μ1〉 must
hold. The other two results derive from this due to Lemma 5. �	

Consider the catenation of baik to wk−1 from the right, and let 〈μi� , ci� , μi�〉,
. . . , 〈μi1 , ci1 , μi1〉 be its generative classes with im > · · · > i1. We say that they
form a (length-halving) chain if for any 1 < j ≤ �, 〈μij 〉 ≥s 〈μij−1 , cij−1 , μij−1〉.
Lemmas 5 and 6 imply:

Lemma 7. For any � ≥ 1, if the catenation of baik to wk−1 involves �
generative classes 〈μi� , ci� , μi�〉, . . . , 〈μi1 , ci1 , μi1〉 that satisfy 〈μi� , ci� , μi�〉 >s

· · · >s 〈μi1 , ci1 , μi1〉 and also form a chain, then the catenation creates at most
min{ci1 , ik}+ 1 squares in these classes.

Lemma 6 enables us to divide the classes into (at most) two groups so as
for the classes in each group to form a chain. The index-parity-based divi-
sion: . . . , 〈μ4, c4, μ4〉, 〈μ2, c2, μ2〉 and . . . , 〈μ3, c3, μ3〉, 〈μ1, c1, μ1〉 is such a divi-
sion. With Lemma 7, now we complete the proof that the catenation cannot
create more than min{I(wk)[max−3], ik}+min{I(wk)[max−2], ik}+2 squares.

4.3 Towards an Inductive Proof for General Words

Any word can be factorized into slopes. Given a word, a proper factor 〈i�, i�+1,
. . . , ir−1, ir〉 (l > 0 and r < k) of its coefficient sequence is called a (local)
minimum (maximum) if i� > i�+1 = i�+2 = · · · = ir−1 < ir (resp. i� < i�+1 =
· · · = ir−1 > ir). Minima and maxima are collectively called extrema. It must
be noted that by definition extrema are a proper factor so that the leftmost or
rightmost coefficient of the given word cannot be a part of them. For m ≥ 0, we
say that a word is an m-extrema word if it contains at most m extrema. By Em,
we denote the class of all m-extrema words.

We identify two minima 〈i�1 , i�1+1, . . . , ir1−1, ir1〉, 〈i�2 , i�2+1, . . . , ir2−1, ir2〉 if
r1 − �1 = r2 − �2 and i�1+j = i�2+j for any 0 ≤ j ≤ r1 − �1; otherwise, we say
they are distinct.

Although μi is a subsequence of integers, we consider it a word where each
integer is a symbol. This notation is applied in the following lemma.

Lemma 8. If a catenation involves two generative classes 〈μ1, c1, μ1〉, 〈μ2, c2, μ2〉
in different chains, and all minima of the resulting word are pairwise-distinct,
then one of the following holds:

1. c1 > c2, μ2 = cm2 c1c
j
2, and μ1 = cj2 for some j ≥ 1 and m < j;
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2. c1 < c2, μ2 = c2j+m+1
1 c2c

j+m
1 , and μ1 = cj1c2c

j+m
1 for some j ≥ 1 and

m ≥ 0;
3. c1 �= c2, μ2 = djc1c2d

j, and μ1 = c2d
j for some j ≥ 0 and coefficient d with

d ≤ c1 and d < c2.

Theorem 3. If all minima of a word wk of length n with k b’s are pairwise-
distinct, then #Sq(wk) ≤ 2k−1

2k+2n.

Proof. Let wk = ai0b · · · baik and consider the catenation of baik to wk−1 =
ai0b · · · baik−1 to yield wk. Assume two generative classes 〈μ1, c1, μ1〉, 〈μ2, c2, μ2〉
are involved in it, and moreover, they are in different chains. To them, Lemma 8
is applicable to represent these classes in three ways. Proofs for all these repre-
sentations take the same strategy: spotting an coefficient ij such that catenating
baij creates so small number of squares that offsets the number of squares to be
created by the catenation of baik . Therefore, in the following, we just examine
the first representation.

We have that 〈�, μ2, c2, μ2〉 is a suffix of the coefficient sequence 〈i0, . . . , ik−1〉
of wk−1 and μ2 = cm2 c1c

j
2 for some coefficients �, c1, c2 with c1 > c2 and j ≥

1,m ≥ 0 with j > m. The right μ2 is actually the sequence 〈ik−j , . . . , ik−j+m−1,
ik−j+m, . . . , ik−1〉. Consider the successive catenations of baik−j+m , . . . , baik−1

to wk−j+m−1 = ai0b · · · baik−j+m−1 . If � �= c2, then the first catenation creates
max{c2− �, 0} squares in the class 〈cm2 , c1, c

m
2 〉, which is its sole generative class.

The catenation of ik creates at most min{c2, ik}+min{�, c2, ik}+2 squares. As a
result, they introduce two additive terms. Moreover, due to � �= c2, each of other
catenations involves just one chain. If � = c2, then 〈cm2 , c1, c

m
2 〉 is not generative

any more, but instead the class 〈cj2c1cm2 , c2, c
j
2c1c

m
2 〉 can be. If it is not, then no

square is created, and this offsets one term brought by the catenation of baik .
Otherwise, 〈i0, . . . , ik−1〉 ≥s 〈�′, cj2c1cm2 , c2, c

j
2c1c

m
2 〉 for some �′ ≥ 0. The catena-

tion of ik creates at most min{�′, c2}+min{c2, ik} − c2 + 1 squares in the class
〈μ2, c2, μ2〉 and c2+min{c1, ik}−c1+1−(min{�′, c2}+min{c2, ik}−c1+1), where
the subtraction term is to avoid the double-counting (note 〈�′, μ1, c1, μ1, c2〉 is in
〈i0, . . . , ik−1〉). Thus, it creates at most min{c1, ik}+ 1 squares. �	

As its corollary, we can verify the bound 2k−1
2k+2n for the word (1) by Fraenkel

and Simpson, or more precisely, for its factors with k b’s, since all of their minima
are pairwise-distinct.

Corollary 2. For any factor wfs,k of wfs with k b’s, #Sq(wfs,k) ≤ 2k−1
2k+2 |wfs,k|.

Maxima-pairwise-distinct variants of Lemma 8 and Theorem 3 hold. As for
the variant of the lemma, all inequalities must be inverted. From them, the next
result holds.

Corollary 3. For any word wk ∈ E3 with k b’s, #Sq(wk) ≤ 2k−1
2k+2 |wk|.

Corollary 4. For any k ≤ 6 and word wk with k b’s, #Sq(wk) ≤ 2k−1
2k+2 |wk|.

Proof. It suffices to observe that, for any k ≥ 3, words with k b’s can contain at
most k − 3 extrema. Then this immediately follows from Corollary 3. �	
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The more classes are involved, the more strictly the structure of wk−1, to
which we catenate baik , is restricted. In fact, we can easily show that for k ≤ 9,
either the catenation involves just one chain or all minima (or maxima) of the
resulting word are pairwise-distinct.

Proposition 2. For any k ≤ 9 and word wk with k b’s, #Sq(wk) ≤ 2k−1
2k+2 |wk|.

5 Conclusions

Our results are partial steps in showing Conjecture 1. However, we identified
several ways to approach this conjecture. For instance, one may follow the tech-
nique in which we examine a word as a sequence of slopes, and try to identify
how the number of squares increases when the words have non pairwise distinct
minima (maxima). Nevertheless, it may be the case that a direct inductive proof
with respect to the number of b’s would validate the conjecture; using the gen-
erative classes with respect to catenation we only analyzed the cases when this
number is at most 9, but it is our hope that our method can be generalized.

Finally, we discussed only the case of binary words. It seems unlikely that the
tools we developed could be used directly to obtain upper bounds on the number
of squares in words over larger alphabets.
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